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Preface

The 19th International Conference on Advanced DataMining and Applications (ADMA
2023) was held in Shenyang, China, during August 21–23, 2023. Researchers and practi-
tioners from around the world came together at this leading international forum to share
innovative ideas, original research findings, case study results, and experienced insights
into advanced data mining and its applications. With the ever-growing importance of
appropriate methods in these data-rich times, ADMA has become a flagship conference
in this field. ADMA 2023 received a total of 503 submissions from 22 countries across
five continents. After a rigorous double-blind review process involving 318 reviewers,
216 regular papers were accepted to be published in the proceedings, 123 were selected
to be delivered as oral presentations at the conference, 85 were selected as poster pre-
sentations, and 8 were selected as industry papers. This corresponds to a full oral paper
acceptance rate of 24.4%. The Program Committee (PC), composed of international
experts in relevant fields, did a thorough and professional job of reviewing the papers
submitted to ADMA 2023, and each paper was reviewed by an average of 2.97 PCmem-
bers. With the growing importance of data in this digital age, papers accepted at ADMA
2023 covered awide range of research topics in the field of datamining, including pattern
mining, graph mining, classification, clustering and recommendation, multi-objective,
optimization, augmentation, and database, data mining theory, image, multimedia and
time series data mining, text mining, web and IoT applications, finance and healthcare.
It is worth mentioning that ADMA 2023 was organized as a physical-only event, allow-
ing for in-person gatherings and networking. We thank the PC members for completing
the review process and providing valuable comments within tight schedules. The high-
quality program would not have been possible without the expertise and dedication of
our PC members. Moreover, we would like to take this valuable opportunity to thank all
authors who submitted technical papers and contributed to the tradition of excellence at
ADMA.We firmly believe that many colleagues will find the papers in these proceedings
exciting and beneficial for advancing their research.Wewould like to thankMicrosoft for
providing the CMT system, which is free to use for conference organization, Springer for
their long-term support, the host institution, Northeastern University, for their hospitality
and support, Niu Translation and Shuangzhi Bo for their sponsorship. We are grateful
for the guidance of the steering committee members, Osmar R. Zaiane, Chengqi Zhang,
Michael Sheng, Guodong Long, Xue Li, Jianxin Li, and Weitong Chen. With their lead-
ership and support, the conference ran smoothly. We also would like to acknowledge
the support of the other members of the organizing committee. All of them helped to
make ADMA 2023 a success. We appreciate the local arrangements, registration and
finance management from the local arrangement chairs, registration management chairs
and finance chairs Kui Di, Baoyan Song, Junchang Xin, Donghong Han, Guoqiang Ma,
Yuanguo Bi, and Baiyou Qiao, the time and effort of the proceedings chairs, Bing Li,
Huaijie Zhu, and Ningning Cui, the effort in advertising the conference by the publicity
chairs and social network and social media coordination chairs, Xin Wang, Yongxin
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Tong, Lina Wang, and Sen Wang, and the effort of managing the Tutorial sessions by
the tutorial chairs, Zheng Zhang and Shuihua Wang, We would like to give very special
thanks to the web chair, industry chairs, and PhD school chairs Faming Li, ChiMan Pun,
SenWang, Linlin Ding,M. Emre Celebi, and Zheng Zhang, for creating a successful and
memorable event.We also thank sponsorship chairHua Shao for his sponsorship. Finally,
we would like to thank all the other co-chairs who have contributed to the conference.

August 2023 Xiaochun Yang
Bin Wang
Jing Jiang
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Abstract. This study introduces an effective method for analyzing emotional
states in evaluation data with enhanced precision by constructing a sentiment lex-
icon for teaching evaluation (SL-TeaE). We expand a general basic sentiment lex-
icon based on teaching evaluation data from our university’s academic system by
creating a list of adverbs of degree and negative words. We use the TextRank algo-
rithm to select sentiment seed words from user data and the SO-PMI algorithm
to generate a user-based domain sentiment vocabulary in the teaching domain.
Finally, we merge the user-based domain sentiment vocabulary and the expanded
general foundation sentiment lexicon to construct the SL-TeaE. The experimental
results indicate that the proposed method has excellent performance in both sen-
timent classification and quantitative evaluation score. Specifically, the F1 values
for positive and negative teaching comments have been improved by 27.3% and
16.7%, respectively, compared to the general basic sentiment lexicon. Further-
more, the sentiment classification performance of our method surpasses that of
commonly used sentiment classification algorithms. In addition, compared to the
general basic sentiment lexicon and the expanded general basic sentiment lexicon,
the proposed method in this paper achieves the lowest mean absolute error and
root mean square error for course comprehensive evaluation scores (MAE= 2.57,
RMSE = 2.62).

Keywords: Sentiment Lexicon · Teaching Evaluation · SO-PMI Algorithm ·
Sentiment Classification

1 Introduction

With the advancement of educational digitization, Student Evaluations of Teaching
(SET) have become an increasingly important method in education reform and have
attracted extensive attention. Despite the widespread implementation of online SET
activities in many universities, the lack of domain-specific sentiment lexicons has
resulted in large discrepancies between evaluation results and actual values, which is not
conducive to the development and promotion of SET activities.
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Student Evaluations of Teaching (SET) are a valuable tool for collecting feedback
from students about teaching quality in courses. Analyzing the underlying emotional
states in SET can identify existing problems in university evaluations and provide solu-
tions to improve teaching quality and students’ learning interests. However, despite
the widespread implementation of online SET activities in many universities, a lack
of domain-specific sentiment lexicons has resulted in significant discrepancies between
evaluation results and actual values. This situation is not conducive to the development
and promotion of SET activities. The construction of a sentiment lexicon for teaching
evaluation offers a new research perspective to address this issue.

Sentiment analysis (SA) is amethod that analyzes the emotional tendencies expressed
in texts with subjective descriptions. Due to its ability to handle unstructured data, such
as texts, many researchers have applied SA to the field of education. For example, F.
Balahadia et al. [2] used the sentiments expressed in SET as a performance evaluation
standard for teachers and developed a performance evaluation system based on sentiment
analysis and opinion mining. Lin et al. [3] utilized multiple machine learning methods
to automatically extract sentiment information from SET and applied it to the student
evaluation section of the college teaching management system. Wang et al. [4] used a
sentiment lexicon approach to analyze the emotional tendencies of educational news
texts, combining the sentiment lexicon to calculate the emotional weights of different
categories of news texts to obtain sentiment classification results. Taboada et al. [5]
utilized a sentiment lexicon and grammar rules to calculate the sentiment score of text and
determine the sentiment of the text. However, these studies relied on general sentiment
lexicons, which restricted the exploration of deeper information embedded in data and
may have impacted the objectivity and accuracy of sentiment analysis.

To address the above issues, this study introduces SL-TeaE (sentiment lexicon for
teaching evaluation), a professional sentiment lexicon specifically designed for the field
of teaching evaluation.Additionally,wepropose a sentiment analysismethod that utilizes
SL-TeaE to analyze student evaluations of teaching. The main contributions of this
method are as follows:

1. User-based domain sentiment vocabulary mining. The TextRank algorithm is used
to select sentiment seed words, and the SO-PMI algorithm generates a user-based
domain sentiment vocabulary in the field of education, improving the model’s
generalization ability and the accuracy of sentiment classification.

2. Expansion of a general foundation sentiment lexicon. By assigning different weights
to adverbs of degree using the gradient descent formula and constructing a negative
word list based on negation judgment, a precise analysis of changes in emotions
expressed in evaluation comments can be achieved.

3. Generation of a sentiment lexicon for evaluating teaching. Theuser-based domain sen-
timent vocabulary is merged into the expanded general foundation sentiment lexicon,
resulting in a more effective sentiment lexicon for evaluating teaching.

2 Related Work

Cai et al. [6] proposed that using different sentiment lexicons for different fields, which
include domain-specific professional words in the lexicon, can achieve better perfor-
mance. There are three prevalent methods for constructing sentiment lexicons: manual
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annotation, knowledge-based methods, and corpus-based methods. Although manually
generated lexicons being universally applicable, their huge labor costs make it difficult
to cover emotional words in different fields and result in poor domain adaptation.

Knowledge-based methods utilize resources such as Wordnet and HowNet to deter-
mine the polarity of sentimental words by analyzing conceptual relationships in the
knowledge base (e.g., synonymy, antonymy, hypernymy/hyponymy, etc.). Liu et al. [7]
expanded HowNet by choosing a set of frequently used emotional words to create a basic
emotional lexicon, calculating each word’s semantic distance score to obtain its emo-
tional orientation value. Yang et al. [8] employed both HowNet and NTUSDwhile com-
puting similarity or frequency statistics to determine the emotional tendencies of words.
Zhou et al. [9] adopted a cross-lingual technique to extract English semantic elements
from HowNet that relate to SentiWordNet, computing the average emotional intensity
of these factors to establish the relevant Chinese emotional intensity. Knowledge-based
methods possess an advantage in that they do not rely on corpus data and promptly gen-
erate a sentiment lexicon based on a comprehensive semantic knowledge base, which
is considerably versatile and practical where less accuracy is required. However, the
disadvantage of this method is that the sentiment lexicon usually only covers general
domains and may lack domain specificity.

Corpus-based methods for constructing sentiment lexicons can be divided into two
types: conjunction relations and co-occurrence rules. Conjunction relations use conjunc-
tion words in the sentence to determine the polarity relationship between words before
and after the conjunction. Hatzivassiloglou et al. [10] summarized the language rules
and connection patterns in English text and proved through extensive experimental data
that the polarity relationship between words before and after the conjunction is reliable.
They ascertained the emotional orientations of adjectives by utilizing a corpus and an
emotional seed word set. Huang et al. [11] used conjunctions to determine the polar-
ity relationship between words and established an emotional polarity constraint matrix
based on the negation form of words. They then used the PMI algorithm to predict the
sentiment polarity of words. Co-occurrence rules assume that emotionally similar words
are likely to appear in the same sentence, and usually require a small number of sentiment
seed words to be manually annotated before estimating the sentiment polarity of other
words based on the co-occurrence frequency with the seed words in the corpus. Turney
et al. [12] proposed a statistical approach based on the hypothesis that emotionally sim-
ilar words are likely to have the same sentiment polarity. They selected the sentiment
seed words “excellent” and “poor” to determine the sentiment polarity of other words.
Wawer [13] used an automatic approach by searching for patterns in a corpus using a
search engine to obtain polar seed words for SO-PMI calculation. Bollegala et al. [14]
first annotated the polarity of all words co-occurring with candidate words as the overall
sentiment polarity of the comments, replaced the words with their parts of speech to
form features, and then used PMI and calculated the correlation between the candidate
word features and known emotional words to determine their sentiment polarity to con-
struct the sentiment lexicon. Yang et al. [15] used Baidu search results for seedwords and
other words to calculate SO-PMI to determine the sentiment polarity of words. Gao et al.
[16] constructed a domain-specific sentiment lexicon by incorporating special lexicons
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such as phrase lexicons, negation lexicons, and adverb lexicons into a general sentiment
lexicon and combining them with domain-specific professional vocabulary.

This paper uses the co-occurrence method in the corpus-based sentiment lexicon
construction approach to build a sentiment lexicon for teaching evaluation.

3 Sentiment Analysis Model for Teaching Evaluation

3.1 Sentiment Analysis Model

The model diagram for sentiment analysis of student evaluations of teaching (SET) is
shown in Fig. 1.

Fig. 1. The model diagram for sentiment analysis of SET

The model diagram for sentiment analysis of student evaluations of teaching (SET)
can be divided into five parts:

1. Effective user data generation. The evaluation text is preprocessed, including word
segmentation and stop word removal. The jieba library is utilized to perform Chinese
word segmentation, the stop word dictionary is invoked, and stop words appearing in
the text are removed by iterating through the segmented text.

2. Expansion of a general foundation sentiment lexicon. This includes selecting a basic
sentiment lexicon, constructing a negative word list, constructing a adverbs of degree
list, and constructing grammar rules.

3. User-based domain sentiment vocabulary generation.
a. Sentiment seed word generation. Using the TextRank algorithm, sentiment seed

words are selected from effective user data to generate domain-specific sentiment
words.

b. Domain sentiment word generation. With the generated sentiment seed words,
domain-specific sentiment words that need to be expanded are selected from
effective user data using the SO-PMI algorithm, and the sentiment polarity and
inclination values of domain-specific sentiment words are obtained.
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c. Normalization of sentiment inclination values. Make the sentiment intensity of
domain-specific sentiment words conform to the sentiment intensity of the general
foundation sentiment lexicon.

4. Generation of a sentiment lexicon for evaluating teaching. The normalized domain-
specific sentiment words and the expanded general foundation sentiment lexicon are
merged to generate a sentiment lexicon for evaluating teaching.

5. Performance evaluation. Performance evaluations are divided into classification and
quantitative evaluation scores. By comparing the performance of the general foun-
dation sentiment lexicon, the expanded general foundation sentiment lexicon, and
the sentiment lexicon for evaluating teaching on evaluation data in terms of senti-
ment classification and calculation of course comprehensive evaluation scores, the
effectiveness of expanding the general foundation sentiment lexicon and expanding
domain-specific sentiment vocabulary for teaching is verified.

3.2 Expansion of the General Foundation Sentiment Lexicon

Selection of Basic Sentiment Lexicon. This paper uses the Dalian University of Tech-
nology’s Ontology of Chinese Sentiment Words [17], which describes Chinese vocabu-
lary fromdifferent perspectives such as part of speech, emotional intensity, and emotional
polarity. Emotional intensity is divided into five levels: 1, 3, 5, 7, and 9, with 9 repre-
senting the strongest emotional intensity and 1 representing the weakest. Compared with
other sentiment lexicons, the emotional intensity in this one is subdivided more finely.
Emotional polarity includes neutral, positive, and negative, corresponding to values of 0,
1, and 2 respectively. Table 1 shows some data from Dalian University of Technology’s
Ontology of Chinese Sentiment Words.

Table 1. Example of Dalian University of Technology’s Ontology of Chinese Sentiment Words

Words Part-of-speech
tags

Sense numbers Sentiment
categories

Emotion
intensity

Polarity

Exaggeration idiom 1 NN 5 2

Tight finances idiom 1 NE 7 0

Beautiful noun 1 NN 5 1

Thoughtful adj 1 PH 5 1

To facilitate sentiment calculation, this papermodifies the negative sentiment polarity
value 2 in the basic sentiment lexicon to −1 [18]. The sentiment value formula for the
sentiment word t is shown in Eq. (1):

s(t) = w(t)g(t) (1)

In Eq. (1), s(t) represents the sentiment value of the sentiment word t,w(t) represents
the sentiment intensity of the sentiment word t, and g(t) represents the sentiment polarity
of the sentiment word t.
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Construction of NegativeWordList. The appearance of negative words often causes a
reversal of the sentiment polarity in teaching comments. For cases where negative words
appear before sentiment words, the sentiment intensity of the sentiment word needs to
be multiplied by −1 in the algorithm design for sentiment calculation. Table 2 shows a
list of common negative words.

Table 2. Negative word list

Weight values Negative words

−1 not, is not, non, cannot, not quite, do not want, without, not necessarily, never,
must not, etc

Construction of Adverbs of Degree List. The appearance of adverbs of degree often
induces a certain degree of change in the sentiment intensity of sentiment words, such
as in teaching comments like “very careful explanation,” where the adverb of degree
“very” enhances the sentiment intensity of the sentiment word “careful” to a certain
extent. Referring to the degree-level words in the Hownet sentiment lexicon, this paper
divides adverbs of degree into six levels representing different strengths of sentiment
inclination. Gradient descent Equations are used to assign corresponding weight values
to each level of adverbs of degree. Among them, the gradient descent formula is shown
in Eq. (2):

Wi+1 = W1

(√
2

2

)i

, i = 1, 2, 3, 4, 5 (2)

In Eq. (2), W1 represents the weight value of the first level “extremely/most” in the

adverbs of degree list, and the constant
√
2
2 represents the gradient descent rate. Wi+1

represents the weight value of the (i + 1)-th level adverb of degree. Table 3 shows the
constructed adverbs of degree list.

Table 3. Adverbs of degree list

Levels Weight values Adverbs of degree(partial) Quantities

Extremely/most 3 extremely, very, absolute, overly 69

Super 2.1 excessively, biased, partial 30

Very 1.5 particularly, especially, more, greatly 42

Quite 1.06 even more, relatively, compared to, further 37

A little 0.75 slightly, somewhat, slightly, somewhat 29

Lacking 0.53 a little bit, not very, not great, not too much 12
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3.3 User-Based Domain Sentiment Vocabulary Generation

To select domain-specific sentiment words that need to be expanded from actual student
teaching evaluations, this paper uses the Semantic Orientation Pointwise Mutual Infor-
mation (SO-PMI) algorithm. SO-PMI uses PMI to evaluate the semantic orientation
of words and measures the similarity between two words using PMI. The definition is
shown in Eq. (3):

PMI(term1, term2) = log2
p(term1&term2)

p(term1)p(term2)
(3)

In Eq. (3), p(term1&term2) represents the probability of co-occurrence of the words
term1 and term2, and p(term1) and p(term2) represent the probabilities of word term1
and word term2 appearing alone, respectively.

When PMI(term1, term2) is larger, it indicates that the correlation between word
term1 and term2 is closer, and their semantic orientations are more consistent. There are
three cases of PMI(term1, term2), as shown in Eq. (4):

PMI(term1, term2)

⎧⎨
⎩

> 0, term1 and term2 are related
= 0, term1 and term2 are independent

< 0, term1 and term2 are mutually exclusive
(4)

Sentiment Seed Word Generation. To obtain sentiment seed words with clear emo-
tional tendencies, we employ TextRank algorithm to sort sentiment words in the teaching
evaluation corpus according to their importance from high to low and ultimately selects
the top 10 positive and negative sentiment seed words.

TextRank is a graph-based ranking algorithm commonly used in keyword extraction.
TextRank segments a text into a set of nodes (words), constructs a word-node connected
graph, and computes the similarities between words as edge weights. Through iterative
calculation ofwordweights, TextRank selects the topKwordswith the highest TextRank
values. The algorithm is based on a graph representation of the text, and it can efficiently
extract meaningful keywords from large amounts of text data.

Domain-Specific Sentiment Word Generation. The formula for calculating the
sentiment orientation value of a word term in teaching comments is shown in Eq. (5):

SO − PMI(term) =
n∑

i=1

[PMI(term,Ptermi) − PMI(term,Ntermi)] (5)

In Eq. (5), Ptermi represents the i-th positive sentiment seed word,Ntermi represents
the i-th negative sentiment seed word, and SO − PMI(term) has three cases, as shown
in Eq. (6):

SO − PMI(term)

⎧⎨
⎩

> 0, term has a positive sentiment tendency
= 0, term has no sentiment tendency

< 0, term has a negative sentiment tendency
(6)

Among the 148 positive sentiment words and 79 negative sentiment words obtained
through the SO-PMI algorithm have been normalized and expanded into a generic basic
sentiment lexicon to generate a new domain-specific sentiment lexicon.
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Normalization of Sentiment Values. To make the emotion intensity of the newly
expanded domain-specific sentiment words suitable for that of the basic sentiment lexi-
con, normalization procedures are performed on the sentiment orientation values of the
domain-specific sentiment words. The normalization Equation is shown in Eq. (7):

y = (SP − SPmax)/(SPmax − SPmin) (7)

In Eq. (7), y represents the normalized sentiment polarity value of domain sentiment
words, SP represents the sentiment polarity value of candidate words, SPmax represents
the maximum sentiment polarity value among the domain sentiment words, and SPmin

represents the minimum sentiment polarity value among the domain sentiment words.
In order to make the sentiment strength of domain sentiment words compatible with
that of a general basic sentiment lexicon, the normalized value of y is divided into
five intervals: [0, 0.2), [0.2, 0.4), [0.4, 0.6), [0.6, 0.8), and [0.8, 1]. These intervals are
assigned corresponding sentiment strengths of 1, 3, 5, 7, and 9, respectively, in order to
complete the normalization process of sentiment polarity values for domain sentiment
words.

3.4 Sentiment Lexicon for Teaching Evaluation Generation

The normalized domain-specific sentiment words, corresponding emotion intensities,
and polarities are added to the basic sentiment lexicon to form a sentiment lexicon for
teaching evaluation. Similar to the basic sentiment lexicon, the sentiment polarity of the
sentiment word can be neutral, positive, or negative, corresponding to values of 0, 1,
and 2, respectively. Table 4 shows selected entries of the sentiment lexicon for teaching
evaluation.

Table 4. Sentiment lexicon for teaching evaluation(partial)

Sentiment words Emotion
intensity

Polarity Sentiment words Emotion
intensity

Polarity

Meticulous 7 1 Vivid 3 1

Patient 5 1 Gain 1 1

Caring 5 1 Boring 5 2

Clear thinking 3 1 Inaudible 3 2

Clear 3 1 Unable to catch up 3 2

3.5 3.5. Performance Evaluation.

Sentiment Classification. Sentiment classification is carried out by the sentiment
lexicon for teaching evaluation, which includes the following four steps:
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1. input effective teaching evaluations.
2. read the sentiment lexicon for teaching evaluation, negative word list, and adverbs of

degree list.
3. traverse the negative words and adverbs of degree between each sentiment word

in the teaching evaluation and calculate the corresponding weight value to obtain
the sentiment value of every sentiment class in the teaching evaluation according to
Eq. (8):

y(t) = n(t)a(t)p(t)s(t) (8)

In Eq. (8), y(t) represents the emotional value of emotional words, s(t) represents
the emotional value of sentiment words, n(t) represents the weight value of negative
words, a(t) represents the sumofweights of all adverbs of degree before the sentiment
word, and p(t) represents the relative positional relation between adverbs of degree
and negative words before the sentiment word. The specific formulas for n(t), a(t),
and p(t) are shown in Eqs. (9), (10), and (11), respectively.

n(t) = (−1)n (9)

a(t) =
m∑
i=1

ai (10)

p(t) =
{
0.5, the negative word appears before the degree adverb
1.0, the degree adverb appears before the negative word

(11)

In Eq. (9), n represents the number of negative words before the sentiment word.
In Eq. (10),m represents the number of adverbs of degree before the sentiment word,
and ai represents the weight value of the i-th adverb of degree. In Eq. (11), if there is
a negative word before the adverb of degree, p(t) = 0.5; otherwise, p(t) = 1.0.

4. The overall sentiment value of each teaching comment can be obtained by Eq. (12):

Y (r) =
∑
t∈r

y(t) (12)

In Eq. (12), r represents the set of emotional words in that comment, Y (r) rep-
resents the overall sentiment value, and Y (r) ≥ 0 indicates a positive sentiment
tendency, whereas Y (r) < 0 indicates a negative sentiment tendency.

Quantitative Evaluation Score. We propose a sentiment-based quantitative scoring
mechanism for teaching evaluation. The mechanism calculates the sentiment values
using a sentiment lexicon and derives the course comprehensive evaluation scores by
employing sentiment normalization and conversion to hundred-mark system. By com-
paring the comprehensive evaluation scores with the actual evaluation scores in the
academic system, it reflects the performance of the sentiment lexicon in quantitative
evaluation score. The steps of the proposed scoring mechanism are as follows:

1. Quantification based on emotional values. The overall emotional value of each teach-
ing comment in the course is calculated, and each teaching comment is normalized
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to a 1–5 score (five-point system) according to its emotional value from low to high.
The five-point system score for the course is calculated as shown in Eq. (13):

y =
5∑

i=1

i
numi

N
(13)

In Eq. (13), i represents the score in the five-point system,N is the total number of
teaching comments in the course, numi represents the number of teaching comments
in the course that received a score of i in the five-point system, and y represents the
five-point system score for the corresponding course taught by the teacher.

2. Conversion to hundred-mark system. Since the comprehensive evaluation score in our
university’s education system is represented in a hundred-mark system, a comparison
experiment requires conversion of the five-point system score to the hundred-mark
system score, which is calculated as shown in Eq. (14):

Y = 20y (14)

InEq. (14), y represents thefive-point systemscore for the course, andY represents
the hundred-mark system score for the course.

4 Experimental Results Analysis

4.1 Experimental Data

The experimental data consist of 508 valid comments from the SET data of four teachers
in our university’s academic system after data preprocessing.

4.2 Experimental Evaluation Metrics

In sentiment classification, we employ common evaluation metrics used in sentiment
analysis models: precision (P), recall (R), and F1 score (F1). The confusion matrix is
defined as shown in Table 5.

Table 5. Confusion matrix

Judged as positive class Judged as negative class

positive class TP FN

negative class FP TN

Precision, recall, and F1 score are represented by Eq. (15), Eq. (16), and Eq. (17),
respectively:

P = TP/(TP + FP) (15)
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R = TP/(TP + FN ) (16)

F1 = 2 × P × R/(P + R) (17)

For the quantification of teaching evaluation scores, we use mean absolute error (MAE)
and root mean squared error (RMSE) as the evaluation metrics in experiments, as shown
in Eq. (18) and Eq. (19), respectively.

MAE = 1

N

N∑
i=1

|µi − ŷi| (18)

RMSE =
√√√√ 1

N

N∑
i=1

(µi − ŷi)2 (19)

In Eq. (18) and Eq. (19), N represents the number of experiments, µi represents the
true value of the i-th group of data, and y

∧

i represents the predicted value of the i-th group
of data.

4.3 Performance Comparison

Comparison of Sentiment Classification Performance. The teaching comments
encompass both positive and negative evaluations. By comparing with the general basic
sentiment lexicon (Dalian University of Technology’s Ontology of Chinese Sentiment
Words) and the expanded general basic sentiment lexicon, the effectiveness of con-
structing a sentiment lexicon for teaching evaluation proposed in this study is validated.
Additionally, comparative experiments were conducted with common sentiment clas-
sification algorithms including K-Nearest Neighbors (KNN), Naïve Bayes, Maximum
Entropy, and Support Vector Machine (SVM) to verify the sentiment classification per-
formance of the sentiment lexicon for teaching evaluation(SL-TeaE). The experimental
results are shown in Table 6.

From Table 6, it can be observed that: 1) The performance of sentiment classification
with only the general basic sentiment lexicon is poor. However, after the addition of
the negative word list and the adverb of degree list, the recall for negative teaching
comments significantly increased by 21.8%, from 49.1% to 70.9%, and the F1 score
increased from 53.1% to 63.7%, a 10.6% increase in performance. The precision saw
a slight improvement. The expanded general basic sentiment lexicon showed a slight
improvement in both the precision and F1 score for positive teaching comments, thereby
proving the effectiveness of expanding the general basic sentiment lexicon. 2) The SL-
TeaE demonstrates a significant improvement in sentiment classification performance
compared to the expanded general basic sentiment lexicon. This improvement can be
attributed to the expansion of the vocabulary of teaching domain-specific sentiment
words on top of the expanded general basic sentiment lexicon. For positive teaching
comments, the sentiment classification of the SL-TeaE showed good results, with varying
degrees of improvement in precision, recall, and F1 score. The precision, recall, and F1
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Table 6. Comparison of the performance of three sentiment lexicons in terms of sentiment
classification

Sentiment classification methods Comment polarity P(%) R(%) F1(%)

General basic sentiment lexicon positive teaching comments 87.1 90.5 88.8

negative teaching comments 57.7 49.1 53.1

Expanded general basic sentiment
lexicon

positive teaching comments 92.6 87.6 90.0

negative teaching comments 57.9 70.9 63.7

KNN positive teaching comments 86.4 87.9 87.2

negative teaching comments 64.2 61.0 62.6

Naïve Bayes positive teaching comments 89.7 91.8 90.8

negative teaching comments 75.8 71.1 73.4

Maximum Entropy positive teaching comments 90.5 89.7 90.1

negative teaching comments 71.8 73.6 72.7

SVM positive teaching comments 91.7 90.6 91.2

negative teaching comments 74.2 76.6 75.4

SL-TeaE positive teaching comments 95.2 96.1 95.7

negative teaching comments 82.2 78.7 80.4

score increased from 92.6%, 87.6%, and 90% to 95.2%, 96.1%, and 95.7%, respectively,
resulting in increases of 2.6%, 8.5%, and 5.7%. For negative teaching comments, the
precision saw a significant increase from 57.9% to 82.2%, an increase of 24.3%, and
there were also significant increases in recall and F1 score, from 70.9% and 63.7%
to 78.7% and 80.4%, respectively, with increases of 7.8% and 16.7%. This proves the
effectiveness of expanding the vocabulary of teaching domain-specific sentiment words.
3) Compared to common sentiment classification algorithms such as KNN,Naïve Bayes,
Maximum Entropy, and SVM, the SL-TeaE exhibits superior sentiment classification
performance in terms of precision, recall, and F1 score. Specifically, for positive teaching
comments, it achieves amaximumprecision improvement of 8.8%, aminimumprecision
improvement of 3.5%, and an average precision improvement of 5.3%. The recall shows
a maximum improvement of 8.2%, a minimum improvement of 4.3%, and an average
improvement of 5.9%. The F1 score demonstrates a maximum improvement of 8.5%,
a minimum improvement of 4.5%, and an average improvement of 5.6%. For negative
teaching comments, the precision shows a maximum improvement of 18%, a minimum
improvement of 6.4%, and an average improvement of 10.7%. The recall exhibits a
maximum improvement of 17.7%, a minimum improvement of 2.1%, and an average
improvement of 8.1%. The F1 score presents a maximum improvement of 17.8%, a
minimum improvement of 5%, and an average improvement of 9.4%.

Based on the comparative experiments, constructing a sentiment lexicon for teach-
ing evaluation has good sentiment classification performance in the SET field and has
practical significance for SET domain sentiment analysis.
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Comparison of Quantitative Evaluation Scores. Our school’s academic system not
only includes the textual data of students’ evaluations but also includes the overall eval-
uation scores of students for each course. In this paper, we conducted a comparative
experiment on four courses taught by different teachers to verify the accuracy of our
model in quantitative evaluation scores. We compared the course comprehensive eval-
uation scores obtained by three sentiment lexicons through scoring mechanisms to the
actual evaluation scores of each course. The comparative results of the quantitative scores
and error analysis for the evaluation are presented in Table 7 and Table 8, respectively.

Table 7. Comparison of the quantitative scores of the three sentiment lexicons

Teacher General basic
sentiment lexicon

Expanded general
basic sentiment
lexicon

SL-TeaE Actual evaluation
scores

Teacher1 73.54 73.96 94.49 97.54

Teacher2 82.70 83.92 96.56 98.77

Teacher3 81.73 82.09 93.38 96.45

Teacher4 83.59 85.45 96.15 98.10

Table 8. Comparison of the error of three sentiment lexicons

Dictionary type MAE RMSE

General basic sentiment lexicon 17.32 17.76

Expanded general basic sentiment lexicon 16.36 16.90

SL-TeaE 2.57 2.62

Three sentiment lexicons were used to calculate course comprehensive evaluation
scores for each course and compared to the actual evaluation scores, with the results
shown in Table 7 and Table 8. The course comprehensive evaluation scores calculated
by the general basic sentiment lexicon differed greatly from the actual evaluation scores,
with the highest mean absolute error and root mean squared error. The expanded general
basic sentiment lexicon had smaller errors, while the evaluation scores calculated by the
SL-TeaE were closest to the actual evaluation scores, with the smallest mean absolute
error and root mean squared error (2.57 and 2.62, respectively). Additionally, the ranking
of the course comprehensive evaluation scores calculated by the SL-TeaEwas consistent
with the ranking of the actual evaluation scores.

Through comparative experiments, we found that building a sentiment lexicon for
teaching evaluation yielded the smallest mean absolute error and root mean squared
error, whichwas closer to the actual evaluation scores, demonstrating its strong sentiment
analysis performance in the teaching evaluation domain.
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5 Conclusion

In this study, we constructed a list of adverbs of degree and negative words, selected sen-
timent seed words using TextRank algorithm, and implemented the SO-PMI algorithm
to mine a professional sentiment lexicon based on user-generated content to enhance
the generalization of our model and significantly improve its sentiment analysis per-
formance. Our approach outperformed the general basic sentiment lexicon in terms of
F1 score for positive and negative teaching comments, with improvements of 27.3%
and 16.7%, respectively. Furthermore, the sentiment classification performance of our
method surpasses that of commonly used sentiment classification algorithms. Moreover,
the resulting domain-specific sentiment lexicon displayed higher accuracy in quantita-
tive evaluation scores for courses, showcasing the smallest mean absolute error and
root mean squared error and closer correlation to actual course comprehensive evalua-
tion scores, while maintaining consistent ranking with them. These results validate the
effectiveness of our sentiment lexicon construction method.

Acknowledgements. This study was supported by the Key Project of Regional Innovation and
Development Joint Fund ofNational Natural Science Foundation of China (GrantNo.U22A2025).
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Abstract. Multimodal Named Entity Recognition (MNER) aims to use
images to locate and classify named entities in a given free text. The
mainstream MNER method based on a pre-trained model ignores the
syntactic relations in the text and associations between different data;
however, these relations can provide crucial missing auxiliary informa-
tion for the MNER task. Therefore, we propose an auxiliary and syntac-
tic relation enhancement graph fusion (ASGF) method for MNER based
on the cross-modal information between similar texts and long-distance
inter-word syntactic dependencies in the text. First, for each text image
pair (training sample), we search for a sample that is most similar to
its text because similar samples may contain similar entity information.
We then exploit a multimodal relation graph to model the association
between different modal data of the two similar samples; that is, we use
the similar sample to supplement the entity information of the text to
be recognized. Second, we parse the syntax of the text to capture the
syntactic dependencies between different words and integrate them into
the relation graph to further enhance its semantic information. Finally,
the relation graph is input into the graph neural network, multimodal
information is interactively fused through the attention and gating mech-
anisms, and final MNER label sequence is predicted through CRF decod-
ing. Extensive experimental results show that compared to mainstream
methods, the proposed model achieved competitive recognition accuracy
on public datasets.

Keywords: Named entity recognition · Multimodal learning · Graph
neural network

1 Introduction

Named entity recognition (NER) is an important task in the field of natural
language processing (NLP) that aims to recognize text spans as specific entity
types, such as people, locations, and organizations. The extracted named entities
can support various NLP tasks, including question answering [9] and relation
extraction [25], etc.
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Recently, with the surge in the number of posts published on social media,
platforms such as Twitter and Weibo have been increasingly incorporating multi-
modal information, such as combinations of text and images. As shown in Fig. 1,
when the meaning behind “Argentina” is interpreted from the text alone, it is
likely to be classified as “Location”, but when given the information provided
by the paired image, “Argentina” can be easily classified as “Organization”,
indicating that “Argentina” refers to the national soccer team and not the coun-
try. Therefore, multimodal information, such as images, can improve the accu-
racy of NER. Consequently, multimodal named entity recognition (MNER) has
attracted considerable attention. In this task, text is considered the primary
source of information, and image information serves as an auxiliary source that
can help improve the overall accuracy of NER. This task can be applied to many
scenarios, such as multimodal relation extraction [25] and multimodal retrieval
[24], etc.

Fig. 1. An example where visual information helps NER, we can easily tell that
“Argentina” is tagged as “ORG” and not “LOC” by matching images.

In recent years, many studies have been conducted on MNER and achieved
good accuracies. However, existing methods that model a single image-text pair
ignore connections with other relational pairs in the training data. Through
observation and research, we discovered that in social media, when the meanings
and themes expressed by two pieces of text are similar, the paired images are also
similar or complementary. As shown in Fig. 2, the matched text in both images
have similar themes and content. In the text shown in Fig. 2(b), “DannyWelbeck”
is an entity of type “PER”, but there is no visual object of type “Person” in
its paired image. However, in Fig. 2(a), the visible object of type “Person” in
the matched image of the similar text can assist in determining the entity type
of “Danny Welbeck”. These findings clearly revealed that the joint modeling
of two relational pairs with similar semantics could provide effective missing
supplementary information for MNER, improving its recognition accuracy.

Mainstream MNER methods extract text features using pretrained language
models, ignoring the syntactic information such as syntactic dependencies con-
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Fig. 2. An example of the auxiliary effect of text with similar semantics on MNER
tasks in a dataset.

tained in the text. Research on traditional NER tasks has obtained useful dis-
crete features from dependent structures [2] or structural constraints [5] to help
complete NER tasks. The example sentence in Fig. 3 illustrates the relationship
between syntactic dependencies and named entities.

The dependency from “near” to “premises” indicates that there is a direct
relation “pobj” (pre-object) between them, which can help the model judge
that “premises” is a named entity of type LOC (location). However, existing
MNER models do not consider such syntactic dependencies, thereby missing the
interactions and important dependencies between the distant words in sentences.
The utilization of the complete syntactic-dependent structure and its effective
integration into the MNER task is a research problem that remains unsolved.

Fig. 3. Example of the auxiliary effect of texts with similar semantics on the MNER
task in the datase.

To solve the problems, we propose an Auxiliary and Syntactic relation
enhancement Graph Fusion (ASGF) method for MNER tasks. First, for each
image-text pair (training sample), the sample most like its text is determined
using the similarity retrieval method. Images paired with similar texts in
social media posts potentially contain similar entity information. Therefore, we
extracted the visual region related to the entity in an image and inputted the
relevant visual region and two similar texts into the pretrained language model
to encode the image and text respectively. Then, we constructed a multimodal
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relation graph for the encoded text and image features. In this graph, each
node represents a semantic unit, that is, a word or visual object. We introduced
inter-modal and intra-modal edges to transmit information between the different
nodes. Using this graph, we modeled the association between different data and
used similar samples to supplement the entity information of the text to be recog-
nized. Second, to address the problem of the insufficient use of syntactic informa-
tion in previous methods and the omission of important semantic relationships
between words in sentences, we used a syntactic parser to parse the syntax of
the text, captured the syntactic dependencies between different words, intro-
duced a syntactic relation matrix modeling the semantic connections between
different words in the text, and incorporated them into a multimodal relation
graph to further enhance their semantic information. A graph neural network
(GNN) can process graph-structured data and propagate information through
the edges, achieving fusion between different modalities. Therefore, in the final
stage, we used a GNN that incorporated attention and gating mechanisms to
model the relationships between both similar and different modalities, achiev-
ing the integration of multimodal information interaction. Conditional random
field (CRF) decoding was used to predict the final label sequence for conditional
sequence labeling. We conducted extensive experiments on public datasets and
the results demonstrated the effectiveness of the proposed method. Overall, the
main contributions of our work are as follows:

(1) We designed a method for MNER called ASGF to fully utilize the syntactic
information of texts. To the best of our knowledge, our method is the first to
apply syntactic dependencies to MNER and incorporate them into GNNs.

(2) We jointly modeled two text-image pairs with similar content or topics in
the training data as a multimodal relation graph to fully utilize the effective
auxiliary or supplementary information between different data.

(3) Extensive experiments on public datasets demonstrate the effectiveness of
our proposed method.

2 Related Work

Named entity recognition (NER) has received extensive attention from scholars
as a key part of information extraction. Traditional methods rely on rule-based
feature extractors and sequence tagging techniques. However, with the develop-
ment of social media, text data often appears together with multimodal infor-
mation such as images, and studies show that incorporating image information
can improve NER performance [1], leading to the emergence of MNER. In our
work, we use GNN to jointly model the relationship between images and text in
MNER tasks. Therefore, in the following sections, we provide a brief overview
of both MNER and GNN.

2.1 MNER

For MNER, Zhang et al. [22], Moon, Neves, Carvalho and Lu et al. [14] explored
the task during the same period. Early research attempted to encode text via
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RNN and image regions via CNN [14,22]. With the advent of pre-trained models
and their successful application in the field of natural language processing, Yu et
al. [20] used BERT [3] as the sentence encoder, ResNet [4] as the image encoder,
and a multimodal interaction module to capture the relationship between words
and images. Zhang et al. [21] used a text-guided object detection model to obtain
objects relevant to the text, and introduced graph modeling in MNER task
to eliminate interference from irrelevant objects. However, none of the above
methods considered the relationship between different text-image pairs in the
training data, and the syntactic dependency information in the text, which are
essential for the MNER task.

2.2 GNN

Graph Neural Network (GNN) can handle graph structures that neural net-
works such as CNN cannot handle. Among them, graph convolutional network
(GCN) [7] and graph attention network (GAT) [18] have been widely used in
many tasks and achieved remarkable results. Zhang et al. [21] first proposed
to integrate GNN into the MNER task. Treat words in text and visual objects
identified by noun phrases as nodes, and use edges to transfer useful informa-
tion between different modalities. Zhao et al. [23] utilized the external matching
relations of the dataset to build a graph model on the whole dataset.

Different from the above work, our model fully mines the text information by
using the relation and syntactic dependence between different text image pairs
in the training data, and further improves the MNER performance by using the
relation between similar text image pairs.

3 Methodology

As GNN can transmit information through edges and achieve information inter-
action between different modalities, in this work, we proposed a novel MNER
method based on GNN, called ASGF. Figure 4 shows the overall architecture
of ASGF, which consists of four main modules: 1) feature extraction module;
2) multimodal relation graph construction module; 3) multimodal interaction
module; 4) CRF decoding module. Below, we first introduce the task definition,
and then illustrate the four main components of the ASGF model separately.

3.1 Task Definition

In this work, MNER task is formulated as a sequence labeling problem. Given
a text sequence X = {x1, x2 . . . xn} and its associated image O. MNER aims
to identify entity boundaries from text using BIO tags and classify identified
entities into predefined categories, including Person(PER), Organization(ORG),
Location(LOC), and Other(MISC). The output of the MNER model is a series
of labels with input text Y = {y1, y2 . . . yi}. In this work, yi ∈ {O,B −PER, I −
PER,B−ORG, I −ORG,B−LOC, I −LOC,B−OTHER, I −OTHER} [16].
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Fig. 4. The overall architecture of the model.

3.2 Feature Extraction Module

According to our observation, when two texts have similar meanings, their paired
images are also similar or complementary. When the named entity in a text
does not appear in its paired image, the similar text and its paired image can
provide effective supplementary information for the current text and improve the
recognition performance of MNER. Therefore, we first use cosine similarity to
retrieve the text in the training data that is most similar to the input text, and
jointly input the two pairs of relationships into the feature extraction module
along with their paired images.

Text Representation. Traditional word vector representation methods, such
as GloVe [15] or Word2Vec [13], generate word representations that cannot
jointly consider contextual information, and cannot solve polysemy problems.
In contrast, pre-trained language models can address these issues. With the
widespread use of the pre-trained language model BERT in the NLP field, this
paper will jointly input two similar sentences after similarity retrieval into the
BERT-based model [3]. BERT input vector En(n ∈ N) consists of word embed-
ding vector, segment embedding vector and position encoding vector. In our
model, we encode segment embedding vectors with 0 and 1 to distinguish two
different input texts, and finally the input text is decoded to obtain the embed-
ded contextual representation as shown in Eq. (1):

Hx = BERT (x) (1)

where Hx ∈ Rn×d denotes the text representations, d is the hidden dimension,
and n is the length of the sentence.
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Image Representation. For image representation, it is difficult to extract all
visually relevant objects from text. Therefore, we first apply a visual grounding
toolkit [19] and use prior knowledge of four general words for predefined entity
types (i.e. misc, person, location, and organization) to detect relevant visual
objects in each image. Specifically, for each detected visual object, we first resize
it to 224× 224 pixels. As Resnet proposes a residual network to address the
degradation problem in deep networks compared to the classic VGG16 model,
we input the extracted visual objects into a pre-trained ResNet [4] model to
extract image features of the relevant visual objects, obtaining the output of the
last convolutional layer:

ResNet(I) = {rj
∣
∣rj ∈ R2048, j = 1, 2, . . . , 49} (2)

It divides the original image into 7 × 7 = 49 regions, each represented by a 2048
dimensional vector rj .

Finally, we separately input the text representation and the image representa-
tion into two independent multi-layer perceptrons (MLP) with ReLU activation
functions, forming a dimension of d. This is done to embed different features of
the two modalities into the same feature space.

3.3 Multimodal Relation Graph Construction

In our work, we use a multimodal relation graph to model cross-modal relations.
Formally, our graph is an undirected graph, which can be expressed as G=(V,E).
In the following, we will describe in detail how we construct the multimodal
relational graph.

Node. The multimodal relation graph contains two types of nodes: text nodes
and image nodes. We use the text representation of the words in the input text
after being encoded by BERT as a text node, and the image representation of
the detected visual object processed by the ResNet model as an image node. For
example, in Fig. 4, the two texts contain a total of 12 words, so there are 12 text
nodes, and there are two image nodes because two visual regions were detected.
Due to space limitations, we only show a schematic diagram of the multimodal
relational graph here.

Edge. We introduce two types of edges in the multimodal relation graph: intra-
modal edges and inter-modal edges. Intra-modal edges connect nodes within the
same modals, while inter-modal edges connect nodes between different modals.
To fully exploit the syntactic information, capture the long-distance dependen-
cies between words in a sentence, and alleviate the information loss caused by
the excessively long text, we integrate the syntactic dependencies into the multi-
modal relation graph. Many GNN-based methods have demonstrated that edge
weights are crucial for graph information aggregation [10], Therefore, we use
SpaCy syntax parser to perform syntactic parsing on each input text and intro-
duce a syntactic dependency matrix to model the semantic relationships between
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different words in the text. If there is a syntactic dependency relation between
two nodes, the edge weight between them is increased by 1, otherwise the weight
is 0. As shown in Eq. (3):

AT
i,j =

{
1, if D(wi, wj) and i < n, j < n
0, otherwise

(3)

where n is the length of the input sentence. Di,j represents the syntactic depen-
dency relationship between two nodes. In the model, we model the multimodal
relation graph as an adjacency matrix. We add the adjacency matrix and the
syntactic weight matrix to integrate syntactic dependencies into the multimodal
graph, so as to facilitate the learning of distant words and contextual dependen-
cies. We will discuss edge weights in detail in the experimental section. Finally,
a fully connected multimodal relation graph with weighted edges is constructed.

3.4 Multimodal Interaction Module

Inspired by [21], we divide the multimodal interaction module into two parts:
intra-modal interaction and inter-modal interaction.

Intra-modal Interactions. After the construction of the multimodal relation
graph, we need to model the relation between different modalities based on the
graph. Since self-attention model tends to overly focus on the current position
when encoding information, the multi-head self-attention mechanism can solve
this problem. Therefore, for nodes in the same modality (text or image), we
use the multi-head self-attention mechanism to gather the neighbor information
of each node. Through the multi-head self-attention mechanism, the model can
focus on more useful information for entity recognition between the same modal-
ities, thus achieving interaction between different nodes of the same modality.
Formally, the context representation Mx of all text nodes is shown in Eq. (4):

Mx = MHatt(Hx,Hx,Hx) (4)

where MHatt(Q, K, V) is a multi-head self-attention function, which takes query
matrix Q, key matrix K and value matrix V as input. Hx is the state representa-
tion of the current text node. Similarly, we generate the contextual representation
Mo of all visual nodes as shown in Eq. (5):

Mo = MHatt(Ho,Ho,Ho) (5)

Due to limited space, we omit the description of residual connection and
normalization.

Inter-modal Interactions. The input for inter-modal interactions is the repre-
sentation of text and image nodes that have undergone intra-modal interaction.
Since our model jointly models two pairs of similar text image pairs and inputs
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them into GNN for training, in reality, images and text may not be entirely
related, and noisy images may be introduced, interfering with the final recog-
nition performance. Therefore, in order to exclude the negative interference of
irrelevant visual regions on the final recognition, for nodes between different
modalities, we use a gating mechanism to aggregate cross-modal neighbor infor-
mation for each node between different modalities. Specifically, we set up a mod-
ulation factor βo, which can dynamically adjust Rx according to the degree of
contribution of the visual object to the text. Thus more incorporation of visuals
that are more relevant to the text modality. After obtaining βo we generate the
representation Rx of each text node:

βo = sigmoid(W1Mx + W2Mo) (6)

Rx = Mx + βoMo (7)

where W1 and W2 are parameter matrices. Since the text should dominant in the
MNER task, and the image information is only used as an auxiliary. So different
from [21], in the final stage, we only integrate the useful information from the
image modality into the text modality through the gating mechanism, omitting
the process of integrating text modality information into the image modality,
simplifying the model architecture while ensuring recognition performance and
making the model more concise. Finally, we use the position feedforward network
to generate the final text node representation Hx:

Hx = FFN(Rx) (8)

3.5 CRF Dcoder

As conditional random field (CRF) can consider the correlation between labels
in the neighborhood, and the mainstream methods of MNER and NER cur-
rently use CRF for model decoding, in order to make a fair comparison in the
final decoding stage, we apply CRF [8,21,23] to perform conditional sequence
labeling. The input of the CRF is the representation of the text node that incor-
porates the relevant image information generated by the multimodal interaction
module. Let Y0 denote the set of all possible label sequences of the input sentence
X, the probability of the label sequence Y can be calculated as:

p(y
∣
∣Hx) =

∏N
i=1 Fi(yi−1, yi,Hx)

∑

y′∈Y

∏N
i=1 Fi(y

′
i−1, y

′
i,Hx)

(9)

where Fi(yi−1, yi,Hx) and Fi(y
′
i−1, y

′
i,Hx) are potential function. We use the

label with the highest probability score as the final prediction result. Finally,
we apply maximum conditional likelihood estimation as the loss function of the
model. The loss function is shown in Eq. (11):

L(p(y
∣
∣Hx)) =

∑

i

logp(y
∣
∣Hx) (10)
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4 Experiment

4.1 Datasets and Evaluation Metrics

To evaluate the performance of our proposed model, we use the publicly avail-
able Twitter dataset, Twitter-2015, constructed by Zhang et al. [22] for MNER.
Table 1 shows the number of entities of each type and the number of multimodal
tweets in the training, development and test sets of the dataset.

We used standard precision (P), recall (R), and F1 score (F1) to evaluate the
overall performance on the Twitter MNER dataset and reported the F1 score
for each individual type of entity.

Table 1. The statistics summary of Twitter datasets.

Entity Type Twitter2015

Train Dev Test

Person 2217 552 1816

Location 2091 522 1697

Organization 928 247 839

Misc 940 225 726

Total 6176 1546 5078

Tweets 4000 1000 3257

4.2 Implement Details

In our model, word representations are initialized with a pretrained cased
BERTbase [3] model and visual representations are initialized with a pretrained
ResNet-152 model [4], both are fine-tuned during training. We set the maximum
length of input sentence to 128, the mini-batch size to 8, and the number of
attention heads to 8.

We choose the model with the best F1 score on the dev set and evaluate its
performance on the test set. We use the Adam optimizer [6] to minimize the loss
function, with the learning rate as 1e-4, the dropout rate as 0.4, and the tradeoff
parameter as 0.5.

4.3 Compared Methods

To fully evaluate the performance of our model, we mainly compare it with two
groups of baselines.

The first group consists of representative text-based methods for NER: (1)
CNN-BiLSTM-CRF [12] and HBiLSTM-CRF [8] both use word-level informa-
tion based on BiLSTM. (2) BERT [3] and BERT-CRF both use multilayer bidi-
rectional transformer encoder.
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The second group consists of several competitive multimodal methods for
MNER: (3) VG-ATT [11]: propose visual attention to combine HBiLSTM-CRF
with visual context. (4) Ada-Co-ATT [22]: A multi-modal approach based on
CNNBiLSTM-CRF, fusing word-guided visual representation and image-guided
textual representation through filter gates with adaptive co-attention networks.
(5) RpBERT [17] is a multi-task method for MNER and text-image relation
classification, where an external Twitter annotation dataset with text-image
relations is used for text-image relation classification.

Table 2. Performance comparison of different competing unimodal and multimodal
methods for NER.

Modality Approaches Twitter-2015

Single Type(F1 ) Overall

PER LOC ORG MISC Pre Rec F1

Text CNN-BiLSTM-CRF 80.86 75.39 47.77 32.61 66.24 68.09 67.15

HBiLSTM-CRF 82.34 6.83 51.59 32.52 70.32 68.05 69.17

BERT 84.72 79.91 58.26 38.81 68.30 74.61 71.32

BERT-CRF 84.74 80.51 60.27 37.29 69.22 74.59 71.81

Text+Image VG-ATT 82.66 77.21 55.06 35.25 73.96 67.90 70.80

Ada-Co-ATT 81.98 78.95 53.07 34.02 72.75 68.74 70.69

RpBERT 85.18 81.19 58.68 37.88 71.15 74.30 72.69

ASGF(Ours) 84.40 82.03 59.07 38.82 73.98 73.20 73.15

4.4 Experimental Results

We conduct experiments on the Twitter-2015 datasets. As shown in Table 2,
similar to previous works, we mainly focus on the overall F1 score. Based on
these results, we can make some observations:

1): For the single-modal entity recognition model, the BERT-CRF method
achieves 2.4%, 3.68%, 8.68% and 4.77% improvements in the single type F1 of the
Twitter-2015 dataset compared to the HBiLSTM-CRF method. This indicates
that the pre-trained language model BERT provides rich syntactic and semantic
features that are significantly better than traditional neural network methods. In
addition, through comparison, it is found that BERT-CRF is slightly better than
the BERT model. Therefore, we can conclude that CRF decoding considers the
relationship between neighboring words, can improve the performance of entity
recognition.

2): In multimodal methods, VG-ATT is 0.34%, 0.38%, 3.47% and 2.73%
higher than its corresponding unimodal method HBiLSTM-CRF in the single-
type F1 of Twitter-2015, respectively. Similarly, Ada-Co-ATT is 1.12%, 3.56%,
5.3%, 1.41% higher than its corresponding unimodal method CNN-BiLSTM-
CRF in the single-type F1 of Twitter-2015, respectively. From this we can con-
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clude that incorporating image information as a supplement in traditional uni-
modal entity recognition can improve the performance of entity recognition.

3): For multimodal methods, RpBERT is an extension of the BERT model
in the multimodal direction. It uses the attention mechanism combined with
an external Twitter annotation dataset with text-image relations to classify
text-image relations, eliminating noise interference from visual objects and effec-
tively improving the performance of multimodal entity recognition. The accuracy
RpBERT is 1.89% and 2% higher than VG-ATT and Ada-Co-ATT in the overall
F1 of Twitter-2015, respectively.

4): Compared with RpBERT, our proposed ASGF achieves competitive
results on the dataset, outperforming RpBERT by 0.46% on overall F1. Fur-
thermore, for a single type, our model outperforms RpBERT by up to 0.94% on
the dataset. These results further reveal the effectiveness of our model.

Table 3. Ablation study of our ASGF.

Twitter-2015

Approaches Overall

Pre Rec F1

baseline+dep+sim(ASGF) 73.10 73.20 75.15

baseline+dep 71.85 73.69 72.76

baseline 70.62 72.94 71.76

4.5 Ablation Study

In order to study the impact of different components in our proposed method,
we conducted an ablation study on the two modules in ASGF. The results are
shown in Table 3, where “baseline” means the baseline method after removing
the two modules, “dep” denotes the syntactic dependency part of our method,
and “sim” denotes the joint similarity semantic text-image relationship part of
our method. We add each module in turn. From the table 3, we can intuitively
see that after adding each module separately, the overall precision, recall rate,
and F1 of our proposed method have improved. Among them, the model that
only adds syntactic dependencies is better than the model that only adds syn-
tactic dependencies outperforms the baseline method by 1% on F1, while our
proposed method outperforms the baseline method by 1.99% on F1 after adding
two modules. Therefore, we conclude that the syntactic dependencies of the text
itself and the connections between different texts are crucial for the MNER task.

The Choice of Similarity Threshold. In our model, we first need to use
similarity retrieval to find the text in the training data that is most similar
to the text to be predicted. However, the training data is limited, not all of the
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Fig. 5. The influence of the threshold value in similarity retrieval and the selection of
edge weights in the multimodal relation graph on the final recognition performance.

most similar texts have high similarity between them. So in order to compare the
impact of the similarity threshold on the final MNER recognition performance,
we set the threshold to 0.8, 0.9 and no threshold for comparison. We use overall
recall, precision and F1 score as evaluation metrics. We plot the comparison
results as a line graph, as shown in Fig. 5(a). From the line chart, we can clearly
see that when the threshold is increased from 0.8 to 0.9, the overall recall rate,
precision and F1 score are all improve. That is, when the similarity between
two pieces of text is higher, the paired images for each of them will provide
greater assistance to the final recognition performance of our model. This further
proves that in our model, when two texts express similar meaning and themes,
their paired images are also similar or complementary. When we do not set
thresholds, we get the best overall performance. This indicates the effectiveness of
considering the connections between different text-image pairs in the dataset and
jointly modeling them in our method. It also illustrates the positive effect of the
gating mechanism introduced by our model in the multimodal interaction module
to exclude the interference of irrelevant image modalities. Through the above
analysis, we do not set a threshold when performing text similarity retrieval.

The Choice of Edge Weights. In the process of building a multimodal rela-
tion graph, we incorporate syntactic dependencies relation into the graph. If
there is a dependency relation between two words in the text, we assign weights
to the edges between them. To compare the impact of different edge weights on
the final entity recognition performance, we assign weights of 1, 2, and 3 to the
edges respectively for comparison. We use overall recall, precision and F1 score
as evaluation metrics. The results are shown in the line chart in Fig. 5(b). From
the figure, we can clearly see that the model achieves the best performance when
the edge weight is 1. Therefore, in the process of building a multimodal relation
graph, if two words there is a dependency between them, we assign a weight of
1 to the edge between them.
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5 Conclusion

In this paper, we propose ASGF, an auxiliary relation and syntactic relation
augmentation graph fusion method for MNER. This method is based on the
graph neural network and integrates the text syntax dependency relation to fully
exploit the text syntax information. By combining text similarity retrieval with
similar text-image pairs in the training data, the accuracy of MNER recognition
is further improved. Finally, extensive experimental results show that our model
achieves competitive recognition performance compared to other state-of-the-art
methods.

In future work, we hope to utilize more external resources beyond the training
data to further improve the recognition performance of MNER.
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Abstract. Sentence-level event detection has traditionally been carried
out in two key steps: trigger identification and trigger classification. The
trigger words first are identified from sentences and then utilized to
categorize event types. However, this classification hugely relies on a
substantial amount of annotated trigger words along with the accuracy
of the trigger identification process. This annotation of trigger words
is labor-intensive and time-consuming in real-world environments. As a
solution to this, we propose a model that does not require any triggers for
event detection. This model reformulates event detection into a two-tower
model that uses machine learning comprehension and prompt learn-
ing. Compared to the existing methods, which are either trigger-based
or trigger-free, experimental studies on two benchmark event detection
datasets (ACE2005 and MAVEN) reveal that our proposed method can
achieve competitive performance.

Keywords: Event detection · Prompt learning · Machine reading
comprehension

1 Introduction

Information extraction (IE) is an important application of Natural Language
Processing (NLP). Event detection (ED) is a fundamental part of IE, aiming at
identifying trigger words and classifying event types, which could be divided into
two sub-tasks: trigger identification and trigger classification [1]. For example,
consider the following sentence “To assist in managing the vessel traffic, Chod-
kiewicz hired a few sailors, mainly Livonian”. The trigger words are “assist”
and “hired”, the trigger-based event detection model is used to locate the posi-
tion of the trigger words and classify them into the corresponding event types,
Assistance and Employment respectively.

Contemporary mainstream studies on ED concentrate on trigger-based meth-
ods. These methods involve initially identifying the triggers and then categoriz-
ing the types of events [2–4]. This approach changes the ED task into a multi-
stage classification issue, with the outcome of trigger identification also impacting
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the categorization of triggers. Therefore, it is crucial to identify trigger words
correctly, which requires datasets containing multiple annotated trigger words
and event types [5]. However, it is time-consuming to annotate trigger words
in a real scenario, especially in a long sentence. Due to the expensive annota-
tion of the corpus, the application of existing ED approaches is greatly limited.
It should be noted that trigger words are considered an extra supplement for
trigger classification, but event triggers may not be essential for ED [6].

From a problem-solving perspective, ED aims to categorize the type of events
and therefore triggers can be seen as an intermediate result of this task [6]. To
alleviate manual effort, we aim to explore how to detect events without triggers.
Event detection can be considered a text classification problem if the event
triggers are missing. But three challenges should be solved: (1) Multi-label
problem: since a sentence can contain multiple events or no events at all, which
is called a multi-label text classification problem in NLP. (2) Insufficient event
information: triggers are important and helpful for ED [2,7]. Without trigger
words, the ED model may lack sufficient information to detect the event type,
and we need to find other ways to enrich the sentence semantic information and
learn the correlation between the input sentence and the corresponding event
type. (3) Imbalance Data Distribution: the data distribution in the real
world is long-tail, which means that most event types have only a small number
of instances and many sentences may not have events occurring. The goal of ED
is also to evaluate its ability in the long-tail scenario.

To detect events without triggers and solve these problems, we propose a
two-tower model via machine reading comprehension (MRC) [8] and prompt
learning [9]. Figure 1 illustrates the structure of our proposed model with two
parts: reading comprehension encoder (RCE) and event type classifier (ETC).
In the first-tower, we employ BERT [10] as backbone, and the input sentence
concatenates with all event tokens are fed into BERT simultaneously1. Such
a way is inspired by the MRC task, extracting event types is formalized as
extracting answer position for the given sequence of event type tokens. In other
words, the input sentences are deemed as “Question” and the sequence of event
type tokens deemed as “Answer”. This way allows BERT to automatically learn
semantic relations between the input sentences and event tokens through self-
attention mechanism [11]. In the second-tower, we use the same backbone of
RCE and utilize prompt learning methods to predict event types. Specifically,
when adding the prompt “This sentence describes a [MASK] event” after the
original sentence, this prompt can be viewed as a cloze-style question and the
answer is related to the target event type. Therefore, ETC aims to fill the [MASK]
token and can output the scores for each vocabulary token. We only use event
type tokens in vocabulary and predict event types that score higher than the
〈none〉 event type. In the inference time, only when these two-tower models
predict results are correct can they be used as the final correct answer. In our

1 For example, we convert event token employment to “〈employment〉” and add it to
vocabulary. All events operate like this. In addition, we add a special token “〈none〉”
that no events have occurred.
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Fig. 1. Overview of our proposed EDPRC. It consists of two modules: reading com-
prehension encoder (RCE) and event type classifier (ETC).

example from Fig. 1, RCE can predict the answer tokens are 〈assistance〉 and
〈employment〉 respectively. In addition, since 〈assistance〉 and 〈employment〉
both have higher values than 〈none〉, we predict Assistance and Employment as
the event type in this sentence.

In summary, we propose a two-tower model to solve the ED task without
triggers and call our model EDPRC: Event Detection via Prompt learning
and machine Reading Comprehension. The main contributions of our work are:
(1) We propose a trigger-free event detection method based on prompt learning
and machine reading comprehension that does not require triggers. The machine
reading comprehension method can capture the semantic relations between sen-
tence and event tokens. The prompt learning method can evaluate the scores
of all event tokens in vocabulary; (2) Our experiments can achieve competi-
tive results compared with other trigger-based methods and outperform other
trigger-free baselines on ACE2005 and MAVEN; (3) Further analysis of atten-
tion weight also indicates that our trigger-free model can identify the relation
between input sentences and events, and appropriate prompts in a specific topic
can guide pre-trained language models to predict correct events.

2 Related Work

2.1 Sentence-Level Event Detection

Conventional sentence-level event detection models based on pattern matching
methods mainly utilize syntax trees or regular expressions [12]. These pattern-
matching methods largely rely on the expression form of text to recognize triggers
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and classify them into event types in sentences, which fails to learn in-depth fea-
tures from plain text that contains complex semantic relations. With the rapid
development of deep learning, most ED models are based on artificial neural
networks such as convolutional neural networks (CNN) [2], recurrent neural net-
work (RNN) [3], graph neural network (GNN) [13] and transformer network [14],
and other pre-trained language models [10,15].

2.2 Machine Reading Comprehension

Machine reading comprehension (MRC) is a difficult task in natural language
processing (NLP) that involves extracting relevant information from a passage
to answer a question. The process can be broken down into two parts: identify-
ing the start and end points of the answer within the passage [16,17]. Recently,
researchers have been exploring ways to adapt event extraction techniques for
use in MRC question answering. One approach is to convert event extraction
into a MRC task, where questions are generated based on event schemas and
answers are retrieved accordingly [18]. Another approach is to utilize a mech-
anism like DRC, which employs self-attention to understand the relationships
between context and events, allowing for more accurate answer retrieval [19].

2.3 Prompt Learning

In recent years, there has been significant progress in natural language pro-
cessing (NLP) tasks using prompt-based methods [9]. Unlike traditional model
fine-tuning, prompt-tuning involves adding prompts to the raw input to extract
knowledge from pre-trained language models like BERT [10] and GPT3 [20].
This new approach allows for the creation of tailored prompts for specific down-
stream tasks such as text classification, relation extraction, and text genera-
tion. By doing so, it bridges the gap between pre-trained tasks and downstream
tasks, reducing training time significantly [21]. Additionally, prompt-based learn-
ing enables pre-trained language models to gain prior knowledge of a particular
downstream task, ultimately improving performance [22].

3 Methodology

In this section, we present the proposed EDPRC in detail for sentence-level event
detection without triggers.

3.1 Problem Description

Formally, denote X , Y as the sentence set and the event type set, respectively.
X = {xi|i ∈ [1,M ]} contains M sentences, and each sentence xi in S is a token
sequence xi = (w1, w2, ..., wL) with maximum length L. In sentence-level event
detection, given a sentence xi and its ground-truth yi ∈ Y, Y = {e1, e2, ..., eN},
we need to detect the corresponding event types for each instance. For sentences
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where no event occurred, we add a special token “〈None〉” as their event type.
This problem can be reformulated as a multi-label classification task with N +1
event types.

3.2 Reading Comprehension Encoder

Inspired by the MRC task, we employ BERT as backbone to design a reading
comprehension encoder due to its capability in learning contextual representa-
tions of the input sequence. We describe it as follows:

Input = [CLS] Sentence [SEP] Events (1)

where Sentence is the input sentence and Events is the event type set (also
including “〈None〉”). [CLS] and [SEP] stand for the start token and separator
token in BERT, respectively. For some event types such as “Business:Lay off”
fails to map to a single token according to the vocabulary. In this case, we
employ an angle bracket around each event type and remove the prefix, e.g.,
the event type of “Business:Lay off” is converted to a lower-case “〈lay off〉”.
Then, we add N + 1 event tokens to the vocabulary and randomly initialize its
embeddings. Our objective is to utilize BERT for understanding the correlation
between the event types and input sentence, producing accurate representations
of event tokens.

After that, we get the token representations by using BERT:

h[CLS], h
w
1 , ..., hw

L , h[SEP ], h
e
1, ..., h

e
N , he

N+1 = BERT (Input) (2)

where hw
i is the hidden state of the i-th input token. This setup is close to

MRC that chooses the correct option to answer question “What happened in the
sentence?”. Unlike traditional fine-tuning methods that utilize the [CLS] token
to complete classification, we use the hidden states of event tokens to predict the
probability of each token being the correct answer. The representation of event
tokens:

E = he
1, ..., h

e
N , he

N+1 (3)

where E ∈ R
N×D, D is the dimension of token representation. The probability

of each event token as follows:

P = softmax(E · W ) ∈ R
N×2 (4)

where W ∈ R
D×2 is a trainable weight matrix. During training time, we therefore

have the following loss for predictions:

LRCE = CE(P, Y ) (5)

where Y is the ground-truth label of each event token ei being the correct answer.
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3.3 Event Type Classifier

We describe the implementation of ETC in this subsection. Inspired by the cloze-
style prompt learning paradigm for text classification with pre-trained language
models, event type classification can be realized by filling the [MASK] answer
using a prompt function.

First, the prompt function wraps the input sentence by inserting pieces of
natural language text. For prompt function fp, as illustrated in Fig. 1, we use
“[SENTENCE] This sentence describes a [MASK] event” as a prompt function for
our model. Let M be pre-trained language model (i.e., BERT), and x be the
input sentence. The prediction score of each token v in vocabulary being filled
in [MASK] token can be computed as:

pv = M([MASK] = v|fp(x)) (6)

After that, the other key of prompt learning is answer engineering. We aim
to construct a mapping function from event token space to event type space.
In the first tower (RCE), it learns the relation between the input sentence and
event tokens. RCE and ETC share the same weights of BERT. Then, we only
select tokens in Y = {e1, e2, ..., eN} and compute the scores of event tokens:

pe = σ(pv|v ∈ Y) (7)

where σ(·) determines which function to transform the scores into the probability
of event tokens, such as softmax.

Finally, as shown in Fig. 1, we predict all event tokens that score higher
than the “〈None〉” token as the predicted result. In our example, since both
“〈assistance〉” and “〈employment〉” have higher scores than “〈None〉”, we pre-
dict Assistance and Employment as target event types.

In the process of training, we calculate two losses due to the problem of
imbalance data distribution. The first loss is defined as:

L1 =
1

|T |
∑

t∈T

log
exp(M([MASK] = t|fp(x)))∑

t′∈{t,〈none〉} exp(M([MASK] = t′|fp(x)))
(8)

where T is the set of event tokens that score higher than “〈None〉” in the sen-
tence. The second loss is defined as follows:

L2 = log
exp(M([MASK] = 〈none〉|fp(x)))∑

t′∈{〈none〉}∪T exp(M([MASK] = t′|fp(x)))
(9)

where T is the set of event tokens that score lower than “〈None〉” in the sentence.
Note that in Eq. 8, we only compare the prediction scores that higher than the
“〈None〉” event token. The reason is that we aim to improve the score of each
event token that is higher than “〈None〉”. In Eq. 9, we compare to event tokens
that lower than the “〈None〉”, which can decrease the score of them. The training
loss of ETC is defined as:

LETC =
1
M

∑

x∈S
(L1 + L2) (10)
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In the training time, the total loss of our model is defined as:

L = LRCE + LETC (11)

4 Experiments

In this section, we introduce the experimental datasets, evaluation metrics,
implementation details, and experimental results.

4.1 Dataset and Evaluation

To evaluate the potential of EDPRC under different size datasets, we conducted
our experiments on two benchmark datasets, ACE2005 [23] and MAVEN [24].
Details of statistics are available in Table 1.

– The ACE2005 is globally recognized as the primary multilingual dataset
applied for event extraction. Our use focuses on the English version that
includes 599 documents and 33 types of events. We engage two versions in
line with prior data split pre-processing: ACE05-E [25] and ACE05-E+ [26].
In contrast with ACE05-E, ACE05-E+ incorporates roles for pronouns and
multi-token event triggers.

– MAVEN, constructed from Wikipedia2 and FrameNet [27], is a vast event
detection dataset encompassing 4,480 documents and 168 different types of
events.

For data split and preprocessing, following previous work [24–26], we split
599 documents of ACE2005 into 529/30/40 for train/dev/test set, respectively.
Then, we use the same processing that splits 4480 documents of MAVEN into
2913/710/857 for train/dev/test set respectively.

To assess the performance of our event detection model, we employ three
commonly used evaluation metrics: precision (P), recall (R), and micro F1-score
(F1) [2]. These metrics provide a comprehensive picture of our model’s accuracy
and effectiveness.

4.2 Baseline

We compare our method to baselines with trigger-based and trigger-free meth-
ods. For trigger-based methods, we compare with: (1)DMCNN [2], which uti-
lizes a convolutional neural network (CNN) and a dynamic multi-pooling mecha-
nism to learn sentence-level features; (2) BiLSTM [28], which uses bi-directional
long short-term memory network (LSTM) to capture the hidden states of triggers
and classify them into corresponding event types; (3)MOGANDED [29], which
proposes multi-order syntactic relations in dependency trees to improve event
detection; (4)BERT [10], fine-tuning BERT on the ED task via a sequence label-
ing manner; (5)DMBERT [4], which adopts BERT as backbone and utilizes a
2 https://www.wikipedia.org/.

https://www.wikipedia.org/
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Table 1. Dataset statistics of ACE05-E, ACE05-E+ and MAVEN.

Dataset Split #Sentences #Events #Documents

ACE05-E Train 17,172 4,202 529

Dev 923 450 30

Test 832 403 40

ACE05-E+ Train 19216 4419 529

Dev 901 468 30

Test 676 424 40

MAVEN Train 32431 73496 2913

Dev 8042 17726 710

Test 9400 20389 857

dynamic multi-pooling mechanism to aggregate textual features. For trigger-
free methods, we compare with: (6)TBNNAM [6], the first work on detecting
events without triggers, which uses LSTM and attention mechanisms to detect
events; (7)TEXT2EVENT [30], proposing a sequence-to-sequence model and
extracting events from the text in an end-to-end manner; (8)DEGREE [31],
formulating event detection as a conditional generation problem and extracting
final predictions from the generated sentence with a deterministic algorithm.

We re-implemented some trigger-based baselines for comparison, including
DMCNN, BiLSTM, MOGANDED, BERT and DMBERT. The other baseline
results are from the original paper.

4.3 Implementation Details

We utilize the Transformers toolkit [32] and PyTorch to implement our proposed
model. Specifically, we employ the bert-base-uncased3 model as the backbone and
optimize it with AdamW optimizer, setting the learning rate to 2e-5, maximum
gradient norm to 1.0, and weight decay to 5e-5. We limit the maximum sequence
length to 128 for ACE2005 and 256 for MAVEN, and apply a dropout rate of 0.3.
Our model is trained on a single Nvidia RTX 3090 GPU for 10 epochs, selecting
the checkpoint with the highest validation performance on the development set.
Our code is publicly available at https://github.com/rickltt/event detection.

4.4 Main Results

Table 2 reports main results. Compared with trigger-free methods, we can find
out that our method achieves a much better performance than other trigger-free
baselines (TBNNAM, TEXT2EVENT and DEGREE). Obviously, ED PRC can
achieve improvements of 0.4% (73.3% v.s. 73.7%) F1 score of the best trigger-
free baseline (DEGREE) in ACE05-E, and 2.1% (71.8% v.s. 73.9%) F1 score of
3 https://huggingface.co/bert-base-uncased.

https://github.com/rickltt/event_detection
https://huggingface.co/bert-base-uncased
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Table 2. Event detection results on both trigger-based and trigger-free methods of the
ACE2005 corpora. “-” means not reported in original paper. ∗ indicates results cited
from the original paper.

Category Models ACE05-E ACE05-E+

P R F-1 P R F-1

Trigger-based DMCNN 74.3 66.8 70.3 67.0 73.5 70.1

BiLSTM 73.6 72.3 72.9 73.5 71.3 72.4

MOGANED 74.6 71.1 72.8 74.2 72.2 73.2

BERT 72.5 74.2 73.3 75.2 72.4 73.8

DMBERT 76.4 71.9 74.1 74.9 73.5 74.2

Trigger-free TBNNAM∗ 76.2 64.5 69.9 - - -

TEXT2EVENT∗ 69.6 74.4 71.9 71.2 72.5 71.8

DEGREE∗ - - 73.3 - - 70.9

ED PRC (Ours) 76.1 71.5 73.7 74.6 73.2 73.9

TEXT2EVENT in ACE05-E+. It proves the overall superiority and effectiveness
of our model in the absence of triggers. Compared to trigger-based methods,
despite the absence of trigger annotations, ED PRC can achieve competitive
results with other trigger-based baselines, which is only 0.4% (73.7% vs. 74.1%)
in ACE05-E and 0.3% (73.9% vs. 74.2%) in ACE05-E+ less than the best trigger-
based baseline (DMBERT). The result shows that prompt-based method can
greatly utilize pre-trained language models to adapt ED task and our MRC
module is capable of learning relations between the input text and the target
event tokens under low trigger clues scenario.

To further evaluate the effectiveness of our model on large-scale corpora, we
show the result of MAVEN on various trigger-based baselines and our model in
Table 3. We can see that our model also can achieve competitive performance
on various trigger-based baselines, reaching 69.1% F1 score. Compared with
CNN-based (DMCNN), RNN-based (BiLSTM) and GNN-based (MOGANED)
method, BERT-based methods (BERT, DMBERT and ED PRC) can out-
perform high improvements, which indicates pre-trained language models can
greatly capture contextual representation of input text. However, ED PRC can
achieve only improvements of 0.1% (67.2% v.s. 67.3%) F1 score on BERT and
is 0.8% (67.3% v.s. 68.1%) less than DMBERT. This can be attributed to more
triggers and events on MAVEN than that on ACE2005. We conjecture that
trigger-based event detection models can greatly outperform trigger-free models
when sufficient event information is available. All in all, our ED PRC is proven
competitive in both ACE2005 dataset and MAVEN dataset.
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Justice:Trial-Hearing  Justice:Charge-Indict Personnel:End-Position

None

Personnel:End-Position

Fig. 2. The ACE2005 examples visualization of attention weight in event tokens. We
show three cases, the first with only one event, the second with no events and the third
with multiple events.

5 Analysis

In this section, we demonstrate further analysis and give an insight into the
effectiveness of our method.

5.1 Effective of Reading Comprehension Encoder

Figure 2 shows a few examples with different target event types and their atten-
tion weight visualizations learned by the reading comprehension encoder. In the
first case, the target event type is “Personnel:End-Position” and our reading com-
prehension encoder successfully captures this feature by giving “〈end − org〉” a
high attention score. In addition, in the second case, it is a negative sample that
no event happened in this sentence and our reading comprehension encoder can
correctly give a high attention score for “〈none〉” and give low attention scores for
other event tokens. Moreover, three events occur in the third case, “Justice:Trial-
Hearing”, “Justice:Charge-Indict” and “Personnel:End-Position”, respectively.
Our approach can also give high attention scores to “〈trial − hearing〉”,
“〈charge − indict〉” and “〈end − org〉”. We argue that, although triggers are
absent, our model can learn the relations between input text and event tokens
and assign the ground-truth event tokens with high attention scores.

5.2 Effective of Different Prompts

Generally, as the key factor in prompt learning, the prompt can be divided into
two categories: hard prompt and soft prompt. The hard prompt is also called
a discrete template, which inserts tokens into the original input sentence. Soft
prompt is also called continuous template, which is a learnable prompt that does
not need any textual templates. To further analyze the influence of prompts, we
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Table 3. Event detection results
on MAVEN corpus.

Models P R F-1

DMCNN 66.5 58.4 62.2

BiLSTM 64.7 68.2 62.4

MOGANED 65.9 65.1 65.5

BERT 64.3 70.5 67.2

DMBERT 68.9 67.4 68.1

ED RRC (Ours) 66.0 68.7 67.3

Table 4. Results on ACE2005
datasets with different prompts.

Models P R F-1

Prompt 1 74.2 72.9 73.5

Prompt 2 75.6 71.4 73.4

Prompt 3 74.7 71.2 72.9

Prompt 4 74.1 73.5 73.8

Soft 73.5 72.7 73.1

design four different textual templates (hard prompt) to predict event types:
(1) What happened? [SENTENCE] This sentence describes a [MASK] event; (2)
[SENTENCE] What event does the previous sentence describe? It was a [MASK]
event; (3) [SENTENCE] It was [MASK]; (4) A [MASK] event: [SENTENCE]. For
soft prompt, we insert four trainable tokens into the original sentence, such as
“[TOKEN] [TOKEN] [SENTENCE] [TOKEN] [TOKEN] [MASK]”. The results of our
method on ACE2005 are shown in Table 4.

Prompt 1 and Prompt 2 perform similarly, and both of them work better
than Prompt 3. The reason for this may be that Prompt 3 provides less infor-
mation and less topic-specific. And both Prompt 1 and Prompt 2 add a common
phrase “sentence describe” and a question to prompt the model to focus on the
previous sentence. Unlike previous prompts, Prompt 4 puts [MASK] at the begin-
ning of a sentence, and the result indicates that it might be slightly better to
put the [MASK] at the end of the sentence. Compared with hard prompt, soft
prompt eliminate the need for manual human design and construct trainable
tokens that be optimized during training time. The result of soft prompt achieve
performance that was fairly close to the hard prompt.

6 Conclusion

In this paper, we transform sentence-level event detection to a two-tower model
via prompt learning and machine reading comprehension, which can detect
events without trigger words. By using machine reading comprehension frame-
work to formulate a reading comprehension encoder, we can learn the relation
between input text and event tokens. Besides, we utilize prompt-based learning
methods to construct an event type classifier and final predictions are based
on two towers. To make effective use of prompts, we design four manual hard
prompts and compare with soft prompt. Experiments and analyses show that
ED PRC can even achieves competitive performance compared to mainstream
approaches using annotated triggers. In the future, we are interested in explor-
ing more event detection methods without triggers by using prompt learning or
other techniques.
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Abstract. Machine reading comprehension (MRC) is a crucial and chal-
lenging task in natural language processing (NLP). In order to equip
machines with logical reasoning abilities, the challenging logical rea-
soning tasks are proposed. Existing approaches use graph-based neural
models based on either sentence-level or entity-level graph construction
methods which designed to capture a logical structure and enable infer-
ence over it. However, sentence-level methods result in a loss of fine-
grained information and difficulty in capturing implicit relationships,
while entity-level methods fail to capture the overall logical structure of
the text. To address these issues, we propose a multi-grained graph-based
mechanism for solving logical reasoning MRC. To combine the advan-
tages of sentence-level and entity-level information, we mine elementary
discourse units (EDUs) and entities from texts to construct graph, and
learn the logical-aware features through a graph network for subsequent
answer prediction. Furthermore, we implement a positional embedding
mechanism to enforce the positional dependence, which facilitates logical
reasoning. Our experimental results demonstrate that our approach pro-
vides significant and consistent improvements via multi-grained graphs,
outperforming competitive baselines on both ReClor and LogiQA bench-
marks.

Keywords: Machine Reading comprehension · Logical Reasoning ·
Multi-grained Graph

1 Introduction

Machine Reading Comprehension (MRC) is a fundamental task in Natural Lan-
guage Processing (NLP) that seeks to teach machines to comprehend the mean-
ing of human text and answer questions [50]. With the advancement of unsu-
pervised learning and pre-trained language models (LM), many neural methods
have achieved remarkable success on inchoate and simple datasets. For instance,
BERT [7] has outperformed human performance in SQuAD [27]. Recently, MRC
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 47–62, 2023.
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tasks have become more challenging by raising the difficulty of contexts and
questions, which aim to better evaluate model capabilities, such as multi-hop
reasoning [17,23,39,43], numerical reasoning [8,52] and commonsense reason-
ing [13,35].

In addition to the above capabilities, logical reasoning is also a crucial aspect
of human intelligence that plays a significant role in cognition and judgment [21].
It was also a primary research topic in the early days of AI [12,22]. However,
most existing MRC models struggle to capture the logical structure of contexts
due to the lack of logical reasoning ability. This limitation often leads to poor
performance in logical reasoning MRC questions. To drive the development of
logical reasoning, ReClor [48] and LogiQA [21] were proposed. These two datasets
are multiple-choice MRC datasets, constructed by selecting logical reasoning
questions from standardized exams. A logical reasoning problem example from
LogiQA dataset is shown in Fig. 1. It contains a context, a question, and four
answer options, among which only one option is correct.

Fig. 1. A logical reasoning based MRC example from LogiQA dataset.

To solve this task, previous research has employed methods that involves min-
ing logical units and constructing a logical structure to facilitate reasoning over
the context and question, ultimately predicting the correct answer. The two main
granularities of information used are sentence-level and entity-level. For instance,
at the sentence-level, AdaLoGN [18] mines a set of elementary discourse units
(EDUs) from texts, converts discourse relations to logical relations to construct
graphs, and then extends the graphs based on some inference rules. Finally,
it uses a graph neural network (GNN) [32] to predict the answer. For another
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instance, at the entity-level, FocalReasoner [25] mines “Entity-Predicate-Entity”
triplets as fact units from each sentence in the context, and finds the co-reference
relations among entities in fact units. It then constructs a supergraph on the top
of fact units and enhances graph presentation by GNN to predict the answer.

Although previous works have made significant advancements in logical rea-
soning, they also have their limitations. The sentence-level method is at a coarse-
grained level, simply averaging the EDUs vector as the node representation,
which could cause the loss of fine-grained information [1,9], particularly for the
keyword in texts. Moreover, there are instances where there are no explicit log-
ical conjunctions like “because” and “if” in the texts, making it challenging for
prior works to mine explicit logical relations, as shown in the example in Fig. 1.
In the LogiQA dataset [21], 3092 data points out of 8678 data points could not
mine any explicit logical relations. If the logical relations cannot be extracted,
AdaLoGN can only rely on the adjacent relations between EDUs to construct
graphs and can’t derive implicit logical relation via logical reasoning, resulting in
sparse graph construction, significantly affecting graph information interaction
and answer prediction. Additionally, the entity-level method is at a fine-grained
level, ignoring the overall logical structure of texts. It only focuses on entity-level
information, neglecting sentence-level interaction.

Inspired by previous work [9,41,51], we found that combining sentence-level
and entity-level information can be more comprehensive and effective to make
full use of the information in the text, which can address the above problems.
In this paper, we present a new approach, MLGNet, for logical reasoning-based
MRC with a multi-grained graph, as the overall model architecture depicted
in Fig. 2. The aim is to combine the advantages of sentence-level and entity-
level information in texts to create a better logical reasoning-based MRC model.
We propose to construct graphs that contain EDUs and entities and present
their relations, and then use graph network to learn the logical-aware features
for subsequent answer prediction. With such multi-grained graphs, we can (i)
not only mine logical structure via sentence-level information but also focus
on local perception via entity-level information; and (ii) capture the implicit
relations of EDUs through entities simultaneously. Furthermore, nodes in graphs
are not arranged in a sequence, which may lead to a loss of order information for
EDUs mined from the text, especially with the introduction of entity nodes and
relations between EDUs and entities. Therefore, we propose a spatial encoding
mechanism to strengthen the positional dependency of EDUs.

The contributions of this paper are three-fold:

• We introduce a heterogeneous multi-grained logical graph (MLG) with a
graph-based neural network to model the logical relations of texts and offer
logical-aware features.

• We present a positional embedding mechanism to reinforce the positional
information to facilitate logical reasoning.

• Our experiment results demonstrate that MLGNet can boost the performance
compared with strong baselines on two datasets ReClor and LogiQA.
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Fig. 2. Overall architecture of MLGNet.

2 Related Work

2.1 Machine Reading Comprehension

In recent years, there has been a surge of interest in complex machine reading
comprehension (MRC) that evaluates model capabilities from various angles. For
instance, HotpotQA [43], WikiHop [39], OpenBookQA [23], and MultiRC [17]
require models to possess multi-hop reasoning capabilities, while DROP [8]
and MA-TACO [52] require models to perform numerical reasoning. Besides,
WIQA [35] and CosmosQA [13] test models’ commonsense reasoning abilities.
In addition to these abilities, logical reasoning is a crucial component of human
intelligence and is receiving significant attention from researchers. Several MRC
datasets that require logical reasoning have been proposed, including ReClor [48]
and LogiQA [21]. ReClor is based on standardized exams such as GMAT and
LSAT in the United States, while LogiQA is derived from the National Civil Ser-
vants Examination of China. These datasets contain 6138 and 8678 data points
respectively, providing ample data to support logical reasoning in MRC.

2.2 Reasoning-Based MRC

Previous work has attempted to use semantic information extracted from text to
construct logic graphs, which are then used to pass messages and update graph
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representations for answer prediction. These methods rely on two levels of infor-
mation to construct graphs, sentence-level, and entity-level. For sentence-level,
DAGN [14] constructs logic graphs using elementary discourse units split by dis-
course relations, but the chain-type graph is too sparse to facilitate effective node
interaction. On this basis, AdaLoGN [18] extends the graph using symbolic logi-
cal reasoning to make it more densely connected, and Logiformer [42] constructs
causal and syntax graphs simultaneously to capture logical and co-occurrence
relations. However, these methods simply average the sentence vector as node
representation, resulting in a loss of fine-grained information [1,9]. For entity-
level, FocalReasoner [25] extracts fact units in the form of entity-predicate-entity
triplets to construct supergraphs and updates nodes using GNNs, but it over-
looks the logical relationship between sentences, which does not fully emphasize
the logical structure of the text. Therefore, we propose to combine the advantages
of sentence-level and entity-level information to build a multi-grained graph.

3 Methodology

In this work, we consider the multiple-choice MRC task, which can be described
as a triplet 〈c, q, O〉, where c is a context, q is a question over c and O is a set
of options. Our goal is to find only one correct option in O. Our framework is
shown in Fig. 2. We first construct a multi-grained graph via texts, then conduct
encoding and graph reasoning to make information fully interactive, and finally
aggregate graph information for answer prediction.

3.1 Graph Construction

Multi-grained Logical Graph Definition. To model the logical informa-
tion from text, a Multi-grained Logical Graph (MLG) is constructed. MLG is
a directed graph, which can be represented as G = 〈V,E〉, where V is a set of
nodes and E is a set of edges. MLG has two different kinds of nodes: EDUs VE

and entities Ve, where VE ∪ Ve = V . And the edges E present the relationship
between EDUs and entities, which correspond to three situations.

• Logic Edge: Two EDUs having logical relation are connected with a logic
edge. Similar to AdaLoGN [18], we set five types of common logical relations
between EUDs as logical edge L = {conj, disj, impl, neg, rev}, where con-
junction (conj), disjunction (disj), implication (impl), and negation (neg)
are standard logical connectives in propositional logic and reversed implica-
tion (rev) is introduced to represent the inverse relation of impl.

• Context Edge: EDUs adjacent in the text, including the last EDU of c and
the first EDU of o, are connected with a context edge. In this way, the context
relations among the text could be modeled.

• Containment Edge: A EDU node is connected with a entity node if EDU
containing the entity. With such connections, entity can enhance the repre-
sentation of EDUs, at the same time EDUs containing the same entity can
interact through the entity directly.
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Multi-grained Logical Graph Construction. For each sample, we construct
graph based on context and option, since the question is usually doesn’t carry
logical units in existing datasets [14].

For EDUs nodes, we follow the method of AdaLoGN [18], using Graphene [2]
to mine EDUs from context and options, and mine the rhetorical relations
between them. Rhetorical relations are mapping to logical relations via Table 1.
For the relation 〈vi, impl, vj〉, we set the relation 〈vj , rev, vi〉. We also use syn-
tactic rules based on part-of-speech tags and dependencies to find the EDUs
which are negate each others, and connect them using neg relations.

Table 1. Mapping of logical relation with rhetorical relation.

Rhetorical relation Logical relation

LIST, CONTRAST conj

DISJUNCTION disj

RESULT impl

CAUSE, PURPOSE, CONDITION rev

And for entity nodes, we employ an entity extractor based on part-of-speech
tagging of each EDU, as nouns generally contain the richest semantic information
in a sentence. We then select the top k nouns with the most occurrences as
entity nodes, where k is a predefined hyper-parameter. For entities and EDUs
containing this entity, we establish an in relation to indicate the EDU-entity
containment relation.

To construct graph, we convert the relations extracted before to the edges
in MLG. The logical relations between EDUs are converted to logic edges, and
the in relations are converted into containment edge. Apart from that, for each
EDUs that adjacent in text but are not connected with logic edge, we connect
them with context edge. The last EDU of c and the first EDU of o are also
connected with context edge.

3.2 Multi-grained Logical Graph Network

We propose the Multi-grained Logical Graph Network with the constructed
graph to leverage the logical structure and multi-grained information of text
for subsequent answer prediction. It consists of three module: graph encoding,
graph filtering and graph pooling.

Graph Encoding. First of all, it’s necessary to initialize representation for
each node. Similar to previous works, we use RoBERTa [20] encoder to model
graph nodes. It takes graph nodes as input and computes a context-aware repre-
sentation for each token. Specifically, given Vc, Vo denoting EDUs nodes mining
from context and option and Ve denoting entities node where Vc ∪ Vo = VE and
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VE ∪Ve = V , we pack these nodes in to a single sequence and separate Vc, Vo, Ve

with special tokens:

[h〈s〉, hv11
, · · · , h|, · · · , h〈/s〉, hv|Vc|+11

, · · · , h〈/s〉, hv|VE |+11
, · · · , h〈/s〉]

=RoBERTa(〈s〉v11 · · · | · · · 〈/s〉v|Vc|+11 · · · 〈/s〉v|VE |+11 · · · 〈/s〉) (1)

where 〈s〉 and 〈/s〉 is the special tokens for RoBERTa and | is a special token
to separate nodes inside Vc, Vo, Ve. For the representation of each node vi ∈ V ,
we use the average hidden state.

hvi
=

1
|vi|

|vi|∑

j=1

hvij
(2)

For graphs always lack of sentence original position information, which aggra-
vated with introduction of the entities nodes, we use the spatial encoding mech-
anism proposed in [42,46] to keep the original order information of EDUs in the
text. Concretely, for each node vi ∈ VE we compute the positional embeddings
of vi:

h(0)
vi

= hvi
+ PosEmbed(idx(vi)) (3)

where idx(vi) returns the index of vi, and PosEmbed() provides a |VE |-
dimensional embedding for each EDUs node. We take the result h

(0)
vi as initial

representation of each node.
We also use the same pre-train language model RoBERTa as graph node

encoding to model the texts in context, question and options for subsequent
operation. Given context c = {ci}|c|

i=1, question q = {qj}|q|
j=1 and option o =

{ok}|o|
k=1, we calculate for each token a context-aware representation:

[h〈s〉, hc1 , · · · , h〈/s〉, hq1 , · · · , h〈/s〉, ho1 , · · · , h〈/s〉]
=RoBERTa(〈s〉 c1 · · · 〈/s〉 q1 · · · 〈/s〉 o1 · · · 〈/s〉) (4)

We take the average embedding as output of the representations of c, q, o:

hc =
1
|c|

|c|∑

i=1

hci
, hq =

1
|q|

|q|∑

i=1

hqi
, ho =

1
|o|

|o|∑

i=1

hoi
(5)

Graph Reasoning. We utilize an iterative neural reasoning method, proposed
in [18], to extend previous constructed graph, as well as update nodes repre-
sentation. We construct the graph described in Sect. 3.1 and then initialize the
nodes representation described in Sect. 3.2. Since the entities nodes may intro-
duce irrelevant information, we implement a entity selection strategy to filter the
entities nodes in the graph to avoid too much noise. For each candidate entity
node vi ∈ Ve, we calculate the matching score between entity and the text to
judge whether relevant to answering the question:

rele = sigmoid(linear(vi ||ho)) (6)
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where || represents vector concatenation. We set a predefined threshold τe to
judge which entity we choose to construct graph. If rele > τe, we select the
entity.

Then, we feed the filtered graph into the iterative reasoning mechanism. In
the (n + 1)-th iteration, we start graph reasoning with the node representation
h
(n)
vi from the n-th iteration. Since some logical relations are implicit in text

which is hard to mine from text, we perform logical inference over the extracted
explicit logical relations to derive implicit logical relation according to inference
rules. Here we apply three logical equivalence rules:

• Transposition:
vi → vj ⇒ ¬vi → ¬vj (7)

• Hypothetical Syllogism:

(vi → vj) ∧ (vj → vk) ⇒ vi → vk (8)

• Adjacency-Transmission:

(vi ∼ vj) ∧ (vj | vk) ⇒ vi ∼ vk (9)

where ∼∈ {∧,∨,→} and | represents the context edge, which is adjacency in
text.

While these rules may cause misleading, we introduce a mechanism to judge
whether the candidate extension is relevant to answering the question. For each
candidate extension ε applied inference rule over a set of nods Vε ∈ V , we
calculate the relevance score of ε:

relε = sigmoid(linear(hε ||ho)),

hε =
1
Vε

∑

vi∈Vε

h(n)
vi

(10)

where || represents vector concatenation. We set a predefined threshold τε to
judge which extension can be admitted to extend graph. If relε > τε, we accept
this extension.

After graph extension, we performs to fuse the multi-grained information by
interaction of nodes and update node representation from h

(n)
vi to h

(n+1)
vi . Let

N i indicate the neighbors of node vi, and N i
r ⊆ N i indicate the subset under

relation r ∈ R. The node representations are updated with message propagation
mechanism in R-GCN [?]:

h(n+1)
ui

= ReLU(
∑

r∈R

∑

vj∈N i
r

αi,j

N i
r

W (n)
r h(n)

vj
+ Wn

0 h(n)
vj

), where

αi,j = softmaxidx(ai,j)([· · · , ai,j , · · · ]T ), for all uj ∈ Ni,

ai,j = LeakyReLU(linear(h(n)
vi

||h(n)
vj

)),

(11)

where W
(n)
r ,W

(n)
0 are matrices and idx(ai,j) returns the index of ai,j .
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Graph Pooling. After N iterations, for each node vi we fuse the representation
over all iterations:

hfus
vi

= h(0)
vi

+ linear(h(1)
vi

|| · · · ||h(N)
vi

) (12)

In order to avoid the influence of entities on the text sequence, we only
consider the representation of the node vi ∈ VE and feed it into a bidirectional
residual GRU layer [4], ignoring the representation of nodes vi ∈ Ve.

[hfnl
vi

, · · · , hfnl
v|VE | ] = Res-BiGRU([hfnl

vi
, · · · , hfnl

v|VE | ]) (13)

We aggregate the node representations by computing an o-attended weighted
sum:

hVE
=

∑

vi∈VE

αih
fnl
vi

, where

αi = softmaxi([a1, · · · , a|VE |]T ),

ai = LeakyReLU(linear(ho ||hfnl
vi

))

(14)

We concatenate hVE
and the relevance scores to form the representation of

G:
hG = (hVE

|| relE(1) || · · · || relE(N)), where

relE(n) =
1

E(n)

∑

ε∈E(n)

relε
(15)

where E(n) is the set of candidate extensions in the n-th iteration.

3.3 Answer Prediction

To predict the correct answer, we concatenate the representation of text from
backbone pre-train model and the representation of our Multi-grained Logical
Graph.

scoreo = linear(tanh(linear(hc ||hq ||ho ||hG))) (16)

where hc, hq, ho is the results of Eq. 5 and scoreo is the final score of each option
in one example. Finally we choose the option with the highest score as the
predicted answer.

3.4 Loss Function

Let ot ∈ O be the ground truth of the sample. We use cross-entropy loss with
label smoothing optimizing.

L = −(1 − γ)score′
ot

− γ
1

|O|
∑

oi∈O

score′
oi

, where

score′
oi

= log
exp(scoreoi

)∑
oj∈O exp(scoreoj

)

(17)

where γ is a predefined smoothing factor.
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4 Experiment

4.1 Datasets

We evaluate the performance on two logical reasoning based MRC datasets:
ReClor [48] and LogiQA [21].

• ReClor: The Reading Comprehension dataset requiring logical reasoning for
reasoning-based MRC. It consists of 6138 four-option multi-choice questions
sourced from actual exams of GMAT and LSAT, which are split into 4638 for
training, 500 for validation and 1000 for testing. In order to fully assess the
logical reasoning ability, the dataset divided into EASY set and HARD set
according to the performance of pre-trained language models.

• LogiQA: It consists of 8678 four-option multi-choice questions sourced from
National Civil Servants Examination of China, which are split into 7376 for
training, 651 for validation and 651 for testing.

4.2 Baselines

To compare our multi-grained graph-based method with prior work, we main
employ several sentence-level and entity-level baselines on logical reasoning based
MRC task as follow:

• DAGN [14]: It propose a discourse-aware graph network that reasongs rely-
ing on the extracted discourse structure of texts, which used the sentence-
level information of texts, and facilitates logical reasoning via graph neural
networks.

• FocalReasoner [25]: It defines and extracts fact units from text, which are
the entity-level information of text, to construct a supergraph, and enhance
the supergraph with graph attention network.

• AdaLoGN [18]: It extracts the discourse structure and the explicit logical
relation, and further extend them to find implicit logical relation based on
several logical rules via a iterative mechanism, which is realized on sentence-
level information.

• Logiformer [42]: It utilizes two different strategies to extract logic and syntax
units, and construct the logical graph and the syntax graph respectively. After
that it feed the extracted node sequence to the fully connected transformer
to each graph, and use a dynamic gate mechanism to fuse the features from
two branches.

4.3 Overall Results

Table 2 presents the overall results of the logical reasoning-based MRC task,
comparing our method with baselines such as sentence-level methods DAGN,
AdaLoGN, Logiformer, and entity-level method FocalReasoner. Our multi-
grained graphs approach achieve the best performance among all other graph-
based method on both ReClor and LogiQA. MLGNet reaches 64.07% of test
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accuracy on ReClor, and reaches 43.39% of test accuracy on LogiQA. Specifi-
cally, MLGNet achieves the highest test accuracy among all models, with 64.07%
on ReClor and 43.39% on LogiQA. These results confirm our hypothesis that
multi-grained graphs are effective in capturing and utilizing the logical structure
of texts.

Table 2. Experimental results (accuracy %) compared with baselines on ReClor and
LogiQA.

Methods ReClor LogiQA

Valid Test Test-E Test-H Valid Test

DAGN 65.80 58.30 75.91 44.46 36.87 39.32

FocalReasoner 66.80 58.90 77.05 44.64 41.01 40.25

AdaLoGN 65.20 60.20 79.32 45.18 39.94 40.71

Logiformer 68.40 63.50 79.09 51.25 42.24 42.55

MLGNet 70.02 64.07 79.32 51.60 43.08 43.39

4.4 Ablation Study

We design an ablation study to verify the feasibility of the main contributions in
our method: multi-grained logical graph construction and positional embedding
mechanism. The results are reported in Table 3.

Table 3. Ablation study results (accuracy %) on LogiQA.

Methods Valid Δ Test Δ

MLGNet 43.08 43.39

multi-grained logical graph

MLGNet w/o entities 40.70 -2.38 41.08 -2.31

MLGNet w/ all entities 41.31 -1.77 42.20 -1.19

positional embedding

MLGNet w/o position 42.93 -0.15 42.93 -0.46

Multi-grained Logical Graph. In graph construction, we build multi-grained
graph by selecting and introducing entities as nodes on the existing methods
using EDUs, hence we ablate the effects of whether introducing entities nodes
and whether selecting entities nodes. Using the modified graphs with introducing
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no entities or introducing all extracted entities, the results show that the per-
formance all decrease whether introduce no entities or all entities. This verifies
the feasibility of multi-grained logical graph construction and entity selection
strategy.

Positional Embedding. We remove the positional embedding and only use
the average of RoBERTa outputs as node initial representation. The accuracy
results decrease 0.15% in dev set and 0.46% in test set, which indicates positional
embedding beneficial for subsequent graph reasoning and graph pooling.

4.5 Effect of Entities Nodes Introduction

To evaluate the effectiveness of entity nodes introduction, we compare MLGNet
with other MRC models. We suspected that our method would be more effec-
tive for data points where explicit logical relations could not be extracted. To
verify this, we split the original dev set and test set of LogiQA into four sub-
sets based on the number of extracted explicit logical relations, as the statis-
tics shown in Table 4. We display the accuracy of AdaLoGN and our proposed
MLGNet in Fig. 3, and find that our model outperforms the baseline models on
all divided subsets, demonstrating the effectiveness of our model for different
extracted explicit logical relations. While MLGNet performs better when the
number of extracted explicit logical relations is in the range of [0, 3) and [3, 6),
the reason for this could be that our method effectively supplements information
when the available information is less.

Table 4. Distribution of explicit logical relations on dev set and test set of LogiQA.

Dataset [0, 3) [3, 6) [6, 9) [9, ∞)

LogiQA-dev 55.4% 20.0% 12.1% 12.5%

LogiQA-test 52.8% 25.0% 11.8% 10.4%

4.6 Case Study

This section provides a case study, using the example described in Fig. 1 which
is fail with previous works but successful with our method, to vividly show the
effectiveness of our method. The case is shown in Fig. 4. We totally extract six
nodes based on Graphene and part-of-speech tags, including five EDUs nodes
and one entity node. Among them four pairs of context edges (U1-U2, U2-U3,
U3-U4, U4-U5) and two pairs of containment edges (U1-U6, U5-U6) are detected.
We can see that MLGNet can build a bridge for context and option to interact
with each other, i.e. the path U1-U6-U5, especially in the graph without logic
edge. In the same time, the entity “allergies” is the key word of sentence that it
appears, so the entity node can also enhance vital information to the sentences.
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Fig. 3. Accuracy of models on number of extracted explicit logical relations on dev set
(left) and test set (right) of LogiQA.

Fig. 4. A successful example in our method.

5 Conclusion

This paper presents MLGNet, a novel approach for logical reasoning based
machine reading comprehension (MRC) that leverages both sentence-level and
entity-level information. The approach involves the extraction of elementary dis-
course units (EDUs) and entity nodes, and the construction of multi-grained log-
ical graphs containing three types of relations between nodes. An entity selection
process is applied to filter the entity nodes, and the resulting graphs are used
to facilitate information interaction and prediction. The proposed multi-grained
graph-based mechanism effectively captures the logical structure of texts, and a
positional embedding mechanism is employed to intensify the positional depen-
dency of EDUs. The results show that MLGNet outperforms baseline models on
two datasets ReClor and LogiQA. This study represents the first exploration of
multi-grained graph-based methods for logical reasoning, which investigate and
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demonstrate the feasibility of multi-grained logical graphs for logical reasoning
MRC, opening up potential avenues for future research.
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Abstract. The task of few-shot relation extraction presents a significant
challenge as it requires predicting the potential relationship between two
entities based on textual data using only a limited number of labeled
examples for training. Recently, quite a few studies have proposed to han-
dle this task with task-agnostic and task-specific weights, among which
prototype networks have proven to achieve the best performance. How-
ever, these methods often suffer from overfitting novel relations because
every task is treated equally. In this paper, we propose a novel method-
ology for prototype representation learning in task-adaptive scenarios,
which builds on two interactive features: 1) common features are used to
rectify the biased representation and obtain the relative class-centered
prototype as much as possible, and 2) discriminative features help the
model better distinguish similar relations by the representation learn-
ing of the entity pairs and instances. We obtain the hybrid prototype
representation by combining common and discriminative features to
enhance the adaptability and recognizability of few-shot relation extrac-
tion. Experimental results on FewRel dataset, under various few-shot
settings, showcase the improved accuracy and generalization capabilities
of our model.

Keywords: Relation extraction · Few-shot learning · Adaptive
prototype network

1 Introduction

Relation extraction plays a vital role within the domain of natural language pro-
cessing by identifying and extracting the relationships between different entities
mentioned in textual data. It has significant applications in various downstream
tasks, including text mining [25], knowledge graph [18] and social network-
ing [21]. This problem is commonly approached as a supervised classification
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task. However, the process of labeling large datasets of sentences for relation
extraction is not only time-consuming but also expensive. This limitation often
leads to a scarcity of labeled data available for training relation extraction mod-
els, hindering the progress and evolution of this task. To address this challenge,
researchers have delved into a new field of study called few-shot relation extrac-
tion (FSRE). FSRE is viewed a model aligned with human learning and is
considered the most promising method for tackling this task. Existing stud-
ies [6,19,22,23] have achieved remarkable results and surpassed human levels
in general tests. Some researchers [2,11], however, observe that most proposed
models are ineffective in real applications and are looking into specific reasons
such as task difficulty. Most task-agnostic and task-specific models [16] actually
struggle to handle the FSRE task adaptively with varying difficulties. Figure 1
depicts a process of FSRE augmented by the relation instances. Due to the
high similarity of relationships and the limited number of training instances, the
existing methods are hard to identify the relation mother between entity pair
(Isabella Jagiellon, Bona Sforza) for the query instance.

Common 
Features

Class D

child, subject ……

Isabella Jagiellon (18 January 1519 – 15 September 
1559) was the oldest child of Polish King Sigismund

I the Old and his Italian wife Bona Sforza.

Query

mother, female parent of the subject.
Class B

Class C
father, male parent of the subject.

spouse, the subject ……
Class E

Class A
partner, someone in a relationship without

being married.

Discriminative 
Features

entity pair

Marsy Nicholas' mother, Marcella
Leach, suffered a heart attack at the
second parole hearing for Marsy's
killer and was unable to attend
subsequent hearing for many years.

Class A

Class B

……

mother
father

child

partner

spouse

mother
father

child

partner

spouse

instance

Relation Set Support Set

Query Set

Fig. 1. A novel 5-way 1-shot relation extraction pipeline. First, use the relation set
(left) and then enhance the relation representation with the support set (right). Finally,
self-adapt to obtain true value for similar relationships in difficult tasks.

The FSRE task is commonly tackled through two prominent approaches:
meta-learning based methods and metric-learning based methods [15,32]. Meta-
learning, with its emphasis on the acquisition of learning abilities, focuses on
training a task-agnostic model with various subtasks, enabling it to learn how
to predict scores for novel classes. In contrast, metric-based approaches aim to
discover an improved metric for quantifying distribution discrepancies and effec-
tively discerning different categories. Among them, the prototype network [11,27]
is widely used as a metric-based approach and has demonstrated remarkable
performance in FSRE scenarios. Compared to meta-learning based methods,
metric-based methods in FSRE task usually focus on training task-specific mod-
els that have poorer adaptability to new tasks. Conversely, the meta-learning
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based methods may struggle with the discriminative features of relations between
entity pairs during the training process, leading to underwhelming performance.
This can be attributed primarily to the scarcity of training instances for each
subtask in FSRE scenarios. As shown in Fig. 1, when only using the common
features from relation instances as the metric index, it is difficult to distinguish
the pair (IsabellaJagiellon, BonaSforza) in the query sentence from the five
similar relations. While the discriminative features of the support instances are
introduced, the features have more obvious distinctions, and the score of the
mother is higher than others. In order to address these challenges in few-shot
relation extraction, we present a novel adaptive prototype network representa-
tion that incorporates both relation-meta features and various instance features,
called AdaProto. Firstly, we introduce relation-meta learning to obtain the com-
mon features of the relations so that the model does not excessively deviate from
its relational classes, thus making the model have better adaptability. Besides,
we propose entity pair rectification and instance representation learning to gain
discriminative features of the task, thus increasing the discriminability of the
relations. Finally, we employ a multi-task training strategy to achieve a model
of superior quality.

We can summarize our main contributions into three distinct aspects: 1) We
present a relation-meta learning approach that enables the extraction of common
features from relation instances, resulting in enhanced adaptability of the model.
2) Our model combines common features with discriminative features learned
from the support set to enhance the recognizability of relational classification.
3) We assess the performance of our proposed model on the extensively utilized
datasets FewRel through experiments employing the multi-task training strategy.
The experimental results confirm the model’s excellent performance.

Fig. 2. The overall framework of AdaProto. The relation-meta learner exploits
relation embeddings and relation meta to transfer the relative common features. To
capture the discriminative features, Et and Xt represent the entity pair rectification
and instance embeddings, respectively. Finally, multi-task training adaptively fuses the
above two features into different tasks.
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2 Related Work

2.1 Few-Shot Relation Extraction

Relation extraction, a fundamental task within the domain of natural language
processing (NLP), encompassing a wide range of applications, including but not
limited to text mining [25] and knowledge graph [18]. Its primary objective is to
discern the latent associations among entities explicitly mentioned within sen-
tences. Few-shot relation extraction (FSRE), as a specialized approach, delves
into the prediction of novel relations through the utilization of models trained
on a restricted set of annotated examples. Han et al. [13] introduce a comprehen-
sive benchmark called FewRel, which serves as a large-scale evaluation platform
specifically designed for FSRE. Expanding upon this initiative, Gao et al. [9]
presented FewRel 2.0, an extended iteration of the dataset that introduces real-
world challenges, including domain adaptation and none-of-the-above detection.
These augmentations render FewRel 2.0 a more veracious and efficacious milieu
for the comprehensive evaluation of FSRE techniques.

Meta-learning based and metric-learning based methods are the two pre-
dominant approaches widely employed in solving the FSRE task. Meta-learning,
with its emphasis on the acquisition of learning abilities, strives to educate a
task-agnostic model can acquire knowledge and making predictions for novel
classes through exposure to diverse subtasks. The model-agnostic meta-learning
(MAML) algorithm was introduced by Finn et al. [7]. This algorithm is an adapt-
able technique applicable to a broad spectrum of learning scenarios by leveraging
gradient descent-based training. Dong et al. [5] introduced a meta-information
guided meta-learning framework that utilizes semantic notions of classes to
enhance the initialization and adaptation stages of meta-learning, resulting in
improved performance and robustness across various tasks and domains. Lee et
al. [15] proposed a domain-agnostic meta-learning algorithm that specifically
targets the challenging problem of cross-domain few-shot classification. This
innovative algorithm acts as an optimization strategy aimed at improving the
generalization abilities of learning models. However, the meta-learning based
approaches can be hindered by the lack of sufficient training instances for each
subtask, making it vulnerable to the discriminative features of the relationships
between entity pairs. As a result, this limitation can negatively impact the per-
formance of the model on the FSRE task.

The primary objective of metric-based approaches is to identify a more effec-
tive metric for measuring the discrepancy in distribution, allowing for better
differentiation between different categories. Among them, the prototypical net-
work [29] is widely used as one of metric-based approaches to few-shot learning
and has demonstrated its efficacy in addressing the FSRE task. In this approach,
every example is encoded as a vector by the feature extractor. The prototype rep-
resentation for each relation is obtained by taking the average of all the exemplar
vectors belonging to that relation. To classify a query example, its representation
is compared to the prototypical representations of the candidate relations, and
it is assigned a class based on the nearest neighbor rule. There have been many
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previous works that enhanced the model performance of different problems in
the FSRE task based on prototypical networks. Ye and Ling [36] introduced a
modified version of the prototypical network that incorporates multi-level match-
ing and aggregation techniques. Gao et al. [8] proposed a novel approach called
hybrid attention-based prototypical networks. This innovative approach aims to
mitigate the impact of noise and improve the overall performance of the system.
Yang et al. [34] proposed an enhancement to the prototypical network by incor-
porating relation and entity descriptions. And Yang et al. [35] introduced the
inherent notion of entities to offer supplementary cues for relationship extrac-
tion, consequently augmenting the overall effectiveness of relationship prediction.
Ren et al. [26] introduced a two-stage prototype network that incorporates pro-
totype attention alignment and triple loss, aiming to enhance the performance of
their model in complex classification tasks. Han et al. [11] devised an innovative
method that leverages supervised contrastive learning and task adaptive focal
loss, specifically focusing on hard tasks in FSRE scenario. Brody et al. [2] con-
ducted a comprehensive analysis of the effectiveness of robust few-shot models
and investigated the reliance on entity type information in FSRE models. Despite
these notable progressions, the task adaptability of FSRE model is still under-
explored. In this study, we propose an adaptive prototype network representation
with relation-meta features and various instance features, which enhances the
adaptability of the model and yields superior performance on relationships with
high similarity.

2.2 Adaptability in Few-Shot Learning

Few-shot learning (FSL) is a prominent approach aimed at training models to
comprehend and identify new categories using a limited amount of labeled data.
However, the inherent limitations of the available information from a restricted
number of samples in the N -way-K-shot setting of FSL pose a significant chal-
lenge for both task-agnostic and task-specific models to adaptively handle the
FSL task. Consequently, the performance of FSL models can exhibit substantial
variations across different environments, particularly when employing metrics-
based approaches that typically train the task-specific model. One of the chal-
lenges in FSL is to enable models to quickly adapt to dynamic environments
and previously unseen categories. Simon et al. [28] proposed a framework that
incorporates dynamic classifiers constructed from a limited set of samples. This
approach enhances the few-shot learning model’s robustness against perturba-
tions. Lai et al. [14] proposed an innovative meta-learning approach that cap-
tures a task-adaptive classifier-predictor, enabling the generation of customized
classifier weights for few-shot classification tasks. Xiao et al. [33] presented an
adaptive mixture mechanism that enhances generation of interactive class pro-
totypes. They also introduced a loss function for joint representation learning,
which seamlessly adapts the encoding process for each support instance. Their
approach is also built upon the prototypical framework. Han et al. [12] proposed
an adaptive instance revaluing network to tackle the biased representation prob-
lem. Their proposed method involves an enhanced bilinear instance representatio
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and the integration of two original structural losses, resulting in a more robust
and accurate regulation of the instance revaluation process. Inspired by these
works, we introduce relation-meta learning to obtain the common features that
were used to rectify the biased representation, making the model generalize bet-
ter and have stronger adaptability.

3 Methodology

The general architecture of the AdaProto model, proposed by us, is depicted
in Fig. 2. This model is designed to tackles the task of extracting relationships
between entity pairs in few-shot scenarios. The model consists of four distinct
modules:

3.1 Relation-Meta Learning

To obtain relation-meta information from relation instances, we introduce a
relation-meta learner, inspired by MetaR [3], that learns the relative common
features, thus maintaining the task-specific weights for the relational classes.
Unlike the previous method, our approach obtains the relation-meta directly
from the relation set, not from the entity pairs, and transfers the common
features to entity pairs for rectifying the relation representations. Firstly, we
generate a template called relation set by combining the relation name and
description as “name:description”(n; d), and feed them into the encoder to
produce the feature representation. To enhance the relation representation, we
employ the mean value of the hidden states of the sentence tokens and concate-
nate it with their corresponding [CLS] token to represent the relation classes
{ri ∈ R2d; i = 1, . . . , N}. Next, the relation-meta learner compares all the N
relation representations obtained from the encoder and generates the only rep-
resentation specific to each relational label in the task. Finally, to represent the
common features through the relation-meta learner, we design a nonlinear two-
layer fully connected neural network and a mutual information mechanism to
explore the feature representations by training the relation-meta learner.

Rm = GELU(Hri
W1 + b1)W2 + b2 (1)

where Rm is the representation of relation-meta, Hri
is an output of the encoder

corresponding to ri, and Wi, bi are the learning parameters. The hidden embed-
dings are further exploited by the fully-connected two layers network with
GELU(.) activation function. We assume that the ideal relation-meta Rm only
retains the relation specific to the i-th class ri and is orthogonal to other rela-
tions. Therefore, for all relational categories R, when i �= j, the classes should
satisfy their mutual information MI(Ri, Rj)=0, and the relative discriminative
representation of each relation is independent. To achieve this goal, we design
a training strategy based on mutual information, which constrains the relative
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common feature representation of each relation that only contains the informa-
tion specific to the relational classes by minimizing the mutual information loss
function.

Lm =
∑

1≤i,j≤N,i �=j

MI (Ri, Rj) (2)

3.2 Entity-Pair Rectification Learning

To transfer the common features and obtain discriminative features, following
the previous transE [1], we design score function to evaluate the interaction of
entity pairs and common features learned from the relation-meta learner. The
function can be formulated as the interaction between the head entity, tail entity,
and relations to generate the rectified relation representation:

s (hi, ti) =‖ Rm + hi − ti ‖ (3)

where Rm represents the relation-meta, hi is the head entity embedding and ti is
the tail entity embedding. The L2 norm is denoted by ||.||. With regards to the
relational classes in the given task, the entity-pair rectification learner evaluates
the relevance of each instance in the support set. To efficiently evaluate the
effectiveness of entity pair, inspired by MetaR [3], we design loss function to
update the learned relational classes Rm with the score of the entity pairs and
common features in the following way:

Ls(Sr) =
∑

h,t∈Sr

(λ + s (hi, ti) − s (hi, t
′
i)) (4)

where λ is the margin hyperparameter, e.g., λ=1, t′i is the negative example of
ti, and s(hi, t

′
i) is the negative instance score corresponding to current positive

entity pair s (hi, ti) ∈ Sr. And the rectified relations Er can be represented as
follows:

Er = Rm − �Rm
Ls(Sr) (5)

where � is the gradient.

3.3 Instance Representation Learning

Textual context is the main source of the relation classification, while the
instances vary differently in the randomly sampled set, resulting in the dis-
crepancy in relation features, especially for the task with similar relations. The
keywords play a vital role in discriminating different relations in a sentence, so
we design attention mechanisms to distinguish the relations from instance rep-
resentation. We allocate varying weights to the tokens based on the similarity
between instances with the relations. The k-th relational feature representation
Rk

i is obtained by computing the similarity between each instance embedding si
k

and the relation embedding ri.

Rk
i =

lr∑

n=1

αn
r rn

i (6)



70 W. Hu et al.

where k = 1, ...,K is k-th instance, lr is the length of ri, and in the matrix for
the instances ri, sk, the variable n represents the n-th row.

αn
r = softmax(sum(ri(sn

k )T )) (7)

The discriminative features are defined by the set of K features.

Xr = 1/K

K∑

k=1

Ri
k (8)

3.4 Multi-task Joint Training

We concatenate the common and discriminative features to form the hybrid
prototype representation by relation-meta Rt, entity-pair rectification Et, and
instance representation Xt.

Cj = [Rj
t ;E

j
t ;Xj

t ] (9)

where t denotes the task, Rj
t represents the j-th relations by the relation-meta

learner, Ej
t represents the updated j-th relations by the entity-pair rectification

learner, and Xj
t represents the contextualized j-th relations by the instance

learner at the task-level learning. The model would calculate the classification
probability of the query Q based on the given query and prototype representation
of N relations.

P (y = j|Q,S) = exp(d(Cj , Q))/
N∑

k=1

exp(d(Ck, Q)) (10)

where variable N represents the number of classes, and the function d(.,.) refers
to the Euclidean distance. And the training objective in this scenario is to min-
imize the cross-entropy loss by employing the negative log-likelihood estimation
probability with labeled instances:

Lc (Q,S) = −logP (y = t|Q,S) (11)

where t denotes the relation label ground truth. There are only a few number
of instances for each task and the tasks vary differently in difficulty. Training a
model using only cross-entropy can be challenging to achieve satisfactory results.
To tackle this issue, we employ a multi-task joint strategy to enhance the model’s
training process. Following previous work [4], we use mutual information loss and
relax the constraints because of the complexity.

Next, to fully exploit the interaction between the relation-meta and entity
pairs, the rectification loss is introduced. Furthermore, we take Lf with focal
loss [17] instead of Lc to balance the different tasks. The focal loss can be
expressed in the following manner:

Lf (Q,S) = − (1 − P (y = t|Q,S))γ logP (y = t|Q,S) (12)
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where factor γ ≥ 0 is utilized to regulate the rate at which easy examples are
down-weighted. Finally, the training loss is constructed as follows:

L = Lf + αLm + βLs (13)

where hyperparameters α, β control the relative importance of Lm, Ls,
respectively, e.g., β=0 means no rectified relations. Following previous similar
work [30], we simply set α = 0.7 and β = 0.3, and have obtained better perfor-
mance. And other rates can be explored in the future.

4 Experiments

4.1 Dataset and Evaluation Metrics

Datasets. Our AdaProto model is assessed on the FewRel 1.0 [13] and FewRel
2.0 [9] datasets, which are publicly available and considered as large-scale
datasets for FSRE task. These datasets contain 100 relations, each consisting
of 700 labeled instances derived from Wikipedia. To ensure fairness, We divide
the corpus of 100 relations into three distinct subsets, with a ratio of 64:16:20,
correspondingly dedicated to the tasks of training, validation and testing, follow-
ing the official benchmarks. The relation set is typically provided in the auxiliary
dataset. While the label data for the test set is not made public, we can still
assess our model’s performance by submitting our prediction results and using
the official test script to obtain test scores.

Evaluation. The distribution of FewRel dataset in various scenarios is fre-
quently simulated using the N -way-K-shot (N -w-K-s) approach. Under the typi-
cal N -w-K-s setting, each evaluation episode involves sampling N relations, each
of which contains K labeled instances, along with additional query instances.
The objective is for the models to accurately classify the query instances into
the sampled N relations, based on the provided N×K labeled data. Accuracy
is employed as the performance metric in the N -w-K-s scenario. This metric
measures the proportion of correctly predicted instances out of the total number
of instances in the dataset. Building upon previous baselines, we have selected N
values of 5 and 10, and K values of 1 and 5, resulting in four distinct scenarios.

4.2 Implementation Details

To effectively capture the contextual information of each entity and learn a
robust representation for instances, leveraging the methodology introduced by
Han et al. [11], we utilize the uncased BERTbase as the encoder, which is a
12-layers transformer and has a 768 hidden size. To generate the statements
for each instance, we merge the hidden states of the beginning tokens of both
entity mentions together. To enhance the representation of each entity pair,
we further incorporate their word embedding, entity id embedding, and entity
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type embedding. In addition, we utilize the label name and its corresponding
description of each relation to generate a template. To optimize our model, we
utilize the AdamW optimizer [20] and set the learning rate to 0.00002. Our model
is implemented using PyTorch framework and deployed on a server equipped
with two NVIDIA RTX A6000 GPUs.

4.3 Comparison to Baselines

We assess the performance of our model by comparing it to a set of strong
baseline models:
Proto: Snell et al. [29] proposed the original prototype network algorithm.
GNN: Garcia et al. [10] introduced a meta-learning method based on graph
neural networks.
MLMAN: Ye and Ling [36] introduced a modified version of the prototypical
network that incorporates multi-level matching and aggregation.
REGRAB: Qu et al. [24] proposed a method for bayesian meta-relational learn-
ing that incorporates global relational descriptions.
BERT-PAIR: Gao et al. [9] proposed a novel approach to measure the similarity
between pairs of sentences.
ConceptFERE: Yang et al. [35] put forward a methodology that incorporates
the inherent concepts of entities, introducing additional cues derived from the
entities involved, to enhance relation prediction and elevate the overall effective-
ness of relation classification.
DRK: Wang et al. [31] proposed a innovative method for knowledge extraction
based on discriminative rules.
HCRP: Han et al. [11] designed a hybrid prototype representation learning
method based on contrastive learning, considering task difficulty.
Most existing models use BERT as an encoder, and we follow what is known a
priori.

4.4 Main Results

Overall Results. In our evaluation, We compare our proposed AdaProto model
against a set of strong baselines on the FewRel dataset. And the results of this
comparison are presented in Table 1 and 2. The model’s performance is demon-
strated in Table 1, our model effectively improves prediction accuracy and out-
performs the strong models in each setting on FewRel 1.0, demonstrating better
generalization ability. Besides, the performances gains from the 5-shot settings
over the second best method (i.e., HCRP) are larger than those of 1-shot sce-
nario. This observation may suggest that the availability of only one instance per
relation class restricts the extraction of discriminative features. And the seman-
tic features of a single instance are more prone to deviating from the common
features shared by its relational class. By observational analysis, the performance
is mainly due to three reasons. 1) Relation-meta learning allows obtaining com-
mon features while adapting to different tasks. 2) Entity pair rectification and
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instance representation learning empowers prototype network with discrimina-
tive features. 3) Joint training also plays an important role.

Table 1. Main results from the validation and testing of the FewRel 1.0. The evaluation
metric used in this study is accuracy(%).

Model 5-w-1-s 5-w-5-s 10-w-1-s 10-w-5-s

Proto 82.92/80.68 91.32/89.60 73.24/71.48 83.68/82.89

GNN –/75.66 –/89.06 –/70.08 –/76.93

MLMAN(CNN) 79.01/82.98 88.86/92.66 67.37/75.59 80.07/87.29

REGRAB 87.95/90.30 92.54/94.25 80.26/84.09 81.76/87.02

BERT-PAIR 85.66/88.32 89.48/93.22 76.84/80.63 81.76/87.02

ConceptFERE –/84.28 –/90.34 –/74.00 –/81.82

DRK –/89.94 –/92.42 –/81.94 –/85.23

HCRP 90.90/93.76 93.22/95.66 84.11/89.95 87.79/92.10

AdaProto(ours) 91.19/94.26 93.87/96.19 85.91/90.61 89.59/93.38

Table 2. The performance on the domain adaptation test set of FewRel 2.0.

Model 5-w-1-s 5-w-5-s 10-w-1-s 10-w-5-s

Proto 40.12 51.50 26.45 36.39

BERT-PAIR 67.41 78.57 54.89 66.85

HCRP 76.34 83.03 63.77 72.94

AdaProto(ours) 77.13 84.29 65.17 73.85

Performance on FewRel 2.0 Dataset. In order to assess the adaptability of
our proposed model, we performed cross-domain experiments using the FewRel
2.0 dataset. Table 2 clearly illustrates the impressive domain adaptability of our
model, as evidenced by the results. In particular, our model obtain better results
on 5-shot, probably because the local features of the task play a dominant role
compared to the common features.

Performance on Hard Tasks in Few-Shot Scenarios. To showcase the
adaptability and efficacy of our model in handling difficult tasks, we use Han’s
setup [11] to assess the overall capabilities of the models on the validation set of
FewRel 1.0 dataset. We considered three distinct 3-way-1-shot scenarios and dis-
play the main results in Table 3. Easy denotes tasks with easily distinguishable
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Table 3. The performance on random, easy, and hard task.

Model Random Easy Hard

Proto 87.37 98.51 35.63

BERT-PAIR 91.14 99.76 38.21

HCRP 93.86 99.93 62.40

AdaProto(ours) 94.75 99.91 65.37

relations, Random encompass a set of 10,000 tasks randomly sampled from the
validation relations, and Hard denotes tasks with similar relations. We choose
Mother, Child and Spouse as the three difficult relations because they not only
have similar relation descriptions but also have the same entity types. The per-
formance degrades sharply for the difficult tasks, as shown in the Table 3, which
indicates that the hard task still faces a great challenge and also illustrates the
significant advantage of our AdaProto model.

4.5 Ablation Study

To assess the efficacy of the various modules in our AdaProto model, we con-
ducted an ablation study where we disabled each module individually and
assessed the impact on the model’s overall performance. Table 4 illustrates the
outcomes of the ablation study, showcasing the performance decline observed for
each module when disabled.

Table 4. The Ablation study performance of AdaProto model on FewRel 2.0.

Model 5-w-1-s 5-w-5-s 10-w-1-s 10-w-5-s

AdaProto 77.13 84.29 65.17 73.85

-Relation-Meta 71.16 78.65 58.43 67.92

-Entity-Pair Rectification 74.98 81.17 63.23 72.19

-Instance Representation 73.11 79.86 61.34 69.25

Experiments were performed on the validation set using the FewRel 2.0
dataset for domain adaptation. Table 4 presents the detailed experimental
results. The second part of the Table 4 indicates the results after removing certain
modules. It is observed that every module affects performance, especially for the
relation-meta learner. In the common features, we eliminate the relation-meta
learner and degrade the model to the discriminative features without relation
descriptions, and the performance has a large degradation, indicating that com-
mon features contribute more to the FSRE task. In the discriminate features,
we remove the entity pair rectification and instance representation, respectively,
and the results demonstrate that textual context is still the main source of the
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discriminative features. In addition, removing entity pair rectification also shows
a more significant decrease in performance.

5 Conclusion

In this study, we propose AdaProto, an adaptive prototype network represen-
tation that incorporates relation-meta features and various instance features to
address the challenges in FSRE tasks. The adaptability of the task heavily relies
on the effectiveness of the embedding space. To enhance the model’s generaliza-
tion, we introduce relation-meta learning to learn common features and better
capture the class-centered prototype representation. Additionally, we propose
entity pair rectification and instance representation learning to identify discrim-
inative features that differentiate similar relations. Our approach also utilizes a
multi-task training strategy to ensure the development of a high-quality model.
Furthermore, the model can adapt to different tasks by leveraging multiple fea-
ture extractors. Through comparative studies on FewRel in various few-shot
settings, we demonstrate that AdaProto, along with each of its components,
boosts the classification performance of FSRE tasks and effectively enhances
the overall effectiveness and robustness.
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Abstract. An engaging dialogue system is supposed to generate empa-
thetic responses, which requires a cognitive understanding of users’ situ-
ations and an affective perception of their emotions. Most of the existing
work only focuses on modeling the latter, while neglecting the impor-
tance of the former. Despite some efforts to enhance chatbots’ empathy
in both cognition and affection, limited cognition conditions and inac-
cessible fine-grained information still impair the effectiveness of empa-
thy modeling. To address this issue, we propose a novel fine-grained
knowledge-enhanced empathetic dialogue generation model KEEM. We
first explore strategies to filter fine-grained commonsense and emotional
knowledge and leverage knowledge to construct cognitive and affective
context graphs. And we learn corresponding context representations from
the two knowledge-enhanced context graphs. Then we encode the raw
dialogue context to learn the original cognitive and affective representa-
tions and fuse them with the knowledge-enhanced representations in cog-
nition and affection. Finally, we feed the two fused representations into a
decoder to produce empathetic replies. Extensive experiments conducted
on the benchmark dataset EMPATHETICDIALOGUES verify the effec-
tiveness of our model in comparison with several competitive models.

Keywords: Empathetic dialogue generation · Commonsense and
emotional knowledge · Cognition and affection

1 Introduction

Empathy, an important aspect of engaging human conversations [14], usually
refers to the ability to understand others’ situations, perceive their emotions, and
respond to them appropriately [5]. Research in social psychology has also shown
that empathy is a vital step towards a more humanized dialogue system [20].
Consequently, we concentrate on the task of empathetic dialogue generation,
which aims to empathize with users and realize a more human-like chatbot.

It is demonstrated that empathy is a complex construct involving cogni-
tion and affection [15], where cognitive empathy attends to users’ situations [2]
while affective one focuses on users’ emotions instead [3]. But most of the exist-
ing methods [7–10,14] in empathetic dialogue generation only rely on detecting
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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users’ emotions and modeling emotional dependencies, while ignoring the impor-
tance of realizing cognitive empathy. To achieve empathy in both two aspects,
Sabour et al. [15] make an attempt to use commonsense to enhance the model-
ing of cognitive and affective empathy and several cognition conditions would be
inferred in this method. However, limited cognitive conditions and inaccessible
fine-grained information still result in inaccurate recognization of users’ circum-
stances and feelings, thereby impairing the empathetic effect of the generated
responses.

Providing external knowledge to dialogue systems has been proven to operate
in favor of modeling empathy in cognition and affection [15]. Intuitively, fine-
grained knowledge would be beneficial for a more comprehensive understanding
of user situations and a more accurate perception of user feelings, which is shown
in Fig. 1. In this case, with the related cognitive concept of “walk”, the chatbot
understands the user’s situation that he or she encountered a snake while walking
so it asks what the user did. Also, the affective concepts “dazed”, “demon” and
“poisonous” help the robot perceive the terrified feeling of the user.

Fig. 1. An example from EMPATHETICDIALOGUES. Words related to cognition
and affection are highlighted in red color, cognitive concepts and relations in green,
and affective concepts in blue. (Color figure online)

In this paper, we propose a fine-grained Knowledge-Enhanced EMpathetic dia-
logue generation model (KEEM). We first explore novel knowledge selection
strategies to filter commonsense, i.e. structural and semantic knowledge, and
emotional knowledge, and use the selected fine-grained knowledge to construct
cognitive and affective context graphs. We also learn the corresponding context
representations from the above two knowledge-enhanced context graphs. Then
we encode the original dialogue context to acquire the original information about
cognition and affection, and fuse them with the two knowledge-enhanced rep-
resentations. Finally, we feed the two fused cognitive and affective representa-
tions to a decoder to generate empathetic responses with coherent content and
appropriate emotion. Extensive experiments are conducted on the benchmark
dataset EMPATHETICDIALOGUES [14] for empathetic dialogue generation and
the empirical results have verified that our model can produce more empathetic
responses in comparison with several competitive models.

Our contributions can be summarized as follows:

• We propose KEEM, a novel approach that models cognitive and affective
empathy by constructing and encoding corresponding context graphs.
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• We explore knowledge selection strategies for cognitive and emotional knowl-
edge to obtain more accurate and fine-grained knowledge.

• We conduct automatic and human evaluations and analyses to demonstrate
the effectiveness of KEEM.

2 Preliminaries

2.1 Commonsense and Emotional Knowledge

In this work, we leverage the commonsense knowledge graph ConceptNet [17]
and the emotional lexicon NRC-VAD [12] to infer the speakers’ situations and
their emotions, which enhances the cognition and affective empathy and leads
to more empathetic responses.

ConceptNet is a large-scale knowledge graph that connects words and phrases
of natural language with labeled edges. It represents the general knowledge,
allowing models to better understand the meanings behind the words [11]. It
contains 34 relations, over 21M edges, and over 8M nodes. The edges stored in
ConceptNet can be concisely represented as the quadruples of their start node,
relation label, end node, and confidence score: (h, r, t, s).

NRC-VAD is a lexicon of more than 20k English words and their vectors of
three independent dimensions, i.e. valence (positiveness-negativeness/pleasure-
displeasure), arousal (active-passive), and dominance (dominant-submissive),
abbreviated as VAD. The values of VAD vectors are fine-grained real numbers
in the interval from 0 (lowest) to 1 (highest).

2.2 Task Formulation

Dialogue context C is a sequence of M utterances: C = [U1, U2, · · · , UM ], where
the i-th utterance Ui = [w1

i , w
2
i , · · · , wmi

i ] consists of mi words. Following [9],
we flat C as a token sequence, and prepend a CLS token to it, thus obtaining
a new context sequence: C = [CLS,w1

1, · · · , wm1
1 , · · · , w1

M , · · · , wmM

M ]. Given C,
the task of empathetic dialogue generation is to generate an empathetic response
Y = [y1, y2, · · · , yn] with coherent content and appropriate emotion.

3 Methodology

3.1 Overview

Figure 2 shows an overview of our proposed model. Our model (KEEM) is
composed of four stages: 1)cognitive context graph constructing and encoding;
2)affective context graph constructing and encoding; 3)cognition and affection
fusion; and 4)empathetic response generation, where the first two stages can be
performed simultaneously.



Fine-Grained Knowledge Enhancement for Empathetic Dialogue Generation 81

Fig. 2. Overview of our model (KEEM).

3.2 Cognitive Context Graph Constructing and Encoding

Cognitive Knowledge Selection. The structural and semantic information of
ConceptNet, i.e. the relations and concepts therein, can help enhance cognition.
Hence, for each non-stop word wj

i of C, we first retrieve all of its quadruples
from ConceptNet as candidates. And then we filter the cognitive knowledge by
the following heuristic steps:1) We remove the quadruples that have low confi-
dence scores (i.e. scores lower than 1.0) or inappropriate relations (i.e. relations
unrelated to cognition). 2) We define and calculate the correlation degrees of
the retrieved concepts. The correlation degree of a concept is the number of C’s
words that link to it in ConceptNet. If the concept itself appears in the dialogue
context, the correlation degree is increased by one. 3) We rank the correlation
degrees of the quadruples and select the top K1 ones as the knowledge needed
in cognitive graph construction.
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Cognitive Context Graph Constructing. To build the cognitive graph, we
first take all the tokens of C, including the CLS token, as the initial nodes of
the graph. We also add the semantic concepts as the new nodes to the graph,
which are selected from Cognitive Knowledge Selection. Then we connect vertex
pairs of three types: 1) every two consecutive words in dialogue context; 2) every
word in dialogue context and all of its semantic-related concepts; 3) CLS token
and all words in dialogue context. Note that the edges connecting vertices are
directed.

Thus, the dialogue context is enhanced by external structural and semantic
knowledge and represented as the cognitive context graph Gcog, and the links of
the graph are stored in the adjacency matrix Acog.

Cognitive Context Graph Encoding. Similar to [8], we first initialize the
cognitive vector presentation of every vertex vi

sem by summing up its word
embedding Ew

(
vi
cog

) ∈ R
dmodel , positional embedding Ep

(
vi
cog

) ∈ R
dmodel , and

dialogue state embedding Es

(
vi
cog

)
:

vi
cog = Ew

(
vi
cog

)
+ Ep

(
vi
cog

)
+ Es

(
vi
cog

)
(1)

where dmodel is the dimension of the embeddings.
Then, we adopt a multi-head graph-attention mechanism, followed by a resid-

ual connection and layer normalization, thus vi
cog attending to all its immediate

neighbors
{
vj
cog

}
j∈Ai

cog

to update its cognitive presentation with structural and

semantic knowledge:

v̂i
cog = LayerNorm

⎛

⎝vi
cog + ‖Hn=1

∑

j∈Ai
cog

attncog
(
vi
cog,v

j
cog

)
Wnv

cogv
j
cog

⎞

⎠ (2)

where LayerNorm is layer normalization, ‖ is the concatenation of H attention
heads, Ai

cog are the immediate neighbors of vi
cog presented in the adjacency

matrix Acog, Wnv
cog ∈ R

dmodel×dh is the linear transformation, dh = d
H is the

dimension of each head, and attncog
(
vi
cog,v

j
cog

)
is the self-attention mechanism

for the n-th attention head:

attncog
(
vi
cog,v

j
cog

)
=

exp
((

Wnq
cogv

i
cog

)�
Wnk

cogv
j
cog

)

∑
k∈Ai

cog
exp

((
Wnq

cogvi
cog

)�
Wnk

cogvk
cog

) (3)

where Wnq
cog ∈ R

dmodel×dh , Wnk
cog ∈ R

dmodel×dh are the linear transformations.
And notably, when vi

cog is the vector of a word in dialogue context and vj
cog is

the counterpart of a concept semantic-related, following [1], we update vj
cog with

the subtraction between the concept embedding and the corresponding relation
embedding:

vj
cog = vj

cog − Er

(
rijcog

)
(4)
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where Er

(
rijcog

) ∈ R
dmodel is the relation embedding between vi

cog and vj
cog.

After that, we apply Transformer layers [18] to update the vector represen-
tations of vertices, incorporating global cognitive information into all vertices in
Gcog:

ṽi
cog = TRSEnc

(
v̂i
cog

)
(5)

where ṽi
cog ∈ R

dmodel is the semantic vector representation of vi
cog, and TRSEnc

represents Transformer encoder layers.
Finally, we use the cognitive vertex presentation of CLS token, i.e. ṽ0

cog, as
the global cognitive representation of Gcog.

3.3 Affective Context Graph Constructing and Encoding

The procedures of Subsects. 3.2 and 3.3 are similar, with the strategies of knowl-
edge selection and the approaches of graph encoding being different.

Affective Knowledge Selection. To inject appropriate affective knowledge
into the dialogue context to detect users’ emotions, we filter emotional concepts
with high emotional intensity value and low emotion gap value between them
and the dialogue context.

Be analogous to Cognitive Knowledge Selection., for non-stop word wj
i of C,

we first acquire its quadruples from ConceptNet and filter the affective knowl-
edge by removing the quadruples that have low confidence scores or affection-
unrelated relations.

Then we retrieve the VAD vectors (mentioned in Sect. 2) of the emotional
concepts and calculate their emotion intensity values [8,21]. The formula for
calculating the emotional intensity value of concept c is as follows:

EI(c) = min −max
(∥

∥
∥
∥V (c) − 1

2
,

A(c)
2

∥
∥
∥
∥

)
(6)

where min −max is the min-max normalization, ‖‖ is L2 norm, V (c) and A(c)
are concept c’s values of the valence and arousal dimensions in the VAD vector,
respectively. If c is not in NRC-VAD, EI(c) will be set to 0.

Besides, we compute the values of the emotion gap between each nonstop
word and its emotional concepts. The formula for computing the emotion gap
value between word w and concept c is as follows:

EG(w, c) =
abs(V (w) − V (c)) + abs(A(w) − A(c))

2
(7)

where abs is the operation to get the absolute value.
Eventually, we filter the quadruples whose emotion gap values between head

concept and tail concept (i.e. word in dialogue context and its emotional concept)
are lower than 0.5, rank the emotion intensity values of the quadruples, and select
the top K2 ones.
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Affective Context Graph Constructing. We construct the affective context
graph in a way similar to Cognitive Context Graph Constructing and represent
it as Gaff , and the emotional links in the knowledge-enhanced graph are stored
in the affective adjacency matrix Aaff .

Affective Context Graph Encoding. Taking the same steps as Cognitive
Context Graph Encoding, we initialize the affective vector presentation of every
vertex vi

aff , and then update vi
aff with affective knowledge. But notice that,

when encoding the affective context graph, the relations between vertices would
not be considered. We also employ Transformer layers [18] to update the vector
representations of vertices, incorporating global emotional information into all
vertices in Gaff .

The affective vertex presentation of the CLS token, that is ṽ0
aff , is also used

as the global affective representation of Gaff .

3.4 Cognition and Affection Fusion

To full exploit the original information of the dialogue context, we encode the
raw dialogue context. We use the same initialization method as Cognitive Con-
text Graph Encoding to acquire the embeddings of context sequence, i.e. EC ,
and then feed it into new Transformer encoder layers to get the hidden repre-
sentations of C:

H = TRSEnc(C) (8)

Then we use the hidden representation of the CLS token to represent the context
sequence:

h = H[0] (9)

And then we perform the cognitive and affective linear transformation on the
hidden representation h to obtain the corresponding representations of the dia-
logue context, respectively:

hcog = Wcoch (10)

haff = Waoch (11)

where Wcoc ∈ R
dmodel×dmodel , Waoc ∈ R

dmodel×dmodel are the cognitive and affec-
tive linear transformations.

Emotion Classification. Our proposed model learns to predict the users’ emo-
tional state to guide the empathetic response generation. We concatenate ṽ0

aff

with haff to obtain a fused affective representation h̃0
aff :

h̃aff = ṽ0
aff ⊕ haff (12)

where ⊕ denotes concatenation and h̃aff ∈ R
dmodel .
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Hence, we pass h̃aff through a linear layer followed by a Softmax operation
to produce the emotion category distribution Pemo ∈ R

q, where q is the number
of emotion categories:

Pemo = Softmax
(
Wemoh̃aff

)
(13)

where Wemo ∈ R
2dmodel×q is the emotional linear transformation. During train-

ing, we conduct the parameter learning by minimizing the Cross-Entropy (CE)
loss between the ground truth label e∗ and the predicted label e:

Lemo = − log (Pemo (e = e∗)) (14)

Information Integration. To generate empathetic responses, we integrate
cognitive and affective information into the dialogue context. First concatenate
the global cognitive representation of the cognitive context graph, i.e. ṽ0

cog, and
the cognitive representation of the raw dialogue context, i.e. hcog, to obtain a
fused cognitive representation:

h̃cog = ṽ0
cog ⊕ hcog (15)

where h̃cog ∈ R
2dmodel .

Then h̃cog and h̃aff are concatenated and the combination of them is passed
through a Multi-Layer Perceptron with ReLU activation, which aims to learn a
contextualized representation with adequate cognition and affective information:

ĥctx = h̃cog ⊕ h̃aff (16)

h̃ctx = MLP
(
σ

(
ĥctx

)
� ĥctx

)
(17)

where ĥctx ∈ R
dmodel , MLP denotes Multi-Layer Perceptron, and � denotes

element-wise multiplication.

3.5 Empathetic Response Generation

The contextualized representation of cognition and affection, i.e. h̃ctx, and the
word embeddings of the target response Rgold, i.e. Ew (Rgold), are fed as the
inputs into the Transformer decoder layers to generate a response:

O = TRSDec
(
Ew (Rgold) , h̃ctx

)
(18)

Presp = softmax (WoO) (19)

p (Rt | R<t, Gcog , Gaff ) = Presp [t] (20)

where O ∈ R
lR×dmodel , lR is the length of the predicted response, TRSDec rep-

resents the Transformer decoder layers, Presp ∈ R
lR×|V |, |V | is the vocabulary
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size, and p (Rt | R<t, Gcog , Gaff ) is the distribution over the vocabulary V for
the t-th word Rt.

Then a standard Negative Log-Likelihood (NLL) is used to optimize gener-
ated responses:

Lgen = −
lR∑

t=1

log p (Rt | R<t, Gcog, Gaff ) (21)

To avoid generating generic empathetic responses, following [15], we adopt
Frequency-Aware Cross-Entropy (FACE) [4] as an additional loss to penalize
high-frequency tokens. Therefore, during the training process, we first compute
the relative frequency of each token wordi in the training corpus:

RFi =
freq (wordi)

∑V
j=1 freq (wordi)

(22)

where V is the vocabulary size of the training corpus. Accordingly, the frequency-
based weight wi can be calculated as follows:

wi = a × RFi + 1 (23)

where a = − (max1≤j≤V (RFj))
−1 is the frequency slope, 1 is added as the bias

so that wi falls into [0, 1]. As done by [15], we normalize wi to have a mean of
1. The diversity loss is finally computed as below:

Ldiv = −
T∑

t=1

V∑

i=1

wiδt (ci) log P (ci | y<t, C) (24)

where ci is a candidate token in the vocabulary and δt (ci) is the indicator func-
tion, which equals to 1 only if ci = yt and 0 otherwise.

Eventually, all the parameters of our proposed model are trained and opti-
mized by jointly minimizing the emotional loss (Eq. 14), the generation loss
(Eq. 21) and the diversity loss (Eq. 24) as follows:

L = γ1Lemo + γ2Lgen + γ3Ldiv (25)

where γ1, γ2, γ3 are hyper-parameters to balance the above three losses.

4 Experiments

4.1 Baselines

We compare our proposed model with the following baselines:

• MoEL [9]: A variation of Transformer consisting of one encoder and several
decoders that focus on each emotion accordingly.
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• EmpDG [7]: A adversarial model that encodes semantic context and multi-
resolution emotional context respectively and interacts with user feedback.

• MIME [10]: Another variation of Transformer. It does emotion grouping and
applies emotion stochastic sampling and emotion mimicry.

• KEMP [8]: A knowledge-enriched model that uses commonsense and emo-
tional lexical knowledge to explicitly understand and express emotions.

• CEM [15]: Another knowledge-enriched Transformer-based model that uses
commonsense to obtain more information about users’ situations.

4.2 Implementation Details

We conduct our experiments on EMPATHETICDIALOGUES [14], a large-scale
dataset of 25k conversations, grounded in emotional situations. the dataset con-
siders 32 emotion labels, of which the distribution is close to evenly distributed.
For our experiments, we use the original 8:1:1 train/validation/test split of this
dataset.

We use Pytorch1 to implement the proposed model. The word embeddings
are initialized with pre-trained Glove vectors2 [13], and the relation embeddings
are randomly initialized and fixed during training. For the positional embed-
dings, we follow the original paper [18]. The dimension of embeddings is set to
300 empirically. The maximum introducing numbers of external concepts per
dialogue and per token are set as 10 and 1, respectively. And the loss weights γ1,
γ2, γ3 are all set to 1. We set the same hyper-parameters of Transformer as [8],
including the hidden size, the number of attention heads, etc. When training
our proposed model, we use Adam and early stopping with a batch size of 16
and an initial learning rate of 1e5. We varied the learning rate during training
following [18] and use a batch size of 1 and a maximum of 30 decoding steps
during testing and inference.

4.3 Evaluations

We evaluate our models from two aspects, i.e. automatic and human evaluations.

Automatic Evaluation. To evaluate the performance of KEEM, we first adopt
Emotion Accuracy, i.e. the accuracy of emotion detection. The Perplexity [16]
is also utilized to measure the high-level general quality of the generation model.
A response with higher confidence will result in a lower perplexity. Furthermore,
Distinct-1 and Distinct-2 [6] are used to measure the proportion of the distinct
unigrams and bigrams in all the generated results, which indicate the diversity
of the produced responses.

1 https://pytorch.org/.
2 https://github.com/stanfordnlp/GloVe.

https://pytorch.org/
https://github.com/stanfordnlp/GloVe
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Table 1. Results of automatic evaluation.

Models Accuracy (%) Perplexity Distinct-1 Distinct-2

MoEL 32.00 38.04 0.44 2.10

EmpDG 34.31 37.29 0.46 2.02

MIME 34.24 37.09 0.47 1.90

KEMP 39.31 36.89 0.55 2.29

CEM 39.11 36.11 0.66 2.99

KEEM (ours) 40.54 36.28 0.72 3.10

w/o Cog 40.01 36.21 0.56 2.32

w/o Aff 39.50 36.25 0.67 3.02

The results of the automatic and manual evaluations are shown in Table 1.
In Table 1, we observe that KEEM achieves the highest emotion accuracy, which
suggests the new strategy of selecting affective knowledge is beneficial for users’
emotion detection. Although CEM [15] gets a slightly lower perplexity score
than ours, our proposed model also considerably outperforms the baselines in
terms of Distinct-1 and Distinct-2, which highlights the importance of the novel
approaches to incorporating commonsense knowledge and constructing the cog-
nitive context graph.

Human Evaluation. For qualitative evaluation, we take human A/B tests to
compare KEEM and five baselines, following [15]. For a given dialogue context,
our model’s response is paired with a response from the baselines, and annotators
are asked to choose the better one from the following three aspects: 1) Empathy:
which one shows more understanding of the user’s situation and feelings; 2)
Coherence: which one is more on-topic and relevant to the context; 3) Fluency:
which one is more fluent and natural. We randomly sample 100 dialogues and
their corresponding results from our model as well as the baselines, and then
assign three crowdsourcing workers to annotate each pair.

As displayed in Table 2, responses generated by KEEM are more often pre-
ferred by human judges in empathy and coherence compared to the baselines.
This also demonstrates that, with the enhancement of commonsense and emo-
tional knowledge, our model is able to produce more empathetic and relevant
responses. We also notice that KEEM does not significantly outperform the base-
lines not enriched by external knowledge in fluency, which might imply that the
knowledge incorporated has a negative influence on fluency. There is one reason-
able explanation that selected knowledge contains not only useful information
but also noises, which decrease the fluency of the responses.
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Table 2. Results of human evaluation (%).

Comparisons Aspects Win Lose Tie

KEEM vs. MoEL Empathy 32 9 59

Coherence 51 8 41

Fluency 36 33 31

KEEM vs. EmpDG Empathy 36 10 54

Coherence 53 10 37

Fluency 34 35 31

KEEM vs. MIME Empathy 50 9 41

Coherence 39 9 52

Fluency 24 27 49

KEEM vs. KEMP Empathy 40 26 34

Coherence 44 23 33

Fluency 34 36 30

KEEM vs. CEM Empathy 47 35 29

Coherence 45 31 24

Fluency 24 18 58

4.4 Ablation Study

We conduct the ablation study to verify the effect and contribution of each
component of our KEEM. More specifically, we consider the following three
variants of KEEM:

• w/o Cog: We remove the procedures in Sect. 3.2) and delete the concate-
nation of the global and original cognitive representation of dialogue context
(Eq. 15). The fused cognitive representation is replaced with the latter in
subsequent calculations.

• w/o Aff : We ablate the new approach to filtering affective knowledge (Eq. 7).
The effects of introducing affective knowledge and building and encoding
affective context graphs have been proven in [8].

The results of the above two variants are in Table 1, which show that each
component contributes to KEEM from different aspects. Specifically, remov-
ing the cognitive knowledge decreases most of the performance, suggesting that
incorporating extra cognitive information helps to recognize the users’ situations
and identify their emotions, to varying degrees. And ablating the novel strategy
of selecting affective knowledge influences the emotion classification considerably
and impairs the quality of the generated results slightly.

4.5 Case Study

Cases from KEEM and five baseline models are listed in Table 3. In the first
case, KEEM shows the best recognition of the user’s action and feeling, by
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incorporating the concepts of “destroy”, “joy”, and “great”, which correspond
to the word “fell”, “cheer”, “nice” in dialogue context. In contrast, the baseline
MoEL only attends to “baby” and ignores what the user did for the baby, and
the other four baselines are only able to identify the positivity of the dialogue
context, producing some context-unrelated content. In the second case, KEEM
generates the most context-consistent and emotion-appropriate response, which
expresses a good wish for the user about his future promotion, while MoEL and
EmpDG do not even detect the user’s hopeful mood. Both two cases demonstrate
that KEEM can generate responses of empathy.

Table 3. Responses generated by different models.

Emotion caring

Context Speaker:So my friend’s baby fell down and scraped his knee yesterday

and i was trying so hard to cheer him up.

Listener:That is nice of you. What did you do?

Speaker:I was singing nursery songs : )

Gold Which one?

MoEL Oh no, I bet he was a good kid.

EmpDG That is a great attitude to have.

MIME That is a good thing to do. I am glad you have a good friend!

KEMP That is a great feeling. I am sure you will be fine.

CEM That is awesome! I bet you were very proud of him.

Sem. Know. (fell, RelatedTo, destroy), (scraped, RelatedTo, destroy)

Emo. Know. (nice, great), (cheer, joy)

KEEM That is a great thing to do. I am sure he’ll be fine.

Emotion hopeful

Context Speaker:I guess I will be the next team leader.

Lister:Really? Is that a promotion?

Speaker:Yes. I was expecting that very much.

Gold Good for you.

MoEL I am not sure what you are going to do.

EmpDG What kind of leader you?

MIME That is awesome! I hope you get it!

KEMP I am sure you will get a new one.

CEM That is great!

Sem. Know. (promotion, RelatedTo, leader), (leader, RelatedTo, promotion)

Emo. Know. (next, new), (leader, hero)

KEEM I am sure you will do well.
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5 Related Work

With the support of the newly proposed datasets [14,19], research in empathetic
dialogue generation has developed rapidly. Rashkin et al. [14] exploit adaptions
of dialogue models for empathetic responding. Lin et al. [9] design listeners (i.e.
decoders) in responding to different emotions and softly combining different
listeners’ outputs. Li et al. [7] propose a multi-resolution adversarial model to
capture the nuances of user emotion and consider the potential of user feedback.
Majumder et al. [10] believe that empathic responses often mimic users’ emotions
to varying degrees. Li et al. [8] construct an emotional context graph to perceive
implicit emotions and learn emotional interactions. All of them are about how
to perceive and express emotions.

Recently, some work [15] has attempted to boost both the cognitive and
affection empathy of dialogue models. Sabour et al. [15] argue that the cogni-
tive empathy of the user’s situation should be considered, and they introduce
commonsense to further enhance it. Nonetheless, due to some weaknesses of the
knowledge base used (e.g. the limited commonsense relations, the unsatisfactory
inference accuracy, and the inability to acquire fine-grained information), the
effectiveness of this proposed approach would be impacted.

6 Conclusion

In this paper, we propose a novel Knowledge-Enhanced EMpathetic dialogue
generation model (KEEM) to demonstrate how leveraging commonsense and
emotional knowledge is beneficial to the cognition of users’ situations and the
detection of users’ feelings, which helps produce more empathetic responses. We
conduct experiments on EMPATHETICDIALOGUES dataset, and our automatic
and manual evaluations have empirically proven the significance of our approach
in empathetic response generation. Nevertheless, as the results demonstrate, the
model still has shortcomings in terms of fluency, which is one of the future
directions for us to challenge.
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Abstract. Aspect-Category-Opinion-Sentiment quadruple extraction
(ACOS) is the novel and challenging sentiment analysis task, which aims
to analyze the full range of emotional causes. Existing approaches focus
on solving explicit sentiment, but struggle with analyzing implicit sen-
timent reviews. In this paper, to address the issue, we propose SI-TS, a
framework that takes implicit sentiment extraction into account. Specif-
ically, we design target structure (TS) to capture implicit sentiment by
converting sentiment elements into a structured format. Furthermore,
to adaptively generate appropriate TS according to different sentiment
scenarios, we design an prompt template based sentiment instructor(SI).
It assists the framework in effectively extracting implicit sentiment ele-
ments from the reviews. Extensive experiments were conducted on two
widely used ACOS benchmarks, and improvements in F1 values were
observed. Specifically, we achieved a 1.05% and 1.28% improvement in F1
values for Laptop-ACOS and Restaurant-ACOS, respectively. Notably,
significant results were achieved in extracting implicit sentiment.

Keywords: The ACOS Task · Implicit Sentiment Extraction · Target
Structure (TS) · Sentiment Instructor (SI) · Prompt Template

1 Introduction

Aspect-Category-Opinion-Sentiment quadruple extraction(ACOS) [1] is a chal-
lenging task in aspect-based sentiment analysis(ABSA) [2,3], This is a typical
multitask with four sub-tasks, which are (1) identifying aspect term mentions,
(2) detecting aspect categories, (3) extracting opinions linked to aspects, and (4)
classifying the sentiments belonging to aspect. These help us to understand the
aspect-level opinions in the reviews and provide a complete story. Give an exam-
ple review “The ambience is wonderful for a date or group outing.” The review
can be extracted as a pair of four elements of aspect-category-opinion-sentiment
(a, c, o, s), which are aspect (a): “service”, category (c): “food quality”, opinion
(o): “wonderful”, and sentiment (s): “positive”.

The typical studies tackle this task by using either extractive or generative
methods. (1) Extractive methods require designing specific sentiment element
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 94–108, 2023.
https://doi.org/10.1007/978-3-031-46674-8_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46674-8_7&domain=pdf
http://orcid.org/0000-0002-5169-4634
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Fig. 1. Comparison between existing frameworks and our framework. Above the split
dashed line is the existing framework. Below the split dashed line is our proposed
framework. We believe that using target structure to represent sentiment quadruples
in a unified way can comprehensively consider a variety of implicit sentiments, This
approach allows better assisting the framework to mine implicit sentiments.

extraction modules to jointly model individual or multiple sentiment elements.
Cai et al. [1] Perform category classification on candidate aspect-opinion pairs
based on Peng et al. [4] and Wan et al. [5] for sentiment quadruplet extraction.
They also extended the labeling model using a sequential labeling approach
inspired by this work [6]. (2) Generative methods employ sequence generation
approach to generate sentiment elements directly. For instance, Yan et al [7],
proposed a generative framework. Meanwhile, models such as GAS [8], PARA-
PHRASE [9] and USI [10] generate sentiment elements or paraphrases directly
in the task. The generative approach is preferred over the extractive approach
for generating sentiment using generic knowledge, leading to a shift in research
towards generative approaches for sentiment extraction.

However, existing approaches to the ACOS task struggle with cases where
reviews include implicit aspects or implicit opinions. According to recent stud-
ies [11,12], a significant portion of reviews in the corpus contain implicit expres-
sions, with over 30% including implicit aspects or opinions, and more than 8%
containing both [1]. We observe that most of the current research focuses on
explicit sentiment and neglects modeling implicit sentiment(aspects or opinions).

To address the above limitation, our focus is on addressing the ACOS task,
with particular emphasis on the extraction of implicit sentiment in formulations.
The major difference between our work and current work is shown in Fig. 1.
Firstly, we re-examine the sentiment features in reviews and categorize them
into different sentiment scenarios, including three types of implicit sentiment
scenarios and one type of explicit sentiment scenario. Secondly, based on the
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above sentiment scenarios, we propose SI-TS, a generation framework that takes
implicit sentiment into account, Specifically, for one, we design target structure
(TS) that can effectively encode the sentiment elements in different sentiment
scenarios into a unified natural text representation, so that the text-to-structure
process can be completed in different sentiment scenarios through the genera-
tion framework. For the second, in order to generate appropriate TS according
to different sentiment scenarios, we design an prompt template based sentiment
instructor (SI), which consists of sentiment scenario prompt, category candidate,
sentiment candidate and expression prompt candidate, which can fully exploit
the potential of the language model. The framework is also instructed to gen-
erate the corresponding TS adaptively, which helps the framework to explore
the implicit sentiment elements from reviews under different sentiment scenar-
ios. Finally, we conduct experiments on two benchmark ACOS datasets, and
the results demonstrate the effectiveness of our proposed approach, especially in
extracting implicit sentiment elements.

In summary, our main contributions are as follows:
1. We propose SI-TS, an implicit sentiment generation framework that con-

tains an elaborate target structure (TS) that represent reviews in a variety
of implicit sentiment scenarios.

2. To instruct the framework to generate suitable target structure, we propose an
prompt template based sentiment instructor (SI) to help the model effectively
mine implicit sentiment elements from the reviews.

3. Our experiments on two popular benchmarks show F1 improvements of 1.05%
and 1.28% for Laptop-ACOS and Restaurant-ACOS, respectively. In addition,
we achieved significant results in implicit sentiment extraction.

2 Problem Statement

2.1 ACOS Task Definition

Given a review sentence r the ACOS task aims to extract aspect-level quadru-
ples Qi = (ai, ci, oi, si). The elements ai, ci, oi, si, corresponding to the i-th
aspect, aspect category, opinion, and sentiment in the review r, these elements
are collectively referred to as sentiment elements. The sentiment polarity si and
si ∈ {POS,NEU,NEG}, where {POS,NEU,NEG} stands for positive, neu-
tral, negative, respectively.

2.2 Types of Sentiment Scenario

As shown in Fig. 2, we define aspect terms and opinion terms with explicit
sentiment representation in review as EA (Explicit Aspect) and EO (Explicit
Opinion), and if there are no aspect terms or opinion terms with explicit
sentiment representation, we define them as IA (Implicit Aspect) and IO
(Implicit Opinion). Reviews are divided into four sentiment scenarios, i.e.
ε = {EA&EO,EA&IO, IA&EO, IA&IO}, i.e. the explicit sentiment scenario
containing both EA and EO, and the three implicit sentiment scenarios contain-
ing either a single IA or IO or both IA and IO {(EA&IO, IA&EO, IA&IO)}.
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Fig. 2. The example review sentence in the figure contains four clauses, each of which
contains a pair of sentiment quadruples. We define the clauses with explicit aspect and
opinion as explicit sentiment scenarios (e.g. EA&EO) and the clauses without explicit
aspect or opinion (with implicit aspect or opinion) as implicit sentiment scenarios (e.g.
EA&IO, IA&EO, IA&IO). The cross in the figure means that it does not contain this
item and the tick means that it does.

3 Methodology

In this section, we (1) introduce TS, a target structure that represents multiple
implicit sentiment scenarios. And (2) propose SI, a prompt template based sen-
timent instructor, which controls the framework adaptively generating the cor-
responding target structure. The overall framework of SI-TS is shown in Fig. 3.

3.1 Sentiment Mapping

To better capture the semantics in the sentiment polarity set {si}, we first map
the sentiment polarity si as follows.

Ps(si) =

⎧
⎪⎨

⎪⎩

great, if si = POS

ok, if si = NEU

bad, if si = NEG

(1)

After performing the sentiment mapping operation Ps(.), The model is aware
of selecting stronger semantics and more appropriate sentiments. Note that the
particular mapping can be predefined using the commonsense knowledge in Eq. 1,
or it can rely on the dataset, using the most common consensus terms for each
sentiment polarity as sentiment expressions.
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Fig. 3. The overall framework of SI-TS. Our framework first feeds the raw review into
the encoder after a sentiment instructor (SI) transformation. Specifically, our senti-
ment instructor consists of Sentiment Scenario Prompt, Sentiment Candidate, Cate-
gory Candidate, and Expression Prompt Candidate. After the transformation of the
SI, decoder adaptively constructs the Target Structure (TS) based on the Sentiment
Scenario Prompt, and the Expression Prompt Candidate. Finally, we parse the TS
obtained from the output according to the location of the specific design to acquire the
final quadruples. The expression structure we designed is shown in the bottom right
part of the figure, and we design one expression prompt for each sentiment scenario
(e.g., EA&EO, EA&IO, IA&EO, IA&IO).

3.2 Sentiment Instructor(SI) Components and Input
Transformations

To leverage the capabilities of the language model and enable it to distin-
guish implicit sentiment scenarios, inspired by this paper [10], we employed a
sentiment-instruction based prompting method to convert the input reviews r.
The sentiment instructor we designed consist of the following components.

Sentiment Scenario Prompt. In order to allow the model to learn the discrep-
ancy between sentiment scenarios, we designed the sentiment scenario prompt
as part of the sentiment instructor. We define Sentiment Scenario prompt as
Imask. Imask will be constructed for input in the following form:

Imask = It′s < extra id 0 > aspect and < extra id 1 > opinion (2)

Here “< extra id 0 >”, “< extra id 1 >” tokens are special mask tokens
in the T5 model [29]. it allows better exploitation of the generic knowledge of
language models by modeling downstream tasks as pre-trained targets. (i.e. mask
language modeling). This approach, also called prompt learning [31], has shown
powerful effectiveness on a wide range of NLP tasks.
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Sentiment Candidate. We use the set of sentiment expressions {Ps(si)} as
candidates after sentiment mapping as described above. It enables the model to
aware of which choice of sentiment expressions is required.

Category Candidate. The ACOS task also involves classifying aspect cate-
gories. Therefore, we also input all the set of categories {c} as category candi-
dates. It enables the model to be aware of which category choices are required.

Expressive Prompt Candidate. We designed the expression prompt Tep,
which makes the model aware of which expression structure may be generated.
We designed four expression prompt corresponding to four sentiment scenarios,
and combined together as expression prompt candidates as part of the senti-
ment instruction. Our expression prompt are shown in the bottom right corner
of Fig. 3. To sum up, We concatenate the reviews r with all the instruction ele-
ments mentioned in the appeal, separated by separator, to obtain the input X
refactored by the prompt template SI.

X = [Imask; [SSEP ]; r; [SSEP ]; {Ps(s)}; [SSEP ]; {c}; [SSEP ]; {Tep}] (3)

The input is represented by X , with “[SSEP ]” denoting the separator and
“;” representing the connection operation.

3.3 Target Structure(TS) Generation for Implicit Sentiment

We adopt an encoder-decoder style architecture to compose our generative
framework for extracting implicit sentiment. Our purposes are that:

(1) The corresponding target structures should be generated adaptively according
to the implicit sentiment scenarios.

(2) In addition, to generate quadruples in one step and model multiple implicit
sentiments scenarios, we adopt structures as output targets instead of sequen-
tial labels such as < aspect >, < opinion >, < category >, < sentiment >.
Based on the above mentioned, inspired by this work. [32], we propose TS,
a target structure that represent implicit sentiment. In the following we will
describe our TS and its generation method.

Firstly, the decoder restores the special mask token (from SI) in Imask, and dur-
ing training, we restore the corresponding positions of the special mask token to
“explicit” and “implicit”. For the sentiment scenario k/in/varepsilon, the recov-
ered Imask we call the sentiment scenario description, which is defined as Ides(k).

Ides(k) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

It′s explicit aspect and explicit opinion. if k is EA&EO;
It′s implicit aspect and explicit opinion. if k is IA&EO;
It′s explicit aspect and implicit opinion. if k is EA&IO;
It′s implicit aspect and implicit opinion. if k is IA&IO;

(4)

Second, we train to restore the special prompt tokens (e.g., < category >,
< emotion >, < view >, < opinion >) which from the Tep in the above SI.
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During training. We employ the teacher forcing strategy to train the model
to generate accurate sentiment elements corresponding to the special prompt
tokens. We refer to the recovered Tep as the expression structure, which is defined
as Tet(Qi).

Taop(ai, oi, k) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

because ai is oi. if k is EA&EO;
because it is oi. if k is IA&EO;
because of the ai. if k is EA&IO;
taking everything into account. if k is IA&IO;

(5)

Tet(Qi) = ci is Ps(si) Taop(ai, oi, k) (6)

Toutput(Qi, k) = Ides(k) ; Tet(Qi) (7)

Here, Taop(.) is a linear mapping function used to generate target structures
for aspect-opinion pairs according to the sentiment scenario k. It maps different
TS depending on the sentiment scenario. Considering that the review r probably
contains more than one sentiment quadruple, we connect multiple sentiments
using the special concatenation symbol “&&”, and the final output TS form Y
is:

Y = Toutput(Q1, k) && · · · && Toutput(Qn, k) (8)

Notice that the target structure Toutput(Qi, k) of our final output is reduced
by X . Also it is determined by the sentiment scenario k and the quadruplet
Qi = ai, ci, oi, si. This indicates that the target structure we designed can be
generated adaptively according to the sentiment scenario k, which achieves our
purpose.

3.4 Model Architecture and Training

We employ the T5 [29], an encoder-decoder language model that utilizes an auto-
regressive generation process to model the conditional probability of generating
the next token yi, based on the input sequence X and previously generated tokens
y<i. The model can calculate the entire probability p(Y | X ) of generating the
output sequence Y, given the input sequence X , which is expressed as follows:
Y is:

p(Y | X ) =
|Y|∏

i=1

p (yi | y<i,X ) (9)

The X and Y mentioned here are the same as those mentioned in Eq. 3and Eq. 8.
Therefore, we will use expressions in the form of X = (x1, x2, · · · , xm) for ease
of understanding.

In the training phase, the model parameters θ are initialized with the pre-
trained weights. Our model is trained using the teacher-forcing strategy with
both input X and ground truth target Y. The loss function of the model is as
follows:

L(D) = −
|D|∑

j=1

n∑

i=1

log pθ (yi | y1, . . . , yi−1,Xj) (10)
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θ represents all the trainable parameters, D represents the training set samples,
|D| represents the number of training set samples, Xj denotes the input sequence
from the jth sample transformed by the prompt template containing the SI, and
n is the length of the output sequence. We use the Adam optimizer with weight
decay [33] to update the model parameters during the training phase.

3.5 Inference and Parsing

After the training phase, we use beam search to generate predicted results in
an autoregressive manner. Then, we segment the possible structures according
to the special delimiter “[SSEP]” mentioned in Eq. 3, and obtain the segmented
predicted TS. Finally, We employ the reverse parsing strategy of TS to obtain
the predicted quadruple Q′ = (a′, c′, o′, s′) and evaluate it against the golden
emotional quadruple Q.

4 Experiments Setup

We detail the experience setup for evaluating our techniques on the ACOS task.

4.1 Datasets

We employed two large-scale ACOS datasets, Restaurant-ACOS and Laptop-
ACOS. Both were annotated by Cai et al [1] and cover various sentiment sce-
narios. Table 1 shows the statistics of sentiment quadruples in each dataset.

4.2 Implementation Details

We selected the T5-large model from huggingface [34] for training. The training
process was executed on an NVIDIA RTX A6000 with 48Gbit memory and
included a warm-up strategy for 10 epochs. We utilized the Adam optimizer
with weight decay [33].

Table 1. Sentiment quadruplets statistics in different sentiment scenarios in the
Restaurant-ACOS and Laptop-ACOS datasets.

Class Restaurant-ACOS Laptop-ACOS

train test train test

Categories 13 121

#Type

EA&EO 971 366 1619 467

EA&IO 187 76 814 225

IA&EO 303 128 535 128

IA&IO 225 90 249 64

All 1686 660 3217 884
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4.3 Baselines

We compared seven prevailing ACOS technologies as follows:

Double Propagation-ACOS is a representative rule-based ACOS method
based on improved Double Propagation [35] by Cai et al. [1].

JET-ACOS was proposed by Cai et al. [1], which was improved from the JET
model [6] for aspect-category-sentiment-opinion quadruple extraction.

TAS-BERT-ACOS is a two-step pipelined approach proposed by Cai et al. [1].
It utilizes TAS-BERTcite [22] to extract quaternions.

Extract-Classify-ACOS was proposed by Cai et al. [1]. It adopts a represen-
tative aspect-opinion co-extraction system to accommodate ACOS quadruple
extraction.

GAS-ACOS was improved from GAS [8], a model for generating sentiment
elements through annotated and extractive paradigms. We adapted GAS for the
ACOS task and named the resulting model GAS-ACOS.

PARAPHRASE [9] is an effective aspect-category-sentiment-opinion
quadratic generative model, which is a text-to-text paradigm based work.

USI was proposed by Wang et al. [10], aiming to accomplish the ACOS task
with a generative approach, which is currently the state-of-the-art method in
the field in terms of performance.

5 Result and Analysis

We evaluate the extraction task of the sentiment quadruplets using precision,
recall, and F1 metrics, where a correct extraction requires that all components
are correct.

Table 2. Main results of our model and baselines on the Restaurant-ACOS and the
Laptop-ACOS. The one marked with † is the baseline we reproduce.

Model Restaurant-ACOS Laptop-ACOS

Pre Rec F1 Pre Rec F1

Double-Propagation-ACOS 34.67 15.08 21.04 13.04 5.71 8.01

JET-ACOS 59.81 28.94 39.01 44.52 16.25 23.81

TAS-BERT-ACOS 26.29 46.29 33.53 47.15 19.22 27.31

Extract-Classify-ACOS 38.54 52.96 44.61 45.56 29.48 35.8

GAS-ACOS † 56.01 56.01 56.01 42.04 40.91 41.47

PARAPHRASE † 58.76 59.3 59.08 45.06 41.88 43.47

USI 60.07 61.14 60.61 44.57 43.91 44.24

SI-TS 62.36 61.41 61.89 46.71 43.58 45.29
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5.1 Main Results

Our experimental results are shown in Table 2, with some noteworthy obser-
vations. Firstly the performance of the extractive methods is far from sat-
isfactory, likely due to error-accumulation over several sub-tasks and limited
pre-training alignment. Secondly, in the generative methods, the GAS-ACOS,
PARAPHRASE and USI largely outperform the previous extractive methods,
which shows that sequence-sequence modeling is effective for the ACOS task.
Thirdly, it can be observed that our proposed method demonstrates effective
performance across all metrics in both datasets. Specifically, we achieved a
1.05% improvement in F1 value for Laptop-ACOS and a 1.28% improvement
for Restaurant-ACOS.

5.2 Ablation Study

We conducted an ablation study to further quantify the contribution of each
component of the proposed method. The Restaurant-ACOS dataset was chosen
for this experiment. Our ablation experiment is shown in Table 3, where we
explored the following different situations separately. We also eliminated all the
modules we designed, and the average evaluation metric was reduced by 3.48.

Table 3. Ablation study of our method on Restaurant-ACOS dataset. The Avg.�
represents the average difference in all evaluation metrics between removing the module
and not removing it.

Model Pre. Rec. F1 Avg.�
Ours 62.36 61.41 61.89 -

-(TS) 60.33 59.87 60.11 −1.78

-(SI) 59.46 58.83 59.14 −2.74

-(All) 58.71 58.11 58.41 −3.48

Firstly, We eliminated the SI. We found that performance had a signifi-
cant decrease, with an average decrease of 2.74 for all evaluation metrics. This
indicates the necessity of our SI. Secondly, We also conducted experiments by
excluding TS. Our results show that the overall performance of our framework
decreases on average by 1.76 after excluding TS. This validates our intuition
that changing the structure of our design can effectively model the sentiment
elements. Also it is more adaptable to subsequent sentiment quadruplet parsing
and is effective for sentiment quadruplet extraction.
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Fig. 4. The F1 performance of our model and a baseline in various sentiment scenarios,
and compared the results.

5.3 Performance on Implicit Sentiment Scenarios

As we have mentioned, the ACOS task contains several different sentiment sce-
narios. Therefore, effective modeling of different sentiment scenarios is vital. To
quantify the performance improvement of our approach under different sentiment
scenarios, we explore the performance of our model. Specifically, we divided the
testing set into four subsets and observed the performance on different subsets,
while we compared the performance of our model with the baseline model, as
shown in Fig. 4. For such situations we analyzed that previous researches such
as Zhang et al [9]. and Wang et al [10]. only considered the distinction between
EAEO and IAEO and only replaced the implicit aspect with it. However, we
also considered the case of other implicit sentiment scenarios (e.g., EAIO and
IAIO) and designed for them a suitable text structure TS, which can effectively
model implicit sentiments not noticed by previous work. Meanwhile, under the
guidance of SI, the model is trained to generate the corresponding TS.

5.4 The Effectiveness of Sentiment Instructor

To verify the effectiveness of SI in differentiating between four sentiment scenar-
ios on the model, we generated t-SNE [36] visualizations of the average merged
final encoder layer. Figure 5 shows the results on the Restaurant-ACOS dataset.
Our findings indicate that SI is able to effectively distinguish implicit sentiment
scenes. To a certain extent, the implicit sentiment scenes are distinguished sec-
ondarily. This also demonstrates that our SI can help the framework distinguish
between explicit sentiment samples and implicit sentiment samples.
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Fig. 5. T-SNE visualization of the last layer of the encoder on the Restaurant-ACOS
dataset. Our SI indication model distinguishes four sentiment scenarios in the reviews.

6 Related Work

Implicit Sentiment Extraction. Implicit sentiment extraction aims to
extract aspects and opinions that are not specifically described. Lazhar et al. [13]
proposed a method based on dependency grammar to extract sentiment-opinion
pairs obtaining implicit opinions. Fang et al. [14] developed a clustering algo-
rithm to construct feature classes to extract the implicit opinions. Xu et al. [15]
proposed the extracted aspect-specific opinion words to extract the implicit
aspects. Zhang et al. [16] proposed an improved knowledge-based topic mod-
eling KTM to extract the implicit aspects. Prasojo et al. [17] used a method
based on adjective-to-aspect mapping to extract implicit aspects. Nandhini and
Pradeep [18] proposed a co-occurrence and ranking-based algorithm to extract
implicit aspects. However, implicit sentiment extraction remains a challenging
task.

Aspect-Category-Opinion-Sentiment Quadruples. Recent researches [19–
25]have shown that multiple extraction of sentiment elements can be effective in
analyzing aspect-based reasons for sentiment. To fully analyze the sentiment in
the review the Aspect-Category-Opinion-Sentiment quadruples(ACOS) task [1,
9] was proposed. Pre-trained transformer-based [26] models like BERT [27],
BART [28], and T5 [29] are commonly used for the ACOS task. Xu et al. [6,30]
used Bert for sentiment element extraction, while Cai et al. [1] improved the JET
model for aspect-category-sentiment-opinion quadruple extraction. Yan et al. [7]
and Zhang et al. [8] designed unified generative frameworks using Bart and T5
models, respectively. Zhang et al. [9] treated aspect-category-sentiment-opinion
quadruple extraction as a paraphrase generation. Wang et al. [10] proposed a
framework based on multi-task instruction tuning. However, in the ACOS task,
current methods still struggle to extract implicit sentiment elements, which has
motivated us to explore this direction.
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7 Conclusions

In this work, we introduce TS, a modified target structure for ACOS generation.
It effectively models a full range of implicit sentiment scenarios. We combine this
with SI, our novel task-specific application of prompt learning that adaptively
generate the corresponding target structures and assist the model in effectively
mining implicit sentiment elements in reviews. Our proposed SI-TS framework
demonstrate its effectiveness, especially in implicit sentiment scenarios.
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Abstract. Compared to traditional supervised learning methods, utiliz-
ing prompt tuning for relation extraction tasks is a challenging endeavor
in the real world. By inserting a template segment into the input, prompt
tuning has proven effective for certain classification tasks. However,
applying prompt tuning to relation extraction tasks, which involve map-
ping multiple words to a single label, poses challenges due to difficulties
in precisely defining a template and mapping labels to the appropri-
ate words. Prior approaches do not take full advantage of entities and
have also overlooked the semantic connections between words in rela-
tion label. To address these limitations, we propose a semantic enhance-
ment with prompt (SE-Prompt) which integrates entity and relation
knowledge by incorporating two main contributions: semantic enhance-
ment and subject-object relation refinement. These methods empower
our model to effectively leverage relation labels and tap into the knowl-
edge contained in pre-trained models. Our experiments on three datasets,
under both fully supervised and low-resource settings demonstrate the
effectiveness of our approach for relation extraction.

Keywords: Relation Extraction · Prompt Tuning · Semantic
Enhancement · Entity Expansion

1 Introduction

The main goal of the relation extraction (RE) task is to predict the relations
between a subject and an object given the input sentence and the subject and
object present of the sentence [29]. Currently, relation extraction plays a key role
in the field of natural language processing, such as information extraction and
construction of knowledge graphs. In the past, numerous research scholars have
devoted considerable effort to relation extraction [8,21,25].

Recently, various pre-trained models (PLMs) have made a splash in the field
of natural language processing, such as: BERT, RoBERTa, GPT, etc. [4,15,
18,19]. Many state-of-the-art (SOTA) results have also been achieved by using
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fine-tuning for relation extraction tasks. However, as shown in Fig. 1, the imple-
mentation of fine-tuning for various downstream tasks necessitates the inclusion
of extra layers to the PLM, such as a linear classification layer. This approach
may restrict the complete exploitation of the knowledge present in the PLM,
owing to the disparity between the downstream tasks and the pre-training phase
tasks. This problem has recently been alleviated due to the advent of prompt-
tuning [20]. Taking Fig. 1 as an example, prompt-tuning transforms the original
problem into a cloze-style task to predict the target words. The method consists
of an original input and a template, and the goal is to predict words at [MASK]
position, after which the results are mapped to the corresponding set.

However, for the task with a large number of labels such as relation
extraction, manually mapping labels to labels words becomes very challeng-
ing and time-consuming. For example, for the labels “per:city of death” and
“org:city of branch”, it is difficult to accurately map them to the appropri-
ate label words in the vocabulary. At the meantime, manually determining the
appropriate template for the task requires expert knowledge. Although previous
studies have been made to address the above situation: [22] proposed a method
to automatically find templates and label words using gradient optimization,
and [5] used cross-validation methods to obtain optimal templates and label
words. However, the automatic prompt generation method requires a lot of time
to search, while the performance of the generated prompt in most cases is not
as good as those specified by human experts.

In view of the above discussion, we propose our approach: semantic enhance-
ment with prompt tuning (SE-Prompt) which consists of two parts: entity expan-
sion representation (EER) and relation expansion representation (RER). The
EER injects the additional relevant word information of the entity and RER
incorporates the semantic information of the relation label. We inject the EER
into a template which is inspired by the process of human answering questions.
Unlike fixed manual templates, our approach can accommodate to different types
of relations. Then, we propose the relation refinement which exploits the seman-
tic relationship between the subject-object and relation to further optimize entity
and relation representations. Specifically, we insert into the template the expan-
sion representations corresponding to the subject and object in the input text,
which allows the model to learn the most relevant information from the context.
It’s worth noting that we do not map a relation label to a word in the vocabu-
lary, but represent it with the knowledge of the relation triples contained in the
label such as [r1], [r2]. We conduct experiments on three datasets: TACRED [30],
TACREV [1], and ReTACRED [24]. The experimental results demonstrate the
effectiveness and feasibility of our proposed method. The contributions of this
paper can be summarized as follows:

– We propose a semantic enhancement model with prompt tuning (SE-Prompt)
to perform relation extraction tasks in few-shot setting. Unlike previous
works, SE-Prompt incorporates extended information about relation entities
and does not rely on expert knowledge to construct template which is inspired
by the human question and answer process.
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– Based on the structured information contained in the relation label, we pro-
pose relation refinement to utilize the similarity between EER and RER to
further optimize the representations.

– Under fully supervised and few-shot settings, we demonstrate that SE-prompt
outperforms existing methods on three public datasets. The results show the
superiority and robustness of SE-prompt.

Fig. 1. The example of fine-tuning and prompt-tuning method.

2 Related Work

Relation extraction is an important task in the field of NLP, where the main
goal is to predict the relation between entities given an input and two entities.
Over the years, various approaches have been proposed for relation extraction
including feature-based approaches [10], CNN and RNN-based approaches [28,
31], kernel-based approaches [17], and graph-based approaches [6]. Although
many scholars have proposed various methods for RE in the past and achieved
impressive results. However, due to the emergence of pre-trained models in recent
years, a consensus in the NLP field is to use pre-trained models for fine-tuning in
downstream tasks, such as BERT [4], GPT [18], RoBERTa [15], etc. Although
PLMs have shown amazing performance in many areas, the gap that exists
between the goals of downstream tasks and pre-trained goals cannot be ignored in
reality. In other words, there is still a need for a data-specific fine-tuning process
to serve downstream tasks. For example, BERT’s pre-training phase tasks are
masked language model (MLM) and next sentence prediction (NSP), but the
downstream tasks are actually completely different from these two tasks, e.g.
sentiment analysis, speech recognition. Also, a series of knowledge enhancement



112 C. Wang et al.

methods are proposed based on pre-trained models [9,16,23,27]. Specifically,
these methods use external knowledge bases to enhance the PLM.

One of the major advances in prompt-tuning is the proposal of GPT3 [2],
which is a major advance in the field of NLP. Prompt-tuning is the SOTA method
after the pre-training model was proposed [13]. The main idea of the method is
to convert the downstream task into a form that matches the pre-trained task.
Specifically, the downstream task is converted into close-style task [20]. This app-
roach enables the model to recall knowledge from the pre-training phase, allowing
the model to perform well in few-shot setting without the constraints of the spe-
cific task format. Prompt-tuning is composed of two main parts: the template
and the label words. How to get a suitable template and a set of label words
for a specific task is a key step. After proposing a cloze-style approach, [20] also
explored automatic label words finding. [22] used a gradient-optimized search
approach to automatically generate templates and label words based on previous
studies. [5] generates templates and label words based on T5 model generation
and ranking methods, while improving performance on few-shot setting. How-
ever, these methods are for the search of discrete templates. Recently, a number
of methods have emerged for continuous template generation [12,14]. Unlike dis-
crete template, continuous template can be inserted into the input using a series
of learnable embeddings, freeing them from the drawbacks of manually designed
template. Unfortunately, these methods do not directly serve RE.

3 Background

Herewewill give the relevantmathematical notationandsomedetails of fine-tuning
andprompt-tuning implementation.Wedefinea relation extractiondataset asD =
{X,Y },whereX isthesamplesetandY istherelationlabelset.Foreachinputx ∈ X,
it can be represented asx = {t1, t2, ..., ti, ..., t|x|}, where ti is the i-thword ofx, |x| is
the length of x. Each input x has a label yx ∈ Y .

3.1 Fine-Tuning for PLMs

Given a pre-trained model M , the fine-tuning method first converts the input x
into a form that can be received by M , that is, x∗ = {[CLS] , x, [SEP ]}. Then,
M encodes x∗ to obtain the model’s output hidden vectors {h[CLS], hx, h[SEP ]},
where hx is a set of hidden vectors of x. For a specific downstream task, h[CLS]

is usually used for the classification task. Specifically, a linear classification layer
followed by a softmax function can be used to compute the probability distribu-
tion p(·|x) = Softmax(Wh[CLS]+b) over the label set Y , where W is a randomly
initialized matrix which can be optimized, b is the bias. The parameters of model
M,W will be tuned to maximize p(yx|x).

3.2 Prompt-Tuning for PLMs

Prompt-tuning is proposed to better trigger the knowledge of pre-trained mod-
els. This method consists of two main parts: the template T (·) and the set of
label words V . The key step is how to construct T and V . For each input x, the
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template is used to construct the corresponding prompt input xprompt = T (x).
The template involves the place and number of custom words. It is worth noting
that there is at least one [MASK] position in the template for M to predict the
label words. Taking Fig. 1 as an example, with input x = “What a nice day !”,
we use T (·) to generate xprompt = “x It is [MASK] .”. After that we input
xprompt into M and we can get the result of [MASK], which is the hidden vector
h[MASK]. For each v ∈ V , we can calculate the probability of the distribu-
tion p([MASK] = v|xprompt) of token v at the position of [MASK]. Mean-
while, F : Y → V is an mapping function that links the set of labels to
the set of label words. Thus, using the mapping function F, we can formal-
ize p(y|x) with the probability distribution over V at the masked position, that
is, p(y|x) = p([MASK] = F (y)|xprompt). In Fig. 1, we can map the two labels:
“positive, negative” to “good, bad” respectively. If the result predicted by M
at the [MASK] position is “good”, the prediction of sample x is “positive”, oth-
erwise it is “negative”. Finally, the goal of prompt-tuning is to maximize the
probability p([MASK] = F (yx)|T (x)).

4 Methodology

As discussed before, previous approaches for prompt-tuning are not directly
usable for RE. In this section, we propose our approach: as shown in Fig. 2, first
we use the expansion representation to construct the template (Sect. 4.1 and
Sect. 4.2), and then use the relation triples for relation refinement (Sect. 4.3).

4.1 Template Construction

The template construction is inspired by the human process of answer-
ing questions. When answering someone’s question, it is necessary to
understand the intention of the questioner. Therefore, we turn the tem-
plate into a question-like pattern such as S1 = “in one’s opinion?”.
We also use phrases such as S2 = “based on the text” to extend
the template. As shown in Fig. 2, we construct the template as
{“Steve said,”,x, 〈ent〉, “Alan”, 〈/ent〉, [MASK], 〈ent〉, “KFC”, 〈/ent〉, S1, S2},
where x is the original input, 〈ent〉 and 〈/ent〉 denote an expansion representa-
tion that can be dynamically tuned by the model. We use Steve as the narrator,
although other names can also be used. The [MASK] is the location where the
model need to predict.

4.2 Semantic Enhancement

Entity Expansion Representation (EER). We can determine the scope of
entities by utilizing the subject-object knowledge in the relation label. For exam-
ple, given the label “per : employer of”, we can identify the two entities in the
input sample as “person” and “employer”. Also, we consider not only the entity
itself, but also the associated words. Therefore, we inject the entity expansion
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Fig. 2. The approach we propose consists of two main parts: Semantic Enhancement
and Relation Refinement. The pink color represents the EER, which is capable of
perceive the range of entities. The creamy yellow represents RER, which effectively
utilizes the semantic knowledge within the label. To obtain a prediction result, the
output from the [MASK] location is compared with RER. (Color figure online)

representation into the template around the entities. In this way, EER can aid
the pre-trained model in better discerning the identities of the two entities in a
given sentence. It is important to note that this expansion represent is an embed-
ding, which allows the model optimize it. Specifically, we use Word2Vec [11] to
get the expansion representation of the entities. Word2Vec is a method used to
generate word embeddings. We use Word2Vec to find words related to entities
to enrich the representation. For example, for the entity “person”, the words
associated with it are “guy”, “man” and so on. The initialized EER is obtained
by averaging the embedding of the first m related words and the entity itself.
The initialized EER is given by:

EERent =
1

1 + m
(eent +

∑

rel∈Rel

erel) (1)

where eent is the embedding of the entity, erel is the embedding of the related
words, Rel is the set of related words. Since the Word2Vec method derives words
related to entities based on semantic similarity, the initial embedding of the
expansion representation inserted into the template can be scope-aware and can
be further optimized at a later stage.
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Algorithm 1 Get m related words for entity in the label
Require:
1: Word2Vec embedding matrix E trained on the training set with vocabulary V .
2: Each Entity ei for each relation label yi ∈ Y and an expansion number of entity

m.
Ensure: Entity Expansion Representation set S.
3: for yi ∈ Y do
4: for ei ∈ yi do
5: if ei appears for the first time then
6: distance list = []
7: for v ∈ V do
8: current dis = getDistance(v, ei)
9: distance list.add(current dis)

10: end for
11: relate m words = minDistance(dis list)
12: Si = relate m words
13: end if
14: end for
15: end for
16: return S

The process of obtaining an EER is described in Algorithm 1. We first get an
embedding matrix E using the training set. For each entity ei in the label, we use
E to obtain m words associated with it. Specifically, we use Euclidean distance
to find the m nearest words to ei, which shows that they are semantically related.
We define the EER set S = {S1, S2, ..., Si}, where Si is the set of related words
for the i-th entity.

Relation Expansion Representation (RER). Similar to EER, the initial-
ization of RER is composed of the embedding of the words that make up the rela-
tion label. For example, the words that make up the label “per : employer of ′′

are “person”, “employer”, and “of”. Then, we use Word2Vec to get the related
tokens that make up the label words. We take the average embedding of all
related tokens as the initialization of RER. The initialization formula RER for
label yi is as follows:

RERyi
=

1
n

(
∑

em +
∑

erel) (2)

where n is the total number of words that make up the label and related tokens,
em is the embedding of words that make up the label, erel is the embedding
of the related tokens. In contrast to previous prompt-tuning methods that only
map the label to a label word, our approach considers the relevance of words
in the relation label and leverages semantic knowledge in the initialization pro-
cess. Thus, the probability p([MASK] = F (yx)|T (x)) can be reformalized as
p([MASK] = RERyx

|T (x)). Eventually, after getting the initialized RER, the
model can be further optimized to get the best representation based on the
context.
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4.3 Relation Refinement

To obtain more precise representations, we compress the dimensions of both the
EER and RER, as shown by following:

EERent1 = θe1 · hEERent1

EERent2 = θe2 · hEERent2

RERrel = θrel · hRERrel

(3)

where h is the hidden vector, θe1, θe2 and θrel ∈ R
w×d are the parameters of

linear layer, w is the dimension of the hidden vector after compression. Based
on the above discussion, we obtain the initialized EER and RER. However,
in order to further combine the subject, object and relationship in the relation
triple, we propose relation refinement. Relation refinement reduce interference by
allowing the model to prioritize its attention on the objects and the associations
between relations. This, in turn, helps mitigate the impact of extraneous contex-
tual information, thereby enhancing the robustness and accuracy of the model.
For instance, consider the label “per : employer of”, which includes the entities
“person” and “employer”. We expect the EER of “person” and “employer” to
closely align with the RER of the label. Therefore, we minimize the distance
between them to strengthen the understanding of triples within the relation
label. We calculate the similarity by using cosine similarity as it is appropriate
for vector similarity calculation and eliminates the impact of length, focusing on
direction. The loss function of relation refinement is defined as follows:

LRE = −log[CosSim(EERent1 + EERent2, RERrel)] (4)

where EERent1, EERent2 corresponding to the expansion representation of two
entities in the input sample respectively. RERrel is the expansion representation
of the label. The CosSim(a, b) denotes the function that calculates the cosine
similarity of the vectors a and b. It should be emphasized that Relation Refine-
ment enables more effective exploration of implicit relations between entities, and
allows for optimization of EER and RER to produce improved representations.

At the same time, the initializations of EER and RER we obtained are not
optimal and need to be further optimized. For our experiment, we use the cross-
entropy loss function. The difference with the general prompt tuning method
is that instead of directly comparing the output at [MASK] position with the
label, we compare it with the previously described RER to calculate the loss.
According to the probability distribution p(y|x) = p([MASK] = RERyx

|T (x))
over RER at the masked position, the loss function is shown as follows:

L[MASK] = − 1
h

∑
y log p(y|x) (5)

where h is the number of samples in the dataset. Thus, the loss function of our
method is

L = L[MASK] + αLRE (6)

where α is a hyperparameter.
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5 Experiment

5.1 Datasets and Experimental Settings

In our experiments, we used three datasets for evaluation: TACRED [30],
TACREV [1], and ReTACRED [24]. The details of the datasets are shown in
Table 1. In the relation extraction experiment, we use F1 value as the evaluation
metric. We first give the definitions of precision(P) and recall(R), as follows:

P =
TP

TP + FP
(7)

R =
TP

TP + FN
(8)

where TP is the number of correctly identified objects, FP is the number of
unrelated identified objects, and FN is the number of unidentified objects present
in the dataset. The F1 is obtained by considering precision and recall together.
The formula for F1 is as follows:

F1 = 2 ∗ (
P ∗ R

P + R
) (9)

Table 1. Statistics of the datasets, where relation represents the number of labels.

Dataset Train Dev Test Relation

TACRED 68124 22631 15509 42

TACREV 68124 22631 15509 42

ReTACRED 58465 19584 13418 40

In order to compare our method with previous fine-tuning methods, we use
RoBERTA large as the pre-trained model in our relation extraction experiments.
We also evaluate the effectiveness and feasibility of our method on complete
data as well as on few-shot settings, respectively. We finetune the model on
the full data to optimize the EER and RER proposed in our method. First we
use RoBERTA large for direct fine-tuning as our baseline for comparison. We
also use MTB, SpanBERT, KnowBERT, LUKE as our baseline, which utilize
external knowledge to enhance the pre-trained model. For the prompt-tuning
method, we select two typical models. PTR employs logic rules to create prompts
with multiple sub-prompts, enabling the encoding of prior knowledge for each
class into prompt tuning. KnowPrompt inject latent knowledge contained in
relation labels into prompt construction. For the few-shot setting, we randomly
sampled 16 and 32 instances of each label from the training dataset to form the
corresponding few-shot dataset.
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5.2 Main Results

The results of the experiments conducted under full data conditions are shown in
Table 2. It can be found that simply using RoBERTA large for fine-tuning results
in the worst performance, suggesting that simply using a pre-trained model for
relation extraction does not effectively leverage the vast amount of knowledge
learned. Also, the four models injected with external knowledge perform better
than the model fine-tuned alone, which shows that using the knowledge base to
enhance the models is effective. However, our proposed expansion representation
and relation refinement method achieves improvements on almost all baselines.
The experimental result illustrates that the approach of introducing external
knowledge to enhance the model is not optimal, and our proposed approach is
better able to stimulate knowledge of the pre-trained model as well as to exploit
the semantic knowledge contained in the relation labels for our task.

Table 2. F1 scores (%) on the three datasets under Full Data setting. The best results
are bold.

Model TACRED TACREV ReTACRED

Fine-tuning methods

RoBERT-LARGE [15] 68.7 76.0 84.9

MTB [23] 70.1 - -

SPANBERT [9] 70.8 78.0 85.3

KNOWBERT [16] 71.5 79.3 89.1

LUKE [27] 90.3 80.6 72.7

Prompt tuning methods

PTR [7] 72.4 81.4 90.9

KnowPrompt [3] 72.4 82.4 91.3

Ours 73.2 82.5 91.4

The results of our experiments under the few-shot settings are displayed
in Table 3. It can be seen that our proposed method consistently outperforms
the fine-tuning across all three datasets, which confirms the effectiveness of our
method in the few-shot settings. Notably, when K = 16, our method exhibits
the most significant improvement compared to the results of fine-tuning. As
K increases from 16 to 32, the improvement of our method over fine-tuning
gradually decreases. This makes sense, because as the data size increases, the
model learns more from the larger datasets. Compared to the previous best
prompt-based methods, SE-Prompt achieves an improvement of 0.3%–1.7% on
both the ReTACRED and TACREV datasets.
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Table 3. F1 scores (%) on the three datasets under few-shot setting. We compare
the experimental results with the standard fine-tuning. The best and the second best
results are in bold and underlined, respectively.

Method TACRED TACREV ReTACRED

K = 16 K = 32 K = 16 K = 32 K = 16 K = 32

Fine-tuning 21.5 28.0 22.3 28.2 49.5 56.0

GDPNET [26] 22.5 28.8 23.8 29.1 50.0 56.5

PTR [7] 30.7 32.1 31.4 32.4 56.2 62.1

KnowPrompt [3] 35.4 36.5 33.1 34.7 63.3 65.0

Ours 35.1 35.4 33.4 36.4 64.0 65.5

Table 4. Ablation experiments performed on the dataset TACRED. We removed the
EER, RER and RE separately to observe the effectiveness of our method.

K=16 K=32 Full

-w/o EER 34.0(-1.1) 34.7(-0.7) 72.7(-0.5)

-w/o RER 31.5(-3.6) 33.8(-1.6) 72.3(-0.9)

-w/o RR 34.5(-0.6) 34.9(-0.5) 72.9(-0.3)

Ours 35.1 35.4 73.2

5.3 Ablation Study

To verify the effectiveness of our proposed semantic enhancement, we conduct
ablation experiment on this, and the experimental results are shown in Table 4,
where w/o EER denotes the experiment conducted using random initialized
entity embedding to represent EER. It can be found that the score F1 decreases
from 35.1% to 34.0% when K = 16, and from 73.2% to 72.7% under full data
condition. This shows that the effect of EER gradually decreases as the size of
the dataset increases. However, EER is still effective for the relation extraction
task.

The ablation experiments performed for RER were similar to EER. For w/o
RER, the score F1 decreases both under few-shot and full data setting, which
is the same as in the ERE ablation experiment, indicating that both EER and
RER are effective for the task. Surprisingly, the RER is more effective than the
EER for the task. Specifically, when K = 16, the RER for score F1 improvement
is 3.6%, which is higher than the EER for F1 improvement 1.1%. This suggests
that RER can make better use of the structured information in relation label.
On the other hand, the significance of the triple information in the relation label
(RER) surpasses that of the individual entity (EER). The optimal outcomes
are attained through the amalgamation of EER and RER.Please note that as
per LNCS standard color tables will be printed in black/white and color will be
displayed in online. Kindly modify the color specification in Table 4 amend if
necessary.
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Finally, we evaluated the relation refinement. Concretely, we removed it to
observe the results (shown as -w/o RR in table). As we can see, although rela-
tion refinement does not improve the effect as much as sementic enhancement, it
was still found to be feasible. This is because relation refinement helps to estab-
lish connections between entities and relations in the relation triple, thereby
enhancing the overall understanding of the relation extraction task.

In summary, our results demonstrate that both EER and RER are important
methods for relation extraction, with RER being the most effective, especially
in few-shot settings. Our findings suggest that structured information in relation
labels can be effectively leveraged for relation extraction.

5.4 Effect of the Number of Related Words

Fig. 3. Evaluating the effect of the number of related words on F1 value using the
dataset TACRED.

We propose the EER in Sect. 4.2, which contains m: the number of words
associated with the entity. The ablation experiments in Sect. 5.3 demonstrate
the validity of EER. The EER inserted into the template is able to perceive the
entities. We believe that a suitable number of m can well help initialize the EER
and provide a good precondition for subsequent optimization. For this reason,
we further explore the effect of m under the few-shot conditions of K = 16 and
K = 32. The results are shown in Fig. 3. It can be found that the value of F1 first
increases and then decreases in general, reaching a maximum around m = 15.
This phenomenon shows that m is too large to perceive the scope of entity
representation well, even if a large number of related words are incorporated.
In any case, the change in the value of m has a non-negligible impact on the
results and proves the great potential of EER. These findings indicate the great
potential of EER, and we recommend further research on this approach.
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6 Conclusion

In this paper, we propose the SE-Prompt, a novel approach to relation extraction
that incorporates semantic enhancement and relation refinement. By explicitly
incorporating EER and RER, the model can effectively leverage the seman-
tic information present in entity and labels. An additional relation refinement
method can further discover the implied relations in the labels. The contributions
described above enable the effective utilization of structured information con-
tained in relation labels, while reducing the need for manual template design. Our
experiments on datasets demonstrate the effectiveness of our method, achiev-
ing significant improvements over the baseline without the need for additional
knowledge, especially in few-shot settings. Moving forward, we aim to expand the
application of this approach to other domains and explore its potential further.
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Abstract. With the increasing prevalence of multi-view data in prac-
tical applications, multi-view clustering has become popular due to its
ability to integrate complementary information from multiple views to
enhance clustering accuracy and robustness. However, existing multi-
view clustering methods easily suffer from the following limitations: 1)
Most existing methods assume that each sample can be well repre-
sented in the original data space, but real-world data inevitably contains
redundancy and noise; 2) Existing comparative methods have sampling
bias when selecting negative samples; 3) The pseudo-labels generated by
model iteration are underused. To address these challenges, this paper
proposes a self-supervised multi-view clustering framework with graph
filtering and contrast fusion named SMCGC. Specifically, SMCGC first
eliminates redundancies and noise in the original data through graph fil-
tering and then uses contrast fusion to enhance the discriminative abil-
ity of the samples. This approach avoids the potential challenges related
to negative sample selection and does not require the construction of
positive and negative samples. For pseudo-labels, the framework uti-
lizes self-supervised mechanisms to guide model operation and optimize
cluster representation. Extensive experimental results on six benchmark
datasets demonstrate the effectiveness of the proposed SMCGC against
the existing state-of-the-art methods.

Keywords: Multi-view clustering · Contrast fusion · Self-supervised
learning

1 Introduction

Multi-view data [3], which refers to data represented by multiple views, has
become increasingly prevalent in various fields. For example, news articles can
be represented by text and image content, videos can be represented by visual
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and audio content, and faces can be represented by frontal and profile views. The
availability of multi-view data demands the development of multi-view learning
methods, which consider multiple views of the data to achieve better perfor-
mance. In contrast to single-view learning methods, such as k-means [10], which
are based solely on a single representation of the data, it is difficult to handle
complex data with multiple aspects using only one representation. On the other
hand, multi-view learning methods can not only capture multiple aspects of the
data to provide a more comprehensive understanding but also leverage com-
plementary information from multiple views to improve learning performance.
However, multi-view data also poses new challenges for knowledge discovery in
data mining, such as data integration, feature selection, consistency, complemen-
tary learning, and view importance evaluation [21].

Multi-view clustering (MVC) is a technique that uses multiple views of data
from different data sources or different feature extraction methods of the same
data source for clustering. By clustering multiple views, we can more accurately
describe the structure and characteristics of the data and capture more infor-
mation about the data. Existing multi-view clustering methods can be roughly
divided into three categories: subspace-based, graph-based, and deep learning-
based. The core idea of subspace-based algorithms [5,16,26] is to find a shared
representation space for multiple views while preserving the distribution informa-
tion unique to each view as much as possible. Graph-based algorithms [17,25] aim
to find a fusion graph that is shared by all views and can characterize the rela-
tionships among all views. Clustering results can be obtained by using graph-cut
algorithms [2] or other spectral techniques on the fusion graph. Deep learning-
based algorithms [7,8] use deep learning’s powerful nonlinear fitting ability to
perform deep feature learning from large-scale data, which can express more
complex objective functions and improve the performance of learning tasks such
as clustering. Although the above algorithms have achieved good performance,
there are two problems that need to be solved for existing multi-view clustering
methods:

(1) How to reduce noise in raw data and effectively integrate sample features
and structural information? Most existing methods assume that each sample can
learn a good representation through the original data space, which may result in
flawed representations because real-world data inevitably contains redundancy
and noise. Therefore, it is difficult to get a good representation to support sub-
sequent clustering tasks. In addition, some existing MVC methods ignore the
structural information of samples. In reality, samples are usually not isolated,
and there may be correlations between different samples. Structural information
usually reflects the potential similarity between data samples, including direct
relationships (i.e., first-order structure) and higher-order structures. For exam-
ple, in the case of second-order structure, even if two samples do not have a
direct relationship, they should have similar representations if they have many
common neighboring samples. Therefore, fusing neighboring samples to enrich
their attribute information is helpful for clustering because a sample usually has
a stronger correlation with neighboring samples than with other samples.
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(2) How can we effectively supervise the operation of a model during an
unsupervised clustering process? As the clustering process is unsupervised, the
true labels of samples in the clusters are unknown, and only pseudo-labels are
provided during each iteration. While these labels may not be entirely accurate,
they still provide some valuable information. By leveraging the data provided
by these labels, the model can be directed toward the correct path during the
learning process. Therefore it is necessary to use the information conveyed by
pseudo-labels.

To address these issues, we propose a graph filtering-based multi-view clus-
tering framework SMCGC, which effectively integrates topological information
and sample features, reduces high-frequency noise in the original features, and
optimizes clustering representation in a completely unsupervised manner. Specif-
ically, we first construct k -nearest neighbor graphs based on sample features from
different datasets to reveal the underlying data structure of each view. Then, we
use graph filtering technology to encode structural information into features. The
feature transformation in this method can fully utilize the structural information
of the data and effectively enhance the feature representation by reducing high-
frequency noise. In addition, in order to improve the discrimination of samples,
we reduce the redundancy between samples in the potential space by approxi-
mating the sample correlation matrix of cross-view to the identity matrix. This
effectively enhances the discernment of the underlying space and alleviates the
phenomenon of collapse, that is, mapping samples of different classes to sim-
ilar representations. We also integrate representation learning and clustering
tasks into a unified step that can be optimized together to directly obtain clus-
tering pseudo labels without the need for additional post-processing steps. To
further optimize the clustering representation, we use clustering pseudo labels
to perform reverse supervised training on the model. In this way, the learned
low-dimensional representations can be applied to subsequent clustering tasks
to fully explore the correlation between representation learning and clustering
tasks. The specific contributions of this paper are summarized as follows:

1) A multi-view clustering model (SMCGC) is proposed, which can effectively
utilize sample features and topological information while eliminating data redun-
dancy and noise through graph filtering. Additionally, self-supervised training
and clustering pseudo-labels can be used for iterative optimization of cluster-
ing representations, making the generated low-dimensional representation more
cluster-oriented.

2) To enhance the discriminative power of samples and mitigate sampling bias
caused by selecting negative samples, a comparison fusion method was employed,
which does not require the use of negative samples or the introduction of any
asymmetric information in the network architecture. By making the cross-view
sample correlation matrix approach the identity matrix, redundant information
between vectors in the latent space is reduced, while the intrinsic attribute infor-
mation of the samples was better preserved.
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3) Extensive experiments are conducted on six real-world datasets, and the
results demonstrate that the clustering performance of the SMCGC algorithm
outperforms other state-of-the-art algorithms.

2 Related Work

2.1 Notation

Let χ = {X1,X2, ...,XV } denote the corresponding multi-view dataset, where
V denotes the number of views. The data in the v -th view is represented by the
matrix Xv ∈ RN×dv

where dv represents the feature dimension of the v -th view,
and Xv = {xv

1, x
v
2, ..., x

v
N}T is a set of sample feature vectors of N sample in the

v -th view.

2.2 Graph Filtering

For a given X ∈ RN×d with N samples and d features, which can be viewed
as d N-dimensional graph signals. From the underlying graph, we can know
that the natural signal should exhibit similarity in close proximity to its neigh-
boring nodes. Specifically, this means that the eigenvalues of nearby nodes are
likely to be similar to each other. From an alternative viewpoint, smooth sig-
nals contain a greater proportion of low-frequency base signals as compared to
high-frequency base signals. Typically, high-frequency components are catego-
rized as noise. Consequently, smooth signals ought to be free of noise, thereby
contributing to downstream analysis. Therefore, adjacent nodes can be assigned
similar values through graph filtering to reduce their frequencies and make the
signal smoother. In order to obtain a high-quality signal X̄, the high-frequency
components can be filtered out by a filter, while the low-frequency components
are retained. This can be solved by the following formula:

min
X̄

‖X̄ − X‖2F + μTr
(
X̄�LX̄

)
(1)

where μ > 0 is a balance parameter. The first term is a fidelity term and the
second term of the formula is graph Laplace regularization which meaning that
if the samples i and j are similar in the original space, then xi and xj should
be similar as well. By taking the derivative of Eq. (1) and set it to zero, we get
X̄ = (I +μ ∗L)−1X. To avoid matrix transpose

(
o
(
n3

)
in time complexity), we

approximate it by expanding the first-order Taylor formula for X̄, then, we get
X̄ = (I − μ ∗ L)X, and t-order filtering we can write as

X̄ = (I − μ ∗ L)tX (2)

t is a non-negative integer. Through graph filtering, we can keep the geometric
features of the graph and filter out the bad high-frequency noise, so as to obtain
a smoother representation.
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2.3 Multi-view Clustering

Compared to traditional methods that rely on shallow linear embedding func-
tions to reveal the internal structure of data, there are issues such as high
time complexity. Deep learning has received extensive attention due to its excel-
lent performance in capturing complex nonlinear relationships in data, such as
DCCAE [22] based on canonical correlation analysis (CCA) [9], which extracts
nonlinear features from each view through two networks and top-level CCA
to maximize the correlation between features from different views. In addition,
given that the topological information of data can provide implicit relationships
between samples, such as correlations between samples, CMEGC [23] adopts
a multi-graph attention fusion encoder to encode multi-view structural infor-
mation and introduces a multi-view mutual information maximization module
to maintain the similarity of neighboring features in each view. Our proposed
algorithm SMCGC combines structural graph information with the contrast
method, and related algorithms to SMCGC include SMC [5], SMVSC [18], and
CONAN [14]. Both SMCGC and CONAN algorithms use contrastive learning,
but CONAN suffers from sampling bias and does not take structural information
into account. The SMC and SMVSC algorithms use graph structural informa-
tion, but they do not integrate representation learning and clustering in a unified
framework. SMCGC simultaneously combines graph structural information with
self-supervised training and does not require consideration of negative samples,
effectively improving clustering accuracy.

Fig. 1. SMCGC model architecture diagram

3 The Framework of SMCGC Network

In this section, we provide a detailed description of our proposed method,
SMCGC, which overall framework is presented in Fig. 1. The framework com-
prises three main modules: the graph filtering module, the contrastive fusion
module, and the self-supervised module. The first module utilizes graph filtering
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techniques to combine sample and neighbor information while eliminating high-
frequency noise. The second module focuses on enhancing sample discrimination.
Finally, the self-supervised module integrates representation learning and clus-
tering tasks into a single step, enabling them to work in tandem and reinforce
each other.

3.1 Graph Filtering Module

Construction of K -Nearest Neighbor Graph (knn). The topological
structure of data can reveal the hidden relationship between data points, such
as the similarity between samples. For this purpose, the topological structure
on the scatter data sample is captured by the knn. Here, we first calculate the
similarity matrices Mv

i,j of all views through a certain distance measure (For the
text data set, the inner product method is used. For the image or video data set
the Gaussian kernel method is used) where Mv

i,j denotes the similarity between
samples xv

i and xv
j .

After computing the similarity matrices {Mv
i,j}Vv=1 for all views, the top k

most similar points for each sample are selected as its neighbors in each view,
then put edges between the one and its neighbors to construct an undirected
knn graph, and finally we can obtain V adjacency matrices {Av}Vv=1.

Graph Filtering. In this step, we employ graph filtering to fuse two types
of information: sample features and knn graphs. This procedure generates an
aggregated representation for each sample that summarizes the nearest neigh-
bors centered on each sample, rather than just the sample itself. Additionally,
The Laplacian smoothing filter enhances feature representation by aggregating
neighbors’ features to the t order, making adjacent samples have similar feature
values and thus eliminating high-frequency noise in the data.

X̄v = (I − μ ∗ Lv)tXv v ∈ [1, 2, ...V] (3)

As shown in the above Eq. (3), The feature X̄ is the filtered representation,
X is the original data, Lv the Laplace matrix of the v -th view and t is the
desired order of filtering, μ is the balancing factor greater than 0. Based on the
theoretical knowledge in ADAPT [6], we set μ = 0.6 in our experiment.

3.2 Contrastive Fusion Module

Multi-view Private Information Learning. For depth clustering, it is cru-
cial to learn an effective data expression method, for the sake of generality, we
employ the basic auto-encoder to learn the representations of the raw data in
order to accommodate different kinds of data characteristics.

We set 2 * R−1 layers for each auto-encoder, and the R represents the number
of layers. Specifically, the expression learned from the r -th layer Hv,r of the v
encoder can be obtained as follows:

Hv,r = φ(Hv,r−1W v,r + bv,r) (4)
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where φ is the activation function of the fully connected layers such as the Relu
or Sigmoid function. W v,r and bv,r are the weights and bias of the layer r of the
automatic encoder for the v -th view. Then, we use X̄v as the raw input for the
v -th auto-encoder. The structure of the decoder is similar to that of the encoder,

Hv,r+1 = φ(Hv,rW v,r+1 + bv,r+1) (5)

where W v,r+1 and bv,r+1 are the weights and bias of the layer r+1 of the auto-
matic decoder for the v -th view. The output of the decoder part is the recon-
struction of the raw data X̃v = Hv,2∗r−1. The loss function of this part is as
follows:

Lres =
v∑

j=1

1
2N

‖ X̄j − X̃j ‖2F (6)

Fusion Reduction. To avoid the challenge of taking a negative sample, no neg-
ative sample-free loss function is used here to improve the discriminant ability of
samples. To facilitate comparison, an intermediate variable is introduced to align
each view. First,

−→
H = Cat(H1,r,H2,r, ...Hv,r) is obtained by concatenating the

low-dimensional representation of each view and integrating the complementary
information of multiple views, and then dimensionally shrink

−→
H through the full

connection layer p() to obtain intermediate variable Z = p(
−→
H ).

Sv
ij =

(Hv,r)i(Zj)
T

‖(Hv,r)i‖ ‖Zj‖ ,∀i, j ∈ [1, N ] (7)

Lcontrastive =
V∑

v=1

1
N2

∑
(Sv − I)2

=
V∑

v=1

⎛

⎝ 1
N

N∑

i=1

(Sv
ii − 1)2 +

1
N2 − N

N∑

i=1

∑

j �=i

(
Sv
ij

)2
⎞

⎠

(8)

(Hv,r)i, Zj respectively represent the i -th sample from the v -th view and the j -th
sample of Z. Sv is calculated by cosine similarity, the first term in Eq. (8) ensures
that the diagonal elements of Sv are equal to 1, preserving the augmentation
invariance of the embedding vectors. The second term sets the non-diagonal ele-
ments of Sv to 0, allowing for the identification of the uncorrelated components
of the embedding vectors, and reducing the redundancy among output units. As
a result, the output units contain non-redundant information about the samples.
This decorrelation operation enhances the discriminative power of the learned
embeddings, reduces the redundancy in the information, and improves the dis-
criminative power of the samples.
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3.3 Self-supervised Module

Since the clustering process is unsupervised, the ground truth labels are not avail-
able during training. To alleviate this issue, inspired by Deep Embedded Clus-
tering [24], we introduce a clustering embedding layer to integrate representation
learning and clustering and perform joint training to mutually benefit each other.
For the i -th sample and the j -th cluster, we use Student’s t-distribution [19] as
the kernel to measure the similarity between the data representation zi and the
cluster centroid vector λj. Here, zi denotes the i -th row of Z, and λj is obtained
by initializing k-means with the representations learned by pre-training autoen-
coder. The formula for the clustering distribution is shown as follows:

qij =

(
1 + ‖zi − λj‖2

)−1

∑

j′

(
1 + ‖zi − λj′‖2

)−1 (9)

qij can be considered as the probability of allocating sample i to cluster j. To
further enhance clustering efficiency, the target distribution P can be used to
supervise Q = [qij ] in order to improve clustering coherence and optimize data
representation. The target distribution P is formulated as follows:

pij =
q2ij/fj∑
j′ q2ij′/fj′

(10)

The frequency of clustering, denoted as fj =
∑

i

qij , is squared normalized for

each cluster in both the target distribution P and the estimated distribution Q,
which enhances the reliability of the values in the distributions. The clustering
embedding layer can be regarded as a self-supervised training module, which cal-
culates the target distribution P from the estimated distribution Q and uses it to
supervise the updating of Q. By minimizing the Kullback − Leibler divergence
(KL) [15] divergence loss between the target distribution P and the estimated
distribution Q, the clustering module can learn better representations for clus-
tering tasks.

Lclu = KL(P ||Q) =
∑

i

∑

j

pij log
pij
qij

(11)

After the model has stabilized, the soft assignment from the clustering distri-
bution Q is chosen as the final clustering result. The label assigned to sample i
is:

yi = arg max
j

Qij (12)

To further optimize the clustering representation, the reverse supervision of the
clustering distribution Q is employed to operate on each view.

Ls−supervised = −
V∑

v

1
N

∑

i

g∑

c

yi,clog(hv)i,c (13)
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The low-dimensional representations Hv,r ∈ Rn×m learned from each view are
first projected get hv ∈ Rn×g through a fully connected layer f(.), where g
represents the number of clusters. The softmax function is applied to hv to nor-
malize it into a probability distribution. Here, yi,c represents 1 if the prediction
category of sample xi is c, otherwise 0. And (hv)i,c represents the output prob-
ability of sample xi in class c in the v-th view. Through the reverse supervision
of pseudo-labels, each view can learn more valuable representations and better
optimize the low-dimensional representation.

3.4 The Over Cost Function

The overall loss function of our proposed SMCGC is:

L = Lclu + αLs−supervised + βLcontrastive + θLres (14)

where α, β, θ are all parameters and are all greater than 0.

4 Experiments

4.1 Datasets

We evaluated the effectiveness of the proposed algorithm on six real datasets,
and the corresponding statistical information is shown in Table 1.

Table 1. Dataset description.

View BBCSport1 VOC [12] Caltech101-
202/72/all2

CCV3

1 View1(3183) Gist(599) Gabor(48) Stip(5000)

2 View2(3203) Word Fre-
quency(319)

Wavelet
Moments (40)

Sift(5000)

3 Centrist (254) Mfcc(4000)

4 Hog (1984)

5 Gist (512)

6 Lbp (928)

Feature Text Image Image Video

Date samples 544 5649 2386/1474/9144 6773

Cluster number 5 20 20/7/101 20

1http://mlg.ucd.ie/datasets/segment.html.
2http://www.vision.caltech.edu/ImageData
sets/Caltech101.
3http://www.ee.columbia.edu/dvmm/CCV.

Table 2. Ablation comparisons on
six datasets.

Dataset Metrics Baseline Baseline-
S

Baseline-
C

Baseline-
P-C

BBCSport ACC 79.7 91.7 95.7 98.2

NMI 80.3 86.7 91.7 92.7

VOC ACC 62.6 63.4 66.7 67.1

NMI 60.6 63.7 65.9 67.2

Caltech101-20 ACC 55.2 56.1 56.7 61.7

NMI 52.2 54.3 54.9 57.0

Caltech101-7 ACC 62.4 76.0 77.8 83.9

NMI 59.9 62.3 64.5 65.6

CCV ACC 11.2 14.8 18.3 21.1

NMI 13.4 13.9 14.8 16.0

Caltech101-all ACC 17.4 23.4 27.6 28.3

NMI 27.4 34.6 38.8 40.5

4.2 Experiment Setup

Evaluation Metrics. The clustering performance is measured using two stan-
dard evaluation matrices. Clustering Accuracy (ACC) and Normalized Mutual
Information (NMI), where a higher value indicates better performance.

http://mlg.ucd.ie/datasets/segment.html
http://www.vision.caltech.edu/ImageDatasets/Caltech101
http://www.vision.caltech.edu/ImageDatasets/Caltech101
http://www.ee.columbia.edu/dvmm/CCV. 
http://www.ee.columbia.edu/dvmm/CCV. 
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Implementation Details. We implemented SMCGC on PyTorch running
on CentOS Linux 7 with an Nvidia 3090 GPU and 24 GB memory. Adam
optimization was used to train the model, with the encoder size set at 2000-
1000-500 and the decoder size at 500-1000-2000 (opposite of the encoder). For
VOC, we set the learning rate to le-3, the dimension m of the low-order rep-
resentation learned by the encoder is 256, and the hyperparameter is set to
{1, 0.1, 1}. For Caltech101-7, we set m to 128 and the hyperparameter is
{0.1, 0.1, 0.1}, the learning rate to le-2. For Caltech101-20, the hyperparameter
is {1, 0.1, 0.1}, m is 128 and the learning rate is set to le-2. The m of CCV is 40,
the hyperparameter is {1, 0.1, 1} and the learning rate is le-2, For Caltech101-
all, the hyperparameter is {0.01, 10, 0.001}, m is 128 and the learning rate is set
to le-2. For BBCSport, the hyperparameter is {0.001, 1, 0.001}, m is 128 and
the learning rate is set to le-2, we trained SMCGC 30 times and reported the
operation results of the average results. The comparison algorithms were down-
loaded from the author’s home page or GitHub, and the experimental results
were averaged through multiple experiments with the parameters suggested in
the paper.

Comparison Algorithms. We choose spectral clustering and eleven multi-
view clustering algorithms as baselines. Specifically, Spectral clustering [20] is
one of the most classic traditional clustering methods. Two representative con-
trastive methods, i.e., CONAN [14], CMEGA [23]. Three representative sub-
space methods, i.e., RMSL [16], LMVSC [13], MLRSSC [4], learn the relation-
ships between samples by building a self-representation layer. Representative
deep clustering methods, i.e., DCCA [1], DCCAE [9], AE2-NETS [27], learn
the potential embedment by the deep way and implement clustering algorithms.
SMC [18] and SMVSC [5] are two typical graph filter mtehods and AMGL [11]
is a graph fusion method.

4.3 Performance Comparison

Table 3 reports the clustering performance of all compared methods on six bench-
marks. Since DCCA and DCCAE can only deal with two views, we choose the
best two views on all datasets according to their performance. From these results,
we can conclude that 1) The SMCGC algorithm is always due to most baseline
algorithms. Taking the results on VOC as an example, our SMCGC outperforms
SMC by 1.8%, 2.3%, SMVSC by 2.9%, 4.1% on ACC and NMI indicators. SMC
and SMVSC algorithms use graph filtering technology to effectively increase
feature representation, but their training and clustering are separate from clus-
tering. SMCGC introduces a cluster embedding layer to integrate representation
learning and clustering together for collaborative training and mutual promo-
tion, and uses clustering pseudo-tags to reverse supervise model training and
guide the model to learn better low-dimensional representation; 2) It can be
observed that the comparison-based clustering method CONAN and CMEGC
has a slightly poor clustering effect because these methods do not consider the
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Table 3. The clustering performance of different multi-view methods on 6 datasets,
with bold representing the best value.

Dataset BBCSPort VOC Caltech101-20 Caltech101-7 CCV Caltech101-all

Metrics ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI

SC-best 96.6 90.6 43.2 33.4 53.9 55.7 64.9 54.7 9.3 7.4 11.6 20.7

DCCA(2013) 77.2 61.9 39.7 12.5 41.8 59.1 56.7 57.6 20.7 15.9 12.8 31.2

DCCAE(2015) 72.9 54.5 41.6 44.3 44.0 59.1 62.1 64.3 16.1 11.8 15.2 33.7

AMGL(2016) 97.0 89.8 56.9 63.0 30.1 40.5 45.1 42.4 15.5 10.9 17.9 32.2

MLRSSC(2018) 85.1 72.5 58.4 55.5 37.8 51.4 46.3 47.1 18.6 14.9 21.7 30.2

AE2-NETS(2019) 70.3 82.8 57.1 57.1 49.1 65.3 66.4 60.6 17.8 14.1 19.4 28.1

RMSL(2019) 97.6 91.7 47.7 44.8 52.5 53.5 63.9 47.4 21.5 15.7 23.6 29.8

LMVSC(2020) 73.9 59.0 50.4 53.0 53.0 52.7 72.6 51.9 19.4 15.3 26.4 33.9

CONAN(2021) 76.5 68.6 62.1 62.1 57.9 54.2 67.7 46.4 14.4 11.0 20.8 24.3

CMEGC(2021) 97.6 92.3 60.5 57.2 49.4 58.8 54.6 60.8 18.6 13.9 20.6 33.7

SMVSC(2021) 75.1 53.9 64.2 63.1 59.9 55.9 76.7 56.0 15.1 13.9 25.7 36.2

SMC(2022) 88.6 77.8 65.3 64.9 59.1 55.5 80.6 60.2 17.4 14.5 24.5 38.9

SMCGC 98.2 92.7 67.1 67.2 61.7 57.0 83.9 65.6 21.1 16.0 28.3 40.5

existence of pseudo-negative samples, which will cause sampling bias in the selec-
tion of negative samples and thus affect the clustering accuracy. The SMCGC
algorithm does not need to consider the existence of negative samples and avoids
the challenge of selecting negative samples and effectively improves the discrim-
inative ability of samples by using a fusion reduction method; 3) Compared
with subspace-based clustering methods, including MLRSSC, RMSL, LMVSC,
and deep autoencoder method, AE2-NETS. All of them have strong learning
ability of clustering representation for data without topology structure. How-
ever, these methods which rely only on attribute information cannot cluster
effectively. Although AMGL uses graph fusion technology, the clustering quality
largely depends on the quality of the constructed graph. Figure 5 demonstrates
that our algorithm is not sensitive to the quality of the initial constructed graph;
4) since spectral clustering is directly performed on raw attributes, thus achiev-
ing unpromising results. Overall, the above observations have demonstrated the
effectiveness of our proposed approach in addressing the limitations of the exist-
ing multi-view approach.

4.4 Hyperparametric Sensitivity and Ablation

Hyperparametric Sensitivity. To verify the sensitivity of the model to hyper-
parameters, the robustness of the model to each hyperparameter is verified. It
can be seen from Fig. 4 that the θ parameter is relatively stable in all six data
sets. In Fig. 2, since α represents the strength of self-supervision, too much α will
lead to too much supervision. When α is equal to 0.01, the model performance is
relatively stable, so α = 0.01 can be the optimal choice. Figure 5 represents the
influence of different k values on the model when constructing the knn diagram.
It can be seen that with the increase of k value, ACC changes little, which proves
that different types of data sets are not sensitive to the change of k (Fig. 3).
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Fig. 2. α sensitivity. Fig. 3. β sensitivity.

Fig. 4. θ sensitivity. Fig. 5. k sensitivity.

Effectiveness of Graph Filtering Module. To study the effect of different
filtering orders on clustering results. The nearest neighbor parameter k = 5
was fixed to prevent the different topological structures caused by different knn
diagrams from affecting the results. Table 4 below shows the influence of different
filtering order t on the experiment. The range of filtering order t was set at 0,
1, 2, 3, 4, 5, 6, 7, 8, 9, 10. t = 0 indicates that no graph filtering is performed.
As can be seen from the Table 4, for VOC dataset, when t = 10, the ACC
result increased by 11% and the NMI result increased by 12% compared with
that without graph filtering. This is because while eliminating high-frequency
noise, more neighbor information was aggregated through graph filtering, and
the structural information of the data was encoded into the features which the
original feature representation is effectively enhanced. The clustering effect of
CCV dataset continues to increase until t = 4. It can also be observed that
different data sets have different optimal filtering times t, so it can be concluded
that for different multi-view data sets, appropriate graph filtering order t should
be selected to improve the clustering performance.
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Table 4. The impact of the graph filtering order t on 6 datasets.

Dataset Metrics BBCSport VOC Caltech101-7 Caltech101-20 CCV Caltech101-all

t = 0 ACC 70.2 53.0 80.2 60.2 15.1 26.7

NMI 72.2 57.0 52.4 47.0 11.2 25.9

t = 1 ACC 95.1 61.5 83.0 60.7 19.2 28.3

NMI 88.3 62.6 63.7 50.1 13.7 40.5

t = 2 ACC 96.1 64.4 82.9 58.6 21.1 28.1

NMI 88.6 64.7 62.5 52.9 16.0 39.8

t = 3 ACC 97.4 64.7 83.2 58.0 20.2 27.7

NMI 88.7 64.3 61.4 55.8 15.0 39.3

t = 4 ACC 98.2 65.0 81.1 61.4 18.7 27.4

NMI 92.7 65.3 60.7 52.5 13.2 38.4

t = 5 ACC 97.2 65.7 83.3 59.9 18.6 26.8

NMI 91.3 64.8 64.7 49.6 13.6 38.6

t = 6 ACC 96.8 65.0 83.2 61.7 18.6 26.1

NMI 90.5 66.5 64.3 57.0 13.0 38.1

t = 7 ACC 97.2 66.2 83.0 60.8 18.0 25.4

NMI 92.3 66.3 64.5 65.7 11.8 37.5

t = 8 ACC 97.3 66.5 83.2 60.2 17.9 25.2

NMI 92.4 67.1 65.3 50.5 12.5 36.8

t = 9 ACC 97.0 66.6 83.9 57.0 17.1 24.9

NMI 92.1 67.1 65.4 56.9 12.5 36.6

t = 10 ACC 97.2 67.1 83.4 57.2 17.8 24.6

NMI 91.9 67.2 64.9 55.7 12.6 36.1

Ablation Experiment. We conduct an ablation study to clearly verify the
effectiveness of the proposed modules module and report the results in Table 2.
Here we denote the clustering and refactoring loss as the Baseline. Baseline-S,
Baseline-C, and Baseline-S-C denote that the baseline adopts reverse supervi-
sion, the contrast fusion, and both, From the results in Table 2, we can observe
that 1) compare with baseline, Baseline-S performance improvement in all six
data sets. The improvement in the BBCSport dataset is between 6% and 11%.
These results show that the introduction of a Self-supervision mechanism in
network training can help networks learn better clustering representation; 2)
Baseline-C consistently achieves better performance than that of the baseline,
It is proved that the fusion reduction method can effectively improve the dis-
criminant ability of samples and alleviate the problem of excessive smoothing;
3) the results in the last column of Table 2 further verifies the effectiveness of
both components. As seen, Baseline-S-C achieves the best results compared to
other variants.
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Cluster Visualization. In order to intuitively demonstrate the advantages of
SMCGC model, node embedding Z learned by t-SNE [19] visualization, SMC,
AMGL, LMVSC, and SMCGC algorithms on data set BBCSport was veri-
fied. The corresponding visualization results are shown in Fig. 6. As shown in
Fig. 6.(a), the distribution of original data is relatively discrete, and the distance
between clusters is confused. Although AMGL and SMC algorithms also achieve
good results, there is still some overlap between clusters, and some points are
incorrectly allocated to other clusters. SMCGC has a clearer structure, samples
between clusters are more clustered, and different clusters have clear outlines,
which can better reveal the internal clustering structure of data.

Fig. 6. Visualization of BBCSport.

5 Conclusion

In this paper, we first use graph filtering to obtain better feature representa-
tion, then use fusion reduction to enhance the discriminant ability of samples,
and finally use a self-supervised approach to guide the operation of the model.
The clustering task, ablation study, parameter sensitivity analysis and clustering
visualization analysis on 6 data sets fully demonstrate the validity and superi-
ority of SMCGC model in clustering performance. In addition. In the process
of collecting multi-view data in the real world, there will be deficiencies. How
to effectively carry out clustering task in the missing data will also be our next
research focus.

Acknowledgements. This research is supported by the Program for Young
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Abstract. Image-text retrieval has been a crucial and fundamental task
in multi-modal field. Benefiting from the superiority of Transformer
encoder in modeling multimodal information, the Transformer-based
alignment model has become the mainstream of image-text retrieval.
However, current Transformer-based alignment models suffer from two
major limitations: (1) The redundancy of modal features and the com-
plexity of correlations between modalities restrict the performance of the
model. (2) Current researches are typically limited to a single viewpoint
during the modal alignment. To address these issues, in this paper we pro-
pose a image-text retrieval model SSM based on Semantic Selection and
Multi-view alignment. Specifically, we introduce a gated attention unit to
filter unnecessary information, and design an adaptive weighted similar-
ity calculation method to dynamically adjust the importance of different
features during the alignment process. On the other hand, we design a
multi-view cross-modal alignment method that considers different gran-
ularity and different level of information to provide complementary ben-
efits in representation learning. We compare SSM with other advanced
image-text retrieval models in MS-COCO and Flickr30K datasets, and
the results show that the SSM model has competitive performance with-
out much interaction.

Keywords: Image-text retrieval · Multi-modal · Semantic selection ·
Multi-view · Contrastive learning

1 Introduction

With the growth of multimedia data on the Internet, cross-modal retrieval has
been widely noticed [20]. Cross-modal retrieval aims to understand the natural
semantic correlations between different modalities and hence search for seman-
tically similar instances of different modalities. As the core task of cross-modal
retrieval, the challenge of image-text retrieval is to accurately learn the semantic
relatedness between image and text, and bridge the semantic gap between the
two heterogeneous modalities.
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Early researches on image-text retrieval focus on alignment-based models,
which encode image and text independently as feature vector representations
and calculate image-text matching score via a similarity function. Faghri et
al. [6] encodes the image and text as a global feature vector and aligns the
features by contrastive learning. Lee et al. [11] proposes a fine-grained feature
alignment method to further improve the performance of the alignment-based
model. However, these works remain very inefficient for large scale image-text
retrieval, limited by the weakness of CNN and RNN feature encoding capability.
Chen et al. [2] proposes an interaction-based model to match image and text
features by multiple iterations of neural interaction units, which fully explores
the semantic association between the two modalities. But the interaction-based
model, while obtaining significant gains in retrieval performance, also leads to
a dramatic increase in computational cost and poses challenges for practical
deployment in production environments.

In recent years, the successful deployment of Transformer models in the nat-
ural language processing [3,27] and multimodal [5,14,26] has demonstrated the
superiority of Transformer modeling visual and text information. Transformer
employs a multi-head attention mechanism where each part of the input rep-
resentation interacts with other parts, to obtain better feature representations.
Messina et al. [16] improves the alignment model using Transformer and applies
it to an image-text retrieval task. Remarkably, their methods maintain the fast
inference speed of the alignment-based model while achieving performance close
to that of more complex interaction-based models.

Although Transformer-based alignment method has achieved acceptable per-
formance, the current study suffers from two major drawbacks, as shown in Fig. 1:
(1) The correlations between image and text are usually complex. In a mutually
matching image-text pair, the text may describe only the main content of the
image, and an image may require multiple sentences to be described correctly.
Therefore, not all regions of image and words of text have matching relationship,
especially there will be some region features in image with low contribution to
retrieval. Furthermore, current researches commonly employ the Faster-RCNN
model to extract image features [1,2,11,16,17], it may lead to excessive border
overlap and result in the extraction of image features with redundant infor-
mation. (2) Multi-layer Transformer in the process of encoding features, the
vectors encoded in different layers contain different levels of information [8,22].
For example, the lower layer tend to encode basic features, and the higher layer
capture complex semantic information. The previous Transformer-based align-
ment models [7,17,28], which commonly use the output features of the last layer,
ignore the semantic differences between different layers, and these model make
limited exploitation of the transformer architecture. Meanwhile, previous mod-
els [16] typically focus on local features alignment and ignore the guiding role of
global features, which may lead to ambiguous representation due to local features
not fully integrated with contextual information.

In this paper, we propose a novel image-text retrieval model SSM. Referring
to past work, our model employs Faster-RCNN and Transformer for image fea-
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ture encoding and BERT pre-trained model for text encoding. To address the
redundancy of modal features and the complexity of correlations between modal-
ities, the SSM model introduces a gated attention mechanism to filter the redun-
dant features in image modalities. In addition, we propose an adaptive weighted
similarity calculation method to dynamically attend on representative features
and cast aside the interferences of uninformative features in the alignment pro-
cess. In order to integrate the modal features of different views and learn the
ideal modal feature representation, we propose a multi-view cross-modal align-
ment method to align global features and local features at the semantic level
and the feature level to achieve accurate matching of image-text pairs.

Summarizing, the contributions of this paper are the following:

(1) We introduce gated attention units and adaptive weighted similarity calcula-
tion method for cross-modal semantic selection.

(2) We propose a multi-view cross-modal alignment method that captures the
modal correlations of different views.

(3) We have conducted extensive experiments on two benchmark datasets to
validate the effectiveness of SSM. The experimental results show that our
methods can significantly improve the metrics of cross-modal retrieval.

2 Related Work

2.1 Image-Text Retrieval

Image-text retrieval is a fundamental task in the field of multimodal where the
target is to find a suitable text description for an image or to find a corresponding
image for a given text. Existing approaches can be divided into two main types:
alignment-based and interaction-based. Notably, due to its low computational
cost and fast response speed, the alignment-based method has been widely used
in industry and has attracted a lot of attention in academia. The alignment-based
method leverages a neural network model to encode images and text as feature
representations separately and performs inter-modal alignment by contrastive
learning. However, the results achieved by alignment-based method in earlier
researches are not satisfactory due to encoder performance limitations [6,10,11].

Benefiting from the excellent performance of the Transformer encoder, recent
studies have applied it to cross-modal alignment. Messina et al. [17] first applies
Transformer as a modal encoder for image-text alignment. Qu et al. [23] enhances
the feature representation capability of the model by leveraging the BERT pre-
trained model and the feature summarization module. Messina et al. [16] pro-
poses a fine-grained alignment model based on Transformer encoder to align
regions of image and words of text, and achieves approximate results with the
interaction model of that time. The Transformer-based alignment model has
achieved promising results. However, its retrieval accuracy still has much space
for improvement. In this paper, we introduce a gated attention unit and an
adaptive weighted similarity calculation method to better align the image-text
semantics.
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2.2 Contrastive Learning

Contrastive learning is a representation learning method. It essentially aims to
learn a better representation of the input by maximizing agreement between two
similar data samples. The concept of contrastive learning is widely applied in
cross-modal alignment. Radford et al. [24] implements the idea of contrastive
learning based on large scale image-text datasets, achieving excellent perfor-
mance on several multi-modal downstream tasks. Shukor et al. [25] introduces
a novel triplet losses with dynamic margins that adapt to the difficulty of the
task. In this work we follow the line of previous work on image-text retrieval and
use triplet loss as contrastive learning loss [2,6,11,16]. Different from previous
work, we design a multi-view cross-modal alignment by considering the features
of different Transformer layers and the information of different granularities to
obtain a high-quality modal representation.

3 Methodology

The overall framework of SSM is shown in Fig. 2, it contains three parts: image
encoder, text encoder, and alignment module. In this section, we elaborate our
proposed methods. Firstly, we introduce the image encoder and text encoder in
Sect. 3.2 and 3.3. We then describe the adaptive weighted similarity calculation
method (AWS) for local feature alignment in Sect. 3.4. Finally, we introduce
the multi-view cross-modal alignment method (MVA) and objective function for
image-text retrieval in Sect. 3.5.

3.1 Problem Definition

Formally, given an image-text pair, the image is represented as a visual feature
of regions I = {ri|i ∈ [1,m]} and the text is represented as a text feature of
words T = {wi|i ∈ [1, n]}, where m and n denote the number of image regions
and text words, respectively. The object of the task is to evaluate the matching
score between them, thus enabling cross-modal retrieval from the database.

3.2 Text Encoder

SSM uses the pre-trained BERT as a text encoder. Considering that image
features are generated by pre-trained deep neural networks, this paper uses a
deeper text encoder to model the semantic relationships between words. Con-
cretely, for the input text, each word is mapped to the embedding representation
T e = {T e

i |i ∈ [1, n]} as the input to the text encoder. We add an embedding T e
0

at the first position to aggregate the global representation of the text. The text
embedding T e consists of three parts: word embedding, position embedding, and
segment embedding.

T e = W + P + S (1)
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Fig. 1. Illustrations of major drawbacks for Image-Text Retrieval.

Fig. 2. Model framework of SSM.

In the Transformer architecture, different layers capture information with
various semantic clues. SSM uses the first 8 layers of BERT as the low layer
text encoder (BERTL) to obtain a feature-level representation of the text T f =
{T f

i |i ∈ [0, n]}.
T f = BERTL(T e) (2)

The last 4 layers of BERT are used as the high layer text encoder (BERTH) to
obtain the semantic-level features of the text T s = {T s

i |i ∈ [0, n]}.

T s = BERTH(T f ) (3)
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3.3 Image Encoder

Following recent work, we leverage Bottom-up Attention model to pre-extract
features from image regions with high confidence [2,4,11]. Specifically, we pre-
extract features from the image I by Faster-RCNN to obtain a set of visual
sequence features Ie = {ri|i ∈ [1,m]}. Notably, we add an embedding Ie0 at the
first position of the visual sequence feature to aggregate the global representa-
tion.

In order to filter noise and redundant information in image features, we intro-
duce the gated attention unit (GAU) as the image encoder. The gated atten-
tion unit, which is based on the Transformer architecture, controls the internal
information flow through a gate mechanism to adaptively capture contextual
information and refine high-quality image representations.

The GAU firstly projects Ie through three linear layers to obtain Q, K, and
V , respectively.

⎧
⎨

⎩

Q = WqI
e + bq

K = WkI
e + bk

V = WvI
e + bv

(4)

where Q, K and V respectively denote the query, key, and value, and Wq, Wk,
Wv, bq, bk, bv are learnable parameters.

The attention weight matrix attn is then calculated. The formula is as follows:

attn = relu2(
QKT

√
d

) (5)

The GAU adds a gated linear unit for filtering unnecessary information.
Specifically, Ie is linearly projected to obtain the gating weights U , after which
the intermediate features Ih are obtained by the gated self-attention calculation.

U = WuIe + bu (6)

Ih = Wh(U ⊗ attnV ) (7)

where Wu, Wh, bu are learnable parameters.
Subsequently, the image features are mapped into the same vector space as

the text feature dimension by linear projection layer. The feature-level represen-
tation If = {Ifi |i ∈ [0,m]} of the image is calculated as follows:

If = WfIh + bf (8)

where Wf , bf are learnable parameters.
The SSM model uses another GAU module as a high layer encoder of image

features to obtain the semantic-level image features Is.

Is = GAUH(If ) (9)
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3.4 Adaptive Weighted Similarity Calculation

For the image-text retrieval task, different regions of the image and different
words of the text make different contributions to the image-text alignment, as
shown in Fig. 3. In this paper, we devise an adaptive weight similarity calculation
method (AWS) to balance the importance of different features in the similarity
calculation.

First, given an image I and a text T , compute the similarity matrix M ∈
Rm×n between all regions and words.

Mij =
ITi Tj

||Ii||||Tj || i ∈ [1,m], j ∈ [1, n] (10)

where Mij denotes the similarity between the i-th region feature and the j-th
word feature.

We use the combination of linear layer and softmax function to measure the
weight α of different features in similarity matching, this process is represented
as:

α = softmax(WoIi + bo) i ∈ [1,m] (11)

where Wo, bo are learnable parameters.
The final image-to-text similarity score can be calculated as:

Simi2t =
∑m

i=1
αimaxn

j=1(Mij) i ∈ [1,m], j ∈ [1, n] (12)

For text-to-image similarity calculation, we use the same calculation as above
to obtain the word-region similarity score Simt2i. The final similarity score is
calculated as follows:

Sim = Simi2t + Simt2i (13)

3.5 Multi-view Alignment

In this paper, we propose a multi-view cross-modal alignment method (MVA) for
image-text retrieval that combines the hierarchical and granular information. We
use the low-layer information for feature-level multi-grained alignment, and the
high-layer information is used for multi-grained alignment at the semantic-level.

Specifically, we perform feature-level alignment using the image features If

and text features T f obtained from the low-layer encoder. For the local features,
we use the adaptive weighted similarity calculation method proposed above to
obtain the image-text similarity matrix Sfl ∈ RB×B, where B denotes the batch
size and Sfl

ij denotes the local matching score of the i-th image and the j-th text
within the same batch at the feature-level. For the global features, we calculates
the cosine similarity between the feature-level global representations If0 and T f

0

as follows:

Sfg =
IfT0 T f

0

||If0 ||||T f
0 || (14)
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where Sfg ∈ RB×B and Sfg
ij denotes the feature-level global matching score of

the i-th image and the j-th text within the same batch.
For the semantic-level alignment, we use the last layer features as the seman-

tic features of the image and text and calculate the global similarity matrix Ssg

and the local similarity matrix Ssl. We only consider the local similarity at the
semantic-level during the model validation process, the similarity of the other
views is only used for the calculation of the alignment loss during model training
process.

In this paper, we use a triplet contrastive loss as the optimization objective.
Following Faghri et al. [6], we focus the attention on hard negatives. Our triplet
contrastive loss is defined as:

L∗ = [λ + S∗
ij′ − S∗

i+]+ + [λ + S∗
i′j − S∗

+j ]+ (15)

where S∗ ∈ {Sfl, Sfg, Ssl, Ssg}, [x]+ = max(x, 0), S∗
i+ denotes the similar-

ity between the i-th image and the matched text, S∗
ij′ denotes the similarity

between the i-th image and the hardest negative sample of text within the same
batch. λ defines the minimum distance that should be maintained between a
truly matched text-image positive sample pair and a negative pair. The hardest
negative samples i′ and j′ are denoted as:

{
i′ = argmax(S∗,j) i′ �= j
j′ = argmax(Si,∗) j′ �= i

(16)

The overall training objective of our model is:

L = Lfl + Lfg + Lsl + Lsg (17)

4 Experiments

We evaluate our methods on two widely used benchmark datasets including MS-
COCO [13] and Flickr30K [21], and compare the SSM model to current advanced
models. We also conduct ablation studies to incrementally verify our methods.

4.1 Datasets

MS-COCO is a more general dataset for image-text retrieval, with a total of
123,287 images. Each image is given a set of 5 manual descriptions. Following
the split by Karpathy and FeiFei [9] we utilize 5,000 images for validation and
5,000 images for testing and the rest for training. Flickr30K contains 31,783
images collected from social network, and each image is associated 5 captions.
We use 1,000 images for validation, 1,000 images for testing and the rest for
training.
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4.2 Evaluation Metric

We measure the model performance with R@k(k = 1, 5, 10) and R@sum. where
R@k denotes the fraction of queries for which the correct item is retrieved in
the closest k points to the query, and R@sum denotes the sum of recall rates of
retrieval tasks.

4.3 Implementation Details

The SSM model is trained on an A5000 graphics card for 50 epochs. The batch-
size is set to 30 for all experiments. The initial learning rate is set to 0.00001
and then decay to 0.1 times every 20 epochs. For the text, we utilize BERT for
feature encoding, where the feature dimension is 768. For the image, we take
the Faster-RCNN detector for feature pre-extraction. Each image has 36 region
proposals, where the feature dimension is 2048. After feeding the region features
into a GAUL module, we add a linear layer to transform the GAUL output to a
768-dimension vector. The layer of GAUL and GAUH is set to 4. The margin λ
for the triplet contrastive loss is set to 0.2.

4.4 Main Results

We compare the model SSM proposed in this paper with other baseline models
on two benchmark datasets, include the traditional alignment-based VSE++
[6] and SCAN [11], the interaction-based IMRAM [2] and SGRAF [4], and the
Transformer-based alignment model TERN [17]. The results show that SSM
significantly outperforms all other baseline models.

Table 1 shows the performance of SSM with the baseline model on the
Flickr30k dataset, achieving 80.3%, 94.9%, and 98.2% for R@1, R@5 and R@10 in
text retrieval, the metric on image retrieval is 62.3%, 85.9%, and 91.4% for R@1,

Fig. 3. Adaptive weighted similarity calculation method (AWS).
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Table 1. The experimental results on Flickr30K dataset.

Models Text Retrieval Image Retrieval R@sum

R@1 R@5 R@10 R@1 R@5 R@10

VSE++ [6] 52.9 80.5 87.2 39.6 70.1 79.5 409.8

SCAN [11] 67.4 90.3 95.8 48.6 77.7 85.2 465

VSRN [12] 70.4 89.2 93.7 53.0 77.9 85.7 469.9

IMRAM [2] 74.1 93.0 96.6 53.9 79.4 87.2 484.2

TERN [17] 53.2 79.4 86.9 41.1 71.9 81.2 413.7

MMCA [28] 74.2 92.8 96.4 54.8 81.4 87.8 487.4

CAMERA [23] 76.5 95.1 97.2 58.9 84.7 90.2 502.6

TERAN [16] 75.8 93.2 96.7 59.5 84.9 90.6 500.7

GASA [18] 74.9 92.7 96.8 55.3 82.5 89.3 491.5

SGRAF [4] 77.8 94.1 97.4 58.5 83.0 88.8 499.6

SSM(Ours) 80.3 94.9 98.2 62.3 85.9 91.4 513.9

Table 2. The experimental results on MS-COCO 1K dataset.

Models Text Retrieval Image Retrieval R@sum

R@1 R@5 R@10 R@1 R@5 R@10

VSE++ [6] 64.6 90.0 95.7 52.0 84.3 92.0 478.6

SCAN [11] 72.7 94.8 98.4 58.8 88.4 94.8 507.9

VSRN [12] 76.2 94.8 98.2 62.8 89.7 95.2 516.9

IMRAM [2] 76.7 95.6 98.5 61.7 89.1 95.0 516.6

TERN [17] 63.7 90.5 96.2 51.9 85.6 93.7 481.6

MMCA [28] 74.8 95.6 97.7 61.6 89.8 95.2 514.7

CAMERA [23] 75.9 95.5 98.5 62.3 90.1 95.2 517.5

TERAN [16] 77.7 95.9 98.5 65.0 91.2 96.4 524.7

GASA [18] 77.9 96.5 98.8 63.4 90.7 96.0 523.3

SGRAF [4] 79.6 96.2 98.5 63.2 90.7 96.1 524.3

SSM(Ours) 82.2 97.7 99.4 68.2 92.6 97.2 537.3

R@5 and R@10. Compared to the traditional interaction method IMRAM, SSM
improves retrieval speed while maintaining higher accuracy without the complex
interactions. Compared with CAMERA, which also uses the BERT pre-trained
model, SSM achieves a 3.4% improvement in R@1 for text retrieval and an even
greater improvement (3.8%) for image retrieval. The SSM model also has better
evaluation metrics than the Transformer-based fine-grained model TERAN [16].
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Table 3. The experimental results on MS-COCO 5K dataset.

Models Text Retrieval Image Retrieval R@sum

R@1 R@5 R@10 R@1 R@5 R@10

VSE++ [6] 41.3 71.1 81.2 30.3 59.4 72.4 355.7

SCAN [11] 50.4 82.2 90.0 38.6 69.3 80.4 410.9

VSRN [12] 50.3 79.6 87.9 37.9 68.5 79.4 403.6

IMRAM [2] 53.6 83.2 91.0 39.7 69.1 79.8 416.4

TERN [17] 38.4 69.5 81.3 28.7 59.7 72.7 350.3

MMCA [28] 54.0 82.5 90.7 38.7 69.7 80.8 416.4

CAMERA [23] 53.1 81.3 89.8 39.0 70.5 81.5 415.2

TERAN [16] 55.6 83.9 91.6 42.6 72.5 82.9 429.1

GASA [18] 56.7 84.8 91.8 42.3 71.2 83.1 429.9

SGRAF [4] 57.8 - 91.6 41.9 - 81.3 -

SSM(Ours) 60.1 86.3 92.7 45.5 75.7 85.0 445.3

Table 2, Table 3 show the bidirectional retrieval results on MS-COCO dataset
with 1K and 5K test images. The results show that R@1 is 68.2% for image
retrieval and R@1 is 82.2% for text retrieval on MS-COCO 1K. For MS-COCO
5K, our proposed SSM model still has a performance advantage over other mod-
els. It demonstrates that the SSM model has great generalization and robustness.
Meanwhile, the performance achieved by SSM on R@1 verifies that the proposed
methods in this paper can effectively enhance the ability of encoder.

4.5 Ablation Studies

To demonstrate the effectiveness and stability of each component in the SSM
model, we carry a series of ablation experiments on the Flickr30K dataset in this
section. The baseline model for comparison utilizes BERT as the text encoder
and Transformer as the image encoder, and uses only the normal local align-
ment method during the similarity calculation. Table 4 investigates the impact
of each component, where GAU denotes gated attention units, AWS denotes the
adaptive weighted similarity calculation method, MVA denotes the multi-view
alignment method, and w/o denotes that the current component is not used.
For example, w/o AWS denotes that the adaptive weighted similarity calcula-
tion is replaced with the mainstream adopted Max-Sum fusion method, while
the multi-view alignment and gated attention units are retained.
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Table 4. Ablation study on Flickr30K to investigate contributions of each component.

Models Text Retrieval Image Retrieval R@sum

R@1 R@5 R@10 R@1 R@5 R@10

Baseline 75.0 92.3 95.7 59.1 83.6 90.1 495.8

w/o GAU 78.7 94.5 97.5 61.4 85.3 91.1 508.5

w/o AWS 77.2 93.8 96.5 60.7 84.6 90.6 503.4

w/o MVA 78.4 94.2 96.9 61.1 84.8 91.0 506.4

SSM(Ours) 80.3 94.9 98.2 62.3 85.9 91.4 513.9

In Table 4 we can observe that each strategy brings an improvement on
the baseline model. GAU improves 1.6% for text retrieval and 0.9% for image
retrieval on R@1, demonstrating that gated attention units can filter redun-
dant information and bring positive profits. AWS achieves a more comprehensive
improvement in all metrics. It indicates that the adaptive weighted similarity cal-
culation method, compared to the common local alignment method, is able to
highlight the role played by important information in the alignment process. The
results of whether or not to use MVA demonstrate that the different view infor-
mation can be complementary. Finally, the final SSM model using all strategy
achieves optimal result.

Table 5. Model performance with different fusion methods on Flickr30K.

Methods Text Retrieval Image Retrieval R@sum

R@1 R@5 R@10 R@1 R@5 R@10

Mean-Mean 66.6 90.0 94.5 54.2 80.8 88.1 474.2

Max-Max 73.9 93.1 96.6 56.0 82.4 89.3 491.3

Max-Mean 71.7 92.5 96.5 56.6 82.3 89.3 488.9

Max-Sum 75.0 92.3 95.7 59.1 83.6 90.1 495.8

AWS(Ours) 77.3 94.1 97.0 60.2 84.1 90.6 503.3

Table 5 explores the effectiveness of the proposed AWS compared to the con-
ventional Max-Mean and other variants on the baseline model without any strat-
egy. We can observe the Mean-Mean fusion strategy is less effective, and the
Max-Mean, Max-Sum and Max-Max achieve better retrieval accuracy. This may
be because the Mean-Mean strategy considers the value of each feature com-
pletely equally, leading to the interference of some unnecessary features. The
best performance is achieved by the AWS strategy, which indicates that our
methods is able to dynamically consider the importance of different features
compared to the Mean strategy. Meanwhile, compared to the Max-Max strategy
which only considers the features with the highest similarity scores, our strategy
is able to better utilize the information of each feature.
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Table 6. Ablation study on Flickr30K to investigate contributions of multi-view align-
ment.

Methods Text Retrieval Image Retrieval R@sum

sl fl sg fg R@1 R@5 R@10 R@1 R@5 R@10

� 78.4 94.2 97.5 61.1 84.8 91.0 506.4

� � 80.1 94.6 97.9 61.6 85.4 91.2 510.8

� � � 79.9 94.7 98.0 61.9 85.8 91.5 511.8

� � � � 80.3 94.9 98.2 62.3 85.9 91.4 513.9

Table 6 explores the impact of different view alignment on the Flickr30K
dataset, where sl denotes semantic-level local alignment, fl denotes feature-
level local alignment, sg denotes semantic-level global alignment, and fg denotes
feature-level global alignment. The experimental results verify that MVA can
improve the retrieval accuracy of the model.

5 Conclusion

In this paper, we present a Transformer-based image-text retrieval model SSM
based on semantic selection and multi-view alignment. SSM utilizes gated atten-
tion units and the adaptive weighted similarity calculation method for semantic
selection and performs cross-modal alignment in multiple views. The experi-
mental results on MS-COCO dataset and Flickr30K dataset show that SSM has
excellent cross-modal retrieval performance, and the ablation experiments also
demonstrate the effectiveness of each component. Our next work will explore the
effectiveness in our methods on multimodal pre-trained models and investigate
how to distill the knowledge from the interaction-based model to alignment-
based models to achieve an overall improvement in accuracy and speed.
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Abstract. Voice conversion is a method that allows for the transfor-
mation of speaking style while maintaining the integrity of linguistic
information. There are many researchers using deep generative models
for voice conversion tasks. Generative Adversarial Networks (GANs) can
quickly generate high-quality samples, but the generated samples lack
diversity. The samples generated by the Denoising Diffusion Probabilis-
tic Models (DDPMs) are better than GANs in terms of mode coverage
and sample diversity. But the DDPMs have high computational costs and
the inference speed is slower than GANs. In order to make GANs and
DDPMs more practical we proposes DiffGAN-VC, a variant of GANs and
DDPMS, to achieve non-parallel many-to-many voice conversion (VC).
We use large steps to achieve denoising, and also introduce a multimodal
conditional GANs to model the denoising diffusion generative adver-
sarial network. According to both objective and subjective evaluation
experiments, DiffGAN-VC has been shown to achieve high voice quality
on non-parallel data sets. Compared with the CycleGAN-VC method,
DiffGAN-VC achieves speaker similarity, naturalness and higher sound
quality.

Keywords: Voice Conversion · DDPM · GAN

1 Introduction

Voice conversion (VC), a branch of speech signal processing also referred to as
speech style transfer, entails the transformation of the linguistic attributes of
the source speaker to those of the target speaker, while preserving the linguis-
tic content of the input voice. This technology pertains to modify the linguistic
style of the speech samples. VC can be viewed as a regression problem whose
goal is to build a mapping function between the speech features of the target
and source speaker. VC technology has important applications in many fields,
including privacy and identity protection, speech imitation and camouflage, and
speech enhancement [26,31,32,35]. This technology is also capable of transform-
ing standard reading speech into stylized speech, including emotional and falsetto
speech [29,30,35]. At the same time, it can be used in music for the conversion of
singers’ vocal skills [2]. It also can be used to help people with language disorders
voice assistance [22,35], and can convert voice which contains noise in meeting
to clear voice [13].
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X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 154–167, 2023.
https://doi.org/10.1007/978-3-031-46674-8_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46674-8_11&domain=pdf
https://doi.org/10.1007/978-3-031-46674-8_11


Voice Conversion with Denoising Diffusion Probabilistic GAN Models 155

Traditional voice conversion technology is developed based on parallel data,
which comprises recordings of both the target and source speakers speaking
identical content. The current models using this data mainly include (1) statisti-
cal methods (GMMs) [34]; (2) exemplar-based methods (NMF) [36]; (3) Neural
network-based methods, such as feedforward neural networks (FNNs) [21], recur-
rent neural networks (RNNs) [27], convolutional neural networks (CNNs) [13].
However, we often lack parallel data sets to train model. Simultaneously, col-
lecting and producing a large parallel data set is very laborious. In addition,
even if we have collected the corresponding data, we also need to carry out time
alignment operation [5]. Many researchers have also explored non-parallel VC
methods that don’t need parallel data. Due to unfavorable training conditions,
it is not as good as parallel VC methods in terms of conversion effect and speech
quality. Therefore, this is a challenging and important task. This paper focuses
on the development of a non-parallel VC method with the same high audio
quality and conversion effects as parallel methods.

In order to implement non-parallel VC using voice data, probabilistic depth
generation models have been introduced in many studies recently, mainly includ-
ing RBM based methods, variational autoencoders (VAEs) [3,7,10,16,23,24,33]
based methods and generative adversarial networks (GANs) [4] based meth-
ods. GANs is a powerful generative model that can learn the generation dis-
tribution. It has shown great success in the fields of image style transfer,
image quality improvement and image generation. Among them, CycleGAN-
VCs [9,11,12,14,15,28] have attracted extensive attention from researchers.

Recently, Denoising Diffusion Probabilistic Models (DDPM) [6,19] shows
good performance in various generative tasks such as image generation [20,25],
neural acoustic coding [1,17], speech enhancement [19], and speech synthe-
sis [8,18]. Although diffusion models have been applied in several fields, but
their application expensive in practice, computationally expensive, and time-
consuming. Therefore, their application in the real world is limited.

DDPMs have demonstrated outstanding sample quality and variety, but their
pricey sampling prevents them from being used just yet. In order to make
GANs and DDPMs more practical, we propose DiffGAN-VC, a new unsuper-
vised non-parallel many-to-many voice conversion (VC) method, which intro-
duces multimodal conditional GANs for modeling, and reconstruct denoising
diffusion probabilistic model. In the experiments, the objective is to enhance
the efficiency of the denoising diffusion probabilistic model while simultaneously
reducing its computational complexity. We use a large-step denoising operation,
thereby reducing the total number of denoising steps and computation. Finally,
let denoising diffusion GAN obtain the same sample quality and diversity as the
original diffusion model, but also have the characteristics of high speed and low
computational cost of the original GANs. In this paper, we use CycleGAN as
our baseline model, based on which we introduce the DDPM and reconstruct
the GANs, and also use an expressive multimodal distribution to parameterize
the denoising distribution to achieve large step size denoising.
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2 Related Work

2.1 CycleGAN-VC/VC2

CycleGAN-VC/VC2 [11,14] is a voice conversion model consisting of two gen-
erators G and two discriminators D. CycleGAN-VC/VC2 emerges as a novel
approach in the domain of voice conversion, demonstrating its effectiveness in
learning the transformation between different acoustic feature sequences with-
out the need for parallel data. These advancements contribute to the ongoing
progress in voice conversion research and its applications in various fields. The
primary objective of CycleGAN-VC/VC2, as discussed in the research papers
by Kaneko and Kameoka [11,14], is to acquire the ability to transform acoustic
feature sequences belonging to source domain X, into those of target domain Y ,
without the reliance on parallel data. The acoustic feature sequences are rep-
resented by x ∈ RQ×T and y ∈ RQ×T , where Q and T represents the feature
dimension and the sequence length respectively.

The foundation of CycleGAN-VC/VC2 lies in the inspiration drawn from
CycleGAN, an originally proposed technique for image-to-image style trans-
fer in the field of computer vision. By leveraging the principles of CycleGAN,
CycleGAN-VC/VC2 aims to learn the mapping function G(X) → Y , which
facilitates the conversion of an input x ∈ X to an output y ∈ Y . To achieve
this goal, CycleGAN-VC/VC2 employs several loss functions during the learn-
ing process. These include adversarial loss, cyclic consistency loss, and identity
mapping loss, which collectively contribute to enhancing the quality and fidelity
of the generated outputs. Furthermore, CycleGAN-VC2 [14] introduces an addi-
tional adversarial loss to further refine and improve the fine-grained details of
the reconstructed features.

Generator: CycleGAN-VC aims to capture diverse temporal structures while
maintaining the input structure’s integrity. To accomplish this, the architecture
of CycleGAN-VC comprises three essential components: a downsampling layer,
a residual layer, and an upsampling layer. These components work collabora-
tively to effectively capture a broad range of temporal relationships present in
the data. By incorporating these design choices, CycleGAN-VC can successfully
preserve the original structure while accommodating a wide variety of temporal
variations.

In the case of CycleGAN-VC2 [14], a 2-1-2D CNN network architecture is
introduced as an extension to CycleGAN-VC. This modified architecture lever-
ages the advantages of both 2D and 1D CNNs to enhance the performance of the
voice conversion system. Specifically, 2D CNNs are employed in the upsampling
and downsampling blocks, allowing the model to capture spatial and temporal
dependencies simultaneously. This capability facilitates the extraction of more
comprehensive and meaningful representations from the input data. On the other
hand, 1D CNNs are utilized in the remaining blocks of the network, enabling the
model to focus on capturing local temporal relationships and preserving the fine-
grained details of the acoustic features. By combining these two types of CNNs
in a carefully designed network architecture, CycleGAN-VC2 aims to improve
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the voice conversion performance by effectively capturing both global and local
temporal structures.

The integration of a 2-1-2D CNN network architecture in CycleGAN-VC2
demonstrates a significant advancement in voice conversion research. This inno-
vative design choice allows the model to exploit the benefits of both 2D and
1D CNNs, enabling more efficient and effective processing of temporal informa-
tion in the voice conversion process. By capitalizing on the strengths of each
CNN variant, CycleGAN-VC2 showcases its potential to achieve improved per-
formance in capturing a wide range of temporal structures while preserving the
input structure and maintaining the fidelity of the converted acoustic features.
These advancements contribute to the ongoing progress in the field of voice
conversion and hold promise for various applications that rely on accurate and
high-quality voice transformation.

Discriminator: CycleGAN-VC, as introduced in the work by Kaneko [11],
incorporates a discriminator structure based on a 2D convolutional neural net-
work (CNN). This architectural choice enables the discriminator to effectively
discriminate data by analyzing the 2D spectral textures present in the input.
The utilization of a fully connected layer in the final layer of the discriminator
further enhances its discriminative capability by considering the overall input
structure. By combining these components, CycleGAN-VC successfully discrim-
inates and distinguishes between different data samples, facilitating the voice
conversion process.

However, one challenge associated with employing a 2D CNN structure in
the discriminator is the potential increase in the number of parameters, which
can negatively impact the model’s efficiency and computational requirements. To
address this issue, CycleGAN-VC2, introduced by Kaneko et al. [14], introduces
a technique called Patch-GAN. Patch-GAN modifies the discriminator architec-
ture by incorporating convolution in the final layer, the Patch-GAN approach
offers a more parameter-efficient solution while still maintaining the discrimina-
tive capability of the discriminator. This modification enables CycleGAN-VC2
to mitigate the issue of a large number of parameters, thereby improving its
efficiency and reducing computational complexity.

The introduction of Patch-GAN in CycleGAN-VC2 represents a significant
advancement in voice conversion research. This modification not only addresses
the challenge of parameter efficiency but also ensures the model’s ability to
discriminate and differentiate between input samples effectively. By leveraging
convolutional layers instead of fully connected layers, CycleGAN-VC2 achieves
a more streamlined and efficient architecture, facilitating faster training and
inference while maintaining high discriminative performance.

2.2 DDPM

DDPM [6,19] has good performance in various generative tasks such as image
generation [20,25], neural acoustic coding [1,17], speech enhancement [19], and
speech synthesis [8,18]. DDPM utilizes Markov chains to gradually transform



158 X. Zhang et al.

Fig. 1. The distinction between DDPM and GANs is depicted. The preceding illus-
tration illustrates the adversarial training procedure employed by GANs, whereas the
subsequent depiction showcases the gradual introduction and removal of Gaussian noise
in the diffusion process.

simple distributions with Gaussian distributions into complex data distributions.
In order to learn the transformation model, there are two distinct processes at
play in DDPM: the forward diffusion process and the reverse generation process.
The forward diffusion process involves a gradual incorporation of Gaussian noise
into the data, leading to its transformation into random noise over time. This
process serves to introduce controlled perturbations that explore the data distri-
bution. On the other hand, the reverse generation process focuses on denoising,
aiming to restore the original data by mitigating the impact of the noise accu-
mulated during the diffusion process. Consequently, the diffusion process plays a
crucial role in effectively denoising the data, facilitating the recovery of its inher-
ent characteristics. Then the reverse process is a denoising process. Gradually
denoising can generate a real sample, so the reverse process is also the process
of generating data process. DDPM avoids the generator and discriminator in
GANs being less stable during training and the “backward collapse” problem.
Compared with GANs, diffusion model training is more stable and can generate
more diverse high-quality data. However, since DDPM requires hundreds of iter-
ations to generate data, their inference speed is relatively slow compared with
VAEs and GANs. The comparison between diffusion model and GAN is shown in
Fig. 1. The current development of DDPM in speech translation is hampered by
two main challenges: (1) Although DDPM is essentially gradient-based model,
the guarantee of high sample quality is usually at the expense of thousands or
hundreds of denoising steps. This limits the wide application of DDPM in real
life. (2) When reducing the denoising step, the diffusion model exhibits signif-
icant degradation in model convergence due to the complex data distribution,
resulting in blurry and over-smoothed predictions in the mel-spectrogram.



Voice Conversion with Denoising Diffusion Probabilistic GAN Models 159

3 Method

Generative Adversarial Networks (GANs) can quickly generate high-quality sam-
ples, but suffer from poor pattern coverage and lack of diversity in the generated
samples. Although the diffusion model beats GANs in image generation, the
inverse process is computationally expensive. To speed up the diffusion model
and reduce computation, we use a large-step denoising operation, thereby reduc-
ing the total number and computation of denoising steps. Meanwhile, we intro-
duce multimodal conditional GANs in the diffusion model, developing a new
generative model, which we call denoising diffusion GANs. This paper adopts
CycleGAN as the baseline model, and proposes a novel reconstruction method for
the denoising diffusion model. At the same time, we also use an expressive mul-
timodal distribution to parameterize the denoising distribution to achieve large
stride denoising and improve model performance. Below we introduce the large-
step denoising operation, the multimodal distribution design, and the parame-
terization of the denoising distribution, respectively.

The forward process of diffusion model [6] which gradually adds Gaussian
noise to the data x0 → q(x0) is performed over a discrete T time step. Where
q(x0) is the data distribution of a true Mel-spectrogram, and x0 denotes a sample
from input data X. xt is sampled from a unit Gaussian independent from x0

using the Markovian forward process as follows:

q(x1:T |x0) =
∏

t≥1

N(xt;
√

1 − βtxt−1, βtI) (1)

where, t ∈ [1 : T ], and βt is pre-defined variance schedule. The denoising pro-
cess [6] is defined as:

pθ(x0:T ) = p(xT )
∏

t≥1

N(xt−1;μθ(xt, t), σ2
t I) (2)

where σ2
t is fixed according to each t. DDPMs typically presume that the denois-

ing distribution may be roughly modeled as a Gaussian distribution. It is well-
established that the assumption of Gaussianity is only applicable in the context
of infinitesimally small denoising steps. This limitation results in a slow sampling
problem when a large number of denoising steps are employed in the reverse
process. In order to speed up the model operation and reduce the amount of
computation, we optimize the model by reducing the number of denoising steps
T.

Using a larger step size (that is, fewer denoising steps) in the reverse process
will have two problems. Firstly, the assumption of Gaussianity in the denoising
distribution cannot be guaranteed to hold under large denoising steps and non-
Gaussian data distributions. Furthermore, with each subsequent enhancement
of the denoising process, the distribution for noise removal becomes increas-
ingly intricate and exhibits multiple modes. To address this, a non-Gaussian
multimodal distribution can be constructed to accurately model the denoising
distribution. In light of the ability of conditional GANs to accurately simulate
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Fig. 2. The overall pipeline of DiffGAN-VC, where G(x, z, t) is the generator of our
model. D(xt−1, xt, t) denotes the discriminator of our model, q(xt|xt−1) is thus the
true denoising diffusion transition.

complex conditional distributions within the image domain, we adopt condi-
tional GANs to approximate the true denoising distribution. We use CycleGAN
as the base model, then modify this model to conditional GANs, and finally fuse
this model with the diffusion model, forming a new denoising diffusion GANs.
The overall pipeline of the DiffGAN-VC is depicted in the Fig. 2.

Within our framework, we express the training procedure as the alignment
between a conditional GAN generator and its ability to execute operations
pθ(xt−1|xt) and q(xt|xt−1). This objective is accomplished through the utiliza-
tion of an adversarial loss, aiming to decrease the divergence Dadv during every
denoising iteration.

In order to facilitate the integration of adversarial training into our model,
we introduce a discriminator that is dependent on time and denoted as
Dθ(xt−1, xt, t) : RN ×R

N ×R → [0, 1], where θ represents the associated param-
eters. This time-dependent discriminator is designed to assess the plausibility
of xt−1 being a denoised version of xt, taking into account their respective n-
dimensional inputs. During the training process, the discriminator is optimized
by following a specific objective. The aim is to bolster the discriminator’s capac-
ity to differentiate between the denoised and noisy variants of the input data,
thereby ultimately enhancing its discriminatory prowess.

min
ϕ

∑

t≥1

Lq(xt)Lq(xt−1|xt)[− log Dϕ(xt−1, xt, t)]

+ Lpθ(xt−1|xt)[− log(1 − Dϕ(xt−1, xt, t))] (3)

Our approach involves the comparison between synthetic samples derived
from the generator pθ(xt−1|xt) and authentic samples obtained from the con-
ditional distribution q(xt|xt−1). It is worth highlighting that the generation of
the first expectation necessitates the sampling of data points from a distribu-
tion, namely q(xt|xt−1), which is not explicitly known to us. This introduces an
additional challenge in effectively estimating and evaluating the expected values.



Voice Conversion with Denoising Diffusion Probabilistic GAN Models 161

Given the discriminator, we train the generator using the following objective:

max
θ

∑

t≥1

Lq(xt)pθ(xt−1|xt)[log(Dϕ(xt−1, xt, t))] (4)

In order to achieve the denoising step, the objective of our model involves
updating the generator using a non-saturating GAN objective.

The diffusion model introduces a parameterized approach through
fθ(xt−1|xt). This means that the denoising model incorporates a parameteri-
zation scheme, allowing for the estimation of xt−1 based on xt. Initially, the
denoising model pθ(xt−1|xt) predicts the value of x0. Subsequently, xt−1 is sam-
pled from the posterior distribution q(xt−1|xt, x0), taking into account both xt

and the predicted x0.
The distribution q(xt−1|x0, xt) provides an intuitive representation of the

distribution of xt−1 during the denoising process, which occurs from xt to x0.
Similarly, we define pθ(xt−1|xt) in the following manner:

pθ(xt−1|xt) = Gθ(xt, z, t))dz (5)

The distribution pθ(x0|xt) captures the implicit nature of the GAN gener-
ator Gθ(xt, z, t), which is conditioned on both xt and the L-dimensional latent
variable z. This generator is responsible for producing the unperturbed version
x0. However, in our specific scenario, the role of the generator is to solely pre-
dict the unperturbed x0 and subsequently reintroduce the perturbation through
the utilization of q(xt−1|xt, x0). This enables us to maintain the perturbation
information while generating xt−1 based on the observed xt and the predicted
unperturbed x0.

GANs are known to have mode collapse and training instability. The poten-
tial causes include the inability to generate samples directly from complicated
distributions in a single step and overfitting issues when the discriminator only
considers clean samples. In contrast, due to the strong conditioning on x, our
model divides the generative process into multiple stages of conditional denoising
steps, each of which is very simple to model. Furthermore, the diffusion process
smoothes the data distribution and alleviates the overfitting problem in the dis-
criminator. Therefore, our model will have higher pattern coverage and training
stability. DDPM avoids the generator and discriminator in GAN being less stable
during training and the “backward collapse” problem. Compared with GAN, dif-
fusion model training is more stable and can generate more diverse high-quality
data. However, since DPM requires hundreds of iterations to generate data, their
inference speed is relatively slow.

4 Experiments

4.1 Experimental Setup

Dataset and Conversion Process: We evaluate our method objectively and
subjectively on part of the Speech Conversion Challenge (VCC) 2020 data set,
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which is a semi-parallel speech data set containing input and output speech from
two women and two men, each 70 English sentences, 20 parallel sentences, and
50 non-parallel sentences. There are a total of 4 × 3 = 12 distinct source-target
combinations that can be derived. The number of sentences used for training,
and test are 70 and 25, respectively. In our experiments, all speech signals are
sampled at 16 kHz. From every sentence, we utilized the WORLD toolkit to
extract various acoustic features, including 35 mel-cepstral coefficients (MCEPs),
logarithmic fundamental frequencies (log F0), and aperiodicities (APs). These
features provide valuable representations of the speech signal, capturing essential
characteristics related to spectral information, pitch contour, and the irregular
components of the signal. The extraction process involved careful analysis and
computation to ensure accurate and informative representations of the speech
data. We apply the DiffGAN-VC to MCEP transformation, for log F0, we use
log-Gaussian normalized transformation for transformation, use Aps directly,
and finally use WORLD vocoder to synthesize speech.

Table 1. Mean and standard error with different models.

Methods intra-gender inter-gender

MCD ↓ MOS ↑ MCD ↓ MOS ↑
VQVC 6.41 3.26 ± 0.36 6.71 2.89 ± 0.37

StarGAN-VC2 6.45 3.36 ± 0.42 5.85 3.35 ± 0.53

CycleGAN-VC2 6.09 3.71 ± 0.45 5.78 2.93 ± 0.47

DDPM 5.45 3.47 ± 0.43 5.76 3.47 ± 0.57

Our model 5.99 3.75 ± 0.42 5.62 3.86 ± 0.51

Experimental Details: We design the architecture based on CycleGAN-VC2,
employing a 2-1-2D CNN in the generator (G) and a 2D CNN in the discrimina-
tor (D). During the experiments, the input to the network is adjusted to xt, and
temporal embedding is utilized to ensure conditioning on the time step (t). The
latent variable (z) is responsible for controlling the normalization layer, where
a multi-layer FC network predicts the displacement and scale parameters in the
group normalization. The training procedure encompassed a total of 2 × 105

iterations. Moreover, to enhance the optimization process, a momentum term of
0.5 was incorporated, aiding in the stabilization and convergence of the training
procedure.

In the conducted experiments, we categorized the 12 different combinations
into two groups: inter-gender conversion and intra-gender conversion. The inter-
gender conversion includes transformations from female to male and from male
to female, while the intra-gender conversion includes transformations within the
same gender, specifically from female to female and from male to male.
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4.2 Objective Evaluation

We chose the VQVC, StarGAN, CycleGAN and DDPM based methods as the
comparison for our experiments, and objectively evaluated the results to verify
that the DiffGAN-VC has a certain improvement and optimization in model
performance. To conduct a thorough analysis and assess the performance of
the models, we employed the MCD metric, which serves as a measure of global
structural dissimilarities. The MCD metric calculates the distance between the
log-modulated spectra of the target and converted MCEPs. A smaller MCD value
indicates a higher level of similarity between the target and transformed features,
reflecting a better quality of conversion. In our evaluation, we generated a total
of 300 sentences, obtained through 4 × 3 source-target combinations. Each com-
bination consisted of 25 sentences. This comprehensive set of sentences allowed
us to evaluate across various source-target pairs and assess the effectiveness of
the conversion process. We compare DiffGAN-VC with VQVC, StarGAN-VC2,
CycleGAN-VC2 and DDPM, which are listed in Table 1, respectively. In Table 1,
DiffGAN-VC outperforms other models in terms of MCD. This suggests that
the introduction of multimodal diffusion methods in conditional GANs models
is useful for improving feature quality. These experiments confirm that the pro-
posed method effectively reduces the distance between the transformed acoustic
feature sequence and the target sequence.

A comprehensive evaluation was conducted to assess the performance of the
DiffGAN-VC method in multi-domain non-parallel voice conversion. The evalu-
ation involved multiple English-educated testers, and several listening tests were
carried out. The primary focus was on evaluating naturalness and voice similar-
ity.

To measure naturalness, a MOS test was employed. Testers assigned scores
ranging from 5 (good) to 1 (bad), with higher scores indicating better natural-
ness. A subset of 32 sentences, with durations between 2 and 5 s, was randomly
selected from the evaluation set for this test. The obtained results, including
MOS scores, are presented in Table 1.

4.3 Subjective Evaluation

Additionally, we conduct Voice Similarity Score (VSS) evaluation to assess the
similarity of the transformed voices to the original ones. The scoring system used
in the VSS test was the same as the MOS test, with testers assigning scores from
1 to 5 based on perceived similarity. We randomly select 12 sample pairs for this
test, which involved thirteen well-educated English speakers. Figure 3 illustrates
the outcome of the VSS evaluation, in which the labels T and S denote the target
and source speakers, respectively. Female and male speakers are represented by
F and M respectively. The MOS naturalness and VSS similarity scores for the
source and target speakers are presented in Table 1 and Fig. 3, respectively.

The evaluation results revealed several significant findings. Firstly, the
DiffGAN-VC method demonstrated a substantial improvement over the base-
line model in both inter-gender and intra-gender voice conversion tasks. More-
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Fig. 3. VSS for speaker similarity.

over, when considering the overall performance, DiffGAN-VC exhibited signifi-
cant advancements compared to the baseline CycleGAN-VC, both in terms of
naturalness and speaker similarity.

5 Conclusion

The primary goal of this research is to enhance the performance of Genera-
tive Adversarial Networks (GANs) and Denoising Diffusion Probabilistic Models
(DDPM) in various aspects, including speed, diversity, utilization of non-parallel
training data, and the coverage and diversity of generated samples. To accom-
plish this, we have made modifications to the existing CycleGAN-VC2 system
by incorporating the embedding of a stride denoised multimodal diffusion model.
Both the generator and discriminator are conditioned on this embedding, facili-
tating the targeting of specific source and target speakers. DiffGAN-VC has been
thoroughly evaluated using a limited training dataset. The evaluation demon-
strates that DiffGAN-VC outperforms CycleGAN-VC in terms of both objective
and subjective metrics. In this study, we have applied the DiffGAN-VC model
to speaker identity speech conversion. It is important to note that this approach
can be expanded to encompass additional tasks, such as multi-emotional voice
conversion and music genre conversion. Exploring these additional applications
represents a compelling direction for future research in this domain.
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Abstract. Music Emotion Recognition involves the automatic identifi-
cation of emotional elements within music tracks, and it has garnered
significant attention due to its broad applicability in the field of Music
Information Retrieval. It can also be used as the upstream task of many
other human-related tasks such as emotional music generation and music
recommendation. Due to existing psychology research, music emotion is
determined by multiple factors such as the Timbre, Velocity, and Struc-
ture of the music. Incorporating multiple factors in MER helps achieve
more interpretable and finer-grained methods. However, most prior works
were uni-domain and showed weak consistency between arousal mod-
eling performance and valence modeling performance. Based on this
background, we designed a multi-domain emotion modeling method for
instrumental music that combines symbolic analysis and acoustic analy-
sis. At the same time, because of the rarity of music data and the diffi-
culty of labeling, our multi-domain approach can make full use of limited
data. Our approach was implemented and assessed using the publicly
available piano dataset EMOPIA, resulting in a notable improvement
over our baseline model with a 2.4% increase in overall accuracy, estab-
lishing its state-of-the-art performance.

Keywords: Piano emotion recognition · Music information retrieval ·
Multi-domain analysis

1 Introduction

The emotional aspect of music, commonly known as its affective content, holds
significant importance and is often regarded as the essence of musical expres-
sion. The recognition of emotions in music, known as Music Emotion Recogni-
tion (MER), has emerged as a prominent topic and crucial objective within the
field of Music Information Retrieval (MIR). This recognition process assumes
paramount significance due to its widespread application in various scenarios
involving emotion-driven music retrieval and recommendation. Restricted by the
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complexity of emotion, research on MER has encountered great difficulties [9,31].
Emotion is a very complex psychological state, and different people have differ-
ent emotional thresholds [32]. This makes emotional annotation more difficult
and emotional data more scarce.

The recognition and understanding of the intricate interplay between vari-
ous factors within music and their impact on music emotion constitute a cen-
tral concern in ongoing research on MER. Investigating this matter not only
facilitates the advancement of more efficient and nuanced MER techniques but
also contributes to the development of comprehensive insights into the complex
nature of music emotion. Existing research usually applies disentanglement or
multi-domain analysis to modeling music emotion from multiple aspects. Berar-
dinis et al. [1] applies Music Source Separation during pre-processing and ana-
lyze the emotional content in vocal, bass, drums, and other parts separately,
their proposed method shows promising performance. Zhao et al. [37] provide a
new perspective by modeling music emotion with both music content and music
context, their proposed method applies multi-modal analysis on audio content,
lyrics, track name, and artist name of the music.

To further explore the essence of music emotion, research was also carried
out on instrumental music. In the field of psychology and affective computing,
Laukka et al. [18] proposed a convincing music emotion perception model for
instrumental music and concluded six factors that affect music emotion: Dynam-
ics, Rhythm, Timbre, Register, Tonality, and Structure. Those factors reflect
both the acoustic characteristics and the structural characteristics of the music.
Laukka’s model indicates the importance of incorporating both acoustic analysis
and symbolic analysis for MER. Acoustic factors such as Dynamics and Timbre
are highly related to the Arousal expression of the music but are not included in
the symbolic representations of music. Therefore symbolic-only methods show
relatively weaker performance on Arousal detection. Structural factors such as
Tonality and Structure are highly related to the Valence expression. Although
those factors are included in the acoustic domain, existing acoustic analysis
methods can hardly learn the structural information without extra supervision.
To incorporate all the important factors, both acoustic analysis and symbolic
analysis are needed.

However, most existing MER methods for instrumental music are uni-domain
and fail to model music emotion from multiple aspects. Existing researches
mainly apply deep-learning-based methods on the acoustic domain or uses
sequence-modeling methods on the symbolic domain representations of the
music. In their recent publication on emotion recognition in symbolic music, Qiu
et al. [30] introduced a pioneering approach utilizing the MIDIBERT model [4],
a large-scale pre-trained music understanding model. At present, no existing
research on Music Emotion Recognition (MER) for instrumental music inte-
grates both acoustic and symbolic analyses. As a result, we present an innovative
method in this study that encompasses music emotion modeling from both acous-
tic and symbolic perspectives. Given the representative nature of piano music
within the instrumental domain, we implemented and conducted an evaluation
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of our proposed approach using the publicly available piano emotion dataset
EMOPIA [16].

Our contribution can be summarized as follows:

– Inspired by existing psychology and affective computing research, we proposed
a multi-domain emotion modeling method for instrumental music, which only
needs audio input. Our method used a pre-trained transcription model to
obtain symbolic representation, therefore can be used on each instrument
that can be automatically transcripted.

– We designed a refined acoustic model with mixed acoustic features input and
a transformer-based symbolic model. Both models showed promising perfor-
mance.

– We implemented and evaluated our proposed method on the public piano
emotion dataset EMOPIA [16]. Our method achieved state-of-the-art perfor-
mance on EMOPIA with better consistency between Valence detection and
Arousal detection performance.

2 Related Works

There have been many studies in the research field of MER. According to the
different domains of focus, these studies include MER with acoustic-only and
MER with symbolic-only studies. These works have promoted progress in MER,
and there are also some points that can be improved.

2.1 MER with Acoustic-Only

In order to explore which part of the vocal or accompaniment music carries more
emotional information, Xu et al. [36] used the sound source separation technol-
ogy, combined with the 84-dimensional manual low-level features (such as Mel
frequency cepstrum coefficient (MFCC), spectral center, spectral attenuation
point, spectral flux, and other similar measures.), and then used a classifier to
recognize music emotion. Coutinho et al. [6] extracted 65 Low-level Descriptors
(LLDs) in a time window of 1 s and calculated their first-order difference to
obtain a total of 130 low-level features, then calculated the mean and standard
deviation of each LLD in one second, and finally formed a 260-dimensional fea-
ture vector, and then used Long Short-term Memory (LSTM) network to carry
out regression prediction of dynamic V/A (Valence/Arousal) value. Fukayama
et al. [8] proposed a method to adapt to aggregation by considering new acous-
tic signal input based on multi-stage regression. At the same time, a method of
adjusting the aggregation weight is introduced to deal with the emotion caused
by the new input that cannot be known in advance, and the deviation observed
in the training data is utilized by using Gaussian process regression. Li et al. [19]
introduced a novel approach to tackle dynamic emotion regression by leverag-
ing Deep Bi-directional Long Short-term Memory (DBiLSTM) in a multi-scale
regression framework. Moreover, the author also examined the influence of dis-
similar sequence lengths between the training and prediction stages on the overall
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performance of DBiLSTM. By investigating this aspect, the study aimed to gain
insights into the effects of such variations on the efficacy of the model. [23]
uses the CNN network that can process local information with fewer parameters
and the RNN network that can process context information, that is, the CRNN
structure, which uses the least parameters than Media Eval 2015.

Other methods have achieved the best results in the dynamic regression
prediction of emotion at that time. Huang et al. [14] introduced the atten-
tion mechanism into the music emotion classification task, and introduced the
attention layer with short-term and short-term memory units into the deep con-
volution neural network for music emotion classification. Different weights are
allocated on different time blocks (chunks), and the song-level emotion clas-
sification prediction is obtained through fusion. Liu et al. [22] regards music
emotion recognition as a multi-label classification task, and uses convolutional
neural networks and spectrum diagram to complete end-to-end classification.
Chen et al. [2] considered the complementarity between CNN with different
structures and between CNN and LSTM, and combined multi-channel CNN
with different structures and LSTM into a unified structure (Multi-channel Con-
volutional LSTM, MCCLSTM) to extract advanced music descriptors. Choi et
al. [3] employed a pre-trained convolutional neural network (CNN) feature, which
was initially trained for music auto-tagging purposes. They then successfully
transferred this CNN to various music-related classification and regression tasks,
showcasing its adaptability and versatility. Similarly, Panda et al. [27] introduced
a collection of innovative affective audio features to enhance emotional classifica-
tion in audio music. The authors observed that conventional feature extractors
primarily focus on low-level timbre-related aspects, neglecting essential elements
like musical form, texture, and expressive skills. To address this limitation, the
authors devised a novel set of algorithms specifically designed to capture infor-
mation related to music texture and expression, effectively compensating for the
significant gaps in music emotion recognition research.

2.2 MER with Symbolic-Only

Previous research employed manual extraction of statistical musical characteris-
tics, which were subsequently inputted into machine learning classifiers to fore-
cast the emotional aspects of notated music. Grekow et al. [10] conducted an
analysis on classical music in MIDI format and extracted 63 distinct features.
In a similar vein, Lin et al. [20] conducted a comparative investigation involv-
ing multiple features (audio, lyrics, and MIDI) extracted from the same music.
Remarkably, they discovered that MIDI features exhibited superior performance
in emotion recognition. Building upon this finding, the researchers utilized the
JSymbolic library [25] to extract 112 advanced music features from MIDI files.
Subsequently, Support Vector Machine (SVM) was employed to classify the data.
Similarly, Panda et al. [28] employed various tools to extract features from MIDI
files and utilized SVM for classification purposes.

More recent studies demonstrate a growing adoption of a symbolic music
encoding technique similar to MIDI [26], which is gaining popularity among
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researchers. Additionally, deep learning models have emerged as the promi-
nent approach in this field. Ferreira [7] devised a method to encode MIDI files
into MIDI-like sequences, leveraging LSTM and GPT2 for sentiment classifi-
cation purposes. This approach offers simplicity and efficiency. Drawing inspi-
ration from the remarkable achievements of BERT, Chou et al. [5] introduced
MidiBERTPiano, a large-scale pre-trained model utilizing CP representation.
The proposed model showcases promising outcomes in various domains, includ-
ing symbolic music emotion recognition. Highlighting the paramount importance
of emotional expression in music’s intrinsic structure, Liu et al. [30] proposed a
straightforward multi-task framework for the symbolic MER task. Notably, this
approach benefits from readily available labels for auxiliary tasks, eliminating
the need for manual annotation of labels beyond emotion classification.

3 Methodology

The complete diagram illustrating the overall architecture of our proposed app-
roach can be observed in Fig. 1. The structure contains two branches: the acoustic
domain branch (marked in yellow) applies acoustic analysis on mixed acoustic
features with a Conv-based acoustic encoder, and the symbolic domain branch
(marked in blue) applies symbolic analysis on music score sequence by using a
Transformer-based symbolic encoder. It is worth noting that the outputs of the
two branches come from the same modality, that is, from the acoustic input, so
they belong to different domains of the same modality.

Fig. 1. The overall structure. The feature representations of the two domains are gen-
erated by the acoustic domain branch and the symbolic domain branch in the model,
and the fusion process is completed in CDA.
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3.1 Acoustic Domain Analysis for Arousal Modeling

For the acoustic domain analysis, we want to explicitly extract the information
that relates to music emotion expressions, such as Timbre and Dynamics [18]. We
use a mixed feature as input, which consists of the Mel-frequency Cepstral Coeffi-
cient (MFCC), Mel-spectrogram, Spectral Centroid (SC), and Root Mean Square
Energy (RMSE) of the audio input. SC and RMSE reflect the energy distribution
and changes of the audio, which is strongly correlated to music emotion expres-
sion. We use mel-spectrogram instead of STFT spectrogram because it better
fits the human auditory perception process. We also calculate a 20-dimensional
MFCC with librosa [24]. After these features are obtained, we resize and align
them in the time dimension. The mixed feature can be obtained by splicing these
features.

The processing flow of the acoustic domain branch is shown at the top of
Fig. 1. We use a 2D-ConvNet module as the acoustic encoder for its great ability
to encode temporal and frequency domain information simultaneously. After the
feature extraction process, the extracted features are flattened and combined in
the channel dimension to form the acoustic domain output. A comprehensive
summary of the settings used in the experiment can be found in Table 1.

Acoustic domain analysis shows better performance on Arousal detection
than symbolic domain analysis. Arousal is mainly decided by acoustic attributes
such as Dynamics, Energy, and Timbre, which are not included in symbolic
domain representation. Therefore we calculate an extra arousal classification
loss function using Binary Cross Entropy (BCE) on the acoustic domain analysis
branch during the training process.

3.2 Symbolic Domain Analysis for Valence Modeling

As mentioned above, our proposed method is designed to perform both acoustic
and symbolic domain analysis with only audio input. That is to say, our symbolic
part uses the automatic piano transcription module to form the symbolic domain
representation instead of directly using the MIDI files in the EMOPIA dataset.
This provides a common paradigm for other transcribable musical instruments.
Therefore for the symbolic domain analysis branch, we use a pre-trained auto-
matic transcription model to perform piano transcription. Specifically, we use
the refined version of Onsets and Frames [11,12] proposed by Zhao et al. [38],
which shows better generalizability and costs fewer computation resources. The
transcripted piano score is converted into MIDI format, which includes the onset,
offset, duration, and velocity of each note.

The music score is the “language” of the music and is a semantic sequence
similar to natural language. Therefore the symbolic representation of the music
score is similar to that of the natural language.

In this work, we use a refined MIDI-like representation for note embedding,
which is shown in Fig. 2. Unlike the original MIDI-like [26] representation, we
add an attribute named “harmonic” which explicitly denotes the number of
sounding notes at the onset of a note. Since harmonic is an important part of
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musical performance, we decide to add extra information about it. Therefore,
the symbolic domain representation for a single note consists of the onset time,
harmonic, velocity, time shift, and offset time of the note.

Fig. 2. The refined MIDI-like symbolic representation we used.

The structure of the symbolic domain analysis branch is shown at the bottom
of Fig. 1. After the note embeddings are obtained, we input them into a Trans-
former encoder module [34] to extract the emotional representation of the piano
score. The Transformer encoder module consists of four original Transformer
encoder layers adopted in [34]. We pre-trained the encoder with the MIDI data
from the MAESTRO dataset, for there are not enough samples in EMOPIA to
train our Transformer encoder module.

Symbolic domain analysis mainly focuses on the high-level semantics of the
note sequences, which leads to better Valence detection accuracy than acoustic
analysis. As we want to make use of its advantage, we calculate an extra valence
classification loss on the symbolic domain analysis branch during the training
process.

3.3 Combining Symbolic and Acoustic Analysis

The final purpose of our method is to perform 4-Quadrant (4Q) classification
concerning both Arousal and Valence, therefore the cross-domain feature fusion
method is important. When combining extracted acoustic domain features and
symbolic domain features, the Cross-domain Attention (CDA) module is used for
cross-domain feature fusion. CDA has a similar mechanism to multi-head cross-
modal attention [33]. In CDA module, Query and Key-Value pairs come from
two different domains instead of different modalities in cross-modal attention.
Each attention head can be calculated separately:

Attention(FQ, FK , FV ) = softmax(
FQ(FK)T

√
d

)FV

= softmax(
FαWQ(FβWK)T

√
d

)FβWV (1)

Let FQ, FK , and FV denote the vectors for Query, Key, and V alue, respec-
tively. Within the attention mechanism, these input vectors are obtained by
multiplying the extracted features of the α and β domains, represented as Fα

and Fβ , with their respective learnable weight matrices WQ, WK , and WV . Here,



Multi-domain Music Emotion Modeling for Instrumental Music 175

d represents the dimension size of the Key vector. The multi-head attention can
be defined as the concatenation of each individual head:

MultiHead(Fα, Fβ) = Concat(head1, ..., headH)WO (2)
headi = Attention(FαW i

Q, FβW i
K , FβW i

V ) (3)

The learnable weight matrix WO and the number of attention heads H play
crucial roles in this multi-head attention mechanism. By leveraging multiple
attention heads, this mechanism effectively highlights the significant aspects of
each domain, which cannot be achieved through simple concatenation alone.

As shown in Fig. 1, in each processing procedure, our model calculates the
CDA mechanism twice. We calculate an acoustic cross-domain attention mecha-
nism and a symbolic cross-domain attention mechanism separately. This bidirec-
tional CDA fusion strategy brings higher fusing efficiency. The output of acoustic
CDA and symbolic CDA are concatenated and input into a classifier for 4Q emo-
tion classification. During the training process, we calculate a 4Q Label loss on
this classifier using Cross Entropy (CE) loss function.

4 Experiments

To assess the effectiveness of our proposed model, we conducted two primary
types of experiments in this study: comparative studies and ablation studies.
These experiments were designed to thoroughly evaluate and analyze the per-
formance of our model from different perspectives.

4.1 Expriments Setup

We use the EMOPIA [16] dataset, which is an open-source dataset for piano-
based emotion recognition. EMOPIA contains 1087 piano clips from 387 songs,
all piano clips are annotated with their MIDI files and emotion labels. As only
music metadata is available, we collect all music files by their corresponding
YouTube ID with the ‘youtube-dl’ package. Following the configuration employed
in [16], the dataset was divided into train-validation-test splits with a ratio
of 7:2:1, ensuring appropriate proportions for training, validation, and testing
stages. However, due to the unavailability of several music pieces on YouTube,
we’re only able to use approximately 90% data of the whole dataset. Similarly,
we not only perform the classification of 4 quadrants but also carry out the
binary classification tasks of high/low Valence and high/low Arousal. For the
pre-training phase of the Automatic Piano Transcription model, we utilized the
MAESTRO dataset (“MIDI and Audio Edited for Synchronous TRacks and
Organization”) [12], encompassing a comprehensive collection of more than 200 h
of meticulously paired audio and MIDI recordings.
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Table 1. Acoustic Encoder Settings.

Layer Channel Kernel Size Stride Maxpooling

conv1 64 3× 3 1 2× 2

conv2 128 3× 3 1 2× 2

conv3 256 3× 3 1 2× 2

During the training process, the training data is divided into mini-batches
with a batch size of 64. The Adam optimizer [17] is employed, utilizing a learning
rate of 0.0001. To implement all experiments, the PyTorch framework [29] is
utilized.

It is important to note that MIDI files from the EMOPIA dataset were not
utilized in our experiments. As our proposed model exclusively takes audio files
as input, our aim is to evaluate the overall performance of the complete model,
including the refined AMT module.

Table 2. Comparison with symbolic-domain methods on EMOPIA.

Method 4Q A V

LSTM-Attn [21]+MIDI-like [26] .684 .882 .833

LSTM-Attn [21]+REMI [15] .615 .890 .746

symbolic-LR [16] .581 .849 .651

MIDIBERT [4] .634 / /

MT-MIDIBERT [4,30] .676 / /

proposed model .708 .874 .869

4.2 Comparative Studies

We compared our proposed model with other existing methods on the same
EMOPIA dataset. To the best of our knowledge, there is no existing multi-
domain piano emotion recognition research. So we compared our model with
several uni-domain symbolic-domain models proposed in [16] and [30], including
two models based on BLSTM and self-attention mechanism (LSTM-Attn for
short) using MIDI-like and REMI symbolic representation, a linear regression
model based on hand-crafted features, and two pre-trained Bert-like models. For
a fair comparison, we directly used the original results announced in their works.
In [4,30], valence metrics and arousal metrics are not provided, therefore are not
shown in the table.
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Table 2 shows the comparison between our method and the other five
symbolic-domain methods. All the methods show high and similar performance
on Arousal detection, which indicates that Arousal detection is a relatively sim-
ple task. Due to the strong sequence-modeling ability of our transformer-based
symbolic domain model, our method shows the highest Valence detection per-
formance and outperforms the LSTM-Attn+MIDI-like model by 3.6%. On 4Q
classification metrics, our model also achieves state-of-the-art performance and
outperforms the LSTM-Attn+MIDI-like model by 2.4%.

We also compared our model with two existing acoustic-domain models, one
uses linear regression on hand-crafted features and the other uses a ResNet-
like network. Table 3 shows the comparison between our method and the other
two acoustic-domain methods. All acoustic-domain methods show strong perfor-
mance on Arousal detection as well. This is in line with common sense, because
Arousal is greatly affected by energy, velocity, and dynamics, and this informa-
tion is evident in acoustic information. Though our method is slightly weaker on
Arousal detection, it still outperforms the Short-chunk ResNet model by 3.1%
on the 4Q metrics.

Table 3. Comparison with acoustic-domain methods on EMOPIA.

Method 4Q A V

Audio-LR [16] .523 .919 .558

Short-chunk ResNet [13,35] .677 .887 .704

proposed model .708 .874 .869

4.3 Ablation Studies

We designed and carried out a series of ablation studies to test the effect of our
improvements. In the symbolic-only model and acoustic-only model, we use our
symbolic branch and acoustic branch individually in order to test the effect of
combining them. In the STFT-input model, we use an STFT spectrogram as
input instead of the mixed acoustic feature. In the Single-loss model, we do not
calculate the extra loss on the two branches and only calculate the Label loss.

The experimental results of the ablation studies are shown in Table 4. Com-
pared to the two uni-domain models, our cross-domain fusion strategy costs per-
formance loss on Arousal and Valence detection. However, our proposed model
outperforms these two models by over 5% on the overall 4Q accuracy metrics.
This indicates that our model is able to make better decisions by considering
both symbolic and acoustic information.

The STFT-input model shows huge performance loss on Arousal metrics,
which proves that using mixed acoustic features can improve Arousal detection
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performance. When using the STFT spectrogram as input, a deeper network
is needed to extract the acoustic features. By using hand-crafted features, our
method shows strong acoustic modeling ability with only three Conv layers. The
single-loss model also shows over 2.5% performance loss on both 4Q and Arousal
metrics, which indicates that our strategy of calculating the extra loss function
works.

Table 4. Ablation studies trained and evaluated on the EMOPIA dataset.

Method 4Q A V

Symbolic-only .651 .843 .891

Acoustic-only .630 .902 .697

STFT-input .689 .804 .871

Single-loss .683 .845 .883

proposed model .708 .874 .869

5 Conclusion

In this study, we introduce a novel multi-domain approach for piano emotion
recognition, which can also be extended to other instruments with automatic
transcription capabilities. Our proposed model leverages a pre-trained tran-
scription model, enabling multi-domain analysis solely based on audio input.
To the best of our knowledge, there is a lack of research specifically addressing
piano emotion recognition. Our proposed model capitalizes on the complemen-
tary and redundant aspects between the acoustic and symbolic domains, leading
to improved consistency in valence detection and arousal detection. Experimental
results demonstrate that our proposed model surpasses the baseline approaches
in terms of Valence classification and 4Q classification metrics. Moving forward,
our future work will focus on designing enhanced symbolic representations for
music, investigating superior cross-domain fusion strategies to enhance overall
performance, and developing a universal framework for addressing the emotional
aspects of transcribed musical instruments.
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Abstract. Document-level relation extraction aims to identify the rela-
tions between the entities in an unstructured text and represents them
in a structured way for downstream tasks such as knowledge graphs
and question answering. In recent years, graph neural network-based
methods have made significant progress in relation extraction. However,
these methods usually require extracting all the entities in the document
first, then a classifier is used to analyze the relations between the enti-
ties regardless of whether they have any relation. This wastes a lot of
time analyzing the relations of irrelevant entity pairs and reduces the
classifier’s attention to relevant entity pairs. To address this issue, this
paper proposes a relation extraction module that integrates Relational
Reasoning and Heterogeneous Graph neural Networks (RRHGN). The
method finds a meta-path for each entity pair in a document and uses
multi-hop reasoning to analyze the entities on the meta-path to deter-
mine whether there is a strong reasoning path between the entity pair.
The relational reasoning module built into the method makes the classi-
fier focus more on the relevant entity pairs in the document, thus reducing
the task burden of the classifier and improving the accuracy of entity rela-
tion extraction. Experimental results on the large-scale document-level
relation extraction dataset DocRED show that the proposed method
achieves significant performance improvement compared with existing
methods.

Keywords: Document-level relation extraction · Heterogeneous graph
neural network · Multi-hop reasoning

1 Introduction

The purpose of document-level relation extraction is to extract the relations
between different entities in a document and to represent them in a structured
way. It plays an important role in natural language processing tasks such as
information retrieval [1], question answering [2], and dialogue system [3]. Usu-
ally, document-level relation extraction involves a large number of entities, and
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Fig. 1. A example from the dataset DocRED.

these entities are sparsely distributed in multiple sentences that constitute a
document. According to the statistics of human tagged corpus extracted from
Wikipedia documents, more than 40.7% of entity relationship facts need to be
jointly extracted from multiple sentences. Therefore, it is very necessary to study
document-level relationship extraction methods [4,5]. Recently, some researches
introduced graph data structure into the task of document-level relationship
extraction [6–8]. The common way is to construct document-level heterogeneous
graphs according to different entity types, and then encoding the graphs using
attention mechanism, finally classifying the relationships among entities in the
graphs using classifiers. However, such methods need to extract all the entities
in a document first, and then classify the relationships among the entities. In
this process, relation analysis for a large number of unrelated entity pairs not
only distracts the attention of the classifier, but also reduces the efficiency of the
classifier.

Figure 1 is an example in DocRED dataset. Entities (Riddarhuset, Sweden)
are pairs of entities to be classified. They are located in sentences 1 and 4 respec-
tively, and need to be obtained by relational reasoning between sentences. How-
ever, sentences 1 and 4 contain a large number of irrelevant entities (e.g., Kunglia
Hovkapellet, Roval Court, 1731), and the relational classifier needs to classify
them regardless of whether there is a relationship between these entities. Obvi-
ously, these irrelevant entity pairs distract the classifier. Usually, judging whether
there is a relationship between two entities across sentences requires reasoning,
and there is often a reasoning path for related entity pairs, such as sentences
1 and 4. We can judge that Stockholm is the capital of Sweden through the
first sentence, and that Riddarhuset is an area of Stockholm through the fourth
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Fig. 2. The reasoning process of RRHGN.

sentence. Therefore, through reasoning between these two sentences, we can get
(Riddarhuset, Sweden) that the relationship between the two entities is (coun-
try). If there is a relationship between two entities, we can find a reasoning path.
However, the existing methods need to extract the relationship between entities
regardless of whether there is a relationship between them, which greatly reduces
the efficiency of task execution.

To solve the above problems, this paper proposes a document-level relation-
ship extraction method based on relational reasoning and heterogeneous graph
neural network (RRHGN). In this method, a relational reasoning module is built
to judge whether there is a strong reasoning path between two entities, to pre-
dict the probability of relationship between these two entities. By constructing a
dynamic graph structure, relational reasoning module is completed through mul-
tiple iterations on the selected meta-path. In each reasoning process, only the
related nodes are reserved, and the irrelevant nodes are shielded, thus ensuring
that all useful information is transmitted. Figure 2 shows the reasoning process
of RRHGN, which tries to find a strong reasoning path between two entity pairs,
so that the classifier pays more attention to those related entity pairs and com-
pletes the relationship extraction better. Gray denotes nodes in the reasoning
process.

The main contributions of this paper are as follows:

(1) A relation reasoning module is proposed for relation extraction of graph struc-
ture to solve the problem that irrelevant entity pairs will distract the attention
of entities in the process of relation reasoning using graph structure.

(2) Through multi-hop reasoning on meta-path nodes, it can be judged whether
there is a strong reasoning path between entities.
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(3) Experiments on DocRED, a large relational extraction dataset, show that the
proposed method can accurately predict the relationships between entities.

2 Related Work

Existing document-level relation extraction methods can be roughly divided into
sequence-based methods and graph-based methods.

2.1 Sequence-Based Document-Level Relationship Extraction
Methods

Sequence-based document-level relationship extraction methods directly use neu-
ral networks to learn entity representations in documents, and classify all sent
entity pairs. Zhou et al. [9] proposed a global context-enhanced graph convo-
lution network model, which combined Transformer encoder with graph neural
network, and considered both global and local dependencies among entities. Ye
et al. [10] proposed a pre-training model based on BERT, which enhanced the
reference reasoning ability of language representation by introducing reference
resolution task, carried out document-level relation extraction experiments on
DocRED dataset, and achieved very good results. Zeng et al. [11] proposed a
model for separating intra-sentence and cross-sentence reasoning, which uses
Transformer encoder to process each sentence and the whole document respec-
tively, and uses graph convolution network to classify relations. Giorgi et al. [12]
developed a sequence-to-sequence approach, seq2rel, that can learn the subtasks
of DocRE (entity extraction, coreference resolution and relation extraction) end-
to-end, replacing a pipeline of task-specific components. Liu et al. [13] proposed
an effective structure enhanced transformer encoder model (SETE), integrating
entity structural information into the transformer encoder. However, for long
documents, sequence based methods are prone to losing semantic relationships
and cannot effectively obtain global information.

2.2 Graph-Based Document-Level Relation Extraction Methods

Graph-based document-level relationship extraction methods often need to
model documents according to the relationship between entities and sentences
in documents, and use graph neural network [14] to build document graphs
and learn the related information between entities. Some researches use graph
convolution network (GCN) [15] to extract document-level relations, but these
methods do not make full use of the global information of documents. To solve
this problem, Sahu et al. [7] proposed a labeled graph convolution neural network
model (GCNN), which uses cross-sentence and intra-sentence dependencies to
capture local and non-local dependency information. Park et al. [16] used a graph
structure and an entity attention awareness mechanism to capture the global
information of documents. Hu et al. [17] proposed a multi-granularity interac-
tive network (HAIN) to capture global information at three levels: word, sentence
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Fig. 3. Overall overview of the method.

and document-level. In addition, Zeng et al. [18] proposed a graph aggregation
reasoning network (GAIN) with double graph features, considering that a sin-
gle global graph can not get complete global information, which used multiple
hierarchical networks to extract structured features. Nan et al. [19] used graph
structure for multi-hop reasoning, which effectively solves the problems of long
distance and implicit relationship. Sun et al. [20] proposed Dual-Channel and
Hierarchical Graph Convolutional Networks (DHGCN), which constructed three
graphs in token-level, mention-level, and entity-level to model complex interac-
tions among different semantic representations across the document. Based on
the multi-level graphs, they applied the Graph Convolutional Network (GCN)
for each level to aggregate the relevant information scattered throughout the
document for better inferring the implicit relations. Although these methods
capture the global information well, they do not take into account that not all
entity pairs need relation extraction, and some irrelevant entity pairs will dis-
tract the classifier’s attention from related entity pairs. Therefore, this paper
proposes a relational reasoning module based on graph structure, which tries to
find a strong reasoning path through reasoning analysis on meta-path, and helps
classifiers to extract relations better.

3 The Proposed Method

In this paper, a document-level relationship extraction method based on relation
reasoning and heterogeneous graph neural network (RRHGN) is proposed for
document-level relationship extraction. As shown in Fig. 3, the method mainly
includes two parts: a heterogeneous graph network and a relational reasoning
module. Heterogeneous graph network uses self-attention mechanism to encode
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entities in heterogeneous graph, and a multi-layer perception is used as a classi-
fier to extract the relationship of entity pairs. Considering that most irrelevant
entities will distract the attention of related entity pairs, this paper proposes a
relational reasoning module, which starts from one of the entity pairs, makes
reasoning analysis on the meta-path, calculates the probability of the existence
of meta-path, and judges whether there is a relationship between entity pairs,
so that the classifier pays more attention to related entity pairs, which increases
the efficiency and accuracy of relational classification.

3.1 Heterogeneous Graph Network

Construction of Heterogeneous Graph. Referring to the construction of
heterogeneous graph by Xu et al [27], this paper defines three types of
nodes: Sentence node, Mention node and Entity node, and defines six types
of edges: Sentence-Sentence (SS), Mention-Sentence (MS), Mention-Mention
(MM), Entity-Mention (EM), Entity-Sentence (ES) and Mention-Coref- erence
(CO). Therefore, a document can generate an adjacency matrix to represent the
connection between nodes. The final document can be represented by a hetero-
geneous diagram G = {V,E}.

Encoder. Following the work of Guo et al. [21], we use graph attention network
to encode each node in the heterogeneous graph to obtain an effective graph
representation. Let hl

n be the initial node, we first concatenate the outputs of
all the previous l layers of {s1n, s2n, ·, ··, sl−1

n } and transform them into a fixed-
dimensional vector:

hl
n = W l

e · [vn : s1n : s2n : · · · : sl−1
n ] (1)

where sl−1
n ∈ R

d0 ,W l
e ∈ R

d0×(l×d0). We use self-attention mechanism[20] to
extract the feature relations of C neighbor nodes {hl

a1, h
l
a2, ·, ··, hl

ac} and hl
n

connected to vn. Here, K and V are key-value matrices determined by the types
of edges of the neighbor nodes:

sln = softmax(
hl
nKT

√
d0

)V (2)

Finally, combine the node vn and the relation information of the document
through a non-linear layer to obtain the global information of the document:

qn = Relu(W0 · [vn : s1n : · · · : sln] (3)

The heterogeneous graph is finally represented as: G = (q1, q2, · · ·, qn).

Classifier. Classifier is a sigmod function with a multi-layer perceptron (MLP)
to compute the probability of the relation:

R(r) = P (r|{ei, ej} = sigmod(MLP([qi, qj ])) (4)
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3.2 Relation Reasoning Module

The classification strategy of classifying all entity pairs by the classifier is obvi-
ously unreasonable. Therefore, the relation reasoning module is used to judge
whether there is a relation between entity pairs, so that the classifier can pay
more attention to the related entity pairs and improve the efficiency and accuracy
of classification.

Meta-Path. When there is a relation between two entity pairs, a strong reason-
ing path can usually be found to prove that there is indeed a relation between
the entity pairs. Conversely, when there is no relation between two entity pairs,
such a strong reasoning path cannot be found.

Therefore, we need to find such a strong reasoning path to prove that there
is indeed a relation between the entity pairs. Hence, this paper defines three
meta-paths to infer whether there is such a strong reasoning path between the
entity pairs [23].

(1) Pattern recognition: In this form of reasoning, two entities are connected by
a sentence, and the relation pattern is EM-MM-ME.

(2) Logical reasoning: In this form, two entities are connected by a common entity,
and the relation pattern is EM-MM-CO-MM-ME.

(3) Coreference reasoning: In this form of reasoning, two entities appear in a
sentence, and the relation pattern is ES-SS-SE.

Different entity pairs have one or more meta-paths between them. Therefore,
we prioritize the meta-paths according to the priority: pattern recognition >
logical reasoning > coreference reasoning. Many entity pairs have multiple paths
for the same meta-path type, but according to the document writing habit, the
entities that appear later are often replaced by pronouns, and the entities usually
appear for the first time at the beginning of the article. Therefore, we choose
the first meta-path that appears in the document.

Relation Reasoning. For each entity pair {e1n, e2n}, a meta-path φn =
{Q1, Q2, · · ·, Qt} can be found. A graph neural network is used to propagate
the node information of an entity to its neighboring nodes. A dynamic graph
attention mechanism is employed to simulate the reasoning process. In the rea-
soning stage, if each node needs to propagate information to its neighboring
nodes, then the more relevant two nodes are, the more information will be prop-
agated. This paper only allows the node information that is related to the query
to be propagated. An attention network between the query and the entities is
used to predict a mask mt, which obtains the starting entity in the t-th reasoning
step.

q̃t = Meanpool(Qt) (5)

γ(t) =
q̃tV (t+1)eti√

d2
(6)
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m(t+1) = sigmod([γ(t+1)
1 , · · ·, γ(t+1)

N ]) (7)
˜E(t) = [m(t+1)

1 et1, · · ·,m(t+1)
N etN ] (8)

where Vt is a linear projection function that multiplies the entity node with the
mask, encouraging the required initial entities, and other unnecessary entities
will be penalized, so this can limit the information dissemination of irrelevant
nodes.

Then the graph attention method (GAT) [24] is used to compute the atten-
tion score α between a meta-path node and its neighbors:

h
(t+1)
i = Ute

(t+1)
i + bt (9)

β
(t+1)
i,j = LeakyReLU(WT

t [h(t+1)
i , h

(t+1)
j ]) (10)

α
(t+1)
i,j =

exp(β(t+1)
i,j )

∑
k exp(β(t+1)

i,k )
(11)

where Ut ∈ R
d2×2d2 and Wt ∈ R

2d2 are linear projection parameters, and α
represents the proportion of neighbor information assigned to neighbor entity j
in row i.

Summing each node column-wise yields a new entity containing information
gathered from neighbor nodes:

e
(t+1)
i = ReLU(

∑

j∈Bi

α
(t+1)
j,i h

(t+1)
j ) (12)

where Bi is the set of neighbors of entity i, and finally we get the updated entity
embeddingE(t+1) = [e(t+1)

1 , · · ·, e(t+1)
N ].

Relational reasoning consists of multiple steps, and the newly visited entity
in the previous step will be the starting entity for the next step. Here we use the
modified Bi-Attention network [25] to update the probability of query reasoning
to the next step:

p(Q(t+1)|Qt) = Bi-Attention(Q(t), E(t+1), Q(t+1)) (13)

The probability of the final whole meta-path is expressed as:

N(φn) =
C∏

1

p(Q(t+1)
(c+1)|Qt

c) (14)

where C is the number of probabilities reasoned on the meta-path.

3.3 Path Reasoning

Using the relational reasoning module as a relational indicator, when classifying
relations, the auxiliary classifier performs relational classification:

S(r) = log(R(r)) + λ · 1
C

log (N (φn)) (15)

where λ is a hyper-parameter that controls the importance of relational reason-
ing.
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3.4 Loss Function

When training the proposed method, this paper uses the binary cross
loss to train the triplet (subject, object, relation) in the dataset, namely
{{e1tn, e2tn, rtn}Nt

n=1}Tt=1, to optimize the parameters of the neural network.
Loss function for the heterogeneous graph network:

Lossh = − 1
∑T

t=0 Nt

T∑

t=1

Nt∑

n=1

{
rtn log

(
R

(
rtn

))}
+

(
1 − rtn

)
log

(
1 − R

(
rtn

))
(16)

Loss function for the relational reasoning module:

Lossr = − 1
∑T

t=0 Nt

T∑

t=1

Nt∑

n=1

{
rtn log N (φn)

}
+

(
1 − rtn

)
log (1 − N (φn)) (17)

where rtn ∈ (0, 1). Finally, the whole loss of RRHGN is the sum of the heteroge-
neous graph network loss and the relational reasoning module loss:

Loss = Lossr + Lossh (18)

4 Experiments

4.1 Dataset

This paper uses a widely used document-level relation extraction dataset
DocRED for experiments. DocRED is a large-scale human-annotated document-
level relation extraction dataset built from Wikipedia and Wikidata. DocRED
contains 132,375 entities and 56,354 relational facts, which are annotated
on 5,053 Wikipedia documents. It is currently the largest human-annotated
document-level relationship extraction Dataset [4].

4.2 Experimental Setting

All the experiments in this paper are completed on the Ubuntu20.4 platform, the
CPU uses Intel(R) Xeon(R) Platinum 8358P CPU @ 2.60GHz, and the graphics
card uses NVIDIA A40 GPU. The language used is Python3.9, the encoder
uses GloVe embedding (100d), the model optimizer uses Adam, and the optimal
parameter settings of the model are shown in Table 1.

For evaluation, on DocRED, following Yao et al. [4], we use the widely
employed F1 and Ign F1 as the evaluation metrics. Ign F1 refers to exclud-
ing the relational facts shared by the training and dev/test sets. F1 is defined
as:

F1 =
2 × P × R

P + R
where precision(P ) and recall(R) are defined as:

P =
True Positives

True Positives+False Positives

R =
True Positives

True Positives+False Negatives
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Table 1. Model parameter values.

parameter values

learning rate 1e-4

l 2

batch size 32

epoch 300

4.3 Baseline

This paper compares the proposed method with existing sequence-based
document-level relation extraction methods (convolution neural networks
(CNN) [4], bidirectional LSTM (BiLSTM) [4], Context-Aware LSTM [4],
HIN-Glove [26]) and graph-based document-level relation extraction methods
(GAT [24], GCNN [8], EOG [6], AGGCN [21], LSR-Glove [19], GAIN-Glove [18])
in DocRED. The performance on the DocRED dataset was compared.

4.4 Experimental Results

Table 2 presents the experimental results of different document-level relation
extraction methods on the DocRED dataset.

Table 2. Comparison of Model Experiment Results.

Model Name Dev Test

Ign F1 F1 Ign F1 F1

CNN 41.58 43.45 40.33 42.26

LSTM 48.44 50.68 47.71 50.70

BiLSTM 48.87 50.94 48.78 51.06

Context-Aware 48.94 51.09 48.40 50.70

HIN-GloVe 51.06 52.95 51.15 53.30

GAT 45.17 51.44 47.36 49.51

GCNN 46.22 51.52 49.59 51.62

EOG 45.94 52.15 49.48 51.82

AGGCN 46.29 52.47 48.89 51.45

LSR-GloVe 48.82 55.17 52.15 54.18

GAIN-GloVe 53.05 55.29 52.66 55.08

RRHGN-GloVe(ours) 54.23 55.80 53.47 55.54

In the model based on Glove for word vector representation, the F1 of the
method proposed in this paper is higher than that of the sequence-based and
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Fig. 4. The case study of our proposed RRHGN and baseline.

graph-based baseline models by 0.46-13.28 in the test set, and achieved good
experimental results, reflecting the superiority of the RRHGN. The relational
reasoning module in this paper judges whether there is a relationship between
the entity pairs by analyzing the meta-path of the entity pair, so that the model
can pay more attention to the entity pairs that have relationships, and is more
conducive to relationship classification.

Table 3. Results of ablation experiments.

Model Name F1

Heterogeneous Graph Network 53.52

Heterogeneous Graph Network + Relational Reasoning Module(ours) 55.54

4.5 Ablation Experiments

In order to verify the gain effect of the relational reasoning module on hetero-
geneous graph network, this paper conducted an ablation experiment on the
DocRED dataset, and the experimental results are shown in Table 3.

Among them, the heterogeneous graph network means that only heteroge-
neous graphs are used to directly extract relationships.

Experimental results show that RRHGN proposed in this paper makes a
positive contribution on the task of relation extraction. RRHGN improves the
original basic model by 2.02% points. It can be seen that the RRHGN model
can improve the accuracy of relation extraction by constructing meta-paths and
performing reasoning analysis.

4.6 Case Study

Figure 4 shows a case study of our proposed method RRHGN and baseline. Het-
erogeneous graph network can identify the relationships between entity pairs
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within the same sentence, but their performance across sentences is not ideal.
RRHGN has achieved good results in cross sentence relationship extraction
through relational reasoning.

5 Conclusion

This paper proposes RRHGN to solve the problem that a large number of irrele-
vant entity pairs distracts the classifier from relational entity pairs. The proposed
method judges whether there is a relationship between entity pairs by reason-
ing and analyzing the meta-paths between entity pairs, and provides a basis for
the classifier. RRHGN acts as an indicator to assist classifiers when classifying
relations. Experiments show that the proposed method improves the accuracy
and efficiency of relation extraction. Although the model proposed in this paper
has a certain degree of improvement in the task of relation extraction, how to
further reduce the expenditure of computing resources, and how to update and
query through the simplest and most effective method while be considered in
our future work.
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Abstract. Named entity recognition (NER) aims to identify the entities with
specific meanings from text, which is an important basic tool in many fields such
as information extraction, question answering, and machine translation. In real-
world, to perform named entity recognition tasks conveniently and quickly, it
requires NER methods can quickly and accurately identify entities from the input
text after being trained by a small training set for subsequent operations. The
existing Chinese NER methods are usually based on BERT + LSTM + CRF
models. However, when the training set is small, the recognition accuracy of
these methods is relatively low. To solve this problem, this paper proposes a
named entity recognition method based on Textual Information Perception Fusion
(TIPF). It fully extracts the global features of the Chinese text through the Textual
Information Memory Perception module, and fully fuses the global features and
local features of the Chinese text using the Textual Information Adaptive Fusion
module, so that the Chinese NER can be realized quickly and accurately. The
proposed method is tested on several public datasets. Experimental results show
that, compared with the existing methods, TIPF can achieve a higher recognition
accuracy after training with a smaller training set.

Keywords: named entity recognition · deep neural network · natural language
processing · data integration

1 Introduction

Named entity recognition (NER) is one of the fundamental tasks in natural language
processing, which aims to identify entities with specific meanings from text [1], such as
person, location, organization, etc. In the process of multi-source data integration, NER
is often used in integration operations such as data cleaning and similar join to determine
whether different records in one or more data sources are described as the same entity
[2].

Recent research on Chinese NER mainly focuses on deep neural network-based
methods [3], especially the methods based on BERT + LSTM + CRF [4] model,
which contains a Bidirectional Encoder Representation from Transformers (BERT) [5]
to encode the input text, a Long Short-TermMemory (LSTM) network [6] to extract fea-
tures from the encoded text, and a Conditional Random Field (CRF) [7] to label entities
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based on the extracted features. For example, Liu Bingyang [8] proposed a Chinese NER
method incorporating global word boundary features, which suffered from the problem
of word boundary errors when using the double-character combination boundary fea-
tures for location recognition. Wei Zhu [9] proposed a Lex-BERTmodel that introduced
entity type information.Although themodel introduces entity information into the under-
lying part of BERT, which can improve recognition accuracy, the model relies heavily
on high-quality vocabulary with entity type information during the recognition process,
and the portability is poor.

More recently, the Lattice LSTM network [10] is proposed. It creates a thesaurus
through text segmentation, and then encodes the character sequence of the text to be
recognized and matches the latent words in the text according to the created lexicon.
The above process is based on characters and makes full use of the word and word
sequence information in the text. However, its accuracy will decrease rapidly when the
number of training samples is reduced.

In the real world, some applications utilize NER methods to meet users’ needs. In
these applications [11], to interact with users in (near) real-time, the number of training
samples ofNERmethods is usually reduced to reduce the training time, to ensure the high
interactivity of the model. However, for the existing NERmethods, reducing the training
time by reducing the number of training samples will reduce the recognition accuracy
of the model and even lead to under-fitting. Therefore, how to reduce the number of
training samples under the premise of ensuring recognition accuracy is a problem to be
solved.

To solve the above problems, this paper proposes a method based on Textual Infor-
mation Perception Fusion (TIPF) for Chinese named entity recognition. It consists of
two modules (a Textual Information Memory Perception module and a Textual Infor-
mation Adaptive Fusion module) to extract the text-level information (global features)
and the word-level information (local features). The proposed method is tested on sev-
eral public datasets such as People’s Daily 2014, Weibo NER, Boson, etc. Experimental
results show that TIPF outperforms the state-of-the-art methods for Chinese NER, and
can achieve a higher recognition accuracy than other methods after short-term training
with a small number of training samples.

The main contributions of this paper are summarized as follows.

(1) A Textual Information Perception Fusion based method is proposed for Chinese
named entity recognition.

(2) Based on a key-value memory network, a Textual Information Memory Perception
module is proposed to extract text features to improve recognition accuracy.

(3) Based on an attention mechanism, a Textual Information Adaptive Fusion module
is proposed to calculate the proportion of each information branch and improve the
accuracy of information fusion.

This paper contains five chapters. Section 1 introduces the background knowledge
related to named entity recognition and discusses the existing Chinese named entity
recognition methods. Section 2 introduces the proposed method. Section 3 introduces
the experimental environment used, and discusses and analyses the experimental results.
Section 4 concludes the whole paper and gives future research directions.
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2 The Proposed Method

This paper proposes a Chinese NER method based on Textual Information Memory
Perception named TIPF. As shown in Fig. 1, TIPF consists of four components. The left
part is the Textual Information Memory Perception module, the right part is the Lattice
LSTMmodule, and the middle part is the Textual Information Adaptive Fusion module,
the top part is the conditional random field module. Specifically, after encoding the
input text sequence in character units, it is sent to the Lattice LSTM module for feature
extraction, and each character generates a hidden vector that incorporates matching
word information. Then, the hidden vector corresponding to each character is sent to
the Textual Information Memory Perception module, stored in the key-value memory
network, and the hidden vectors of all characters that are the same as the character are
extracted from the key-value memory network to generate the corresponding context
information. The context information of the character and the hidden vector of the
character are calculated by the Textual Information Adaptive Fusion module to calculate
their respective weights, and the two are fused by weighted summation. Finally, the
hidden vector sequence fused with context information is sent to the conditional random
field module for entity labeling. In this way, TIPF can integrate the feature information
of the same words in different contexts, make full use of text-level information, and
realize the memory perception of text information from a global perspective, to improve
the accuracy of NER.

Fig. 1. TIPF method structure
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2.1 Word Representation and Word Embedding

In this paper, we use an open-source Chinese word embedding data of Tencent AI Lab
to encode the input text sequence [12]. To improve the labeling accuracy, character and
word embedding will be fine-tuned during the training of NER.

For the text to be recognized by the named entity, let its length bem, and denote it as
a sequence of characters:C = {c1, c2, . . . , cm}. For the j th character cj in this sequence,
its embedding is denoted as xcj :

xcj = ec
(
cj

)
(1)

where e∗ denotes an embedding lookup table. Using a Chinese word segmenter to divide
the large raw text into words to generate the corresponding lexicon D, and form a sub-
sequence of allwords in the lexiconD thatmatch the characters in the character sequence,
which is represented by the form of wd

b,j. As shown in Fig. 2, the starting values of b
and j are 1, which respectively represent the start and the end subscript of the word in
the character sequence. The word embedding of wd

b,j is:

xwb,j = ew
(
wd
b,j

)
(2)

Both character sequences andword sub-sequences are used as the input of themodel,
and the BIOES tagging scheme [13] is used for NER tagging.

Fig. 2. Word representation

2.2 Lattice LSTM Module

This paper is based on the character-based LSTM model, and the LSTM network used
to calculate the hidden vector of characters can be expressed as:

⎡

⎢⎢⎢
⎣

icj
ocj
f cj
c̃cj

⎤

⎥⎥⎥
⎦

=

⎡

⎢⎢
⎣

σ

σ

σ

tan h

⎤

⎥⎥
⎦

(

WcT
[

xcj
hcj−1

]

+ bc
)

(3)

ccj = f cj � ccj−1 + icj � c̃cj (4)
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hcj = ocj � tan h
(
ccj

)
(5)

where ccj serves to record recurrent information flow from the beginning of the sentence
to cj. When there is no related matching word in cj, ccj can be calculated by the formula
(4). hcj denotes the hidden vector corresponding to each character cj. i

∗, o∗ and f∗ denote
a set of input, output and forget gates, σ represents the sigmoid function, W∗ and b∗
represent the weight and bias of the model.

When there are related matching words in cj, the cell vector (word information)
of the related matching words is calculated by the simplified LSTM model. Since the
tagging process is based on characters, there is no need to calculate the hidden vector
corresponding to the matching word when calculating the word information. Therefore,
the output gate is removed based on the general LSTM model, and only cwb,j is used
to represent the recurrent state of xwb,j from the beginning of the sentence, finally, a
simplified LSTM model is obtained. The word embedding xwb,j of the matching word is
sent to the model to calculate the word information cwb,j.

⎡

⎢
⎣

iwb,j
fwb,j
c̃wb,j

⎤

⎥
⎦ =

⎡

⎣
σ

σ

tan h

⎤

⎦
(

WwT

[
xwb,j
hcb

]

+ bw
)

(6)

cwb,j = fwb,j � ccb + iwb,j � c̃wb,j (7)

By combining character input and word input, each ccj has more sources of
information flow. In Fig. 3, the input sources of cc7 include x

c
7, c

w
6,7, and cw4,7.

Fig. 3. Lattice LSTM module

Each cwb,j is linked with b ∈
{
b′|wd

b′,j ∈ D

}
to the cell ccj . Since the importance of

each word information cwb,j to ccj is different, the gate control unit i
c
b,j is used to control

the proportion of each cwb,j, and the gate control unit i
c
j is used to control the contribution

of the temporary unit state c̃cj to ccj corresponding to xcj . Finally, normalize the icb,j and
icj to αc

b,j and αc
j . The calculation method is as follows:

icb,j = σ

(

W lT
[
xcj
cwb,j

]

+ bl
)

(8)
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αc
b,j =

exp
(
icb,j

)

exp
(
icj

)
+ ∑

b′∈
{
b′′|wd

b′′,j∈D
} exp

(
icb′,j

) (9)

αc
j =

exp
(
icj

)

exp
(
icj

)
+ ∑

b′∈
{
b′′|wd

b′′,j∈D
} exp

(
icb′,j

) (10)

Therefore, when there are related matching words in cj, ccj can be calculated as:

ccj =
∑

b∈
{
b′|wd

b′,j∈D
}
αc
b,j � cwb,j + αc

j � c̃cj (11)

Finally, the LSTM hidden vector hcj corresponding to cj is calculated as:

hcj = ocj � tan h
(
ccj

)
(12)

Applying the input sequenceX = (
xc1, x

c
2, . . . , x

c
m

)
to the bidirectional LatticeLSTM

model, respectively, the bidirectional hidden vectors
−→
hc1 ,

−→
hc2 , . . . ,

−→
hcm and

←−
hc1 ,

←−
hc2 , . . . ,

←−
hcm

can be obtained. For the character cj, the hidden vector hcj after the fusion of related

matching word information can be expressed as: hcj =
[−→
hcj ,

←−
hcj

]
.

2.3 Text Information Memory Perception Module

In this paper, a key-value memory network [14] is constructed for sequence feature
extraction to obtain text-level information. The key-value memory network is based on
the key memory cache for addressing, and uses the value memory cache for reading,
which has a good effect on storing global information.

First, the LSTM hidden vector hcj corresponding to each cj is used as an extra knowl-
edge source to help prediction [15], and the corresponding key-value memory network
is generated. Key-value memory networks store text-level information based on “key-
value” memory components. The character embedding xcj of the character cj is used as
the key, and the corresponding LSTM hidden vector hcj is used as the value. During
entity recognition, it is stored in memory slots.

Memory slots are defined as pairs of vectors ((k1, v1) . . . (km, vm)), wherem denotes
the number of memory slots. So the same character occupies in many different memory
slots because of changing representations and embeddings under different contexts. In
each training epoch, eachmemory slot in the key-value memory network will be updated
once. For example, if the value of the hidden vector corresponding to the i th character
changes after calculation in a new training epoch, the value of the i th memory slot in
the corresponding key-value memory network will be rewritten to the calculated value.
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2.4 Attention Mechanism

For the i th character Pi in the entire training set, this paper all the contextualized
representations for this characterPi in the key-valuememorynetwork through an inverted
index [16] that find a subset MPi : ((

ks1 , vs1
)
. . .

(
ksT , vsT

))
of size T , and the inverted

index records the positions of the same character in the key-value memory network. T
represents the number of occurrences of character Pi among the training set. In Table 1,
the 16th character “河” can be found through the inverted index to find that its subscript
set in the key-value memory network is [4, 10, 16,…].

Table 1. Training instance

1. 沈(0)阳(1)市(2)浑(3)河(4)大(5)桥(6)。

2. 位(7)于(8)浑(9)河(10)之(11)上(12)。

3. 沟(13)通(14)浑(15)河(16)两(17)岸(18)交(19)通(20)。

4. …

Invert index:河 [4,10,16…]

For the character Pi, the contribution of the memory slots in the contextualized rep-
resentationMPi to the character Pi in the labelling process will be different depending on
the context. Therefore, this paper needs to use the attention mechanism [17] to calculate
the weight of the contribution of each memory slot inMPi to Pi.

For each character, in this paper, the key kj ∈ [
ks1; . . . ; ksJ

]
of the memory slot

in the corresponding subset of the character is used as the attention key, the value
vj ∈ [

vs1; . . . ; vsJ
]
of the memory slot is used as the attention value, and the char-

acter embedding xqi of the queried character serves as the attention query qi. This paper
uses Formula (13) to calculate the correlation degree uij = o

(
qi, kj

)
of qi and kj:

o
(
qi, kj

) = qik
T
j (13)

Finally, according to uij, the contribution weight αij of the memory slot whose key
is kj to the character embedding xqi can be calculated:

αij = exp
(
uij

)

∑T
z=1 exp(uiz)

(14)

For the character ci, the text-level information ri related to it can be calculated by
weighted summation:

ri =
J∑

j=1

αijvj (15)
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2.5 Text Information Adaptive Fusion

In order to integrate the text-level information ri of the current character ci with its
corresponding hidden vector hci more perfectly, the integration ratio of the two should
be determined according to the context of each character. In this way, the more important
parts of the two are better extracted, and the less important representations are discarded.
In this paper, a Textual InformationAdaptive Fusionmodule is designed, and its goal is to
enable the neural network to adaptively adjust the proportion of the two fusions according
to the recognition results. The basic idea is to use gates to control the information
flow from text-level information ri and hidden vector hci , so that these branches carry
information of different scales into the final hidden state. To achieve this goal, the gates
need to integrate information from all branches, resulting in better fusion results [18].

Fig. 4. Textual Information Adaptive Fusion module

The Fig. 4 shows the structure of the Textual Information Adaptive Fusion module.
First, the results of the text-level information ri and the hidden vector hci are preliminary
fused through element-wise summation to generate the feature descriptor si for precise
and adaptive selection guidance:

si = hci + ri (16)

Soft attention is used to adaptively select different dimensions of information, and
βr and βh denote soft attention of ri and hci respectively.

βr = exp
(
WrsTi

)

exp
(
WrsTi

) + exp
(
WhsTi

) (17)

βh = exp
(
WhsTi

)

exp
(
WrsTi

) + exp
(
WhsTi

) (18)

The final hidden state gi is obtained by multiplying ri, hci by their respective soft
attention and adding them:

gi = βr · ri + βh · hci (19)
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2.6 Conditional Random Field Module

The sequence g1, g2, . . . , gm is sent to the standard CRF layer for decoding, and the
probability of obtaining a label sequence y = l1, l2, . . . , lm is:

P(y|s) =
exp

(∑
i

(
W li

CRFgi + b(li−1,li)
CRF

))

∑
y′ exp

(∑
i

(
W li ′

CRFgi + b(li−1′,li ′)
CRF

)) (20)

where y′ represents an arbitrary label sequence. This paper uses the first-order Viterbi
algorithm [19] to calculate the score of each label sequence, and the set of label sequences
with the highest score will be used as the sequence labelling result. The loss function
can be expressed as:

L =
∑N

i=1
log(P(yi|si)) + λ

2
�2 (21)

where {(si, yi)}|Ni=1 denotes a set of manually labelled training data, λ is the L2
regularization parameter, and � represents the parameter set.

3 Experiments

To demonstrate the accuracy and effectiveness of the proposed method, experiments
are conducted on the People’s Daily 2014 dataset, Weibo NER dataset and Boson
dataset. The comparison methods include the current best-performing Lattice LSTM
[10] method, the Lex-BERT [9] method, and the classic BiLSTM-CRF method [20].
In the same experimental environment, compare the performance of the TIPF method
and existing methods and analyze the experimental results. The precision, recall and F1
value of are used as evaluation criteria to evaluate the performance of the method.

The specific information of the software and hardware environment of the training
process is, CPU: i5-10210U; memory: 16GB; operating system: macOS 11; Python
version: 3.8.12; PyTorch version: 1.10.0. The hyper-parameter settings of TIPF are
shown in Table 2.

Table 2. Hyper-parameter values

Parameters Value Parameters Value

char emb size 200 LSTM hidden 200

char dropout 0.1 LSTM layer 1

learning rate lr 0.015 lr decay 0.05
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Table 3. Statistics of datasets

Datasets Type Train Dev Test

People’s Daily 2014 (2K) sentence 2.0k 0.3k 0.3k

char 186.4k 20.6k 16.9k

People’s Daily 2014 (22W) sentence 22.0w 3.3w 3.3w

char 1822.9w 268.8w 272.4w

Weibo NER sentence 1.3k 0.3k 0.3k

char 73.7k 14.5k 14.8k

Boson sentence 1.8k 0.3k 0.3k

char 412.3k 67.4k 65.2k

3.1 Experimental Datasets

This paper conducts experiments on the People’s Daily 2014, Weibo NER and Boson
datasets. The statistical results for each dataset are shown in Table 3. Due to the large
corpus of the People’s Daily, in order to simulate the environment of a small data set, this
paper randomly intercepts part of the data for experiments (People’s Daily 2014(2K)),
and conducts experiments on the full data set (People’sDaily 2014(22W)) of the People’s
Daily to verify the effectiveness of the Textual Information Memory Perception module
in the TIPF method.

3.2 Experimental Results on Several Datasets

Table 4 shows the precision, recall and F1 value of TIPF and comparative methods for
Chinese NER on the People’s Daily 2014 (2K) dataset. Compared with other methods,
TIPF achieves the highest performance on each item.

Table 5 shows the experimental results on the People’s Daily 2014 dataset. It can be
seen that after increasing the amount of training data, the recognition accuracy of the
Lattice LSTM model has improved, but it is lower than the performance of the TIPF
method trained with 2k pieces of data. This shows that in the case of a small dataset,
TIPF can use the Textual Information Memory Perception module to fuse global and
local features, thereby achieving better recognition accuracy.

Table 6 shows the recognition accuracy, recall and F1 value of TIPF and contrasting
methods on the Weibo NER dataset. Compared with other methods, TIPF achieves the
highest or equal performance on each item.

Table 7 shows the experimental results on the Boson dataset. Compared with other
methods, TIPF achieved the highest F1 value, recognition accuracy and recall.

To sum up, comparing the experimental results of Weibo NER, People’s Daily 2014
and Boson in Table 4, 5, 6 and 7, it is found that the performance improvement effect
of the TIPF method on the People’s Daily 2014 data set is more obvious. By analyzing
the data samples in these three datasets, it is found that the People’s Daily 2014 data set
is based on the official news corpus of the People’s Daily, and some of the sentences
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Table 4. Results on the People’s Daily 2014(2K) dataset

Models Precision Recall F1

Lattice LSTM [10] 87.61 75.49 81.10

BiLSTM-CRF [20] 76.63 79.05 77.82

Lex-BERT [9] 89.77 76.28 82.48

TIPF 91.97 80.53 85.87

Table 5. Results on the People’s Daily 2014 dataset

Models Data Type Precision Recall F1

Lattice LSTM [10] People’s Daily 2014 (2K) 87.61 75.49 81.10

Lattice LSTM [10] People’s Daily 2014 (22W) 90.86 78.25 84.08

TIPF People’s Daily 2014 (2K) 91.97 80.53 85.87

Table 6. Results on the Weibo NER dataset

Models Precision Recall F1

Lattice LSTM [10] 51.69 34.52 41.39

BiLSTM-CRF [20] 49.32 35.16 41.05

Lex-BERT [9] 52.63 35.48 42.39

TIPF 56.53 35.94 43.94

Table 7. Results on the Boson dataset

Models Precision Recall F1

Lattice LSTM [10] 72.58 65.32 68.76

BiLSTM-CRF [20] 70.00 64.24 67.00

Lex-BERT [9] 72.19 65.91 68.91

TIPF 75.12 68.25 71.52

to be recognized in the training set are all from the same news corpus, and the context
of the sentences to be recognized is more closely related. In the Weibo NER dataset
and the Boson dataset, there are fewer sentences from the same corpus, which makes
the contextual connection of the sentences to be recognized relatively weak, resulting in
different overall performances of TIPF on these three datasets.
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The different performances of theTIPFmethod on the three datasets also illustrate the
effectiveness of this method. In the People’s Daily 2014 data set, sincemany sentences to
be recognized are from the same news corpus and have close contextual relationships, the
Textual InformationMemory Perceptionmodule in the TIPFmethod can accurately store
and memorize this context information, thereby improving the recognition efficiency of
the named entity recognition. On theWeiboNERdataset and the Boson dataset, although
the entity recognition accuracy of the TIPF method is generally lower than that on the
People’s Daily 2014 dataset, it is still higher than that of the existing methods. This
shows that the TIPF method can fuse the global and local features of the data as much
as possible to achieve better entity recognition results even in the face of data with weak
contextual connections.

3.3 Time Analysis

The above experimental results show that the Textual Information Memory Perception
module can achieve better recognition accuracy on small data sets. But for this paper,
the ultimate purpose of reducing the number of training sets is to reduce the training
time of the model. For this reason, we record the relevant time information in the model
training process, so as to better analyze and compare the time spent by each model in
obtaining a closer recognition result, and evaluate the time performance of each model.

People’s Daily 2014 Dataset. As shown in Table 8, the total training time required
for TIPF is much lower than that of other models to obtain the same F1 value on the
People’s Daily 2014 dataset. Compared with the Lattice LSTMmodel, the total training
time required by TIPF is only 39% of the total training time of the Lattice LSTMmodel.
Compared with the Lex-BERT model, the total training time required by TIPF is only
18% of the total training time of the Lex-BERT model. Compared with the BiLSTM-
CRF model, the total training time required by TIPF is only 22% of the total training
time of the BiLSTM-CRF model.

At the same time, the Lattice LSTM model achieved the highest F1 value of 84.08
after 31 rounds of training on the People’s Daily 2014 (22W) dataset, while the highest
F1 value of this model on the People’s Daily 2014 (2K) dataset is 81.10. This shows
that the recognition accuracy of the Lattice LSTMmodel decreases when the size of the
training set decreases. However, TIPF achieved the best results after only 22 rounds of
training on the People’s Daily 2014 (2K) than the Lattice LSTM model trained on the
full dataset (People’s Daily 2014 (22W)). In addition, the total training time required by
TIPF in a low-performance environment is nearly 95,000 s less than the total training
time of Lattice LSTM in a high-performance environment, which is only 17% of the
total training time of the Lattice LSTM model.

Weibo NER Dataset. Table 9 shows that the total training time required for TIPF is
much lower than that of other models. Compared with the Lattice LSTM and BiLSTM-
CRF models, the total training time required for TIPF is only 69% and 56% of the total
training time of the remaining two models. In addition, compared with the Lex-BERT
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Table 8. Comparison of total training time on the 2014 dataset of People’s Daily

Models Type F1 Time(s)

Lattice LSTM [10] People’s Daily 2014 (2K) 81.10 17454.96

Time for TIPF to obtain the same F1 value 6786.81

BiLSTM-CRF [20] People’s Daily 2014 (2K) 77.82 23631.20

Time for TIPF to obtain the same F1 value 5080.26

Lex-BERT [9] People’s Daily 2014 (2K) 82.48 53238.30

Time for TIPF to obtain the same F1 value 9344.35

Lattice LSTM [20] People’s Daily 2014 (22W) 84.08 114546.83

Time for TIPF to obtain the same F1 value 18843.28

model, the total training time of the TIPF is only 83% of the total training time of the
Lex-BERT model, saving nearly 1100 s of training time.

Table 9. Comparison of total training time on Weibo NER dataset

Models F1 Time(s)

Lattice LSTM [10] 41.39 4943.24

Time for TIPF to obtain the same F1 value 3216.61

BiLSTM-CRF [20] 41.05 6037.9

Time for TIPF to obtain the same F1 value 3400.13

Lex-BERT [9] 42.39 6195.84

Time for TIPF to obtain the same F1 value 5091.17

Boson Dataset. Table 10 shows that the total training time required for TIPF is much
lower than that of other models. Compared with the Lattice LSTM model, the total
training time required by TIPF is only 22% of the total training time of the Lattice
LSTM model. Compared with the Lex-BERT model, the total training time required by
TIPF is only 34% of the total training time of the Lex-BERT model. Compared with the
BiLSTM-CRF model, the total training time required by TIPF is only 21% of the total
training time of the BiLSTM-CRF model.
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Table 10. Comparison of total training time on the Boson dataset

Models F1 Time(s)

Lattice LSTM [10] 68.76 43585.95

Time for TIPF to obtain the same F1 value 9452.47

BiLSTM-CRF [20] 67.00 29017.68

Time for TIPF to obtain the same F1 value 6041.27

Lex-BERT [9] 68.91 27833.21

Time for TIPF to obtain the same F1 value 9452.47

4 Conclusion

In recent years, introducing lexical information into models has been a research topic
for Chinese named entity recognition tasks. In this paper, a method based on textual
information memory perception is proposed for Chinese named entity recognition. The
method fully integrates the global and local features of the text, and uses the LSTM
hidden state corresponding to each character/word as an extra knowledge source for
named entity recognition. In this way, after training with fewer training samples, the
method can achieve a high recognition accuracy and meet the needs of named entity
recognition for Chinese text. This paper tests the performance of the proposed method
on multiple public datasets. Experimental results show that the proposed method can
achieve better performance than state-of-the-art named entity recognition methods on
small datasets.
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Abstract. Aspect-based sentiment analysis (ABSA), as a fine-grained sentiment
analysis task, predicts polarities for given aspects in one text. However, in the
process of aspect-based sentiment analysis, there may be multiple perspectives
of sentiment-prone text information, as well as implicit sentiment expressions,
which can cause greatly influence on the accuracy of sentiment analysis results.
To address the aboveproblems, in this paper,wepropose an aspect-based sentiment
analysis model BERT-MSCBAM based on BERT and Multi-Scale Convolutional
Block Attention Module (MSCBAM). Our model firstly uses BERT to encode
the input text, then uses the MSCBAMmodule, which extracts the deep semantic
and key features by its structure of two Multi-Scale Channel Attention Modules
(CAMs) with different scales and one Spatial Attention Module (SAM) between
them, combining with ResNet, and finally obtains the prediction results through a
fully connected layer. To validate the effectiveness of ourBERT-MSCBAMmodel,
we conduct experiments on the Restaurant and Laptop datasets of SemEval2014
Task 4, and the Twitter dataset for our model in comparison with several current
mainstream models. The experimental results validate the effectiveness of our
model.

Keywords: Aspect-based sentiment analysis · BERT · CBAM

1 Introduction

Traditional coarse-grained sentiment analysis of product reviews identifies the sentiment
expressed in the whole review. However, in some cases, one review message may cover
multiple perspectives, and the sentiment from different perspectivesmay be inconsistent.
For example, a review on one productmay express the view that the quality of the product
is good, but the environment of the store is averagewhile its location is not good, onwhich
the coarse-grained sentiment analysis cannot cover the complete sentiment tendency
and draw an inaccurate conclusion. To address this situation, Aspect-based sentiment
analysis (ABSA) [1] can extract the different sentiment tendencies of corresponding
aspects of one review text to reach a relatively comprehensive and accurate sentiment
analysis conclusion. Aspect level sentiment analysis can identify the sentiment tendency
of each given aspect word in one text, and thus draw a more effective sentiment analysis
conclusion to avoid information loss.
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However, when performing ABSA for one certain aspect, there maybe multiple
other perspectives of sentiment-prone textual information, as well as implicit sentiment
expressions, which can lead to information missing during training and cause great
interference in the accuracy of sentiment analysis results.

To address the above problems, in this paper, we propose a deep learningmodel based
on BERT and the Multi-Scale Convolutional Block Attention Module (MSCBAM). The
main contributions of our work are as follows:

• A new aspect-based sentiment analysis model BERT-MSCBAM is proposed. The
model firstly encodes the text with BERT to obtain a matrix with contextual semantic
information; then processes the matrix with the MSCBAM module we propose in
this paper, which extracts the deep semantic and key features by its structure of two
Multi-ScaleChannelAttentionModules (CAMs)with different scales and one Spatial
Attention Module (SAM) between them, combining with ResNet; finally uses a fully
connected layer to obtain the prediction results.

• The performance of BERT-MSCBAM is evaluated using the Restaurant and Laptop
datasets from SemEval 2014 Task 4, and the Twitter dataset, which are widely used
in the field of ABSA tasks. The experimental results show that our BERT-MSCBAM
model achieves better results on all three datasets.

2 Related Work

Early solutions for ABSA tasks mainly used feature engineering-based approaches,
which performed sentiment analysis through supervised learning. Machine learning
models such as SVM [2] and decision trees [3] achieved good classification results
in ABSA tasks, which are simple in structure and effective in operation. However, they
rely too much on complicated pre-processing and feature engineering.

In recent years, as deep learning continues to make breakthroughs, various studies
that using deep learningmodels forABSAhave also achieved good results.Dong et al. [4]
conveyed the sentiment ofwords to the corresponding aspectwords by combiningRecur-
rent Neural Network (RNN) with syntactic analysis. Tang et al. [5] spliced the aspect
words with sentence on their left as well as right, respectively, and input the results into
Long Short-Term Memory Network (LSTM) to capture the connection between aspect
words and the context, and then spliced the two together to obtain the integrated textual
information. Convolutional Neural Networks (CNNs) can also be useful in aspect-based
sentiment analysis tasks. Xue et al. [6] proposed a model Gated Convolutional network
with Aspect Embedding (GCAE) based on CNN and gating mechanisms, which enabled
information filtering and improved computational efficiency through gated Tanh-ReLU
units. Zhang et al. [7] used a multilayer CNN to continuously reinforce the contextual
feature information associated with aspect words.

With the wide application of attention mechanism, many researchers have also
applied attention mechanism to ABSA tasks. Wang et al. [8] proposed ATAE-LSTM
(Attention-based LSTMwith Aspect Embedding) model that combined attention mech-
anism with LSTM, which gave different weights to different words when determining
the sentiment tendency of different aspect words in a sentence through the attention
mechanism, thus obtaining superior results than the traditional LSTM. Zhao et al. [9]
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proposed a classification model based on a bidirectional attention mechanism and Graph
Convolutional Network (GCN), which improved the model performance by capturing
the sentiment dependencies among multiple aspects of words in a sentence.

Pre-trained language models such as Bert [10] are also effective for aspect-based
sentiment analysis tasks. Xu et al. [11] proposed an ABSA method using BERT
pre-trained models, which was jointly trained to achieve reading comprehension and
aspect-based sentiment analysis. Dai et al. [12] demonstrated by experiments that trees
induced by RoBERTa performed better than syntactic dependency trees, thus proving
the effectiveness of RoBERTa for ABSA tasks.

3 Method

Fig. 1. The structure of BERT-MSCBAM

BERT-MSCBAM model consists of a text encoding layer, an attention focus layer
and a fully connected layer, as shown in Fig. 1. The text encoding layer is responsible
for converting the short text into a vector matrix by a BERT encoder; the attention
focus layer extracts the deep semantic and key features from the vector matrix through
the MSCAMs and the SAM of the MSCBAM, combining with ResNet; then the fully
connected layer obtains the prediction results from the previous key features.
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3.1 Text Encoding Layer

The dataset of ABSA task is D = {(si, ai, yi)}Ni=1 and its tag set is C = {c1, . . . , ck}. In
the dataset, there is a total of N pieces of comment texts, and this ABSA task belongs to
k classification problem. si is the i th comment text, ai is its corresponding aspect word,
and yi ∈ C.

We first perform pre-processing by splicing each piece of comment text with
each of its corresponding aspect words respectively to obtain texts with the same
length d in the form of [CLS] + si + [SEP] + ai + [SEP], which are used
as the input of the model. The specific input form is represented as ei ={
[CLS],w1,w2, . . . ,wx, [SEP], z1, . . . , zy, [SEP]}, ei consists of d words.

Then each piece of text is converted into a vector matrix X d∗h by a BERT encoder
with h hidden layers.

3.2 Attention Focus Layer

In the attention layer, we make improvement on the Convolutional Block Attention
Module (CBAM) [13] to better perform deep semantic and key feature extraction of the
text, enabling the model to better capture the key information in the sentence for a given
aspect word.

CBAM, as shown in Fig. 2, is a lightweight general-purpose module that can be
incorporated into various CNNs for end-to-end training. The module is simply and
effectively designed, consisting of a CAM module and an SAM module.

Fig. 2. The structure of CBAM

Like the original CBAM module, the attention focus layer of our model also con-
tains the SAM, the similar CAM, and the ResNet mechanism; however, our attention
focus layer improves the CBAM module performance in two aspects and we name this
improved CBAM as MSCBAM. The improvement can be summarized in two aspects:

• We adjust the shared MLP layer in the original CAM module to three shared MLP
layers of different sizes in parallel for better feature extraction and name the improved
CAM as MSCAM;

• Compared with the original CBAM module consisting of one CAM and one SAM
module to extract features serially, we add one MSCAM module after the SAM, and
the scale of the Shared MLP layer of this added one is different from that of the first
MSCAM.

Multi-scale Channel Attention Module. The original CAM module uses one Shared
MLP layer for feature extraction, as shown in Fig. 3; while our MSCAM in this paper
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uses three parallel Shared MLPs instead of the original one Shared MLP layer, as shown
in Fig. 4. The specific structure is as follows.

Fig. 3. The structure of CAM

Fig. 4. The structure of MSCAM

Firstly, the input matrix Fx1∗x2∗x3
c1 is passed through parallel MaxPool and AvgPool

layers to get two output matrixes, in which process the size of the feature matrix is
changed from x1 ∗ x2 ∗ x3 to x1 ∗ 1 ∗ 1; and then the two matrixes are passed through
three Shared MLP modules of different scales in parallel, where the weights of the
two are shared. In the three Shared MLP modules, the x1 dimension is compressed
into 1

2r ,
1
r and 2

r times from origin, respectively, and then expanded back; then the
three output matrixes of MaxPool and the three of AvgPool are processed by ReLU
activation function and stitched together respectively, and then the two output matrixes
are processed by convolution layer. Then the two obtained output matrixes are summed
element by element, passed through a dropout layer, and then passed through a Sigmoid
activation function to get the final output result Fx1∗1∗1

c2 of MSCAM.
Finally, the output Fx1∗1∗1

c2 is multiplied by the original matrix to obtain Fx1∗x2∗x3
c3 ,

transforming back to the size of x1 ∗ x2 ∗ x3.
The equation of MSCAM is as follows:

Mc(F) = σ
(
f 7∗7

[
MLP1(AvgPool(F)) + MLP2(AvgPool(F))+

MLP3(AvgPool(F))
] + f 7∗7[MLP1(MaxPool(F))+

MLP2(MaxPool(F)) + MLP3(MaxPool(F))])

= σ
(
f 7∗7

[
MLPGroupr

(
Fc
avg

)
+ MLPGroupr

(
Fc
max

)])
(1)

In the MSCAM, x1, which is the word vector dimension of the text, is compressed
and then recovered to the original size, while the dimensions x2 and x3, which are
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corresponding to the hidden layer size x = x2 ∗ x3, is compressed to 1 ∗ 1. This module
focuses on the meaningful information in each word vector.

Spatial AttentionModule. The structure of the SAM is shown in Fig. 5, and its specific
structure is as follows.

Fig. 5. The structure of SAM

Firstly, the input matrix Fx1∗x2∗x3
s1 is pooled by MaxPool and AvgPool to obtain the

feature matrixes with dimension 1 ∗ x2 ∗x3 respectively, then the two feature matrixs are
stitched together into a matrix with dimension 2 ∗ x2 ∗ x3 and convolved into a feature
matrix with size 1 in the first dimension by a convolution kernel of size m ∗m. Then the
output matrix is processed by a Sigmoid activation function to obtain the final feature
matrix F1∗x2∗x3

s2 .

Finally, the output F1∗x2∗x3
s2 is multiplied by the original matrix Fx1∗x2∗x3

s1 to obtain
Fx1∗x2∗x3
s3 , transforming back to the size of x1 ∗ x2 ∗ x3.
The equation of SAM is as follows:

Ms(F) = σ
(
f 7∗7

([
AvgPool(F);MaxPool(F)

]))

= σ
(
f 7∗7

[
Fs
avg;Fs

max

]) (2)

In the SAM, the dimensions related to hidden layer keep their sizes while the dimen-
sion of the word vectors are compressed. This module focuses on the different attention
weights corresponding to the different words in each piece of text.

Multi-scale Convolutional Block Attention Module. The structure of our proposed
MSCBAM is shown in Fig. 6, which contains two MSCAMs of different scales and one
SAM in the order of r0 scale MSCAM, SAM, and 2 ∗ r0 scale MSCAM.

Fig. 6. The structure of MSCBAM

In the attention focus layer of our model, the text encoding matrix X d∗h is first
transformed into Ad∗h1∗h2

1 (h = h1 ∗ h2), and then input into the MSCBAM. Then the
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output of the module Ad∗h1∗h2
2 is added with the previous module input using ResNet

mechanism and Ad∗h1∗h2
3 is obtained. Finally, the output of the attention focus layer

Ad∗h1∗h2
4 is obtained by a ReLU activation function layer.

3.3 Output Layer

The key information obtained from the attention focus layer Ad∗h1∗h2
4 is transformed into

Ma(a = d ∗ h1 ∗ h2) and input into a fully connected layer to obtain the final output
vector of dimension p, where p represents the number of different sentiment polarities
of the ABSA task. The specific equation is as follows:

ŷ = argmax
(
Ma∗Wa∗p + bp

)
(3)

whereWa∗p is a trainable parameter, bp is the bias term; and y
∧

is the predicted sentiment
polarity of the model.

ABSA is a classification task, so we choose Cross-Entropy as the loss function of
our model, which is calculated as:

loss = −
c∑

i=1

yilogyi
∧

(4)

where yi is the actual classification label.

4 Experiment

4.1 Experimental Datasets

To validate the effectiveness of our model, we experiment on the Laptop and Restaurant
dataset from the publicly available dataset SemEval-2014 task4 [14] and the Twitter
dataset [4], which contain comments and corresponding aspect words data, including
Positive, Negative and Neural emotional polarities. Table 1 gives the statistics of the
datasets used in our experiments (Tables 2 and 3).

Table 1. Statistical table of datasets

Dataset Positive Negative Neutral

Laptop-train 994 870 464

Laptop-test 341 128 168

Restaurant-train 2164 807 637

Restaurant-test 728 196 196

Twitter-train 1561 1560 3127

Twitter-test 173 173 346

4.2 Experimental Environment



218 Q. Wang and N. Yang

Table 2. Experimental environment

Experimental environment Configuration

Operating System Linux-5.15.65 + -x86_64-with-debian-bullseye-sid

Memory 13 GB

Programming Language Python 3.7.12

GPU Tesla P100-PCIE-16 GB

Deep Learning Framework PyTorch 1.11.0

CUDA 11.0

Table 3. Experimental hyperparameters

Parameters Value

BERT model bert-base-uncased

Optimizer adam

Word vector dimension d 128

BERT hidden layer dimension h 768

Number of Transformer layers 12

MLP descending coefficient r0 16

SAM convolution kernel size m ∗ m 3 * 3

Number of emotional polarity categories p 3

Dropout factor 0.5

Learning Rate 2e–5

Number of iterations 30

Batch Size 16

4.3 Experimental Hyperparameters

The strategy for training and optimizing our model is to use Adam optimizer to train
this model. And in the optimization process, we use Cross-Entropy as the loss function.

4.4 Experimental Evaluation Indicators

We choose Acc and F1 as evaluation indicators for the experiments, and the equations
for both are as follows:

P = TP

TP + FP
(5)

R = TP

TP + FN
(6)
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Acc = TP + TN

TP + FP + FN + TN
(7)

F1 = 2PR

P + R
(8)

4.5 Comparison Models

To verify the validity of this model, we compare our model with the following models
in experiments on the Laptop14, Restaurant14 and Twitter datasets, using Acc and F1
values as evaluation metrics.

• feature-based SVM: The model uses traditional feature engineering for contextual
feature extraction, and then uses support vector machine as a classifier for sentiment
polarity classification.

• TD-LSTM: Themodel splices aspect words with their left and right sentences respec-
tively, and then inputs the spliced texts into theLSTMnetwork for encoding in order to
capture the connection between the aspect words and their contexts, and then splices
the two encoded texts to get the integrated text information.

• ATAE-LSTM: The model combines LSTM model with attention mechanism to cap-
ture the correlation between aspect words and each context word, and then makes
integration to get the classification results.

• GCAE: The model is based on CNN and gating mechanism, in which gated Tanh-
ReLU units are used to selectively extract sentiment information from the context
based on aspect words.

• ASGCN: In the model, the syntactic dependency tree knowledge is used to construct
the adjacency graph, and then the syntactic feature information of the context is
extracted by the GCN network.

• AOA [15]: The model jointly extracts information on interaction features between
context and aspect words through an attention-over-attention neural network struc-
ture.

• AEN-BERT [16]: The model is based on BERT, the semantic information between
context and aspectual words is encoded by the attention mechanism.

• BERT-SPC [17]: The model uses BERT to conduct ABSA tasks.
• BERT4GCN [18]: The model integrates the syntactic order features of BERT PLM

and the syntactic knowledge of dependency graphs.

4.6 Main Results

The main experimental results are shown in Table 4.
The models of this comparison experiment contain traditional machine learning

models, LSTMmodels,CNNmodels,GCNmodels, attentionmodels, andBERTmodels.
In the above three datasets, themetrics of our model BERT-MSCBAMhave all improved
to a certain extent compared with the baseline models. Specifically, the accuracy of our
model reaches 87.41%, 81.19%, and 75.14%, respectively, which increases by 2.95%,
1.26%, and 0.43% compared with the highest values in the baseline model, respectively;
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Table 4. Model comparison results

Models Restaurant14 dataset Laptop14 dataset Twitter dataset

Acc F1 Acc F1 Acc F1

feature-based SVM 0.8106 – 0.7049 – 0.6340 0.6330

TD-LSTM 0.7563 0.6795 0.6813 0.6521 0.7080 0.6900

ATAE-LSTM 0.7720 0.7080 0.6870 0.6393 0.6864 0.6660

GCAE 0.7935 0.7052 0.7278 0.6710 0.7080 0.6766

ASGCN 0.8077 0.7202 0.7555 0.7105 0.7215 0.7040

AOA 0.7997 0.7042 0.7262 0.6752 0.7230 0.7020

AEN-BERT 0.8312 0.7376 0.7993 0.7631 0.7471 0.7313

BERT-SPC 0.8446 0.7698 0.7899 0.7503 0.7355 0.7214

BERT4GCN 0.8475 0.7711 0.7749 0.7301 0.7473 0.7376

BERT-MSCBAM 0.8741 0.8115 0.8119 0.7684 0.7514 0.7427

and the F1 values reaches 81.15%, 76.84%, and 74.27%, which increases by 4.17%,
0.53%, and 1.15% comparedwith the highest values in the baselinemodels, respectively.

Firstly, the results of our experiments prove the rationality and effectiveness of our
BERT-MSCBAM model in this paper. Secondly, the results demonstrates that the SAM
and CAM modules in CBAM are not only effective in the image processing field, but
also can achieve good results in the natural language processing field. In our compar-
ison experiment, the ASGCN model and the BERT-MSCBAM model both applies the
combination of CNN model and attention mechanism. According to the experimental
results, however, it can be revealed that the performance of our model BERT-MSCBAM
significantly surpasses that of ASGCN, which shows that the combination of attention
mechanism and CNN in our MSCBAM can more accurately extract the deep semantic
information.

4.7 Model Analysis

Influence of Parameters. The MLP descending coefficient r0 and the value of SAM
convolution kernel size m are two important parameters of BERT-MSCBAM, so that
their value selection can greatly influence the performance of the model. To explore
the most suitable values of r0 and m for BERT-MSCBAM in this paper, we conduct
experiments on the Restaurant and Laptop datasets, and finally obtain the results shown
in Fig. 7 and Fig. 8.It can be found from the experimental data that the best results are achieved when
the value of r0 is 16 and when the value of m is 3. Therefore, in our model, the value of
r0 is taken as 16 and the value of m is taken as 3.

Influence of Scale Sizes of MSCAM. To explore the effect of the scale sizes of
MSCAM, we conduct experiments on the Restaurant and Laptop datasets. We select
a total of 5 sets of combinations of different scales for the experiments, and the specific
downscaling data are shown in Table 5.
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Fig. 7. Comparison experiment results with different values of r0

Fig. 8. Comparison experimental results with different values of m

The results of the experiments are shown in Fig. 9.
The experimental data shows that ourmodel performs bestwhen the number of scales

is 3. Too few scales can result in insufficient information extraction of texts, while too
many scales can lead to overfitting and prolong the training time. Therefore, we select
3 as the number of scales for our model MSCAM.
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Table 5. Scale data for MSCAM

Number of scales MSCAM_1 MLP downscaling MSCAM_2 MLP downscaling
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Fig. 9. Comparison experiment results of MSCAM with different scales

Ablation Experiment. In order to verify the effect of SAM and MSCAM modules in
our MSCBAM of the model, we make comparison on the model BERT-SPC without
SAM andMSCAMmodules, the model BERT-CBAMwith the original CBAMmodule,
and the BERT-MSCBAM model with SAM and MSCAM modules of different orders.
The experimental results are as shown in Table 6.

From Table 6, there are several conclusions can be drawn. Firstly, by comparing
the results of BERT-CBAM model with the BERT-SPC model, it can be concluded that
the introduction of CBAM module can make a small improvement in the performance
of BERT model in ABSA tasks. Then, the small improvement obtained from the intro-
duction of MSCAM module proves that our MSCAM can improve the performance of
CBAMmodule in theABSA tasks. And it can be demonstrated that theBERT-MSCBAM
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model in this paper achieves the best results compared with the BERT baseline, the base-
line of the combination model of BERT and CBAMmodules and all other combinations
of BERT, MSCAM and SAMmodules with different orders, which can indicate that our
MSCBAM module can greatly improve the performance of the ABSA tasks, and that
BERT-MSCBAMmodel can extract the deep semanticmeaning of the text corresponding
to the specified aspects more effectively and obtain more accurate results.

Table 6. Results of ablation experiments of BERT-MSCBAM model

Models Restaurant14
dataset

Laptop14 dataset Twitter dataset

Acc F1 Acc F1 Acc F1

BERT-SPC 0.8446 0.7698 0.7899 0.7503 0.7355 0.7214

BERT-CBAM 0.8509 0.7912 0.7968 0.7461 0.7370 0.7163

BERT-MSCAM-SAM 0.8652 0.8072 0.7978 0.7531 0.7312 0.7186

BERT-MSCAM-MSCAM 0.8598 0.7947 0.7947 0.7589 0.7370 0.7268

BERT-SAM-MSCAM 0.8696 0.8118 0.7994 0.7630 0.7428 0.7367

BERT-MSCBAM 0.8741 0.8115 0.8119 0.7684 0.7514 0.7427

5 Conclusions

In this paper,weprove the effectiveness of the combinationmodel ofBERTandCBAMin
ABSA tasks, propose an improvement on the CAMmodule in CBAM,which is named as
MSCAM, and finally propose anABSAmodel BERT-MSCBAM,whichmakes effective
improvement to original CBAM module in ABSA tasks and combines the improved
module MSCBAM with BERT. To verify the effectiveness of our model, we conduct
extensive experiments in this paper using Restaurant14, Laptop14 and Twitter datasets,
and the accuracy of the BERT-MSCBAMmodel on these three datasets reaches 87.41%,
81.19%, and 75.14%, respectively, with F1 values of 81.15%, 76.84%, and 74.27%,
respectively, demonstrating that our model can effectively address specific ABSA tasks
by comparing it with the mainstream methods of ABSA tasks in experimental results.

Although our model has achieved good results, the datasets we use in the current
experiments are limited to the English language. Therefore, we will investigate the
effectiveness of our model on ABSA tasks in other languages in the future works. And
because the lengths of the sentences in the ABSA tasks vary greatly, key information
may be lost in the pre-processing process, which may cause some impact on the ABSA
results. In the future, we will further study on how to make improvement on text pre-
processing methods. And in the process of experiments, we find that despite the use of
dropout and other methods to prevent the overfitting of the model, a certain amount of
overfitting still occurs in the training process. Therefore, we will also study on how to
better avoid model overfitting in the future in order to further improve the performance
of BERT-MSCBAM.
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Abstract. The rapid proliferation of video applications in recent years
has triggered an unprecedented surge in Internet video traffic, which
in turn has presented substantial challenges for effective network man-
agement. However, existing methods for extracting features from video
traffic primarily focus on conventional traffic attributes, resulting in sub-
optimal identification accuracy. Furthermore, the challenge of handling
high-dimensional data is a common hurdle in video traffic identification,
necessitating a robust approach to select the most pertinent features cru-
cial for accurate identification. Despite the abundance of studies utiliz-
ing feature selection to enhance identification performance, there exists
a notable lack of research that addresses the quantification of feature
distributions with small or no overlap. This study proposes, firstly, the
extraction of features relevant to videos, thereby assembling an expan-
sive feature repertoire. Secondly, in the pursuit of forming an effective
subset of features, the current research introduces the adaptive distri-
bution distance-based feature selection (ADDFS) methodology. Using
the Wasserstein distance metric to quantify the differences between fea-
ture distributions. To gauge the efficacy of this proposal, a dataset com-
prising video traffic from various platforms within a campus network
environment was collected, and a series of experiments were conducted
using these datasets. The experimental results indicate that the proposed
method can achieve highly accurate identification performance for video
traffic.

Keywords: Feature selection · Feature extraction · Video traffic
identification · Network management

1 Introduction

At present, most Internet users watch videos daily, resulting in a rapid increase in
video traffic. According to Ericsson’s mobility report, video traffic is anticipated
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to comprise 80% of the complete mobile data traffic by the year 2028. Therefore,
effective identification and management of video traffic, particularly game video
traffic, have become an important research topic for network management.

Some researchers have explored video traffic identification over the past
decade. In the early research of computer vision, video content identification
often uses image shapes, textures and other features to complete [1]. However,
this method is not applicable from the network traffic perspective. The rapid
development of network traffic identification is helpful in solving this problem.
Most existing researchers have extracted traffic features related to video trans-
mission, such as application data unit, burst, etc., and used them thereafter to
complete the prediction of video QoS and QoE, identification of video applica-
tion type. Unfortunately, they did not focus on identifying video scene traffic.
Additionally, cloud game, as an emerging game mode, is essentially a way of
video flow transmission, which is potentially harmful to teenagers. As far as we
know, there is no research reported about identifying cloud game traffic. Some
researchers have also begun to focus on improving the QoE and QoS of cloud
game traffic, but they have not approached it from the perspective of network
traffic. Thus, to extract effective features for video identification becomes an
urgent concern.

A key issue is that current research studies mainly focus on traditional fea-
tures, these features can not achieve the ideal video identification effect, and
further research on video scene traffic feature extraction is needed. Besides,
another key problem that should be further discussed is that the quality of
extracted or selected features can significantly and directly impact the perfor-
mance of identification. Irrelevant or redundant features can cause unnecessary
cost and time overhead, even negative impact for the model identification. Thus,
a high-performance feature selection method is crucial for traffic recognition.

In response to the challenges outlined above, we present the following con-
tributions.

– A novel method for adaptive distribution distance-based feature selection
(ADDFS) is introduced.

– A new feature extraction method based on video traffic peak point is pro-
posed, which can be used as an effective supplement of traditional packet and
flow level features.

– Different kinds of video traffic data are collected, including cloud game video
traffic and video scene traffic.

Roadmap: Sect. 2 introduces the related research. Sect. 3 reviews the video
traffic identification method. Sect. 4 presents the experimental results. Lastly,
this paper is concluded in Sect. 5.

2 Related Research

2.1 Video Traffic Identification

Three kinds of traffic identification methods have been used for video traffic iden-
tification: port-based, deep packet inspection, and machine learning algorithms.
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The first two methods have become ineffective owing to the dynamic port and
encryption techniques, making machine learning-based method a widely used
technology. In 2012, Ameigeiras et al. [2] analyzed YouTube’s video traffic gen-
eration pattern to predict the quality of video watching experience. Given that
early YouTube videos were based on Flash, which is no longer used, this method
is no longer effective for current video traffic. Reed et al. [3] proposed a new bit
per peak feature extraction method, and used these features for classifying video
stream titles.

At present, only a few researches focus on cloud gaming video traffic iden-
tification, and the existing study has primarily concentrated on the analysis
and modeling of cloud gaming traffic and improving the cloud gaming experi-
ence. Suznjevic et al. [4] collected cloud gaming video samples to calculate video
indicators from the time and space dimensions. Thereafter, they analyzed the
relationship among game types, cloud gaming video traffic features, and video
indicators. In 2015, Amiri et al. [5] proposed a paradigm for SDN controller to
reduce cloud gaming delay. These studies rarely focus on identifying cloud game
video traffic and video scene traffic, and this paper will focus on it.

2.2 Feature Selection

Feature selection is vital for traffic identification because all types of features are
extracted from raw traffic data. Many of these features are redundant or with no
contribution for identification. Therefore, researchers have attempted to develop
effective methods to evaluate and select traffic features in recent years. Zhang et
al. [6] and Mousselly et al. [7] used KL and JS divergence respectively to analyze
the correlation and redundancy of different class labels, which can effectively
deal with the fluctuation of feature samples. Nevertheless, their research did not
address the issue of small overlap or no overlap between feature distributions.

Recently, certain researchers have started employing feature selection tech-
niques for video traffic identification. Dong et al. [8] combined ReliefF and PSO
to solve the excessive dimensionality problem in network traffic classification. Wu
et al. [9] used a linear consistency-constrained method to select features for mul-
timedia traffic classification and completed instance purification in the selection
process. As far as we know, no study using has been conducted on distribution
distance to measure the similarity between video traffic feature distributions.
Therefore, this paper overcomes this drawback, by using Wasserstein distance
to adaptively measure the similarity between feature distributions, and build an
effective feature selection algorithm thereafter.

3 Methodology

This section describes the framework for video traffic identification, as shown in
Fig. 1.
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Fig. 1. The framework of the proposed video traffic identification method.

3.1 Data Collection

Only a few public video traffic data sets are available for video traffic identifica-
tion research. Thus, a cloud gaming video traffic data set (CG-UJN-2022) and
video scene traffic data set (VS-UJN-2022) in a controlled campus environment
was collected.

Video Scene Traffic Data Collection. The collected video scene traffic data
can be divided into two categories: static and action scene videos. The action
scene video mainly consists of fragments from science fiction action films, such
as Pirates, Transformers, The Avengers, etc. However, static scene videos have
a simple scene, such as light music video, natural views, and class scenes. We
collected both types of data from YouTube and Bilibili.

Videos from the mentioned categories will be initially downloaded to the
client computer, followed by using FFmpeg to segment the original video into
clips with a consistent duration of 120 s. We regard a 120 s video segment as a
scene because such a segment can provide sufficient network features for coarse-
grained video scene identification.

Secondly, with the Selenium library and Xpath Helper, fixed video clips are
automatically uploaded to YouTube and Bilibili. With t-shark, we achieved auto-
matic on-demand delivery of targeted videos and automatic collection of video
traffic while playing the videos. During video playback on the client’s computer,
all other network applications are shut down to prevent the generation of extra-
neous traffic.

Cloud
Gaming Video Traffic Data Collection. YOWA cloud gaming, Tencent
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Start, MiguPlay, and Tianyi cloud gaming are the four cloud gaming platforms
we visited. To compare with other data features, wireshark was set to automat-
ically save collected data as a.pcap file every 120 s. Similar to video scene traffic
data collection, other applications were closed while collecting target traffic. Seg-
ments of the background traffic were also captured, primarily encompassing the
most prevalent application categories. Detailed information about the collected
traffic data is presented in Tables 1 and 2.

3.2 Data Preprocessing

First, We group the collected traffic data into flows based on five tuple infor-
mation: {src IP, src port, dst IP, dst port, protocol (TCP/UDP)}. Since that
YOWA, MiguPlay, and TianyiPlay use UDP as the transport layer protocol, we
focus on UDP packets when analyzing the three platforms and TCP packets for
the rest of the traffic.

Second, elephant flows are selected from the mice flows. Elephant flows is an
important focus in this study, as video traffic is mostly elephant flows. The num-
ber of non zero payloads is used to eliminate mice flow. According to experience,
those flows with under 500 packets are considered mice flows to be eliminated.

Lastly, the SNI extension field within the Client Hello packet serves the pur-
pose of identifying whether the captured flow corresponds to the intended target
flow.

Table 1. The details of video scene traffic data

Data Set Platform Flows Bytes

VS-UJN-2022 YouTube Action 4,994,062,797
Static 3,294,957,584

Bilibili Action 5,956,426,782
Static 7,672,791,660

CG-UJN-2022 START 83 3,401,167,754
YOWA 58 2,116,354,048
MiguPlay 61 2,548,042,936
TianyiPlay 63 3,132,444,936

3.3 Feature Extraction

A total of 89 statistical features are extracted from preprocessed data in this
study. We analyze the packet sequence features of each flow from three directions,
namely upstream, downstream, and all packets. The traditional traffic features
mainly include packet inter-arrival time (IAT), payload size, TCP window size,
TCP flag, packet number, packet header. The detail are shown in Table 3.
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Table 2. The details of background traffic data

Flows Bytes

Online Meeting 5 21,501,967
Chatting 56 134,386,569
PC Video 42 704,530,546
PC Live Steaming 40 397,123,864
Web Browsing 57 73,440,492
Online Shopping 42 142,277,293
File Download 40 57,409,424

Additionally, different video styles will lead to different traffic behavior pat-
terns. Therefore, the maximum data transmission amount over a period of time
will be defined as the peak point in this study.

Payload peak point (PPP). Assume there are d packets in a flow and the
packets is Pkt1,Pkt2, ...,Pktd. Payload size of the sth packet is presented as
pays. If pays � pays−1 and pays � pays+1 (1 < s ≤ d−1), then payload reaches
a peak in a certain period of time, which is defined as the PPP. A set of counters
cl
1, c

l
2, ..., c

l
θ was used to count the number of PPP every α s in the first β s of

the lth flow, then the θ is calculated as follows:

θ =
β

α
. (1)

Then, the count matrix CT can be obtained by traversing the entire flow
sequence.

CT =

⎡
⎢⎢⎢⎣

c1
1 c1

2 · · · c1
θ

c2
1 c2

2 · · · c2
θ

...
...

. . .
...

ct
1 ct

2 · · · ct
θ

⎤
⎥⎥⎥⎦ (2)

Based on CT , the std and mean of the PPP of the tth flow is obtained as
follows:

Mt =
1
θ

θ∑
a=1

ct
a, (3)

Stdt =

√
1
θ
[(ct

1 − Mt)2 + (ct
2 − Mt)2 + ... + (ct

θ − Mt)2]. (4)

In a similar vein, the standard deviation and mean of PPP for all flows can
be derived. Additionally, we extracted the maximum, minimum, and aggregate
count of PPPs in three orientations. Nevertheless, in cases where certain scene
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videos are being consistently transmitted, alterations in packet payload remain
insignificant. Hence, we introduce the concept of byte rate peak point (BRPP).

BRPP. Assuming that the summation of packet payloads (SPP) during period
T is calculated in the following manner:

SPP =
H∑

b=1

payb, (5)

where H is the total number of packets within T s, and payb is the size of the
bth packet payload. Thereafter, the definition of byte rate (BR) in T seconds is
as follows:

BR =
SPP

T
. (6)

Similarly, If BR satisfies the criteria of being a peak point, it is labeled as
BRPP. In this study, T is configured to be 1 s.

Table 3. The details of the extracted traditional features

Feature Name Description

UIAT_* Mean, Min, Max, Std of upstream IAT interval
DIAT_* Mean, Min, Max, Std of downstream IAT interval
IAT_* Mean, Min, Max, Std of all packets IAT interval
UWindow_* Sum, Mean, Min, Max, std of upstream TCP window sizes
DWindow_* Sum, Mean, Min, Max, std of downstream TCP window sizes
Window_* Sum, Mean, Min, Max, std of all packets TCP window sizes
*_pnum Number of packets for three directions
*_pnum_s The rate of packet number for three directions
UDpnum_s packets downstream to/packets upstream
*_cnt TCP flag count
UDPSH,UDURG_cnt Upstream and downstream PSH and URG count
Uhdr,Dhdr,hdr Sum of packet header length for three directions
*_hdrR the packet header length sum/the packet payload sum
Upay_* Mean, Min, Max, Std of upstream payload
Dpay_* Mean, Min, Max, Std of downstream payload
pay_* Mean, Min, Max, Std of all packets payload

BRPP with sliding windows (BRPPSW). To catch continuous video infor-
mation more accurately, we design sliding windows to extract the size of peak
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points as feature vectors based on BRPP. Length of the sliding window is L
and offset factor is denoted by Z. In this study, L and Z are set to 3 and 0.5,
respectively. For a packet sequence (Pkt1,Pkt2, ...,Pktd), we calculate the sum
of packet size under in time window L and use the offset factor thereafter to
move the window to calculate the total packet size in turn. The sum of packet
size in the zth window can be calculated as follows:

rz =
L∑

pt=0

pktLenpt, (7)

where pt is the arrival time of the packet and pktLenpt is the packet size at
ptth s. The processed sequence R= (r1,r2, ... ,rn) is obtained, where n is the
number of sliding windows. If the value in the sequence meets the definition of
the preceding peak point, then the point is defined as BRPPSW. Therefore, we
will obtain the sequence R_F=(r1,r2, ... ,ru) of BRPPSW, which is a subset of
R.

We calculate the mean, std, maximum and minimum values of BRPPSW
from three directions. The first, second, and third quartile of BRPPSW are also
extracted as features.

3.4 Feature Selection

By the previous step, a comprehensive feature set is obtained. However, note
that we do not consider whether these features are redundant or useless at the
extracting process. In order to choose a feature subset that is both effective and
concise, we introduce an approach called Adaptive Distribution Distance-Based
Feature Selection (ADDFS).

Assuming a dataset X = {X1,X2, ...,Xn}, where Xi (1� i � n) represents
the ith sample data, and m denotes the total number of samples. Moreover, xij

denotes the value of the jth feature for the ith sample.
First,we employ Min-Max scaling to standardize all feature values across the

dataset into the [0,1] interval. The formula for Min-Max scaling is as delineated
below:

Xij =
Xij − min(X.j)

max(X.j) − min(X.j)
, (8)

here, max(X.j) represents the maximum value of the jth feature, while min(X.j)
corresponds to the minimum value of the jth feature.

Second, the supervised ChiMerge algorithm [10] is used to divide each feature
into multiple consecutive intervals. For each feature, we first sort all values in
ascending order. Thereafter, we group the data with the same feature value
into the same interval, and calculate the chi-square value of the interval. Each
adjacent chi-square value is calculated and the smallest pair of intervals are
merged. This step is repeated until the set maximum binning interval or chi-
square stopping threshold is reached. Lastly, the chi-square binning interval of
each feature is obtained. According to empirical values, the maximum binning
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interval and stop confidence threshold in this paper are set to 15 and 0.95,
respectively. The chi-square calculation formula is as follows:

χ2 =
G∑

γ=1

C∑
ψ=1

(Aγψ − Eγψ)2

Eγψ
, (9)

Eγψ =
Nγ

N
× Cψ, (10)

where G stands for the number of intervals, and C represents the number of
classes, Aγψ represents the quantity of samples from the ψth class within the
γth interval, Eγψ is the expected frequency of Aγψ, and N , Nγ , and Cψ denotes
the overall sample count, the sample count within the γth interval, and the
sample count within the ψth class, respectively.

For each feature, the number of samples of a particular feature within the
chi-square binning interval in each class is counted. Take the feature Fj as an
example. For class C1, the distribution of feature Fj within the chi-square bin-
ning intervals (p11, p12, ..., p1k) can be acquired by tallying the occurrences of
feature Fj across each interval, in which k is the number of chi-square binning
intervals for this feature. For class C2, the distribution of feature Fj can be cal-
culated as (p21, p22, ..., p2k). On this basis, we can obtain the feature distribution
matrix P of feature Fj on n classes. In the same manner, the feature distribution
of other features on different classes can also be obtained.

Pn×k =

⎡
⎢⎢⎢⎣

p11 p12 · · · p1k

p21 p22 · · · p2k

...
...

. . .
...

pn1 pn2 · · · pnk

⎤
⎥⎥⎥⎦ (11)

The Wasserstein distance (EMD) is employed to quantify the distribution
disparity between every pair of classes. A higher EMD value for a given feature
across two classes indicates a more discerning characteristic. The computation
of EMD for each class pair is conducted as follows:

W (PU , PV ) = infγ∼Π(PU ,PV )E(U,V )∼γ [‖x − y‖] , (12)

where PU and PV are the feature distribution of a feature on two classes,
Π(PU , PV ) denotes the set of all potential joint distributions PU and PV , while
W (PU , PV ) signifies the mathematical lower bound of the expected value of
γ(x, y). The calculation of EMD for multi-class is detailed as follows:

EMD =
C∑

κ=1

C∑
λ=κ+1

W (Pκ, Pλ), (13)

Finally, calculate the EMD value for each feature. Subsequently, sort features
in descending order based on their respective EMD values. The pseudo-code of
ADDFS is shown in Algorithm 1.
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Algorithm 1. Adaptive distribution distance-based feature selection algorithm
Require: Feature set F , classes C
Ensure: The selected feature subset S

1: BEGIN
2: compute F according to euqation (8);
3: for each f ∈ F :
4: Interval=ChiMerge(f);
5: / / The ChiMerge algorithm is used to divide each feature into multiple consec-

utive intervals
6: for each c ∈ C:
7: Pc=count(f ,c,Interval);
8: / / Calculate the number of samples of the feature in the chi-square binning

interval of each class
9: end for;

10: for each p ∈ P :
11: for each p

′ ∈ P , p
′ �= p:

12: compute W(p,p
′
) according to equation; (12)

13: EMDf += W(p,p
′
);

14: end for;
15: end for;
16: end for;
17: S= sort(EMD);
18: END;

3.5 Machine Learning Model

This study employs six machine learning models for identification. Noted that
we do not focus on the actual machine learning model but on the effect of our
proposed method combined with the machine learning model on video traffic
identification. By comparing the identification results of different models, we
can choose the model with superior performance for video traffic identification.

4 Experiment

4.1 Performance Measures

In this paper, accuracy (ACC) and F1 score can be derived as the evaluation
criteria in our experiment. The accuracy (ACC) in a binary classification task
can be defined as follows:

ACC =
TP + TN

TP + FN + TN + FP
, (14)

Precision and recall can be defined as follows:

Precision =
TP

TP + FP
, (15)
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Recall =
TP

TP + FN
. (16)

With precision and recall, F1 score, a widely used performance measure, can
be derived as follows:

F1 = 2 × Precision × Recall

Precision + Recall
. (17)

4.2 Evaluation of ADDFS with Video Traffic Identification

The overall identification performance of video traffic is first evaluated by using
the selected learning models and proposed feature selection algorithms. ADDFS
is utilized to choose feature subsets comprising 10%, 20%, 30% . . ., and 90%
of the complete feature set. Thereafter, all selected learning models are used to
identify both types of video traffic. The results are presented in Fig. 2.

From the perspective of the number of selected feature set, for YouTube
and Bilibili, the identification effects of most of the learning models hit the
optimum at 20% and 60%, respectively, of the feature set and reach a steady
state thereafter. For cloud games, the recognition effect of the learning model
maintains a small range of fluctuations on different feature subsets.

From a learning model perspective, Random Forest (RF), Extremely Ran-
domized Trees (ET), and Adaptive Boosting (AdaBoost) perform well. In a sta-
ble state, RF and AdaBoost achieve accuracy levels exceeding 0.95 on YouTube.
Furthermore, the accuracies of RF, ET, and AdaBoost on Bilibili and cloud
gaming are above 0.92 and 0.99, respectively.

Fig. 2. Accuracy results with varying feature number percentage selected by ADDFS

4.3 Assessment of the Efficacy of Peak Point Features

This subsection assesses the influence of various sliding window sizes and off-
set factors on video flow identification in cloud gaming. The Random Forest
(RF) classifier is employed, and a 10-fold cross-validation approach is once again
implemented.
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Figure 3(a) and (b) shows the results of the comparison, in which FS is the
complete feature set with peak point features, and FS-PP is the feature set
without peak point features. The results of FS are observed to be better than
those of FS-PP, particularly for data of video scene traffic on the YouTube
platform. That is, ACC and F1 increased by over 3%. For the other two cases,
the two evaluation measures also improved slightly with the joining of peak
point features. Hence, the experimental outcomes unequivocally demonstrate
the efficacy of the proposed peak point feature for video traffic identification.

Fig. 3. The comparison results with/without peak point features

4.4 Evaluation of the Impact of Sliding Windows

This subsection evaluates the impact of different sliding window sizes and offset
factors on video flow identification on cloud gaming. RF is used as a classifier,
and 10-fold cross-validation is again applied.

Figure 4(a) demonstrates the impact of different sliding window sizes on iden-
tification accuracy. Offset factor is set to 0.5. As window size grows, identification
accuracy increases initially. Thereafter, it reaches the highest when window size
is set to 3. Accuracy decreases thereafter as window size increases. Therefore,
we obtain the empirical optimal window size of 3. Figure 4(b) shows the results
with the varying offset value. Note that when offset factor is 0.5, accuracy of
video traffic identification hits the highest value. When offset factor increases,
recognition accuracy tends to be stable. Thus, we set window size L to 3 and
the offset factor Z to 0.5 in our studies.
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Fig. 4. The impact of sliding window

4.5 Evaluation of the ADDFS Performance

To further verify the effectiveness of the feature selection algorithm ADDFS, we
conduct comparative experiments on 3 public datasets (wine, Mushroom and
QSAR_biodegradat, the first one is from KEEL, the last two are from UCI)
and 3 private traffic datasets (VS-UJN-2022-YouTube, VS-UJN-2022-Bilibili and
CG-UJN-2022) with 5 feature selection algorithms. The five compared feature
selection methods are Relief [11], Person [12], RFS [13], DDFS [14], and F-score
[15]. We employ Decision Tree (DT), as the classifier and compare the ACC
of the evaluated methods using 10-fold cross-validation. The classification ACC
outcomes are illustrated in Fig. 5.

As shown in Fig. 5, all compared methods will receive increasing accuracy as
the number of selected features increases for most data sets, and reach a relatively
steady state thereafter. In cases where the count of chosen features is limited,
ADDFS demonstrates superior accuracy when compared to the alternative meth-
ods. Note that it has consistently maintained efficient and stable performances
for the cases of the wine, Mushroom, QSAR_biodegradat, and VS-UJN-2022-
Bilibili datasets. Although there are numerous redundant and irrelevant features
in the CG-UJN-2022 dataset, ADDFS can still obtain a relatively stable classi-
fication accuracy in the early stage.

5 Conclusion

A comprehensive feature set is constructed in this study for identifying video
traffic. In order to obtain an efficient feature subset, a novel ADDFS method is
introduced. Moreover, we collected video traffic data from different platforms in
a campus network environment and used these data to conduct a set of exper-
iments. The experimental findings demonstrate a significant enhancement in
identification performance through the utilization of the proposed peak point
feature. The proposed ADDFS can also be considerably applied to the task of
video traffic identification.
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Fig. 5. Results of the compared feature selection methods
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Abstract. Online gesture recognition is a challenging task in prac-
tical application scenarios since the gesture is not always directly in
front of the camera. In order to solve the challenges caused by mul-
tiple viewpoints of skeleton data, in this paper, we proposed a novel
view-invariant method for online skeleton gesture recognition. The whole
skeleton sequence data as a point set in our method and a PCA-based
view-invariant data preprocessing algorithm is proposed and applied in
this paper. We can transform similar skeleton data to relatively stable
viewpoints by applying the PCA algorithm according to the similarity
of distribution features of the point set, which can ensures the view-
point stability of our gesture recognition model. We conduct extensive
experiments on the NTU RGB+D and Northwestern-UCLA benchmark
datasets which contain multiple viewpoints and the results have demon-
strated the effectiveness of the method proposed in this paper.

Keywords: Online gesture recognition · View-invariant · PCA

1 Introduction

The view-invariant gesture recognition algorithm has a wide range of applica-
tions. When applying the gesture recognition model to real scenarios, the person
doing the gesture action often does not happen to be standing directly in front
of the camera. For example, in a robot scenario, the robot may need to respond
to a user’s waving gesture, and the user doing the waving gesture may not nec-
essarily be directly in front of the robot, although he or she is within the robot’s
view. Another example is that when a self-driving car needs to detect the traffic
police action, the location of the traffic police may not be right in front of the
car’s camera either.

Due to the change of viewpoint, the estimated skeleton coordinates from
different viewpoints sometimes differ greatly, which seriously affects the recog-
nition performance of the action recognition model. In addition, the movements
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 241–255, 2023.
https://doi.org/10.1007/978-3-031-46674-8_17
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from different viewpoints are affected by self-occlusion, which causes the esti-
mated skeleton to be disturbed by different degrees of noise. Therefore, gesture
recognition with a constant viewpoint is a challenging problem.

The problem of view-invariance can be hardly solved by data enhancement
due to the diversity of viewpoints. Some researchers try to weakens the effect of
viewpoint variation on action representation by designing view-invariant features
[8,15,25], but this approach can only handle small magnitude viewpoint changes.
Other researcher split the skeleton into multiple parts and deal with viewpoint
changes by modeling the geometric relationships and cannot really address the
viewpoint change problem [23,26]. There is also literature on building new coor-
dinate systems from the first frame or the skeleton of the previous frames [14,24],
however this approach is highly sensitive to the onset motion of the gesture. Deep
learning has achieved great success in many fields in recent years, and more and
more researchers seek deep learning solutions. One solution is to use feature
migration to seek a common feature space from data with different perspective
[7], and other solution is to learn perspective-invariant representation from data
[18]. However, the biggest problem with the learning-based approach is that the
dataset used to train the model contains only a limited number of perspectives.

Unlike these approaches mentioned above, the basic idea of our method is
that, the same action, although it may have various intra-class differences, is
still composed of many similar motion states from a global perspective. If the
whole motion sequence is treated as a point set, then these point sets tend to
have similar shape characteristics. The difference in veiwpoint is reflected in the
point set as a different in rotation direction. Therefore, if a way can be found
to rotate this point set to a stable orientation, then this orientation can be
considered as the standard viewpoint of this skeleton sequence. In this way the
gesture recognition model can obtain an input source with a stable viewpoint.
Moreover, this method only needs to be added to the preprocessing process of
the data and can be applied directly to almost any existing gesture recognition
method.

Based on the above ideas, we propose a view-invariant algorithm based on
PCA. Principal Components Analysis(PCA) can compute a set of basis vectors
from the point set that reflect the characteristics of the data distribution. In this
paper, this set of basis vectors is used to transform the point set to a new basis
coordinate space. Since this set of basis vectors is determined by the distribution
characteristics of the data, data with similar distribution characteristics also have
similar distribution characteristics in the new base coordinate space.

Our contribution is as follows:

1. For the multi-view problem of skeleton data, we propose a novel solution
by applying the PCA algorithm to rotate similar skeleton sequences to rela-
tively stable viewpoints based on the similarity of point set distribution, thus
achieving view-invariant gesture recognition based on skeleton;

2. we demonstrate the effectiveness of the algorithm in several experiments on
the multi-view datasets NTU RGB-D and Northwestern-UCLA, which con-
tain multiple viewpoints for action recognition.
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2 Related Work

Since the coordinates of the skeleton nodes obtained by the skeleton estimation
algorithm vary greatly from viewpoint to viewpoint, and the differences in motion
occlusion also cause the estimated skeleton to be disturbed by different degrees
of noise. The viewpoint-invariant gesture recognition algorithm investigates the
method that gestures taken from different angles from the training data can also
be classified accurately.

Xia et al. [24] proposed method is to establish a spherical coordinate system
in a specific direction on the skeleton. Specifically, they chose the hip center joint
of the human skeleton as the midpoint, defined the horizontal reference vector
as a vector projection from the left hip center joint point to the right hip center
joint point onto the horizontal plane (parallel to the ground), and the zenith
reference vector was defined as a vector perpendicular to the ground plane. Then
they discretized the 3-dimensional space into n small intervals and discretized the
joint point coordinates into these small intervals. Finally, they do probabilistic
voting on these discretized coordinates to increase the stability of the features,
use Linear Discriminant Analysis (LDA) to extract more discriminative features,
k-Means clustering into dictionaries, and finally use Discrete Hidden Markov
Model (DHMM) to do the classification. Zhang Yi et al [30] proposed to map
the gesture trajectory features to be represented as global invariants based on
the Centroid Distance Function (CDF). The center-of-mass distance function is
the distance from each point on the trajectory point to the centroid, and the
authors in the paper take the center of the hand as the centroid. Pei Xiaomin
et al. [16] added the angle between the trajectory point and the centroid on
top of this. Ghorbel et al. [6] proposed to independently fuse two multi-view
invariant methods: the Ghorbel et al. [5] and Vemulapalli et al. [21]’s approach
to perspective invariant classification. Ji et al [7] proposed using an attention
mechanism to focus on the most critical joint points in the skeleton of multiple
views and the relationship between them. Li et al. [14] create a new coordinate
system from the first few frames of the camera view of the skeleton, and then
convert the skeleton sequence to an orthographic view on this coordinate system,
so that the skeleton has a stable view.

3 Method

It is known that the PCA algorithm can calculate from the data a set of basis
vectors that reflect the characteristics of the data distribution, and the set of
basis vectors is the eigenvectors of the covariance matrix of the data.

3.1 Calculate the Eigenmatrix

For a sequence of skeletons it can be considered as a point set P =
[p1, p2, . . . , pN ] ∈ R

3×N . Firstly, we center the point set P , i.e., for any point
pi ∈ P
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p̂i = pi − 1
n

n∑

i=1

pi (1)

thus forming the new point set P̄ = [p̂1, p̂2, . . . , p̂n] ∈ R
3×n. Then we eignde-

compose the covariance matrix of the point set P̄ , i.e.

P̄ P̄T = RΛRT (2)

Here, the matrix R = [r1, r2, r3] ∈ R
3×3 is the eigenmatrix and its three eigenvec-

tors(also called the principal axes), and the diagonal matrix Λ = diag(λ1, λ2, λ3)
are three eigenvalues (also called the principal values) corresponding to the eigen-
vectors.

The point set Pcan with rotational invariance can be obtained by aligning the
principal axes with the world coordinate, that is, by computing Pcan = RTP .

Theorem 1. The point set Pcan is rotation invariant.

Proof. Assume that Q ∈ SO(3) is an arbitrary rotation matrix, then QP is the
set of points after rotation of the point set P . The centerized point set QP̄ can
be obtained from Eq. (1), then the covariance matrix of this point set can be
convert to

QP̄ (QP̄ )T = QP̄ P̄TQT

= Q(RΛRT )QT

= (QR)Λ(QR)T
(3)

At this point, QR becomes the new principal axes. Therefore, after rotating the
point set QP and aligning it with new main axis

(QP )can = (QR)TQP

= RTQTQP

= RTP = Pcan

(4)

This means that rotating the matrix Q has no effect.

3.2 Ambiguity of the Feature Matrix

However, if we use the eigenmatrix as a transformation matrix directly, we will
suffer from two kinds of ambiguities: sign ambiguity and order ambiguity. The
sign ambiguity refers to the fact that, for a given eigenvector ri, it can take
either +ri or −ri under the condition that the eigendecompose is satisfied. By
assigning the positive or negative sign to eigenvectors, then the transformed
skeleton sequence will yield 8 possible perspectives. The order ambiguity refers to
the problem of the order of the eigenvectors, which is not specified to be arranged
in the order of the eigenvalues. In this case, 6 possible views will be generated
when computing the standard view. That is, when changing the positive and
negative signs of the eigenvectors or the order of the eigenvectors, it still produces
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Fig. 1. Rotation and mirroring comparison of the eigenmatrix

a point set with many different rotations. In fact, a total of 48 views are possible
after the eigenmatrix transformation.

As Li et al [12] pointed out, among the 8 sign ambiguities, some cases are
in fact not rational transformations. Specifically, if the combination of some
eigenvector R = [r1, r2, r3] and its determinant is 1, then only four of the eight
ambiguities with a determinant of 1 are true rotation, and the other determi-
nant values of −1 are a combination of rotation and mirror transformation(see
Figure 1). Table 1 list all of sign ambiguities.

Table 1. The sign ambiguities of eigenmatrix

Eigenmatrix Determinant Rotation

[+r1,+r2,+r3] +1 Yes
[−r1,+r2,+r3] −1 No
[+r1,−r2,+r3] −1 No
[+r1,+r2,−r3] −1 No
[−r1,−r2,+r3] +1 Yes
[+r1,−r2,−r3] +1 Yes
[−r1,+r2,−r3] +1 Yes
[−r1,−r2,−r3] −1 No

If mirroring is included, then for some gestures in opposite directions, such
as waving to the left and waving to the right, these actions will not be distin-
guishable. After removing the sign ambiguity with the mirror transformation,
the PCA-based perspective algorithm produces

4(sign ambiguity) × 6(order ambiguity) = 24. (5)
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Fig. 2. The 24 ambiguities of the eigenmatrix

The ambiguities are listed in Fig. 2, which contains these 24 transformations.

3.3 Flow of Algorithm

To solve the ambiguity problem arising from PCA transformation, the solution
proposed in this paper is to add as many ambiguous cases as possible to the
training data during training, while only the order of the feature vectors is
processed or not at all during testing. Although such an approach is similar
to data augmentation of the viewpoints of the skeleton sequence, conventional
multi-viewpoint data augmentation methods often enable the model to learn
only a limited number of viewpoints, and in fact, it is impossible to learn all of
them. In contrast, the preprocessing algorithm proposed in this paper enables
the model to learn only a limited number of cases to be able to cover all viewpoint
cases. The specific process is shown in Algorithms 1 and 2.
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Data: Train model M , train set Dtrain ∈ R
B×3×T×N

Result: Models with perspective invariance M
for X ∈ Dtrain do

P ← Reshape(X, (3,−1)); /* P ∈ R
3×(T×N) */

P̄ ← P − Mean(P );
P̂ ← P̄ P̄T ;
L,Q ← Eign(P̂ ); /* L is eigenvalues, Q is eigenmatrix */
/* The function PcaAmbiguity returns the disambiguation of

the feature matrix on demand */
Rs ← PcaAmbiguity(L,Q);
for R ∈ Rs do

P ′ ← RTP ;
X ′ ← Reshape(P ′, (3, T,N));
Train(M,X ′);

end
end

Algorithm 1: Training process of PCA-based view-invariant algorithm

Data: Test model M , test set Dtest ∈ R
B×3×T×N

for X ∈ Dtest do
P ← Reshape(X, (−1, 3));
P̄ ← P − Mean(P );
P̂ ← P̄ P̄T ;
L,Q ← Eign(P̂ ); /* Optional: Sort the vectors in Q by the
size of L */
P ′ ← QTP ;
X ′ ← Reshape(P ′, (3, T,N));
Test(M,X ′);

end
Algorithm 2: Testing procedure of PCA-based view-invariant algorithm

3.4 Experiment and Analysis

In order to verify the effectiveness of the PCA-base view-invariant algorithm pro-
posed in this paper, this section applies the algorithm to two datasets with multi-
ple views, NTU RGB+D and Northwestern-UCLA for experiments. The dataset
Northwestern-UCLA is a relatively small action recognition dataset, while the
dataset NTU RGB+D is a large action recognition dataset. This section first
introduces these two multiview datasets, then presents implementation details
used in this section, and finally, the experimental results and analysis are pre-
sented.
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3.5 Dataset

NTU RGB+D. NTU RBG+D [17] is a large dataset designed from human
action recognition, containing a total of 56880 3D skeleton sequences. It contains
60 action categories, including “drinking”, “snacking”, “brushing teeth”, “combing
hair ”, “picking things up”, and so on. The sample actions are performed by a
total of 40 volunteers, and a maximum of 2 people in a sample is guaranteed.
Each action sample was simultaneously captured by 3 different views of the
Microsoft Kinect v2 camera. The different people and perspectives presented a
significant challenge in discriminating between intra- and inter-class differences.
NTU RGB+D is quite a challenging dataset considering the size of the dataset,
the effect of similar actions and the noise in the dataset. To experiment the
viewpoint invariant algorithm proposed in this paper, we use the recommended
cross-view (X-View) benchmark test for this dataset: training data from camera
views #2 and #3, and test data from camera view #1.

Northwestern-UCLA. The Northwestern-UCLA multi-view 3D event dataset
[23] is a multi-view multimodal dataset containing RGB, depth, and human
skeleton data captured by three Kinects simultaneously. The dataset contains
a total of 1494 video clips, covering 10 action categories, each performed by 10
different volunteers. The full list of actions and the corresponding sample sizes
are shown in Table 2. In this paper, we use the recommended evaluation of this
dataset: training data from the first two cameras and test data from the latter
one.

Table 2. Gesture information for Northwestern-UCLA

No. Gesture Amount

1 pick up with one hand 150
2 pick up with two 152
3 drop trash 141
4 walk around 173
5 sit down 148
6 stand up 149
7 donning 142
8 doffing 142
9 throw 145
10 carry 142

3.6 Implementation Details

The experimental gesture recognition model in this paper is DD-Net [27], and the
Stochastic Gradient Descent(SGD) algorithm is chosen as the optimizer during
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training, the base learning rate is set to 0.1, each experiment is trained for
100 rounds, and the warm up strategy is used in the first 5 rounds followed
by the ReduceLROnPlateau is used as the learning rate adjustment strategy to
reduce the learning rate from 10−1 to 10−5, and cross-entropy is used as the loss
function. To test the effectiveness of the perspective invariant algorithm, both
the training and test data are randomly rotated and scaled in this paper.

Because the dataset NTU RGB+D contains 2 skeletons per frame on some
action categories, i.e., it contains actions done by two people together, and DD-
Net does not consider this situation, a simple strategy is proposed here to fix this
problem. Suppose the input data size is B ×C ×T ×N ×M , where B represents
the size of a training batch, C represents the dimension of the skeleton sequence
(usually 3), T represents the duration of the skeleton sequence, N represents the
number of joint points of the skeleton, and M represents the number of people
contained in the frame. Then, before feeding into the model, this paper first
adjusts the input data to the shape of (B ×M)×C ×T ×N , which is equivalent
to expanding the batch size by a factor of M . Then the M in B×M is eliminated
using the mean function when the data enters the final fully connected layer
stage.

3.7 Experimental Results and Analysis

Different Data Preprocessing Methods. To test which of the two ambigu-
ities, signed ambiguity or order ambiguity, is more important for the accuracy
of the result, and to find a balance between improving the performance and
reducing the data expansion(for a dataset with large sample size). To find a
balance between improving performance and reducing data augmentation(for
a dataset with a large sample size, excessive data augmentation can seriously
increase training time), we first conduct several comparative experiments on
Northwestern-UCLA.

In this paper, we use the DD-Net (filters=32) model to conduct comparative
experiments. The way of experimentation is to design three levels of elimination
schemes for sign ambiguity and order ambiguity, which also affect the expansion
of the number of samples in the training set. For sign ambiguity, three expan-
sion options are designed: randomly assigning positive and negative signs to the
three eigenvectors, using all combinations of positive and negative signs for the
rotation cases, and using all combinations of positive and negative signs. For
order ambiguity, three expansion options are designed, namely, random order of
eigenvectors, following the order of eigenvalues from smallest to largest, and all
possible orders. In the test set, if the order ambiguity uses the ranking of eigen-
values, then the eigenvectors of the test set are treated similarly; otherwise, the
default computed eigenvectors are used (as the default computed eigenvectors
are in random order).

Specific expansion schemes and resulting expansion scale to the training
dataset are listed below:

1. Direct use of feature matrix (no expansion)
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2. Eigenvectors are sorted by eigenvalue only(no expansion)
3. Eigenvectors sorted by eigenvalue, positive and negative signs for all rotation

cases(expanded by a factor of 4)
4. Eigenvectors sorted by eigenvalue, positive and negative signs of all eigenvec-

tors(expanded by a factor of 8)
5. All sorting of feature vectors(expanded by a factor of 6)
6. All ordering of feature vectors, positive and negative signs of all rotation

cases(expanded by a factor of 24)
7. All ordering of feature vectors, positive and negative signs of all feature vec-

tors(expanded by a factor of 48)
8. Positive and negative signs for all rotation cases(expanded by a factor of 4)
9. Positive and negative signs of all eigenvectors(expanded by a factor of 8)

10. Control group, without any special treatment(no expansion)

Table 3. Results of different experiments on Northwestern-UCLA

No. Sign Ambiguity Order Ambiguity Result/%
Random Rotation All Random Eigenvalue All

1 � � 91.8
2 � � 91.6
3 � � 94.2
4 � � 92.9
5 � � 92.9
6 � � 92.9
7 � � 94.4
8 � � 94.2
9 � � 93.1
10 89.7

Finally, the experimental results obtained are shown in Table 3. From the
experimental results, the following conclusions can be drawn:

1. Overall, the results processed by the PCA-based view-invariant algo-
rithm(Exp 1-9) are generally better than the results without any process-
ing(Exp 10). Even the eigenmatrix generated directly using PCA (i.e., the
order and sign of the eigenvectors are variable, Exp 1) also improves the
accuracy much more than the control experiment(Exp 10). This comparison
demonstrates the effectiveness of our method.

2. In terms of the importance of elimination order ambiguity(Exp 2 and 5) v.s.
sign ambiguity(Exp 8 and 9), eliminating Sign ambiguity is more effective in
improving the model’s performance. Intuitively, order ambiguity changes the
overall orientation of the point set, which has a greater impact on the overall
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distribution of the point set than sign ambiguity, which is only rotation and
mirroring around the axes, thus affecting the performance improvement of
the classifier.

3. The results sorted by eigenvalue are essentially equivalent to those without
any treatment(Exp 1 and Exp 2). This is because even for the same actions,
the overall distribution of the point set is different due to intra-class differ-
ences in the actions, and the eigenmatrix sorted based on the magnitude of
the eigenvalues does not allow them to have similar orientations (e.g, so the
heads of the skeletons are all oriented on the z-axis)

4. The comparison between Exp 3 and Exp 4, as well as the comparison between
Exp 8 and Exp 9, verified the analysis done in sect. 3.2 of this paper, where
the mirror transformation of the skeleton leads to some direction-dependent
actions that are indistinguishable (eg, stand up actions and sit down actions),
i.e., the non-rotating eigenmatrix has a certain degree of negative impact on
performance.

5. However, when eliminating the sign ambiguity along with the order ambigu-
ity(Exp6 and Exp 7), the non-rotating eigenmatrix is much higher than the
rotating eigenmatrix. Considering that Exp 6 is already a larger expansion(24
times), Exp 7 is twice as large, Exp 7 likely has a larger amount of training
data resulting in a more generalized model. In fact, Exp 7 has both the most
expanded data and the best results of all the experiments.

Table 4. Results of different experiments on NTU RGB-D

No. Sign Ambiguity Order Ambiguity Result/%
Random Rotation All Random Eigenvalue All

1 � � 85.7
2 � � 86.0
3 � � 89.6
4 � � 90.0
5 � � 88.5
6 � � 88.5
7 � � 91.0
8 � � 89.3
9 � � 90.0
10 86.4

In order to test the generalizability of the above findings, the above experi-
ments were redone on the NTU RGB-D, and the results are shown in Table 4.
The main difference between this dataset and Northwestern-UCLA is in the sam-
ple data size, which is much higher than the latter. The performance impact of
data expansion cannot be ignored when expanding exponentially on a dataset
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with an already large sample size base. In general, the larger the sample size
of the dataset, the less likely the trained model is to be overfitted, resulting in
better model performance. In addition, the intra-class differences of each action
will be highlighted by the increased sample size.

ForNTURGB-D, the result ofExp10 is slightlybetter than the result of directly
using the PCA sign matrix(Exp 1) and eigenvalue ranking(Exp 2). We analyze that
this is due to the intra-class variation in this dataset. The same class of actions has
been transformed by the eigenmatrix due to the different distributions aggravating
the differences between them, which leads to performance degradation.

The conclusion that the elimination of sign ambiguity is more important than
the elimination of order ambiguity still holds for NTU RGB-D. However, the
eigenmatrix of rotation in the sign ambiguity is not higher than the eigenmatrix
of all symbols. We analyze that for this dataset, the data expansion have a
more important impact on the performance improvement, e.g, the accuracy of
experiments without data expansion is around 86% (Exp1, Exp 2, and Exp 10)
the accuracy of experiment with 4 times expansion is around 89%(Exp 3 and
Exp 8) accuracy of experiments with 8 times expansion is 90%(Exp 4 and Exp
9), while the accuracy of the experiment with a 48-fold expansion was 91%(Exp
7). There are some exceptions to the results for the 6-fold and 24-fold expansions,
both of which have an accuracy of 88.5%, which we estimate to be due to random
factors when using the model.

Combining the experimental result of both datasets, the implementation of the
sign ambiguity data expansion is more helpful to improve the model performance,
while the maximum expansion(48 times) gives the best results. If it is necessary to
find a balance between training time, we recommend using the 4-fold expansion of
Exp 3, i.e., sorting the eigenvectors by eigenvalues, with all rotated eigenvectors. In
addition, although the increase in the amount of training data has an impact on the
experimental results, the above comparison experiments can still fully demonstrate
the effectiveness of our PCA-based view-invariant algorithm.

Table 5. Results of comparison with other methods on the dataset NTU RGB-D

Methods X-View/%

Ind-RNN [13] 88.0
HCN [11] 91.1
ST-GCN [26] 88.3
AGC-LSTM [19] 95.0
DDGCN [9] 97.1
CA-GCN [29] 91.4
SGN [28] 94.5
Shift-GCN [3] 96.5
CTR-GCN [1] 96.8
DD-Net(filters=64) 89.6
DD-Net(filters=64, Exp 7) 91.2
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Table 6. Results of comparison with other methods on the dataset Northwestern-
UCLA

Methods X-View/%

Actionlet ensemble [22] 76.0
Lie Group [20] 74.2
HBRNN-L [4] 78.5
Ensemble TS-LSTM [10] 89.2
AGC-LSTM [19] 93.3
Shift-GCN [3] 94.6
DC-GCN+ADG [2] 95.3
CTR-GCN [1] 96.5
DD-Net(filters=64) 89.7
DD-Net(filters=64, Exp 7) 94.4

Comparison with Other Methods. Tables 5 and 6 show the results of this
paper’s gesture recognition method before and after using PCA-based view-
invariant algorithm, compared with other methods. On the large skeleton action
recognitiondataset,DD-Netdoesnotstandoutcomparedtoothermethods,because
it is designed to be lightweight and efficient without using complex feature learning
methods and deep neural networks, so the difference with the best method on the
relatively small datasetNorthwestern-UCLA is not as large as that on another large
dataset.However, after applying thePCA-based view-invariant algorithm, the ges-
ture recognition algorithm still has significant improvement.

4 Conclusions

In this paper, a PCA-based view-invariant algorithm is proposed. The method
treats the whole skeleton sequence as a point set, obtains the feature matrix
of the point set using the PCA algorithm, and then uses the feature matrix
as a transformation matrix to transform the skeleton sequence to a relatively
stable viewpoint. However, there are two kinds of ambiguities in the eigenma-
trix generated from PCA, namely sign ambiguity and order ambiguity. In order
to eliminate the effects of these two ambiguities, we propose to add all possi-
ble ambiguities to the training set to enhance the generalization ability of the
model. We design several sets of experiments on two multi-view action recog-
nition datasets to verify the effectiveness of this approach and analyze which
ambiguities have a more significant impact on the performance, so as to find a
balance between improving the performance and expanding the data. Finally, the
PCA-based view-invariant algorithm is applied to the proposed gesture recogni-
tion model and compared with other methods. Although the gesture recognition
performance of this paper still differs from the best method after applying the
algorithm, there is still a significant improvement compared with that before
applying the algorithm.
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Abstract. The prediction of online information diffusion trends on
social networks is crucial for understanding people’s interests and con-
cerns, and has many real-world applications in fields such as business,
politics and social security. Existing research on information diffusion
prediction has predominantly focused on either macro level prediction
of the future popularity of online information or micro level user acti-
vation prediction. However, information diffusion prediction on micro or
macro level only may lead to one-sided prediction results, and there is
a lack of research on implementing micro and macro level diffusion pre-
diction tasks at the same time. Since micro and macro level diffusion
prediction tasks are related to each other, we propose a unified infor-
mation diffusion model which can jointly predicting the micro level user
activation probability and macro level information popularity based on
multi-task learning framework. We utilize graph neural network to learn
user representation from both the information cascades and social net-
work structure. Comparing with micro and macro level baseline methods
separately, the prediction results of our proposed model outperform all
baseline methods and proves the effectiveness of the proposed method.

Keywords: Information diffusion prediction · Multi-task learning ·
Social network · Neural network

1 Introduction

The natural tendency of people to share information with others drives individ-
uals to exchange and share information, spreading the online content to other
users further away on the social network. When a large number of people par-
ticipate in this kind of information diffusion, it will cause a huge cascade of
information diffusion and lead to great social impact. The research of informa-
tion diffusion prediction which aims at predicting the possible diffusion trend of
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online content is conducive to understanding the information diffusion mecha-
nism and is significant in many areas such as commercial promotion, academic
research and supervision of social public opinion.

Existing researches on information diffusion prediction predominantly con-
centrates on either micro or micro level prediction. At the micro level, infor-
mation diffusion models considers more detailed user behaviors and aims at
forecasting potentially infected users in the process of information diffusion. At
the macro level, information diffusion models emphasis on predicting the poten-
tial final diffusion scale, namely, the popularity of information diffusion. Figure 1
illustrates a toy example of micro and macro level diffusion prediction problem.

Fig. 1. Micro level diffusion prediction and macro level information diffusion prediction
example

To the best of our knowledge, there has been limited research on the joint pre-
diction of information diffusion at both the microscopic and macroscopic levels.
However, constructing a unified diffusion prediction model has a natural advan-
tage in reducing the cost of model training. Yu et al. [11] propose a networked
Weibull regression model to predict the macro level information popularity by
modeling micro level user behavior dynamics. Chen et al. [2] propose a novel
deep learning approach based on multi-task framework to jointly predict micro
and macro level information diffusion in an end-to-end manner, demonstrat-
ing the feasibility of jointly predicting information diffusion on microscopic and
macroscopic level. However, this work only focuses on information cascade data
and ignore the underlying social network structure which leads to poor predic-
tion performance. Yang et al. [10] propose a multi-scale information diffusion
prediction model utilizing reinforcement learning framework, the method incor-
porates reinforcement learning combined with recurrent neural network based
microscopic prediction. However, this model predicts the macroscopic diffusion
size on the basis of the results of microscopic prediction, so the quality of the
prediction results of microscopic information dissemination directly affects the
results of macroscopic prediction.

The microscopic social behaviors of users (such as forwarding and comment-
ing) drives the information spread in the network, which may eventually lead to
macroscopic large information cascade, in other words, micro level user behavior
is the direct cause of macro level popularity. On the other hand, recent deep
learning based information diffusion prediction models at micro or macro level
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use similar information as inputs. For example, micro level information diffusion
prediction model [5,12] use cascade data and social network information as input
and predict the potential users of infection, the macro level information diffu-
sion prediction model [4] also takes information cascade data and social network
information as input and predict popularity of online content.

To sum up, existing researches on jointly predicting information diffusion
for both micro and macro level are quite scarce, a unified model can provide
richer contextual information for information diffusion models. The academic
and industrial fields have made numerous research achievements utilizing multi-
task learning, such as Google’s MOSE, SNR ranking model and Tencent’s PLE
model in the recommendation system in recent years. Therefore, we propose
a unified information diffusion prediction model that employs the multi-task
learning framework, the primary contributions are outlined as follows:

– We propose a unified information diffusion prediction model based on multi-
task learning framework to realize the joint prediction of information diffusion
trend on microscopic and macroscopic level.

– Prediction performance on multiple real-world social network datasets show
that the unified information diffusion model can provide more information of
the information diffusion process, the prediction accuracy on microscopic and
macroscopic information diffusion prediction tasks are improved comparing
with recent methods.

2 Problem Definition

Given the user set U and the information diffusion cascade set C, each cascade
in the cascade set is defined as a list of users sorted by their infection time:
ci = {ui

1, u
i
2, ..., u

i
l}, ci ∈ C, where l represents the observed size of the cascade

ci, namely the number of infected users of the information item. Also given the
underlying social network structure G = {U , E}, the task of this paper is to
jointly predict the diffusion trend of online information on both the micro and
macro level. For micro level user activation prediction task, we aim to predict the
next potential infection user ui

k+1, for macro level popularity prediction task, we
aim to forcast the incremental diffusion size of online information pi = |ci| − l.

3 Model

The general framework of the proposed model is shown in Fig. 2. The model
mainly comprises of three parts: (1) The user representation layer, which uses
graph neural networks to learn the user feature embedding from the dynamic het-
erogeneous diffusion graph. The user feature representation describes the social
influence of users and the homogeneity among users. (2) The user embedding
look-up layer, which query user embedding from previous graph convolution layer
with time restriction. (3) The multi-task learning layer, the embeddings of early
infected users are fused by multi-head self-attention neural network, then the
micro and macro level information diffusion trend are predicted utilizing fused
embedding simultaneously by designed multi-task loss function.
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Fig. 2. Unified information diffusion prediction model framework

3.1 The User Representation Layer

The diffusion behavior among users reflects the rich proximity relationship
between users, such as the social influence and homogeneity of users. Since in
many real-world application scenarios, we only know the diffusion order of online
content rather than the explicit influential relationship, we utilize the concept
of k-neighbor sets in recommendation research [8] to construct the dynamic dif-
fusion graph from the observed diffusion cascade. For an infected user in the
cascade, his/her k-neighbor sets are infected users who are within k hops before
him/her in the same cascade. We adopt this strategy in order to take advantage
of the higher-order proximity between users.

The construction process of dynamic diffusion graph is the same with
DyHGCN [12], we combine the social network structure with our constructed
dynamic diffusion graph to form the dynamic heterogeneous diffusion graph and
denote it as HGD =

[HGt1 ,HGt2 ,HGt3 , ...,HGts
]
, where s denotes the number

of time steps we use to divide our observation time window.
We employ two different graph convolution network to learn user latent rep-

resentation from the social network GF and the dynamic heterogeneous diffusion
graph HGD:

XF = GCN1(AF ,H) (1)

XD = GCN2(AD,H), (2)

where H ∈ R|U|×d is the initial user embedding matrix, d is the dimension of user
embedding. AF represents the follow-up user relationship in social network GF

and AD represents the user relationship in heterogeneous diffusion graph HGD.
X ∈ R|U|×d denotes the learned user embedding by graph convolution layer.
Note that for the dynamic heterogeneous diffusion graph HGD, the correspond-
ing learned user embedding matrix is denoted as XD = [Xt1

D ,Xt2
D ,Xt3

D , ...Xts
D ].

3.2 The User Embedding Look-Up Layer

For a cascade c = {(u1, t1) , (u2, t2) , ... (ui, ti)}, we query the user embedding
used for down-stream micro level user activation prediction task from the learned
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user embedding matrix XD = [Xt1
D ,Xt2

D ,Xt3
D , ...Xts

D ] according to the infection
timestamp of user. For example, to query the user embedding of user ui, we
compare his/her infection timestamp ti with the time steps [t1, t2, t3, ..., ts] we
divided, the key step tkey should satisfying tkey < ti < tkey+1. For example,
suppose that ti ∈ [t3, t4), then tkey equals t3. This strategy is adopted to avoid
information leakage. We use tkey to get the user embedding of user ui from the
corresponding user embedding matrix X

tkey

D and denotes it as xI
ui

.
For macro level popularity prediction task, we query the user embedding

according to the max infection timestamp in the cascade and denotes the user
embedding as xA

ui
. We use the method described above to get all user embed-

ding for the cascade and denote the user embedding for micro and macro level
prediction separately as XI

D = [xI
u1

,xI
u2

, ...,xI
ui

] and XA
D = [xA

u1
,xA

u2
, ...,xA

ui
].

3.3 The Multi-task Learning Layer

We use two different multi-head self-attention neural network to fuse the
sequence of early infected users for micro and macro level prediction, the equa-
tions of multi-head self-attention neural network are listed below:

hk = softmax

(
XDWQ

k (XFW
K
k )T√

d

)

XDW V
k (3)

h = [h1;h2; ...;hH ]WO, (4)

where H is the head number, W ∗ are learning parameters.
For micro level user activation prediction task, we predict the user infection

probability using fully connected neural network:

p̂(ui+1|hmicro) = softmax(W chmicro + bc) (5)

We employ the cross-entropy loss function for micro level prediction task
following many previous work [12]:

L1 =
|C|∑

j=1

l−1∑

i=1

−logp̂(uj
i+1) (6)

For macro level popularity prediction task, we predict the popularity incre-
ment using fully connected neural network and use mean log-transformed
squared error (MSLE) as the loss function:

ΔP = relu(W ohmacro + bo) (7)

L2 =
1

|C|
|C|∑

j=1

(log2 ΔPj − log2 ΔP̂j)2 (8)
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There are large differences in the loss values of micro and macro level tasks,
and their convergence speeds are different, so we use geometric combination of
the final loss function to train the model:

Ltotal =
n∑

i=1

n
√

Li, (9)

n is the task number, here in our model n equals 2.

4 Experiments

4.1 Experimental Setting

Datasets. We conduct experiments on three publicly available datasets follow-
ing previous work [6] to evaluate the proposed model.

– Twitter contains tweets with URLs on Twitter platform and their diffusion
path during October 2010, the follow-up relationship among users is collected
as the social network.

– Douban contains the sharing process of online movie or book among users
on Douban social website. The behavioral relations are recorded as the social
network.

– Christianity contains user interactions on topic of Christian on the Stack-
Exchanges website.

To testify the validness of k-neighbor set when constructing the diffusion
graph, we analyse the following statistics on datasets: assuming user ui and uj

are infected in an information cascade with k users infected between them, how
often do ui and uj participate in the same cascade?

Figure 3 shows the statistical results on active users who participate in at
least 10 cascades in our datasets, we can see that the expectation of user co-
occurrence times are quite high. The statistical results suggests the importance
of applying k-neighbor set when constructing the diffusion graph in our model.

Evaluation Metrics. Similar with previous works [3,6], we use ranking metrics
hits score on top k (hits@k) and mean average precision on top k (map@k) as
evaluation metrics for micro level user activation prediction task. For macro
level popularity prediction task, we use Mean Log-transformed Squared Error
(MSLE) as evaluation metric.

Baselines. We compare our work with Deep Multi-Task Learning based Infor-
mation Cascades model (DMT-LIC) [2] which has been mentioned above.
Besides, we compare our model with recent macro level popularity prediction
models and micro level user activation prediction models separately, the first
three methods are classical macro level popularity prediction models:

– DeepCas [4] samples diffusion path using random walk, uses GRU neural net-
work to learn user embedding and predict the popularity using fully connected
neural network.
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Fig. 3. Statistics of the expectation of user co-occurrence with k infected users between
them on three datasets

– DeepHawkes [1] uses RNN neural network to encode the diffusion path and
introduce attention mechanism as time decay function to fuse the diffusion
path embeddings for popularity prediction.

– CasCN [3] uses graph convolutional network to learn user embedding and
RNN neural network to capture the dynamic diffusion process.

– NDM [9] uses convolution neural network with attention mechanism to model
information cascades with the social network unknown.

– SNIDSA [7] incorporate structure information from social network into RNN
neural network to predict user activation.

– DyHGCN [12] combines social network with information diffusion relations
to construct heterogeneous diffusion graph and learn user dynamic represen-
tation with GCN.

– MS-HGAT [6] builds diffusion hypergraph and use memory-enhanced sequen-
tial hypergraph attention network to learn user interactions from social net-
work and diffusion graph.

Parameter Settings. We randomly divide our dataset into three parts, 80%
of the data for training, 10% of the data for validation and the rest for model
test. The cascade length is set to be 200 at maximum, the graph convolutional
layer used to learn user relationship is a 2 layer GCN with batch normalization,
the batch size is 64, the embedding dimension is set to 64, the learning rate is
0.001, and the dropout rate is 0.3. The k value for constructing diffusion graph
based on k-neighbor set is 4 for all datasets.

4.2 Performance Comparison

The macro level popularity prediction results of the baseline methods and the
proposed model on three datasets are shown in Table 1. It can be observed from
the table that the performance of DeepCas and DeepHawkes based on diffusion
path are much worse than CasCN which utilize graph neural network to model
information cascade graph. The main reason is that it is inefficient to model the
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information diffusion graph by using sequence models such as recurrent neural
networks.

Compared with the baseline method CasCN, the MSLE values of our model
are reduced by about 7%, 8%, 10% on Twitter, Douban and Christianity dataset
respectively. Our model extracts high-order dependencies between users from
information diffusion data and social network graphs, and uses graph convo-
lutional networks to generate dynamic user embedding representations. The
high-order dependencies between users include the propagation relationship and
follow-up relationship which are direct reflection of user social influence and
homophily.

Our model has higher prediction accuracy compared with DMT-LIC, exper-
imental results show that our method can effectively use both information dif-
fusion data and social network graph to predict the popularity of information
diffusion from a macro perspective.

Table 1. Model performance on macro diffusion prediction task

Datasets Weibo Dataset Douban Christianity

Metric MSLE

T 3 h 1 month 2 months

DeepCas 2.379 2.012 1.496

DeepHawkes 2.175 1.890 1.103

CasCN 1.972 1.689 0.646

DMT-LIC 1.895 1.621 0.619

Proposed 1.831 1.541 0.583

For the micro level user activation prediction task, the prediction results of
the proposed model and the baseline methods are shown in Table 2 and Table 3.
The experimental results show that compared with the sub-optimal baseline
method MS-HGAT model, the proposed model based on multi-task learning has
significantly improved the metric Hits@K and Map@K on micro level prediction
tasks. The NDM model uses self-attention mechanism and convolutional neural
network to model the correlation between users in the same information cascade,
but the model ignores the social network information and fails to fully learn the
features of non-activated potential users, which reduces the prediction ability of
the model. SNIDSA model integrates the social network information into the
information diffusion model by using the attention mechanism, but the model
essentially focuses on modeling the local mutual influence between users in the
information diffusion sequence. DMT-LIC performs poorer than our work in the
micro level user activation prediction task since it neglects the importance of
social network.

The baseline methods DyHGCN and MS-HGAT both learn the feature repre-
sentation of users using graph neural network from the social relationship graph
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and the propagation relationship graph constructed by the information cascade.
Compared with previous models, their prediction performance has been greatly
improved. However, they both model the sequential dependencies between users
and ignore the possible high-order dependencies between users in the information
cascade user sequence under the influence of social influence and homogeneity.

Compared with several different baseline methods on micro and macro level
information diffusion prediction task, the experimental results confirm that our
proposed model based on multi-task learning can simultaneously predict the
macro level information popularity and micro level user activation probability,
and the prediction performance of the trained model on multiple real-world
datasets exceeds recent methods.

Table 2. Model performance on micro level diffusion prediction task (%) (hits@k)

Datasets Twitter Douban Christianity

Model @10 @50 @100 @10 @50 @100 @10 @50 @100

NDM 15.21 28.23 32.30 10.00 21.13 30.14 15.41 31.36 45.86

SNIDSA 25.37 36.64 42.89 14.31 26.04 33.23 17.74 34.58 48.76

DMT-LIC 25.54 37.96 43.45 14.61 27.33 34.30 19.62 36.22 48.85

DyHGCN 27.43 45.21 54.65 17.52 30.82 38.08 27.31 48.04 49.05

MS-HGAT 28.30 45.04 55.01 19.54 33.34 40.41 26.76 47.75 49.01

Proposed 29.44 47.92 58.20 19.78 32.29 39.33 30.53 45.58 49.17

Table 3. Model performance on micro level diffusion prediction task (%) (map@k)

Datasets Twitter Douban Christianity

Model @10 @50 @100 @10 @50 @100 @10 @50 @100

NDM 12.41 13.23 14.30 8.24 8.73 9.14 7.41 7.68 7.86

SNIDSA 15.34 16.64 16.89 8.42 9.01 9.06 8.69 8.94 9.72

DMT-LIC 15.39 16.70 16.94 8.86 9.41 9.52 8.75 9.08 9.96

DyHGCN 16.25 16.59 17.09 10.73 11.21 11.36 12.85 13.71 13.96

MS-HGAT 16.90 17.64 17.79 11.12 11.79 11.89 12.24 13.62 13.90

Proposed 17.89 18.76 18.90 11.34 11.93 12.03 15.35 16.83 17.03

Variants Comparison. To further clarify the effectiveness of the prediction
model with multi-task learning, we design the multi-task training scheme and
the single-task training scheme, and carry on experiments on these two train-
ing scheme. The multi-task training scheme is based on the multi-task learning
framework proposed in this paper to predict the micro and macro level diffusion
results at the same time. The single-task training scheme is to keep the model
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Table 4. Performance: Single task learning v.s. Multi-task learning (Twitter)

Training method MSLE map@10 map@50 map@100 hits@10 hits@50 hits@100

micro (only) – 16.00 16.84 16.98 27.51 45.65 54.96

macro (only) 1.862 – – – – – –

multi-task 1.833 17.89 18.76 18.90 29.44 47.92 58.20

Table 5. Performance: Single task learning v.s. Multi-task learning (Douban)

Training method MSLE map@10 map@50 map@100 hits@10 hits@50 hits@100

micro (only) – 10.70 11.29 11.38 19.69 32.39 38.43

macro (only) 1.618 – – – – – –

multi-task 1.541 11.34 11.93 12.03 19.78 32.29 39.33

Table 6. Performance: Single task learning v.s. Multi-task learning (Christianity)

Training method MSLE map@10 map@50 map@100 hits@10 hits@50 hits@100

micro (only) – 16.14 17.56 17.79 31.70 46.17 49.93

macro (only) 0.595 – – – – – –

multi-task 0.583 15.35 16.83 17.03 30.53 45.58 49.17

unchanged, and when training the model, we only use the micro or macro level
information diffusion results. Table 4, 5, 6 show the comparison of prediction
performance of these two training schemes on different datasets.

As can be seen from the table, the micro and macro level prediction results
of the multi-task training scheme are significantly improved compared with
the single-task training scheme on the Twitter and Douban datasets. On the
Christianity dataset, the micro level prediction results in the multi-task training
scheme are slightly worse than that of the single-task training scheme, while the
macro popularity prediction results are slightly better than that of the single-
task scheme. At the same time, compared with training different model for each
task separately, the multi-task model can save model calculation cost, time cost
and maintenance cost as well.

5 Conclusions

Microscopic user interaction behavior will affect the macroscopic popularity of
information. However, there is a lack of information diffusion models that jointly
model the macro level information popularity prediction and micro level user
behavior prediction. Considering the correlation between micro and macro level
prediction tasks, we propose a unified information diffusion prediction model
based on multi-task learning framework, which are able to simultaneously pre-
dict the popularity of online information and the user activation probability.
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Compared with the classical baseline methods related to micro and macro level
prediction tasks, the prediction results on multiple datasets show the effective-
ness of our model. At the same time, we compare the experimental performance
under the single-task training scheme and the multi-task training scheme to fur-
ther verify the feasibility and effectiveness of the model. We think more research
on how to jointly predicting micro and macro level information diffusion trend
should be carried out in the future.
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Abstract. The goal of Knowledge Representation Learning (KRL) is to learn
an accurate knowledge representation that conforms to human understand-
ing. Currently, many works have used entity multi-source information to
improve the entity representation semantic precision, such as entity description,
attribute, and visual information. However, few methods consider the timeli-
ness in KRL, which significantly affects representation learning performance.
In this paper, we attempt to utilize concept information with human under-
standing to learn an accurate, time-stable knowledge representation. Specif-
ically, we first build a novel Knowledge Graph (KG) - Structure Concept
Graph (SCG), which can provide entity structure and concept information
jointly. Based on the SCG, we devise a novel KRL model that can embed
entity concept information to ensure accuracy and timeliness of improving the
KRL’s effect with entity structure information. We evaluate our method on
two downstream tasks: the knowledge graph completion task and the zero-
shot task. Experimental results on real-world datasets show that our method
outperforms other baselines by building effective entities’ representations from
their concept information. The source code of this paper can be obtained from
https://anonymous.4open.science/r/CKRL-adma2023.

Keywords: Entity Concept · Representation learning · Knowledge Graphs

1 Introduction

Knowledge Representation Learning (KRL) methods based on entity structure infor-
mation have achieved a good effect for learning an explainable embedding recently,
such as TransE [1], RotatE [13], HittER [3], etc. In order to enhance the entity rep-
resentation semantics accuracy, many current works use entity multi-source informa-
tion for KRL. For example, DKRL [17] uses entity description information to learn
entity semantic information. IKRL [18] uses visual (picture) information to capture
more entity information for the entities’ representations; DT-GCN [11] uses the entity
multi-type attribute values to enhance the knowledge representations effect. However,
the above entity semantics information has disadvantages: entity description informa-
tion is embodied in a paragraph, and many words in it are mostly used to help describe

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 268–283, 2023.
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Fig. 1. Example of Entity Concept Information and Structure Concept Graph.

the current entity. But when learning the entities’ embeddings, these words are also
learned, which largely causes the entity representation semantic drift. In addition, entity
visual information and attribute values have strong timeliness because the visual infor-
mation and attribute values will change with time, which also widely affects the entity
representation effectiveness. Our research found that entity concept information mainly
avoids the above problems. The concept, the first step of human beings to know the
world from abstract to concrete, can be formulated as an entity semantic information
generated through human understanding. Once it is produced, the concept will not be
changed easily (time-stable). As shown in Fig. 1(a), people can generate concepts in
their minds by cognizing the airplane; on the other hand, people can also recognize
other airplanes based on concept information in their minds. In this paper, we advocate
using entity concept information to learn an accurate and time-stable entity representa-
tion, which provides a new idea for improving the KRL’s effect.

Concept Graph (CG) is a particular type of Knowledge Graph such as AliCG [22].
These CGs make it possible to extract entity concept information. However, the current
CGs only focus on constructing the relations between entities and concepts as well as
concepts and concepts, while ignoring the relations between entities and entities. This
negligence causes some tasks unavailable on CGs (such as knowledge graph comple-
tion and zero-shot). In this paper, we construct a novel KG - Structure Concept Graph
(SCG), as shown in Fig. 1(b): the nodes in SCG are composed of entities and concepts.
The connection between entity and entity is defined as relation, the connection between
the entity and concept is defined as a class, and the connection between concept and
concept is defined as a subclass to construct a Structure Concept Graph.

In order to effectively use entity concept information, we design two novel encoders
which efficiently encode entity concept information to generate the entity’s representa-
tion. Based on the two encoders, we propose a new joint training model Concept Knowl-
edge Representation Learning Model (CKRL) for SCG, which can combine structure
information and concept information jointly to improve KRL’s effect. In the CKRL
model, an entity’s representation is responsible for the modeling of the corresponding
structure information and its concept information.

For learning entity structure information, we follow a typical KRL method TransH
[16] and regard the relation in each triple as a translation from head entity to tail entity.
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In this way, the entities’ and relations’ embeddings are learned to maximize the likeli-
hood of these translations. Meanwhile, given an entity, we will use concept information
to learn its representation. We explore two encoders to encode entity concept informa-
tion in entities’ representations, including Sum-based Encoder (Sum-based) and Con-
volutional Neural Network Encoder (CNN-based).

We evaluate our model on the knowledge graph completion and zero-shot tasks.
Experimental results demonstrate that our model achieves state-of-the-art performances
on both tasks, which indicates that our model can encode entity concept information
well into the entity’s representation. We demonstrate the main contributions of this
work as follows:

– We construct a novel Knowledge Graph called Structure Concept Graph (SCG),
which not only complements the relations between entities and entities, but also
provides rich entity structure information and concept information for Knowledge
Representation Learning.

– We design two novel encoders Sum-based Encoder (sum-based) and Convolutional
Neural Network Encoder (CNN-based), which can effectively encode entity concept
information to generate the entities’ representations. To the best of our knowledge,
this is the first work to use entity concept information for enhancing the knowledge
graph representation learning effect.

– We propose a novel KRL model Concept Knowledge Representation Learning
(CKRL), which utilizes both entity structure information and concept information
for improving KRL’s effect. Moreover, both representations can complement and
strengthen each other in the training process to achieve an accurate embedding.

– We evaluate the CKRL model’s effectiveness on two tasks, including the knowledge
graph completion and zero-shot tasks. Experimental results on real-world datasets
illustrate that the CKRL model consistently outperforms other baselines on the two
tasks.

We give basic definitions in the next section. Then we represent our proposed
methodology and optimizations in Sect. 3. Section 4 reports details of datasets and
experimental results. Related works are introduced in Sect. 5. Finally, we conclude our
work in Sect. 6.

2 Problem Formulation

Wewill first introduce the symbols used in this paper. Given a structural triple (h, r, t) ∈
T , while h, t ∈ E stand for entities, r ∈ R stands for relation. c ∈ C stands for the
concept. Respectively, h and t are head entity and tail entity. T stands for the structural
triple training set, E is the set of entities, R is the set of relations, and C is the set of
concepts. We propose two kinds of representations for each entity to utilize structure
information and concept information in CKRL.

Definition 1. Structure-Based Representations: es indicates the entity’s structure-
based representation vector, while esh and est are the structure-based representations
based on the head entity and tail entity. r indicates the relation’s representation. These
representations could be learned through existing translation-based models.
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Definition 2. Concept-Based Representations: ec represents the entity’s concept-
based representation vector, while ech and ect are the concept-based representations
based on the head entity and tail entity. These representations are obtained by encoding
with two encoders.

Fig. 2. The CKRL’s Overall Architecture Based on Sum-based Encoder

3 Methodology

3.1 Overall Architecture

To fully use these two kinds of information, we integrate the two kinds of representa-
tions into a joint representation [4]. We assume that each dimension of structure-based
and concept-based representations represents the same semantics information. Then we
combine all the dimensions linearly to build a joint representation:

ejoint = α ∗ es + (1 − α) ∗ ec, (1)

where ∗ is a multiplication operator, ejoint ∈ R
d×1 represents the entity’s joint rep-

resentation, es ∈ R
d×1, ec ∈ R

d×1 where d is the dimension of representation, α is
the weight of combination structure-based representation and concept-based represen-
tation, and its value domain is [0, 1]. Given a triple (h, r, t), we denote ehjoint / e

t
joint as

the joint representation of its head/tail entity and r as its relation’s representation. The
score function of our models is based on TransH:

S(h, r, t)joint = ||(ehjoint − wT
r e

h
jointwr) + r − (etjoint − wT

r e
t
jointwr)||L1/L2, (2)

where ||.||L1/L2 is L1-norm or L2-norm function, wr ∈ R
d×1 denotes the relation

specific hyperplane for relation r.
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According to the score function, the CKRL’s overall architecture based on a sum-
based encoder is demonstrated in Fig. 2. The CKRL’s overall architecture based on a
CNN-based encoder is demonstrated in Fig. 3. We gain the entities’ structure-based rep-
resentations and relations’ representations from TransH. We get the entities’ concept-
based representations from the sum-based encoder and CNN-based encoder. The score
function combines the two types of entities’ representations into a joint entity’s repre-
sentation, and during the training process, the two entities’ representations can comple-
ment and promote each other.

Fig. 3. The CKRL’s Overall Architecture Based on CNN-based Encoder

3.2 Entity Concept Word Embedding

For each entity’s concepts, we assume that they have the same number of concept words.
For this, we adopt a zero-padding strategy to unify the concept word number for each
entity. We randomly generate an embedding for each concept word and learn the same
embedding for all zeros to prevent the zeros’ negative effects in training such as the
disappearance of gradients. In order to solve the problem that the different entities have
the same concepts, We also learn the embeddings of their names for each entity. This
can not only prevent the problem that different entities have the same concept words
but also further strengthen the entity representations’ semantic precision. In addition to
the random initialization method, we can also use the Word2Vec [8] to get the entity
concept word embeddings. Given an entity’s name and an entity’s n concept words:
Ci = (cname, c1, ..., ci, ..., cn), we get the following entity concept embeddings:

Ci = (cname, c1, ..., ci, ..., cn). (3)
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3.3 Sum-Based Encoder

Figure 2 depicts the framework of the sum-based encoder. Then we take the entity con-
cept word embeddings as input, and we simply sum up the concept words embeddings
to generate the entity’s representation:

ec = cname + c1 + ... + ci + ... + cn, (4)

where cname is the the entity’s name embedding, ci is the i-th concept word embedding
belonging to the concept set of entity e, and ec will be used to minimize loss function.

3.4 Convolutional Neural Network Encoder

Convolutional Neural Networks (CNN) is the popular model for computer vision tasks,
which also proved to be effective for natural language processing tasks (such as part-
of-speech tagging, chunking, named entity recognition, and semantic role labeling) [6].
Recently CNN models are also proposed for Knowledge Representation Learning [17]
and achieved good effect. The conventional Sum-based encoder has two inherent draw-
backs: (1) not considering the concept word’s order; (2) not fully understanding the
concept information. To tackle the above issues, we exploit a CNN-based encoder to
refine the representations and explore the semantic and order information.

The Framework of CNN-Based Encoder. Figure 3 depicts the overall architecture of
the CNN-based encoder. The CNN-based encoder framework has five layers, including
an input layer, two convolution layers, and two pooling layers. In addition, the entity’s
representation obtained by the CNN-based encoder will participate in minimizing the
loss function.

Convolution Layer. In the convolution layer, we set X(l) to be the input of l-th con-
volution layer and O(l) to be the output of l-th convolution layer. First a size k window
will slide through the input embeddings in X(l) to gain X

′(l). For the first layer, X(1)

is a set of vectors consisting of the concept word embeddings (cname, c1, ..., ci..., cn),
and the window process is defined as follows:

c
′(1)
i = ci:i+k−1 = [cTi , cTi+1, ..., c

T
i+k−1]

T , (5)

where the i-th vector of c
′(1) is gained by aggregating k features in i-th window. Con-

sidering that the input is inconsistent in length, we use the zero-padding strategy in
Entity Concept Embedding section to align the length of the sequence and endow the
same embedding to all zeros. The i-th output vector of the convolution layer is defined
as follows:

o(l)i = σ(K(l)c
′(l)
i + b(l)i ), (6)

where K(l) ∈ R
n
(l)
2 ×n

(l)
1 is the convolution kernel for all input embeddings of l-th

convolution layer after window process and b(l)i is the optional bias. n(l)
2 is the dimen-

sion of output embeddings which could be considered as the number of feature maps.
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n
(l)
1 = k × n

(l)
0 where n

(l)
0 is the dimension of input embeddings. σ is the activation

function such as tanh or ReLU. In general, zero-filling embeddings shouldn’t con-
tribute in forward propagation nor be updated in backward propagation. However, we
endow the same embedding to all zeros, and in this way, we can align the length of
the input concept word embedding sequences and avoid the possible side effects of all
zero-filling embeddings.

Pooling Layer. We use the pooling strategy after every convolution layer to shrink the
parameter space of the CNN-based encoder and reserve all concepts’ semantic infor-
mation. We assume that concept information in each dimension is equally important.
For the first pooling layer, in each window, we utilize the average value of every fea-
ture map to generate a new embedding. Compared with the previous model using the
max-pooling strategy to compress semantics such as DKRL [17], our operation can not
only reduce training parameters but also learn the entity concept information at all lev-
els of entities in feature maps. The mean-pooling is defined to determine the average
feature values in each dimension of the input embeddings within a size n window, and
we default that the stride is equal to the window size:

c(2)i = mean(o(1)n·i, ..., o
(1)
n·(i+1)−1). (7)

The mean-pooling, as a non-parameter operator, can attain well-established feature
dimensional reduction/complexity trade-offs. Considering that an entity contains vari-
ous concepts, different semantics can be revealed from multi-angles. Thus, we choose
mean-pooling at the last layer to aggregate features across all concepts. The equation
can be formulated as follows:

ec =
∑

(i=1,...,m)

o(2)i

m
. (8)

We argue that the m concept embeddings contain different semantic information
from different aspects, all of which contribute to the entity’s representation. Due to the
pooling strategies, we can not only handle the concept embeddings better and obtain
fixed-length entities’ representations ec for each entity but also capture more semantic
information.

3.5 Training

We utilize a margin-based loss function as our training objective, which is defined as
follows:

L =
∑

(h,r,t)∈T

∑

(h′ ,r′ ,t′ )∈T ′
max(γ + S(h, r, t)joint − S(h

′
, r

′
, t

′
)joint, 0), (9)

where margin γ means the artificially defined minimum distance between positive and
negative examples. S(h, r, t)joint is the score function stated above, in which both head
and tail entities have two kinds of representations. We compared the L1-norm with the
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L2-norm in our experiment, and the performance of the L1-norm is better. T
′
is the

negative sampling set of T , which we define as follows:

T
′
=

{
(h

′
, r, t)|h′ ∈ E

}
∪

{
(h, r

′
, t)|r′ ∈ R

}
∪

{
(h, r, t

′
)|t′ ∈ E

}
. (10)

Supposing that a triple is already in T , it will not be regarded as a negative sample.
Because the head entity and tail entity have two types of representations, the entities
in the margin-based loss function could either be structure-based representations or
concept-based representations.

3.6 Optimization and Implementation Details

The Sum-based and CNN-based encoders take concept word embeddings as input and
entities’ representations as output to minimize the above loss function. K(1), K(2) are
convolution kernels, which are initialized randomly. The c can be initialized randomly
or pre-trained through Word2Vec [8]. E and R are the sets of entities’ and relations’
embeddings respectively, they could either be initialized randomly or by learning from
existing translation-based models such as TransE [1] and TransR [7]. We use the stan-
dard stochastic gradient descent (SGD) for the model’s optimization. The chain rule is
applied top-down through the CKRL model until the concept word embedding layer.
For the consideration of efficiency, we use GPU to accelerate the training.

Table 1. Statistics of Datasets

SCG

Ent Rel Concept Rel tr Train set Test set

1242 161 6452 2014 2014 700

Zero-Shot Dataset

IKGEs OOKGEs Concept Rel tr Train set Test set

899 355 5483 1982 1582 656

4 Experiments

4.1 Datasets and Experiment Settings

Datasets. In our experiments, we first extract the structure triples in CASIA-KB [20]
in OpenKG1 to build a KG. Then we extract concept information related to entities
of CASIA-KB in OpenCG2 to construct a CG. Finally, we combine the KG and CG
to build an SCG. The SCG details are listed in Table 1. In addition, we built a new

1 http://www.openkg.cn.
2 http://openconcepts.openkg.cn.

http://www.openkg.cn
http://openconcepts.openkg.cn
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dataset named Zero-Shot-Dataset based on SCG to simulate a zero-shot scenario. The
Zero-Shot-Dataset details are listed in Table 1. We select 899 entities as In-KG entities
(IKGEs) and select 355 entities in SCG that are related to In-KG entities as Out-of-
KG entities (OOKGEs). In addition, we extract structural triples containing IKGEs and
OOKGEs to make up our test set. We guarantee that the OOKGEs’ concept words
appear in IKGEs’ concept words.

Experiment Setting. In the CKRL model, we set the margin γ set among {1.0, 2.0,
3.0}. The learning rate λ set among {0.0005, 0.0003, 0.001}. The optimal configura-
tions of CKRL are λ = 0.001, γ = 1.0. In the CNN-based encoder, we set different
window sizes k among {1, 2, 3} for different convolution layers. The dimensions of
the entity’s concept-based representation and the structure-based representation are set
to 128. The dimension of the relation’s representation is set to 128. Besides, we utilize
two evaluation settings, “Raw” and “Filter”, where “Filter” drop the existing triples in
KGs from reconstructed triples as training triples while “Raw” does not.

Table 2. Performance on entity prediction

model SCG

MR Hits@N(%)

Raw Filter 1 3 10

TransE 422 403 5.77 7.34 7.97

ComplEx 381 376 5.32 7.91 8.47

SimplE 408 395 6.75 8.95 10.26

RotatE 391 378 8.87 12.11 13.12

QuatRE 367 333 9.21 12.88 14.77

TransRHS 265 252 9.11 12.97 15.01

ParamE 321 318 8.22 12.78 14.88

DT-GCN 402 397 6.29 8.32 9.33

HittER 297 292 7.82 12.65 15.23

KG-BERT 281 294 7.31 12.59 12.11

StAR 277 281 8.11 12.61 13.14

CKRL Sum(str) 384 381 8.94 11.76 12.33

CKRL CNN(str) 332 321 8.87 11.57 13.43

Sum(con) 417 409 5.78 7.44 8.12

CNN(con) 276 272 8.32 15.11 15.57

CKRL Sum(con) 361 348 6.76 9.11 10.32

CKRL CNN(con) 357 354 6.32 9.95 11.33

CKRL Sum(joint) 298 287 9.09 13.07 15.44

CKRL CNN(joint) 130 118 11.55 14.56 16.13

Improv. 51.1% 52.2% 25.4% 16.5% 5.9%
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Table 3. Performance on relation prediction

model SCG

MR Hits@N(%)

Raw Filter 1 3 10

TransE 96 92 15.77 21.24 25.94

ComplEx 86 84 15.78 21.87 24.47

SimplE 87 82 18.63 22.55 28.26

RotatE 84 82 24.87 28.67 29.45

QuatRE 79 74 25.26 29.98 31.73

TransRHS 80 71 25.17 28.86 31.01

ParamE 85 81 24.45 28.78 30.83

DT-GCN 98 94 14.25 19.61 26.66

HittER 78 73 23.13 27.34 33.63

KG-BERT 81 73 23.12 28.74 31.32

StAR 79 72 24.11 28.75 31.46

CKRL Sum(str) 79 75 21.94 26.01 29.98

CKRL CNN(str) 77 74 21.87 28.57 30.88

Sum(con) 78 76 21.37 26.18 30.41

CNN(con) 75 71 25.96 33.31 34.24

CKRL Sum(con) 77 72 21.71 30.76 34.38

CKRL CNN(con) 73 71 22.01 30.12 35.32

CKRL Sum(joint) 73 70 24.09 29.02 33.44

CKRL CNN(joint) 54 51 25.97 32.99 35.98

Improv. 30.8% 28.2% 2.8% 11.1% 5.8%

4.2 Validation of Knowledge Graph Completion

Knowledge graph completion aims to learn the good entities’ representations, relations’
representations, and an energy function. We can predict a triple (h, r, t) with h, r or t
unknown. For example, when given (h, r), we should predict the corresponding t.

Evaluation Protocol. Due to the fact that we can obtain two kinds of enti-
ties’ representations, we will report 8 kinds of prediction results based on CKRL
model: Sum(con) and CNN(con) only use entity concept information for training
and use the entities’ concept-based representations for entity and relation prediction.
Under joint training based on entity structure information and concept information:
CKRL Sum(str) and CKRL CNN(str) use the entities’ structure-based representations
for entity and relation prediction. CKRL Sum(con) and CKRL CNN(con) use the enti-
ties’ concept-based representations for entity and relation prediction. CKRL Sum(joint)
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and CKRL CNN(joint) use the joint entities’ representations (structure-based represen-
tation + concept-based representation) for entity and relation prediction. In our experi-
ment, we select TransE [1], ComplEx [14], SimplE [5], RotatE [13], QuatRE [9], Tran-
sRHS [21], ParamE [2], DT-GCN [11], and HittER [3] as baselines. Besides, we employ
two text-based approaches, KG-BERT [19] and StAR [15] for a plain comparison, The
baselines are discussed in the Related Work section. We use two evaluation metrics:
Hits@N [21] and Mean Rank (MR) [17]. We follow the evaluation settings “Raw” and
“Filter”.

Experimental Results. The entity and relation prediction results are shown in Table 2
and Table 3. From these results, we can observe that: (1) most CKRL models outper-
form all baselines on both MR, Hits@1, Hits@3 and Hit@10. It indicates that the
entities’ representations with entity concept information perform better in knowledge
graph completion. This proves that CKRL model can effectively use entity concept
information to learn an accurate entity’ representation for improving KRL’s effect. (2)
CKRL Sum(str) and CKRL CNN(str) show good performance, although it is inferior
to some baselines’ results. After the joint training of the two kinds of information,
compared with some models (such as TransE and ComplEx and SimplE) performance
effects have been improved. This shows that CKRL model can not only construct an
accurate concept-based representation, but also improve the effect of structure-based
representations. (3) In CKRL models, the prediction results based on the CNN-based
encoder are better than prediction results based on the Sum-based encoder, which
proves that the CNN has a better effect in capturing entity semantics. This further proves
the robustness and effectiveness of the CKRL model based on the CNN-based encoder.
(4) The CKRL’s results outperform baselines on MR. The MR depends on the overall
quality of knowledge representations and it is sensitive to the wrong predicted results.
In this paper, we use entity concept information as accurate entity semantic information
to improve the entity representations’ semantic accuracy. Therefore, the CKRL’s results
are much better than the baselines’ results on MR. (5) CKRL(joint) experimental results
performed well, indicating our success in combining the two representations into a joint
representation, which is a good inspiration for multi-resource information learning.

4.3 Validation of Zero-Shot Task

The zero-shot task focuses on the situation when at least one of the entities in the
test triples is the OOKGE. All existing models based on structure information can not
handle this task because they can’t learn the OOKGEs’ representations directly. Many
works try to use entity multi-source information to handle the zero-shot task. For exam-
ple, DKRL uses entity description information to solve the zero-shot problem. However,
our model can not only use concept information to deal with the zero-shot situation but
also use entity concept information to learn the interpretable and understandable enti-
ties’ representations for OOKGEs, which proposes a new direction for solving zero-shot
tasks.



Learning Knowledge Representation with Entity Concept Information 279

Evaluation Protocol. We choose DKRL [17], ConMask [12], and OWE [10] as our
baselines for our proposed CKRL CNN(joint) (short as CKRL).We utilize MR [17] and
Hits@1,3,10 [21] for entity prediction and relation prediction. We also use the “Raw”
and “Filter” settings.

Experimental Results. Table 4 and Table 5 are the zero-shot’s experimental results.
Based on the experimental results, our analysis is as: (1) CKRL achieves better perfor-
mance than DKRL, ConMask, and OWE. This proves that using accurate entity seman-
tic information (concept information) can learn an accurate entity’s representation for
OOKGEs to solve the zero-shot problem. In addition, using entities’ concept-based rep-
resentations to deal with the zero-shot problem can greatly reduce the risk of inaccu-
rate expression and better capture semantic information of OOKGEs’ multiple aspects.
(2) The baselines use entity description information and entities’ names to learn enti-
ties’ representations to solve the zero-shot problem. Experimental results prove that
entity concept information has superior advantages. (3) From Table 4, we can know
that some CKRL’s results are not very satisfactory and the reason may be that IKGEs
and OOKGEs belong to two different entity spaces, separating these two entities means
that it may alienate the connection between the two types of entities. Therefore, the
ability to represent the OOKGEs still needs to be enhanced.

Table 4. Performance on entity prediction in Zero-Shot Task

model Zero-Shot-Dataset

MR Hits@N(%)

Raw Filter 1 3 10

DKRL 376 363 2.123 5.316 7.126

ConMask 383 379 1.332 5.205 6.324

OWE 361 353 2.303 5.514 7.448

CKRL 353 344 2.631 7.424 9.771

Improv. 2.2% 2.5% 14.2% 34.6% 31.2%

Table 5. Performance on relation prediction in Zero-Shot Task

model Zero-Shot-Dataset

MR Hits@N(%)

Raw Filter 1 3 10

DKRL 79 76 11.984 16.332 18.547

ConMask 98 93 8.854 14.413 16.318

OWE 82 75 9.281 16.669 18.554

CKRL 74 71 12.556 18.244 20.145

Improv. 6.3% 5.3% 4.8% 9.3% 8.6%
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4.4 Efficiency Analysis

We compare training time and inferring time for knowledge completion task. Since our
proposed method utilizes a new dataset extracted from CASIA-KB, we hope to explore
whether our proposed dataset structure could enhance the efficiency without losing
accuracy for SOTA approaches. Thus we build CASIAsub, which contains the same
entities and relations as SCG. The only difference is that SCG contains the concepts
while CASIAsub does not. The results reported in Fig. 4 indicate that utilizing SCG
consistently accelerate the existing KG approaches, especially for translation-based
ones (TransRHS, RotatE), which proves the extraction ability of SCG for enhancing
KG representation learning.

Fig. 4. Efficiency performance of the KG completion task.

4.5 Parameter Analysis

We explore our proposed CKRL’s parameters, including margin γ among {1.0, 2.0,
3.0}; the learning rate λ among {0.0005, 0.0003, 0.001}. In the CNN-based encoder, we
set different window sizes k among {1, 2, 3} and the dimensions among {64, 128, 256}.
The results reported in Fig. 5 indicate that the best performance of CKRL is achieved at
{γ = 1.0, λ = 0.001, dimension = 128, k= 3}.
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Fig. 5. Parameter analysis.

5 Related Work

5.1 Zero-Shot Learning

Only a few works have solved the zero-shot task in knowledge graph completion by
using entity multi-source information. DKRL [17] uses a joint training of graph-based
embeddings and text-based embeddings to handle the zero-shot problem. ConMask [12]
is a text-centric approach where text-based embeddings for the head, relation, and tail
are derived by an attention model over names and descriptions. OWE [10] comprehen-
sively uses the entity’s name and description information and proposes a conversion
space to perform open-world link prediction.

5.2 Knowledge Representation Learning

Knowledge Representation Learning methods have achieved great success in recent
years. TransE [1] regards the relation as a transformation between the head entity and
the tail entity for modeling. ParamE [2] takes advantage of the nonlinearity fitting abil-
ity of neural networks and translational properties to improve the KRL. ComplEx [14]
improves the knowledge embedding effect by using complex-valued embeddings. Sim-
plE [5] uses Canonical Polyadic to improve KG embedding. RotatE [13] proposes a
rotational model, taking relation as a rotation from the head entity to the tail entity
in complex space. QuatRE [9] models the relation as a rotation on a 4-dimensional
space (hypercomplex space) to unify ComplEx and RotatE. TransRHS [21] encodes
each relation as a vector together with a relation-specific sphere in the same space.
DT-GCN [11] has the advantage of fully embedding attribute values of data types infor-
mation and refines data types into five primitive modalities. HittER [3] presents a deep
hierarchical transformer model to learn representations of entities and relations in KGs.
KG-BERT [19] and StAR [15] are two state-of-the-art text-based approaches, which
utilize the abundant text information to enhance KG representation learning abilities.
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6 Conclusion

In this paper, we construct a novel Knowledge Graph - SCG, and propose a novel KRL
model (CKRL) that utilizes both the entity structure and concept information to learn
an accurate representation. We also design two concept information encoders includ-
ing a sum-based encoder and a CNN-based encoder to encode concept information.
In knowledge graph completion and zero-shot tasks, CKRL’s performance is compara-
tively better than the other baselines, which indicates its potential application ability for
enhancing KG’s downstream tasks.
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Abstract. Mushroom is highly diverse in morphology and colors, and
difficult for ordinary people to discriminate between them. The lack of
high-quality labeled mushroom datasets is one of the bottlenecks restrict-
ing cutting-edge image recognition models to achieve high performance
in mushroom image recognition. To address the limitation, in this paper,
we will introduce a large mushroom dataset, called Mushroom-23, con-
structed by us. It collects over 35000 labeled mushroom images belonging
to 203 popular mushroom species in Hong Kong. Along with construct-
ing the new mushroom dataset, we also propose the domain adaptive
pre-trained (DAPT) model to make the state-of-the-art Vision Trans-
former (ViT) adaptive to specific mushroom recognition. The DAPT is
first pre-trained on ImageNet and Danish Fungi (DF20) datasets, then
fine-tuned on the collected Mushroom-23 dataset to gain the capabil-
ity of different categories of mushrooms. Extensive experimental results
show DAPT outperforms all baseline models by a large margin in terms
of Accuracy and Macro F1.

Keywords: Mushroom Recognition · Domain Adaption · Pre-trained
Model · Vision Transformer

1 Introduction

Mushrooms are a highly diverse and complex group of species with rich edible,
economical, medical, and nutrient values [21–23]. Some of them are poisonous
that may lead to food poisoning, or even endanger people’s lives. Without the
expert knowledge, it is difficult for ordinary people to distinguish between the
edible and poisonous mushrooms [21]. Fortunately, the fast development of deep
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learning-based computer vision technology makes it possible to use the AI tech-
nology to recognize different types of mushrooms. However, the awkward situa-
tion is though we have the state-of-the-art image classification model, no desir-
able dataset with complete species and high-quality mushroom images can be
used to train the model. To the best of our knowledge, Danish Fungi 2020 (DF
20) [22,23] is one of the popular fungi datasets, but the fungi collected in datasets
are from the Nordic countries and few species from East and Southeast Asia,
particularly, Hong Kong, are collected. Moreover, the state-of-the-art models,
such as AlexNet [19], GoogLeNet [26], ResNet [10], can achieve high classifica-
tion accuracy, but they are trained on the standard publically available datasets,
e.g., ImageNet [29], COCO [30], which may fail in mushroom recognition due to
the lack of sufficient fine-tune on specific mushroom dataset.

To address these limitations, we first construct a large Hong Kong Mushroom-
23 dataset containing 35,457 images of 203 mushroom species, which are collected
and filtered by massive fungi images downloaded from the internet. In addition,
we propose a domain adaptive pre-trained model (DAPT) to boost the perfor-
mance of mushroom image classification. DAPT draws the successful experiences
of the Vision Transformer model (ViT) [6] and follows the same design philoso-
phy of the model architecture of ViT. DAPT divides the input mushroom images
into small patches, then transforms them into serial data and input to the trans-
former encoder followed by a fully-connected layer to obtain the classification
results. DAPT is first trained on the ImageNet dataset, then DF 20 dataset, and
finally fine-tuned on the Mushroom-23 dataset.

To evaluate the DAPT’s performance, we conduct extensive experiments on
the Mushroom-23 dataset. The experimental results show DAPT outperforms all
baseline models and achieves 82.9% and 0.788 in terms of classification accuracy
and F1 score, respectively.

Simply, the contributions of this paper are summarized as follows:

– To begin with, we construct the Mushroom-23 dataset comprising a large
number of different varieties of mushroom images.

– Then, we propose a transformer-based domain adaptive pre-trained (DAPT)
model to perform the mushroom image classification.

– Furthermore, to make the DAPT model customized to mushroom data, trans-
fer learning is used to first train DAPT on the ImageNet and DF 20 datasets,
then fine-tuned on the Mushroom-23 dataset.
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2 Related Work

Conventionally, the mushroom (fungi) image classification is based on tradi-
tional machine learning approaches such as support vector machines (SVM) and
decision trees [1–3]. With the booming of deep learning technology, particu-
larly, the great success of convolutional neural network (CNN) in image clas-
sification [10,11,19,20,26], it has also been introduced to fungi recognition [7].
Subsequently, transfer learning becomes popular in image classification tasks,
which first pre-trains a model on a large dataset, then fine-tunes it on the small
individualized domain. Fu et al. [25] proposed a novel recurrent attention con-
volutional neural network (RA-CNN) using discriminative region attention and
region-based feature representation technologies. He et al. [27] proposed a two-
stream model combining the vision and the language processing module for
learning latent semantic representations. In addition, Yu et al. [31] employed
a hierarchical framework to perform cross-layer bilinear pooling to enhance the
feature representation learning. Zheng et al. [32] used a new group convolu-
tion method by first dividing channels into different groups according to their
semantic meanings, then performing the bilinear pooling for each group to keep
its corresponding dimension such that it can be directly integrated into any
existing classification model backbone.

Recently, transformers and self-attention models have caused a huge sen-
sation in natural language processing (NLP) [8,9,12]. Inspired by this, many
attempts were made to expend the successful experiences of the transformers in
NLP to the various computer vision problem, such as segmentation [14], object
detection [17], and object tracking [18]. Girdhar et al. [13] first used transformers
to deal with the sequential video feature extraction leveraging in the CNN back-
bone. Later, motivated by replacing CNN with a pure transformer structure, the
vision transformer model (ViT) [6] was proposed which introduce the transform-
ers to transform the 3D image into the serialized image patches and process it
subsequently. On top of this, Transformer-based object re-identification (Tran-
sReID) was proposed which incorporated side information into the transformer
along with the jigsaw patch module (JPM) to enhance the object re-identification
accuracy [24]. Besides, Zheng et al. [28] proposed a pure self-attention-based
encoder method named segmentation transformers (SETR) that exploits ViT as
the encoder for segmentation.
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3 Mushroom-23 Dataset

In this section, we will introduce the Mushroom-23 dataset constructed by us.
All the images collected are searched and download from Google Image and
Bing Image. As shown in Fig. 1 and Table 1, Mushroom-23 dataset contains
203 different mushroom species with a total of 35,457 images. On average, each
category contains 175 images, but the distribution of the number of images per
category varies widely. For example, the most representative category consists of
1,233 images but the least representative one has 30 images only. Additionally,
Fig. 2 demonstrates some selected species of the mushroom collections. It gives us
an intuitive impression of the plant morphological characters of different types of
mushrooms, such as forms and colors, and can help us better recognize them. To
ensure the data quality of the dataset, we check the clarity, lighting, and angles
of the images carefully during manual screening. In addition, we also manually
annotate the dataset, assigning each image a unique category, which can be used
as the image label in the supervised learning task.

Table 1. The total numbers of collected mushroom species and images, and the average
number of images per species in Mushroom-23 Dataset.

Number of Species Total Number of Images Average Number of Images per Species

203 35457 175

Fig. 1. The distribution of the number of collected mushroom images of different
species.
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Fig. 2. An illustration of some selected species from Mushroom-23 Dataset.
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4 Domain Adaptive Pre-trained (DAPT) Model
for Mushroom Classification

In this section, we will introduce the domain adaptive pre-trained (DAPT) model
for mushroom classification in detail. First of all, we will elaborate on the model
architecture and then introduce how we train the model.

4.1 Model Architecture

We propose the domain adaptive pre-trained (DAPT) model for mushroom clas-
sification, the architecture of which follows the basic framework Vision Trans-
former model (ViT) [6]. As illustrated in Fig. 3, the DAPT model consists of
several key components, namely patch location embedding, transformer encoder,
and classification result. In patch location embedding, the input image is divided
into small patches of the same size, then the linear projection is performed to
realign all the patches into a sequence according to their patch location. Subse-
quently, the serialized patch data are fed into the transformer encoder in parallel
to use the attention mechanism to learn the dependency of the sequence of the
patches. The transformer encoder block, which is the core of the DAPT model,
consists of multi-head self-attention and feed forward network layers. Multi-head
attention is composed of multiple one-head attention modules which can make
the model draw attention from the different local image representations. Feed-
forward network consists of two fully-connected layers followed by an activation
function to learn high-level feature representations. Multi-head attention can
make the model draw attention from the different local image representations.
Finally, a classification result is used to map the learned feature vector to differ-
ent categories of mushrooms.

4.2 Domain Adaptive Training Process

As illustrated in the top part of Fig. 3, domain adaptive training is performed
to make the DAPT perform well on the mushroom image classification task. To
start with, DAPT is trained on the ImageNet dataset to gain initial capabilities
in recognizing a large variety of objects in our lives and have learned parameters
fixed. Then, to enhance the competence of DAPT in fungi recognition, the pre-
trained DAPT model is further trained on the DF20 dataset such that DAPT
can discriminate between the main species of fungi. Although DF20 is a large
specific fungi dataset of Demark collecting over 7,500 fungal species, including
the taxonomic classification, morphology, ecology, distribution, and molecular
data, most of the collections are from Northern Europe, and few species in East
and Southeast Asia are included. Therefore, to address the Asian mushroom
recognition issue, we further fine-tune DAPT on the Mushroom-23 dataset to
make it adapted to the Asian mushroom species recognition task.
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Fig. 3. An illustration of the domain adaptive pre-trained (DAPT) model for mush-
room recognition.

5 Experiment

In this section, we will introduce the experimental part. First of all, we have a
brief description of the dataset, then introduce the baseline models, and finally
present the experimental results in detail.

5.1 Experimental Setup

In the experiment, the Mushroom-23 dataset is divided into a training set and
a validation set with a ratio of 9:1, which means we use 90% of the images
for training, and others for validation. Also, some image preprocessing work is
conducted before the training, say, we use the OpenCV library to crop and resize
each image, and perform grayscale conversion and histogram equalization. We
use transformers to implement our experiment and set the batch size to 120. We
train the model for 100 epochs and select the best accuracy on the validation
dataset. All models are trained on 4 GTX 3090 GPUs.
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5.2 Baseline Model

In the experiment, we use the following baseline models:

– Vision Transformer [4,6,15] is an attention-based neural network model
used for image classification tasks. It uses the self-attention mechanism from
the transformer to process feature vectors of image patches and generates a
global feature vector of the entire image using a global pooling layer. The core
idea of ViT is to treat an image as a sequence and use a transformer model
to encode this sequence. ViT performs similarly to traditional convolutional
neural network models on the ImageNet dataset, but is more flexible and
scalable, as it can handle images of different sizes and resolutions.

– Swin Transformer [4,5,16] is a new transformer model designed specifically
for computer vision tasks, building upon the ViT. It introduces a hierarchical
structure, dividing the transformer blocks into multiple stages, each contain-
ing several transformer blocks, to reduce computation and memory consump-
tion. Additionally, the Swin transformer introduces the position encoding and
local attention mechanism to handle the relationship between local features
and global features. Swin transformer achieves better performance than ViT
and other models on several computer vision tasks.

5.3 Experiment Result

Table 2. Mushroom recognition performance comparison among different models.

Model Accuracy Macro F1

Vision Transformer 79.0% 0.732
Swin Transformer 78.7% 0.736
DAPT (ours) 82.9% 0.788

Performance Comparison Among Different Models: Table 2 presents the
experimental results on Mushroom-23 dataset between DAPT and baselines in
terms of Accuracy and Macro F1. The ViT model achieves an accuracy of 79.0%
and a Macro F1 score of 0.732. It demonstrates that the ViT model, which has
been proved to be effective in various computer vision tasks, also performs well in
the mushroom classification task. The Swin transformer, another advanced trans-
former model, can obtain comparable results with the ViT. It achieves slightly
lower accuracy, 78.7%, than the ViT model, but had a marginally higher Macro
F1 score of 0.736. DAPT performs the best among all models, and achieves an
accuracy of 82.9% and a Macro F1 score of 0.788. It is because DAPT intro-
duces the domain adaptive training approach to fine-tune on mushroom images
dataset to boost its recognition performance on specific mushrooms.
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Table 3. Compare mushroom recognition results with different learning rates.

Model Learning Rate on DF20 Learning Rate on Mushroom-23 Accuracy Macro F1

DAPT 0.0001 0.0001 81.9% 0.777
DAPT 0.0001 0.00002 82.9% 0.788

Performance Comparison with Different Learning Rates: Table 3 show-
cases the results of the ViT model using different learning rates on both DF20
and Mushroom-23 datasets. In this upper one, the DAPT model is first fine-
tuned with a learning rate of 0.0001 on the DF20 dataset and then with the
same learning rate on Mushroom-23 dataset. The DAPT model achieves an
accuracy of 81.9% and a Macro F1 score of 0.777. These results indicate that
the two-stage fine-tuning process, using a consistent learning rate of 0.0001,
enhances the model’s performance in the mushroom classification task. In the
lower one, the DAPT model is first fine-tuned with a learning rate of 0.0001
on the DF20 dataset and then with a reduced learning rate of 0.00002 on
Mushroom-23 dataset. The DAPT model achieves an accuracy of 82.9% and
a Macro F1 score of 0.788. These results suggest that the combination of a
higher learning rate during the initial fine-tuning on the DF20 dataset and a
lower learning rate on our dataset leads to even better performance.

Table 4. Performance comparison between DAPT and its reduced cases.

Reduced Model Learning Rate Accuracy Macro F1

Complete DAPT 0.0001 on DF 20 82.9% 0.788
0.00002 on Mushroom-23

Reduced DAPT (train on DF 20 only) 0.0001 76.3% 0.686
0.00002 71.5% 0.608

Reduced DAPT (train on Mushroom-23 only) 0.0001 79.0% 0.732
0.00002 76.3% 0.647

Performance Comparison Between DAPT and Its Reduced Cases: To
show the advantage of adaptive learning, we compare the performance of the
complete DAPT model and the reduced case by removing the adaptive learning
module in Table 4. The complete DAPT model achieves an accuracy of 82.9%
and macro F1 score of 0.788. The following two rows show the impact of different
learning rates on the performance of the reduced case model without the adaptive
learning module, trained on the DF20 dataset and our customized Mushroom-23
dataset. The table shows two different learning rates tested on the DF20 dataset:
0.0001 and 0.00002. When the model is train with a learning rate of 0.0001, its
accuracy reaches 76.3%, and the macro F1 score is 0.686. However, when the
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learning rate is lower to 0.00002, the model’s performance decreased, resulting
in an accuracy of 71.5% and a macro F1 score of 0.608. This indicates that
a higher learning rate of 0.0001 resulted in better performance on the DF20
dataset. The same learning rates are also evaluate on Mushroom-23 dataset.
With a learning rate of 0.0001, the model achieves an accuracy of 79.0% and
a macro F1 score of 0.732. When the learning rate is lower to 0.00002, the
performance decreased, resulting in an accuracy of 76.3% and a macro F1 score
of 0.647. Similar to the results on the DF20 dataset, a higher learning rate of
0.0001 also seem to produce better performance on our dataset. Overall, the
DAPT model outperform the simplified case in terms of accuracy and macro F1.

Fig. 4. The change of the training loss as the increase training iteration.

The Change of the Training Loss as the Increase Training Iteration:
Figure 4 illustrates the change of the training loss as the increase of training
iterations of the DAPT model. The horizontal axis represents the number of
training iterations, while the vertical axis represents the value of the loss func-
tion. In the beginning, the loss function starts to decrease from a position higher
than 4. As the number of training iterations increases, the value of the loss func-
tion decreases rapidly, indicating that the model is starting to learn effective
features and correctly classify mushroom images. This descent phase is typically
completed within the first 20 to 30 training iterations. Next, the rate of descent
of the loss function gradually slows down because the model has already learned
most of the effective features and requires more training to further improve
accuracy. Over the next several dozen training iterations, the curve will become
smoother, and the value of the loss function will gradually approach 0, indicating
that the model’s performance is gradually reaching optimal levels.
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6 Conclusion

In this paper, we construct a large mushroom image dataset named Mushroom-
23, then we propose a domain adaptive pre-trained (DAPT) model to use the
pre-training and domain adaptive transfer learning methods to boost the per-
formance of the mushroom species recognition. Next, we will incorporate DAPT
into the mobile APP to realize portable mushroom recognition.
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Abstract. Training accurate deep neural networks (DNNs) on datasets
with label noise is challenging for practical applications. The sample
selection paradigm is a popular strategy that selects potentially clean
data from noisy data for noise-robust training. In this study, we first
analyze the sample selection models and find that the key aspects of
this paradigm are the scale and degree of purity of the selected samples;
however, these are restricted by the noise strength in the training set
and the learning capacity of the models. Therefore, we propose a simple
yet effective method called CoPL, which cross-trains two noise-robust
DNNs simultaneously based on small loss criteria, along with learning
accurate pseudo-labels. Benefitting from pseudo-labels, CoPL can reduce
the noise strength and further promote the learning capacity and robust-
ness of the models. Additionally, we discuss CoPL from the perspective
of label smoothing to provide a theoretical guarantee of its performance.
Extensive experimental results on both simulated (MNIST, CIFAR-10
and CIFAR-100) and real-world datasets (Clothing1M) demonstrate that
CoPL is superior to other state-of-the-art methods and obtains a more
noise-robust learning capacity.

Keywords: Pseudo label · Label noise · Noise-robust learning ·
Sample selection

1 Introduction

Deep neural networks (DNNs) have achieved remarkable success in areas such
as computer vision and natural language processing tasks [8]. However, one lim-
itation of these networks is the supervision of a mass of training samples with
accurate labels, resulting in high labor costs and time consumption. Thus, eas-
ier and quicker annotation methods have been developed, such as crowdsourcing
[23], web-crawling [12], and online queries [18]. However, such methods inevitably
suffer from error-tagging issues, namely, label noise. The excellent learning capa-
bility of DNNs can result in complete learning of the resulting confused (noisy)
pattern with respect to the ground-truth pattern, leading to poor generalization
capability [1].

Fortunately, research into the memorization pattern of DNNs on label noise
has found that DNNs first learn an easy/clean pattern and then gradually the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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hard/noisy pattern [1,26]. Inspired by this, a sample-selected or sample-weighted
algorithm, typified by the co-teaching paradigm [3], has been proposed for label
noise scenarios. In essence, the co-teaching paradigm attempts to simultaneously
train two peer networks and cross-update each other on the samples selected
via small loss criteria. That is, small loss samples are more likely to be clean
samples; otherwise, they are noisy samples. The key to the co-teaching paradigm
is deriving different learning abilities and decision boundaries from two peer
networks; meanwhile, the confused pattern derived from one network can be
blocked via cross-update. These features enable the co-teaching paradigm to
avoid the overconfidence of the self-teaching paradigm trained on noisy data.

To further improve the robustness of DNNs, additional co-teaching-based
methods [10,21,25] have been proposed. However, the co-teaching paradigm has
some evident deficiencies. First, sample selection decreases the total number of
training samples, inevitably degrading the performance. Learning using label
noise further degrades performance. Additionally, the information contained in
noisy samples can improve the robustness and generalization of DNNs. Further-
more, the selected samples inevitably include noisy samples, which causes further
performance degradation. These issues will be further discussed and verified in
Sect. 3.2.

To alleviate the aforementioned issues, we propose an update to the co-
teaching paradigm called CoPL (Co-teaching with pseudo label). In this method
two networks are trained using the supervised information provided from each
other, along with the learning of pseudo-labels. This study makes two main
contributions to the literature:

– We find the co-teaching paradigm is restricted by the scale and purity of the
samples selected for model training, then propose the novel method CoPL
to overcome these restrictions. CoPL maintains two peer networks simulta-
neously so that confused patterns accumulated in networks can be mutually
reduced by the peer networks, and it learns pseudo-labels to reduce the noise
strength.

– Comprehensive experiments on both simulated and real-world datasets ver-
ify the effectiveness of the proposed algorithm. Specifically, ablation studies
indicate that the proposed method can select clean samples and provide more
confidence-supervised information. Comparisons with state-of-the-art meth-
ods showed a superior classification performance against label noise.

The remainder of this paper is organized as follows. In Sect. 2, we will review
related work on label noise. In Sect. 3, we introduce multiclassification in Label
Noise and two characteristics of learning with label noise, then present our
method and discuss its relationship with label smoothing. The experimental
results and discussion are presented in Sect. 4. Finally, conclusions are presented
in Sect. 5.
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2 Related Works

In this section, let us briefly review the three main ways to solve the label noise
problem: robust loss functions, loss correction, and sample selection.

Robust Loss Functions. The most direct method for dealing with label noise
is to design a loss function that is not unduly affected by noisy labels. Ghosh
et al. [2] provided sufficient conditions for a loss function such that the risk
minimization when used in multiclass classification problems would be inher-
ently tolerant to label noise. Inspired by these conditions, several loss functions
have been designed and proven to satisfy noise-robust loss-bounded conditions.
Examples include GCE [27], SL [19], and APL [11], which are derived from noise-
robust losses and introduce noise-robust factors to promote CE loss. However,
the conditions of noise-robust loss are very stringent, and they often encounter
under-fitting issues.

Loss Correction. An alternative approach is to estimate the latent noise tran-
sition matrix to correct the training process. Many studies [5,16] have embedded
the noise transition matrix into the network architecture as a noisy layer and
trained the network parameters and noise transition matrix simultaneously via
a stochastic gradient descent algorithm, resulting in non-convergence or triv-
ial results. Patrini et al. [15] proposed a loss correction procedure using matrix
inversion and multiplication; however, the noise transition matrix and network
both must be updated, blocking the interaction between them [4,15]. To better
learn the noise transition matrix, Wang et al. [20] propose Meta Loss Correc-
tion” (MLC). MLC optimizes the noise transfer matrix by meta-learning, and
although it achieves good results, the meta-learning is very time-consuming.

Sample Selection. The sample selection method divides the training data into
different subsets according to specific classification criteria. Different strategies
are then applied to each subset to train the model. Coteaching [3] simultaneously
cross-trains two networks by selecting small-loss samples and the two networks
provide supervision information to each other to block the negative information.
Decoupling [13] introduces the disagreement” strategy in which updates only
use the instances that have different predictions from these two networks, decou-
pling when to update from how to update. Co-teaching+ [25] selects small-loss
samples only from the prediction disagreement data to keep the two networks
separate within the training epochs. DivideMix [10] trains networks on both
clean and unlabeled sets, which are divided from the original training samples
by dynamically fitting a Gaussian mixture model (GMM) to its per-sample loss
distribution. JoCoR [21] aims to reduce the diversity of the two peer networks
during training via co-regularization loss, making the predictions of each net-
work closer to that using clean labels and peer networks. Jo-SRC [24] selects
clean samples globally by adopting Jensen-Shannon divergence (JSD). It distin-
guishes in-distribution (ID) and out-of-distribution (OOD) noisy samples based
on the prediction consistency between samples different views. PNP [17] predicts
the noise type of each sample by establishing a label prediction network. The
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whole training set is then divided into three subsets: clean, ID, and OOD set.
To address the disproportionate selection of easy and hard samples, UNICON
[6] assembles the predictions of both networks to calculate the JSD. After esti-
mating the filter rate from the JSD distribution, it takes an equal number of
samples from each class as the clean sample set.

We Propose CoPL that trains two noise-robust

3 Methodology

3.1 Preliminary

For traditional multi-class classification, a pair of random variables (x, y) ∈ X×Y
are drawn from distribution p(X,Y ), where X ∈ R

d denotes the feature spaces,
and Y ∈ [0, 1]k denotes the label spaces. Let f(θ) be the multi-class classifier
(parameterized by θ), which maps the feature space to label space (Rd → [0, 1]k).
Let p ∈ �k−1 denote the output of f(θ) passing through a softmax operator,
where �k−1 is a k-dimensional simplex, e.g. p = softmax (f(θ)).

While in noisy scenario, y may flip to noisy label ỹ with the transition prob-
ability Tyỹ, where

ỹi =
{

yi 1 − ηi

j, j ∈ [k], j �= yi η̄i,j
(1)

where η is the noise ratio,
∑

j �=i η̄i,j = ηi, and T ∈ [0, 1]k×k is the noise transition
matrix. (x, ỹ) ∈ X × Y are drawn from distribution p̃(X, Ỹ ). Then:

p̃(X,Y ) = TT p(X, Ỹ ) (2)

The noise is termed as Symmetric if ηi = η and η̄ij = η
k−1 , where η is a

constant; it is termed as Asymmetric if ηi is dependent on x.
Let L be the loss function, mapping p × Y → R+. The classic loss function

in multi-classification is CrossEntropy (CE), which can be parameterized as:

LCE = − 1
n

n∑
i=1

k∑
j=1

yij log pij (3)

We seek a optimal classifier f by minimizing the L − risk of f as follows:

RL(f) = ED [L (f(x; θ), ỹi)] = Ex,ỹi
[L (f(x; θ), ỹi)] (4)

where E denotes the expectation and its subscript indicates the distribution.

3.2 Learning with Label Noise

Learning Pattern on Label Noise. Figure 1(a) illustrates the standardized
dynamic learning process of deep models using CE loss function under label
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noise. The training and test accuracy curves gradually increase as the deep model
fits to the easy samples (pattern). However, instead of further increasing train-
ing accuracy, the negative gradient of the noisy labels, the test accuracy curve
becomes more pronounced after the model reaches pseudo-sufficient learning,
indicating that the deep model is now over-fitting the label noise in training
samples. This behavior is consistent with current studies. In addition, a noisy
training set can provide relatively high-confidence model parameters before over-
fitting label noise.

Fig. 1. (a) Test accuracy and Test loss of CE when training on noisy data; (b) Test
accuracy (%) for different numbers of training samples.

Effect of Different Samples. The original Co-teaching [3] algorithm is a
sample-weighting- or sample-selection-based method which screens and prunes
the noisy samples to mitigate the negative effect induced by label noise. However,
pruning samples means fewer samples are available to train DNNs In addition,
noisy samples may still be used (more or less), resulting in under-fitting to the
training samples. Figure 1(b) illustrates the test accuracy vs. numbers of clean
training samples, we can find that the scale of training samples restricts the learn-
ing and classification capacities. Thus, the Co-teaching algorithm suffers from
the under-fitting problem because it cannot learn samples with the ground-truth
labels sufficiently, resulting in poor generalization ability in DNNs. We find that
this under-fitting problem occurs across different training settings in terms of
learning rate, learning rate scheduler, weight decay, and the number of training
epochs.

3.3 Co-pseudo-label

We develop CoPL with two nested processes: learning with pseudo-labels and
Co-teaching paradigm, as shown in Fig. 2.

Learning with Pseudo-labels. As discussed in previous section, benefiting
from the warm up process, the model can provide a high confidence prediction.
A straight-forward strategy is to reconstruct the training labels as the convex
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combination between the current training labels and the prediction. Then, the
pseudo-label can be formulated using the training label si and the prediction
with the softmax operator pi:

Fig. 2. Comparison of error flows among Co-teaching, Decoupling, Co-teaching+,
JoCoR, and CoPL (ours). Error flows assumed from biased selection of training exam-
ples, denoted by red arrows or blue arrows for network A or B, respectively. First
Panel: Decoupling updates the two networks with prediction-disagreed (!=) examples
from a mini-batch. Second Panel: Co-teaching maintains two networks (A & B). In
each mini-batch data, each network selects its small-loss data to teach its peer network
for robust training. Third Panel: In Co-teaching+, each network selects its small-
loss instances within prediction disagreement (!=) to teach its peer network. Fourth
Panel: JoCoR trains two networks as a whole with a joint loss, which makes predic-
tions of each network closer to the peer networks. Fifth Panel: CoPL maintains two
networks (A & B). In each mini-batch data, each network selects its small-loss data to
teach its peer network, and meanwhile learns the pseudo labels. (Color figure online)

si = α × si + (1 − α) × pi (5)

The trade-off term α balances the contribution from model prediction and pseudo
labels. The model prediction dominates the pseudo-label learning during the
second half of the training process. Notably, the training labels are initially set
as the original noisy labels si = ỹi.

Next, under empirical risk minimization, we employ the CrossEntropy loss
between the pseudo labels and the prediction to train the networks. We re-
formulate the CrossEntropy loss as LCoPL, where:

LCoPL = − 1
n

n∑
i=1

k∑
j=1

sij log pij (6)

Learning with Sample-Selected Paradigm. The sample-selected paradigm
is based on the training loss, that is to say, in each training batch, the networks
are trained on the small-loss training samples provided by each other. Specifi-
cally, for two networks f and g, in each training batch, the training samples are
selected based on the small LCoPL with R(t) percent, namely Df and Dg:
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Df = arg min
D′:|D′|≥R(T )|D|

� (f,D′) (7)

Dg = arg min
D′:|D′|≥R(T )|D|

� (g,D′) (8)

where R(t) controls the number of samples to be selected in each batch, balancing
the trade-off between the purity of clean samples and network performances. And
D represents the mini-batch extracted from the training set.

Subsequently, the two networks are trained on the Df and Dg via stochastic
gradient descent algorithm, respectively.

wf = wf − γ∇�
(
f,Dg

)
(9)

wg = wg − γ∇�
(
g,Df

)
(10)

Dynamical R(t). R(t) changes dynamically with the training epoch. At the
beginning of the training process, CoPL selects more samples in each batch
because the prediction is at low confidence, resulting in the small-loss samples not
being equal to clean samples. Thus, more samples are provided to the networks
to fit the pattern of the training samples. Then, as training continues and the
prediction confidence increases, the number of training samples is decreased.
This results in only ‘clean’ samples (the small-loss samples can be regarded as
clean examples) being provided to networks, thereby alleviating the under-fitting
issue for samples with true labels. Finally, we gradually increase R(t); because the
pseudo labels can provide high-confidence supervised information, they provide
more high-confidence samples in each batch, resulting in the training samples
used being more than that used in the previous sample-selected method. The
overall procedure of the proposed method is shown in Algorithm 1.

3.4 Reviewing CoPL from the Perspective of Label Smoothing

At the beginning of training, consider the case of a single given label ỹ, so that
q(ỹ) = 1 and q(j) = 0 for all j �= ỹ. To quantify the loss, we transfer it to the
one-hot vector, however, this may result in over-fitting: if the model learns to
assign full probability to the given label for each training example, it cannot be
guaranteed to generalize. In addition, it encourages the gap between the largest
logit and others to increase, restricting the model generalization ability. Intu-
itively, this occurs because the model becomes too confident in its predictions.
Noisy labels can additionally aggravate the overconfidence issue.

Fortunately, during the training process with CoPL, the q(j) = 0 for all j �= ỹ
may rise, and the q(ỹ) may decrease according to Eq. 5, hence preventing the
q(ỹ) from becoming much larger than all of the others, and the sample in-class
distance decreases whereas the between-class distances increase. Therefore, the
CoPL formulated in Eq. 5 can be regarded as a special case of label smoothing:
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Algorithm 1: CoPL
Input: Network f and g with parameters wf and wg

learning rate γ
noisy training set D̃
pseudo label s
noisy label ỹ
max epoch Tmax

max iteration Imax

1 for t = 1, 2, ..., Tmax do

2 Shuffle training set D̃;
3 for i = 1, 2, ..., Imax do

4 Fetch mini-batch D from D̃;

5 Obtain Df = arg minD′:|D′|≥R(T )|D|� (f, D′)
6 Obtain Dg = arg minD′:|D′|≥R(T )|D|� (g, D′)
7 Update si ← α × si + (1 − α) × pi

8 Update wf = wf − γ∇�
(
f, Dg

)

9 Update wg = wg − γ∇�
(
g, Df

)

10 end

11 end
Output: wf and wg

qi =
{

1 − ε if i = y
ε/(K − 1) otherwise (11)

where ε is a small constant. CoPL transfers the hard labels to soft labels. On one
hand, CoPL learns more confidence labels (pseudo labels), on the other hand,
CoPL can prevent the networks from over-fitting to label noise (the characteristic
derived from label smoothing).

4 Experiment and Analysis

In this section, we present the experimental settings (Sect. 4.1), the ablation
study (Sect. 4.2), and experiments with other state-of-the-art methods on both
simulated (Sect. 4.3) and real-world (Sect. 4.4) noise.

4.1 Experimental Setup

In this section, we describe the experimental settings implemented for the
included methods in terms of datasets, baselines, noises and implementation
details.

Datasets. We used two popular noise-free datasets (MNIST and CIFAR) and a
large-scale noisy real-world dataset (Clothing1M), all of which have been widely
used in previous label noise studies to evaluate model effectiveness under label
noise.
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– MNIST: The MNIST [9] dataset is annotated with 10 object categories con-
taining 28 × 28 handwritten digit images. The training and test sets contain
60k and 10k images, respectively.

– CIFAR: The CIFAR [7] dataset is popular for image classification. It contains
50k color images for training and 10k images for testing with a resolution of
32 × 32. Two sub-datasets, CIFAR-10 and CIFAR-100 are annotated with 10
and 100 classes, respectively.

– Clothing1M: Clothing1M [22] is a large-scale real-world noisy dataset com-
prising images collected from online shopping websites. The labels are gener-
ated using keywords, which results in label noise. The Clothing1M dataset is
annotated using 14 classes corrupted by label noise. The Clothing1M dataset
comprises 1M noisy samples and an additional 50k, 14k, and 10k clean
samples for training, validation, and testing, respectively. The noise level is
approximately 40% [22].

Noise Types. For MNIST and CIFAR datasets, the clean data must be cor-
rupted manually to simulate label noise according to the noise transition matrix.
Three representative types of noise are employed in this study: (1) symmetry
noise; (2) pairflip noise; (3) tridiagonal noise. The noise transition matrix of the
first three types of noise are shown in Fig. 3.

Fig. 3. An example of noise transition matrix under 40% noise ratio (taking 6 classes
as an example).

For the real-world dataset Clothing1M, the 50k clean training data was not
used, as only noisy samples (containing noisy labels) were required during the
training process. In addition, we resized the images to 256 × 256, cropped the
middle 224 × 224 as input, and performed normalization for preprocessing.

State-of-the-Art Methods. We implemented the following state-of-the-art
methods using the original codes releases and PyTorch [14] with default settings,
and compared their performance to that of CoPL:

– Standard: Standard trains DNNs using the standard cross entropy loss.
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– Co-teaching: Co-teaching [3] cross-trains two networks simultaneously via
small-loss criteria.

– Co-teaching+: Co-teaching+ [25] cross-train two deep neural networks simul-
taneously using both disagreement-update and cross-update steps.

– JoCoR: JoCoR [21] cross-trains two networks simultaneously via joint loss,
which reduces the diversity of the two networks.

– APL: APL [11] combines two loss functions that mutually enhance each other
to achieve better robustness and performance.

The aforementioned methods are systematically show in Fig. 2. Although
we focused on the sample selection method for label noise mitigation, to make
this work more convincing, we also compared our method with other types of
advanced methods. We employ methods for designing robust loss functions, i.e.,
APL [11]. APL combines two mutually reinforcing robust loss functions.

Implementation Details. Following recent Co-teaching studies [3,21], we
employ a 9-layer CNN structure as the backbone with Adam optimizer. We
set momentum = 0.9 with an initial learning rate of 0.001, the batch size is set
to 128, and all experiments ran 200 epochs. All sample selection methods need
to cross-train two networks with same structure and optimizing strategy, but dif-
ferent initializations. However, the two networks exhibit different characteristics
owing to the highly non-convex nature of CNNs.

Measurement. We use the test accuracy = (# of correct predictions) / (# of
test) for performance measurement of all methods. All results are reported as
the mean and standard deviation of the test accuracy over the last 10 epochs,
and all experiments had five repeats with random initializations.

4.2 Ablation Study

In this section, the effects of the co-teaching and pseudo-label components are
further studied to provide insights into CoPL. We can then reconstruct the
following models: CoPL without either component (CE), CoPL without pseudo-
labels (Co-teaching), CoPL without co-teaching (PL), and full CoPL. Note that
the training process remained unchanged for all options. We conducted this
study using CIFAR-10 with four types of noise, and the results are listed in
Table 1. These results show that CoPL performs significantly better both best
and last, with negligible decreases in accuracy from best to last. This observation
indicates that CoPL strongly suppresses memorization of noisy labels, and is a
more efficient paradigm for clean example selection.

4.3 Results on Simulated Noise

First, we briefly summarize the compared results for the three datasets.

– All sample-selection methods performed better than the Standard method,
indicating the effectiveness of the sample-selected paradigm for label noise.
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Table 1. Ablation Study: Test accuracy (%) of on CIFAR-10 over the last 10 epochs

CE Co-teaching PL CoPL

Symmetric-20% 75.740.15 82.240.17 86.050.22 87.290.14

Symmetric-40% 58.640.48 77.160.15 81.810.18 83.700.17

Pairflip-20% 76.380.35 82.550.14 87.870.19 88.040.08

Pairflip-40% 55.030.38 75.740.20 79.540.28 82.150.21

Tridiagonal-20% 76.260.31 82.500.16 87.180.17 87.580.21

Tridiagonal-40% 58.720.61 76.280.26 81.150.19 83.260.16

– CoPL performs significantly better than other sample-selection methods,
which demonstrates the precise and effective design of CoPL.

– The accuracy of all the methods decreased to varying degrees when the noise
ratio was increased from 20% to 40%, nevertheless, CoPL achieves sustained
and steady accuracy gain than others methods.

In the following sections, we detail the results and discussions for the MNIST,
CIFAR-10, and CIFAR-100 datasets.

Results on MNIST. Table 2 lists the test accuracy for MNIST. For symmetric
noise, as the noise strength increases the accuracy of Standard, Co-teaching and
Co-teaching+ methods clearly falls, especially in the Symmetric-40% case where
the Standard methods failed to work with label noise. Conversely, the accuracy of
JoCoR, APL, and CoPL methods remained at very high levels, which maintain
an accuracy rate of over 99%.

Table 2. Mean and standard deviations of test accuracy (%) on MNIST over the last
10 epochs

Flipping-Rate Standard Co-teaching Co-teaching+ JoCoR APL Ours

Symmetric-20% 94.330.20 97.450.10 99.450.02 99.600.02 99.510.04 99.560.02

Symmetric-40% 79.880.45 94.820.20 98.810.07 99.520.04 99.100.05 99.450.01

Pairflip-20% 88.880.30 95.720.12 99.120.10 99.570.03 99.190.06 99.580.02

Pairflip-40% 64.910.31 91.670.23 95.470.24 99.360.03 80.851.30 99.430.02

Tridiagonal-20% 91.860.21 96.500.15 99.370.04 99.560.02 99.450.03 99.640.01

Tridiagonal-40% 71.250.30 92.390.17 97.450.08 99.420.03 97.200.42 99.440.02

Results on CIFAR-10. Table 3 shows the detailed results on the CIFAR-10
dataset. The compared methods show good performance under Symmetric 20%
noise. However, when it comes to others cases, their performance drops signifi-
cantly. Our CoPL still obtains the best performance, while other methods (e.g.
JoCoR, APL) cannot achieve comparable performance having poor accuracy at
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3% to 20%. In the Pairflip-40% case, CoPL method outperforms other methods
by a large margin. Specifically, CoPL can achieve 49.2% and 8.5% improvement
in accuracy over CE (baseline) and Co-teaching (second best).

Table 3. Mean and standard deviations of test accuracy (%) on CIFAR10 over the
last 10 epochs

Flipping-Rate Standard Co-teaching Co-teaching+ JoCoR APL Ours

Symmetric-20% 75.740.15 82.240.17 81.960.24 85.230.13 84.200.14 87.290.14

Symmetric-40% 58.640.48 77.160.15 71.490.48 79.770.13 76.190.13 83.700.17

Pairflip-20% 76.380.35 82.550.14 79.710.20 81.750.25 81.480.17 88.040.08

Pairflip-40% 55.030.38 75.740.20 58.390.44 68.290.23 52.980.29 82.150.21

Tridiagonal-20% 76.260.31 82.500.16 81.150.21 82.780.26 83.290.23 87.580.21

Tridiagonal-40% 58.720.61 76.280.26 64.790.23 73.530.21 65.800.50 83.260.16

Results on CIFAR-100. For the more difficult dataset CIFAR-100, CoPL can
also generally perform better than other methods. All other compared meth-
ods incur a sharp decline in performance, especially under the extremely noisy
Pairflip-40%, resulting in a very low confidence in the model. On the contrary,
the CoPL can achieve consistent improvement with high confidence. In the
Symmetric-20% case, CoPL can achieve about 12.1% accuracy gain over the
second best Co-teaching+ (Table 4).

Table 4. Mean and standard deviations of test accuracy (%) on CIFAR100 over the
last 10 epochs

Flipping-Rate Standard Co-teaching Co-teaching+ JoCoR APL Ours

Symmetric-20% 42.710.69 50.210.68 52.510.39 51.390.17 45.020.87 58.890.26

Symmetric-40% 28.080.61 42.750.55 42.831.10 43.430.29 37.660.28 52.500.18

Pairflip-20% 46.220.35 48.780.35 51.360.37 48.680.19 44.140.39 58.380.23

Pairflip-40% 32.680.19 34.760.49 33.960.24 33.760.25 31.280.76 45.610.19

Tridiagonal-20% 46.400.34 49.990.46 51.930.37 49.080.25 43.550.37 58.700.44

Tridiagonal-40% 33.680.41 39.320.36 41.200.21 37.580.49 33.570.60 52.930.26

4.4 Results on Real-World Noise

We further explore the effectiveness of our method on the real-world noisy
dataset Clothing1M. The test results are shown in Table 5, including results from
JoCoR [21]. We report the results as best and last accuracies, which denote the
best accuracy and mean accuracy of the last ten epochs of the whole training
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process, respectively. CoPL achieves both higher best and last accuracies, and
better performance than other state-of-the-art methods, indicating the greater
robustness of our proposed method to real-world noise.

Table 5. Test accuracy (%) on the Clothing1M set

Method best last

Standard 67.22 64.68

Decoupling 68.48 67.32

Co-teaching 69.21 68.51

Co-teaching+ 59.32 58.79

JoCoR 70.30 69.79

APL 56.01 55.84

Ours 71.80 71.03

5 Conclusion

This study introduces an efficient approach for label noise called CoPL, which
trains two noise-robust DNNs simultaneously via small-loss criterion and learns
accurate pseudo labels in label noise scenarios. The key idea of CoPL is cross-
training two networks on the ’clean’ samples via small loss criteria while also
improving both the scale and the degree of purity of ’clean’ samples. This combi-
nation enables CoPL to overcome the restriction of the sample-selected paradigm
under label noise. Abundant experiments on both simulated (MNIST, CIFAR-10
and CIFAR-100) and real-world (Clothing1M) datasets demonstrate the robust-
ness of CoPL to label noise even under extremely noisy conditions. Ablation
studies further justify the effectiveness of CoPL.
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Abstract. Graph attention networks are a deep learning method for
processing graph data. By learning the relationships between neighbour-
ing nodes in the graph, GATs have been widely used in many fields.
However, the graph attention network has the problem of information
lag in the process of information aggregation, which degrades the per-
formance of the graph attention network. Referring to the ideas of Feyn-
man path integral theory in physics, we proposed a new graph attention
method called PaInGAT to solve the above issue by introducing a new
neighbor information aggregation mechanism. Specifically, we improve
the neighbour node aggregation mechanism of traditional graph atten-
tion networks by calculating the path integral from the source node to
the target node to obtain the attention factor, and update the infor-
mation of multi-order neighbours to the central node directly by the
attention factor of the current state at each layer. Through experimen-
tal demonstration combining different downstream tasks, our method
achieves excellent results on several datasets, demonstrating its effec-
tiveness and advancement.

Keywords: Graph Attention Networks · Graph Data · Information
Lag · Aggregation Mechanism

1 Introduction

In real word, data often has quite complex relationships and irregular struc-
tures, typically represented as graph structures on non-Euclidean space. The
graph data structure can represent the characteristics of nodes and the relation-
ships between nodes. It is often used in a wide range of data representations in
various fields, such as index graphs between papers, wiring graphs of the circuit,
membership graphs of social networks, molecular graphs of chemical substances,
etc. Learning graph data representation has therefore become a popular topic of
interest to researchers in recent years [23,45].

Graph neural networks (GNNs) [33] constitute an effective framework for
learning graph representations and have been successfully applied to a variety
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of graph-based tasks. GNNs work by iteratively updating node or subgraph rep-
resentations through message passing between neighboring nodes. Each node
aggregates information from its neighbors and updates its representation based
on the received messages. This process is repeated multiple times, allowing
nodes to propagate information throughout the graph and refine their represen-
tations. Graph Convolutional Networks (GCNs) [28] are the basis for many com-
plex graph neural network models, including autoencoder-based models [29,42],
generative models [24] and spatio-temporal networks [43]. It can be divided
into two main categories [38], spectral-based and spatial-based. Spectral-based
approaches [28] define graph convolution by introducing filters from the per-
spective of graph signal processing, where the graph convolution operation is
interpreted as removing noise from the graph signal. Spatial-based approaches
[3,17] represent graph convolution as the aggregation of feature information from
neighbourhoods. When algorithms for graph convolution networks run at the
node level, graph pooling modules can be interleaved with the graph convolu-
tion layer to coarsen the graph into high-level substructures.

One of the most popular variants of GNNs is Graph Attention Networks
(GATs) [37], which addresses the shortcomings of GCNs that treat all neigh-
bours equally. Essentially, both GCNs and GATs aggregate features from neigh-
bouring vertices onto the central vertex, but the difference is that GCNs uses a
Laplace matrix and GATs uses attention coefficients. Specifically, GATs uses a
self-attention mechanism, which means that each node in the graph computes
its own attention coefficients based on the similarity between its own features
and the features of its neighboring nodes. These attention coefficients are then
used to compute a weighted sum of the neighboring node features, which is com-
bined with the original node features to obtain a new representation of the node
[37]. Because in real-world scenarios, each of the neighbouring nodes may play a
different roles in the influence on the core node, while GCNs simply ignore the
correlation of spatial information between nodes and focus only on the topol-
ogy of the graph when combining the features of neighbouring nodes making
the model less generalisable and performance. Overall, GAT has been shown to
be effective in a wide range of graph-based learning tasks, such as node clas-
sification, graph classification, and link prediction. It has also been extended
to handle more complex graph structures, such as heterogeneous graphs and
dynamic graphs, and has been combined with other deep learning techniques,
such as convolutional neural networks, to achieve state-of-the-art performance
on a variety of benchmarks.

However, GATv2 [4] argue that the attention score computed by GAT [37]
is only a restricted static attention and does not compute a dynamic attention
that can truly express the relevance of nodes, because the attention function
computed by GAT is monotonic for any query node with respect to the key,
i.e., for different query nodes, the attention score ranking of their neighbouring
nodes is fixed [4]. The GATv2 method performance is improved by modifying
the internal order of operations to obtain a more expressive approximation of the
attention function. Although it computes more expressive attention scores, we
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found that GAT and GATv2 still suffer from information lag in the computation
of attention scores, and that the attention scores used in the computation lagged
by K − 1 layers (K is the path length between two nodes). We will elaborate on
this in Sect. 3.

To overcome these drawbacks, we propose a new path integral based graph
attention network(PaInGAT). Inspired by ideas from Feynman’s path integral
theory in physics, we calculate a more effective attention factor by considering
the influence of the path length between nodes on the weights when weight-
ing sums in a graph attention networks aggregating information. In continuous
space we calculate the transformation of the energy of the path between two
points by integration, extending to the discrete space of the graph structure
we use the summation operation instead of the integration operation. In addi-
tion, by increasing the nonlinear transformation of neighbourhood information,
the model can aggregate the neighbourhood information more effectively and
improves the expressiveness of the model. At the same time, in traditional GNNs,
after propagating multiple base layers, the node information is globally over-
smoothed to white noise, resulting in a severe performance degradation. This is
because the message passing mechanism of GNNs is based on a plain assumption
that neighbouring nodes usually have the same category information. A shallow
GNN therefore allows for more cohesive information within categories. Deepen-
ing GNNs, on the other hand, means expanding the receptive field of information
and inevitably absorbing much inter-category information, which leads to each
node tending to be similar. Our proposed method can naturally alleviate this
problem, as aggregated higher-order neighbourhood information decays with the
edge length of the path, especially when the attention value between some two
intermediate nodes on the path drops sharply.

In summary, our main contribution is to propose a new graph attention
framework called PaInGAT. Unlike previous graph attention networks, we use
node features to compute the path integral between nodes as the attention score
to update node representations to obtain new graph representations. Essentially,
instead of training a separate feature vector for each node, we train a new set of
aggregation functions that aggregate feature information from the nodes’ local
neighbours of different hop numbers in a base layer. We evaluated our algorithm
on four node classification benchmarks and three graph classification bench-
marks that tested PaInGAT’s ability to generate useful embeddings. Experi-
mental results show that our approach is more effective than previous graph
attention models, achieving more expressive graph embeddings.

2 Related Work

Graph neural networks(GNNs) [33] play a very important role for the application
of non-Euclidean data in deep learning. Generating node representations that
actually rely on graph structure and feature information through graph neural
networks is a hot topic of interest for researchers. Various graph neural networks
have been proposed in recent years, with both spectral-based approaches [5,11,
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21,31,42] represented by GCN and spatial-based approaches [1,3,8,10,18,19,26,
30,46] represented by GAT achieving outstanding graph embedding results in
the field of graph representation learning. Among them, GAT uses self-attentive
mechanism to achieve modelling of relations for graph data.

Attention mechanisms have been used extensively in the field of deep learning
in recent years, whether for computer vision [7,36], speech processing [9,44],
natural language processing [12,22] or a variety of other tasks. The operation of
introducing attention mechanism in GNNs can be traced back to GAT, which
introduced the self-attention mechanism into GNNs replacing the convolution
operation in GCNs. Subsequently various graph attention methods have been
proposed by researchers. AGNN [35] removes all intermediate fully connected
layers of the GCN and calculates the attention factor by cosine similarity. The
work on SuperGAT [27] summarises four attention scoring functions, respectively
the original GAT function (GO), the node vector dot product function (DP), the
scaled dot product function (SD) and the mixed function (MX), and adds a self-
supervised task of link prediction to the model to better learn graph embeddings.
There are also researchers who have introduced graph attention mechanisms
into the field of heterogeneous graphs, such as RGAT [6]. GATv2 [4] computes
improved dynamics of attention by modifying the order of operations of the
linear mapping and nonlinear transformations of GAT.

3 Preliminaries

In this setion, we first introduce previous work on GAT and GAT2, then explain
the existence of information lag in the attentional scores in GATs by analysing
the process of aggregation of neighbourhood information.

In the following, we define the problem of interest and the corresponding
notations that will be used in this paper. For convenience, we introduce the
model on an undirected graph. Like GAT, our method can also be used for
digraphs.

G = (V, E) is a undirected graph, where node V = {1, 2, ......, n}, edge E ⊆
V × V. In special, for undirected graphs, we consider each edge as two directed
edges with opposite directions. Define the central node i and its neighbour node
j, and their corresponding feature vectors are denoted by �hi and �hj (�hi, �hj ⊆ RF )
respectively, and (j, i) denotes the edge from node j to node i.

GAT. It adopts a graph attention layer to update the node representation of
a graph G by successive applications of the layer. A set hi ∈ RF (i ∈ V )and a
corresponding set of edges ε(ε ⊆ E) are taken as input to the layer, and the
updated node embedding representation h′ ∈ RF is output after one or more
layers of superimposed base layers.

In the graph attention layer, each node gives its own query representation
for its neighbours, (its own node intermediate representation as query, and its
neighbour node intermediate representation as key), i.e. for each vertex i, the
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similarity coefficients between his neighbours (j ∈ Nj ∪ i) and itself is computed
by learning the parameters W and the mapping a(·) as follows:

eij= LeakyReLU
(
�aT · [Whi || Whj ]

)
, j ∈ Nii (1)

where ·T represents matrix transpose and [·——·] denotes the concatenation
operation. Then normalize them across all choices of j by using the softmax
function:

αij = softmaxj(eij) =
exp

(
LeakyReLU

(
�aTΔ

[
W�hi || W�hj

]))

∑
k∈Ni

exp
(
LeakyReLU

(
�aTΔ

[
W�hi || W�hk

])) (2)

Finally, the standardized attention coefficient is combined with the input features
of the linear mapping, and then the nonlinear mapping is used to obtain the final
graph embedding representation.

�h′
i = σ

⎛

⎝
∑

j∈Nj

αijΔW�hj

⎞

⎠ (3)

GATv2. The type of attention computed by GAT is restricted because the
attentional scores is unconditional on the query node and the attentional func-
tion is monotonic with respect to the neighbourhood (key), thus limiting the
expressiveness of the model. To address this problem, Shaked Brody et al. pro-
pose an improvement to the calculation of attention scores: changing the order
of operation of the non-linear transformation and mapping �a in Eq. 1.

eij = �aTLeakyReLU (WΔ[hi||hj ]) , j ∈ Ni (4)

They believed that using the learning layers W and �a consecutively could
collapse into a single linear layer, affecting the calculation of attention scores.
Like the attention mechanism in Transformer, both GAT and GATv2 also con-
sider the multi-heads attention. The output results of multiple attention heads
are obtained through the concate operation or their average value is taken to
obtain the output of the GAT layer.

�h′
i =

K

||
k=1

σ

⎛

⎝
∑

j∈Nj

αijW
k�hj

⎞

⎠ (5)

Information Lag in the Aggregation Process. Taking the two-order neigh-
bourhood information aggregation of node i in Fig. 1b as an example, according
to the information aggregation formula of GAT and GATv2 we can obtain the
representation of nodes i, j after the first base layer aggregation of its own and
neighbourhood information as:
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Fig. 1. Aggregation process of GATs

x1
i = σ(ai,iWxi +

∑

j∈Ni

ai,jWxj) (6)

x1
j = σ(aj,jWxj +

∑

h∈Nj

aj,hWxh) (7)

where σ(·) indicates a layer of nonlinear transformation. After the second base
layer, the representation of node i is:

x2
i =a1

i,iW
1x1

i +
∑

j∈Ni

a1
i,jW

1x1
j

=a1
i,iW

1(ai,iWxi +
∑

j∈Ni

ai,jWxj) +
∑

j∈Ni

a1
i,jWa1(aj,jWxj +

∑

h∈Nj

aj,hWxh)

=a1
i,iW

1ai,iWxi + a1
i,iW

1
∑

j∈Ni

ai,jWxj +
∑

j∈Ni

a1
i,jW

1aj,jWxj

+
∑

j∈Ni

a1
i,jW

1
∑

h∈Nj

aj,hWxh

=a1
i,iW

1ai,iWxi + (a1
i,iai,j + a1

i,jaj,j)
∑

j∈Ni

W 1Wxj

+
∑

j∈Ni

∑

h∈Nj

a1
i,jaj,hW 1Wxh

(8)
For ease of representation, we omit the operation of the non-linear transforma-
tion in Equation(8). We can intuitively know that our conclusions are unaffected
due to the monotonically increasing nature of LeakyReLU.

It can be seen from the above calculation process that: The graph attention
network uses the attention factors a1

i,j of the current state and aj,h of the previous
state to calculate the representation of the node when aggregating information
from the second-order neighbour node h to the central node i. This implies
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that there is a lag in the update of information from node i to node h. When
expanding to kth order neighbours, we can obtain that the process lags by k-1st
order.(K represents the path length between two nodes). In order to avoid the
problem of information lag in the calculation process, in our method, we use the
path integral method to update the node representation of the central node with
the inter-node attention value of the current state.

4 Proposed Method

In this section, we first describe the structure of the base layer of the PaInGAT
network.

Our model will be based on two illuminating assumptions:

1. Information exchange will exist between the nodes on each path in the graph.
2. Information transfer is not only a function of paths, but can be further under-

stood as a function of path length.

We compose paths between nodes by edges on the graph. Generally, for two
nodes in a graph, there are multiple paths between them. By the different paths
they can be classified as neighbours of different orders. It is even possible to
change into more jumping neighbours by using oneself as a folding point. Then
we define the length of the path between central node i and neighbouring node
j as K, i.e. set the perceptual field size of the model as K, and aggregate the
1st to Kth order neighbourhood information of the central node i through the
attention mechanism.

4.1 Attention Module

In the previous graph attention methods, in order to obtain sufficient expres-
siveness, the input raw features need to be transformed in a learnable way to
get intermediate representations. Finally the intermediate representation will be
aggregated into the representation of the central node by using the attention
factor as a coefficient. However, this transformation uses only a linear trans-
formation of a fully connected layer and not a non-linear transformation, so it
yields a limited expressive power. For this reason, we set up a separate feature
transformation module W(·), which further improves the expressiveness of the
features by boosting the linear transformation of the input features through
two fully connected layers and adding an activation function between the two
fully connected layers to do non-linear transformation (we use the LeakyReLU
function with negative input slope α = 0.2 in our experiments).

gi = W (hi) ∈ R
N×F ′

(9)

We then use the transformed input features to calculate the attentional fraction
between adjacent nodes. The attention score is:

eij = �aTLeakyReLU
([

g′
i || g′

j

])
, j ∈ Ni (10)
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It represents the importance, i.e. the degree of influence, of node i on adjacent
node j. Where �a ∈ R

2F ′
denotes a fully connected layer. Then the attention

score is normalised by the softmax function as follows.

aij =
exp (eij)∑
k∈Nk∪i eik

(11)

4.2 Information Aggregation Module

Finally, we weight the aggregated neighbourhood information by the computed
attention score. Feynman path integral theory tells us that the probability ampli-
tude of a particle moving from A to B in continuous space is the integral of all
possible paths, which is defined as summation in discrete space. Inspired by
Feynman’s path integral theory and PanConv [32], we extend the rule of motion
of particles in space to the propagation of information in graph networks.

Similarly, then the propagation coefficient of the message from node i to its
kth order neighbour node j is the sum of the coefficients on each path between
them. Intuitively, we represent the attentional score p(i, j; k) of a single path
passing through multiple nodes as the product of the attentional scores of each
edge on this path. For example, assuming that a particular path of length 2 from
i to j goes through node h, then p (i, j; 2) = aihahj for that path. By this method
we can work out the attention fraction of any path between two nodes. Finally
the information passed on all paths (including the node’s own information) is
summed to obtain the final node representation. By correcting the path length
K, we can control the perceptual field of the model.

�h′
i =

K∑

k=1

∑

j∈Nk(i)∪i

∑
p(i, j; k)g′

i (12)

where
∑

p(i, j; k) denotes the sum of the attention scores of all paths of length k
between nodes i, j. In graph data, a node can often be considered as a neighbour
of a different order to the central node by following different paths, or even as a
neighbour of a higher order by repeatedly passing an intermediate node in the
path. Also inspired by the theoretical minimum action principle in physics, we
determine the order between nodes in terms of their shortest path lengths in the
real calculation process.

5 Experiments

In this section, we show test results of PaInGAT on graph datasets for node
classification and graph classification tasks, and demonstrate the advanced per-
formance of our approach by rigorously comparing it with previous graph atten-
tive methods and other no-attention methods. All experiments were done with
code written in pyTorch Geometric. Table 1 shows our dataset specifications for
the node classification task, and Table 2 shows our dataset specifications for the
graph classification task.
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Table 1. Specification of the dataset used in the node classification task

Cora Citeseer Pubmed ogbn-arxiv

# Nodes 2708 3327 19717 169343

# Edges 5429 4732 44338 2315598

# Features 1433 3703 500 128

# Classes 7 6 3 40

Table 2. Specification of the dataset used in the grpah classification task

PROTEINS MUTAG PTC

#Graphs 1113 188 344

#Nodes ∼39.1 ∼17.9 ∼25.6

#Edges ∼39.1 ∼39.6 ∼2.0

#Features 3 7 19

#Classes 2 2 2

5.1 Node Classification

We chose four commonly used graph datasets, Cora, Citeseer, Pumbed [34],
and ogbn-arxiv. We tested the node classification task for graph data on the
these datasets, comparing PaInGAT with GCN [28], GraphSAGE [19], Diff-Net
[39], TAGCN [14], Graph-Bert [40], AGNN [30], SuperGAT [27], GAT [37], and
GATv2 [4], which were previously graph neural network models. To be fair, we
used the same datasets divisions as in the GAT experiments. Also, to prevent
interference from other conditions, the same content was used for all parts of
our code except for the model.

Table 3 shows our final experimental results. It can be seen that our model
achieves the best experimental results compared with other models. In addition,
we tested the effect of different attention heads for model performance on the
ogbn arxiv dataset. The experimental results are shown in Table 4. It can be
seen that the number of attention heads has an effect on the performance of the
model.

5.2 Graph Classification

To further evaluate the effectiveness of our model, we implemented experiments
on several real-world graph classification problems. PROTEINS [13] dataset is a
collection of protein molecules that are classified as enzymes or non-enzymes.
MUTAG [25] and PTC [20] datasets are composed by small molecule com-
pounds. In the former dataset, the task is to identify mutagenic molecular com-
pounds for potentially commercial drugs, while in the latter the goal is to identify
chemical compounds based on their carcinogenicity in rodents. Three different
sizes of graph classification datasets were chosen to validate the performance of



Path Integration Enhanced Graph Attention Network 321

Table 3. Results of node classification tests on the Cora, Citeseer, Pumbed

Method Cora Citeseer Pubmed

GCN 81.5% ± 0.7% 70.3% ± 1.0% 79.0% ± 0.7%

GraphSAGE 82.1% ± 0.6% 71.9% ± 0.9% 78.0% ± 0.7%

Diff-Net 85.1% ± 0.4% 72.7% ± 0.6% 78.3% ± 0.6%

TAGCN 83.3% ± 0.7% 71.4% ± 0.5% 81.1% ± 0.5%

GRAPH-BERT 84.1% ± 0.9% 71.0% ± 0.5% 79.5% ± 0.4%

AGNN 81.0% ± 0.3% 69.8% ± 0.4% 78.0% ± 0.5%

SuperGAT 84.3% ± 0.6% 75.6% ± 0.8% 81.7% ± 0.5%

GAT 83.0% ± 0.4% 72.5% ± 0.5% 79.0% ± 0.4%

GATv2 83.5% ± 0.3% 72.6% ± 0.3% 79.3% ± 0.6%

PaInGAT(ours) 85.4% ± 0.7% 74.1% ± 0.3% 81.8% ± 0.6%

Table 4. The effect of different heads on classification accuracy

Method head number ogbn-arxiv

GAT 1 70.71 ± 0.19

8 70.73 ± 0.18

GATv2 1 71.01 ± 0.14

8 70.91 ± 0.20

PaInGAT(ours) 1 72.13 ± 0.41

8 72.33 ± 0.15

our model. We chosed no-attention method SPI-GCN [2], GCN [28], DGCNN
[41], GIN [15], PANConv [32] and attentional methods hGANet [16], GAT [37],
GATv2 [4] to compare with our model, the experiments results show that our
method outperforms other graph attention methods under the same experimen-
tal conditions (Table 5).

Table 5. The Result of graph classification on Dataset

Method PROTEINS MUTAG PTC

SPI-GCN 74.05% 85.30% 57.72%

GCN 76.23% 84.33% 63.45%

DGCNN 76.26% 85.83% 58.59%

GIN 72.32% 89.47% 64.86%

PANConv 74.60% 88.54% 65.92%

hGANet 77.64% 88.96% 64.76%

GAT 74.54% 89.63% 66.40%

GATv2 76.83% 89.94% 67.22%

PaInGAT(ours) 78.76% 91.26% 68.58%
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6 Conclusion

In this paper, we analyse previous work on GATs and find that they fail to com-
pute better attention scores and do not efficiently aggregate information about
the higher-order neighbours of nodes. In order to solve these problems, we add
a non-linearly transformed node embedding module to the process of computing
attention scores, and use the attention product on the path to compute atten-
tion scores among higher-order neighbours, allowing PaInGAT to implement the
approximator attention function.

It has been demonstrated experimentally that our model achieves good per-
formance on various datasets. However, we have to admit that PaInGAT has a
higher computational complexity compared to other models such as GAT, which
will be the next direction of our research.
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Abstract. Recommendation System is one of the effective tools to solve
the problem of information overload in the era of big data, but the data
sparsity has greatly affected its performance. Recently, contrastive learn-
ing, has attracted great attention and is expected to solve this problem.
However, most of the existing graph-based contrastive learning methods
perturb the original graph for data enhancement, which may affect the
recommended performance. Meanwhile, studies have shown that improv-
ing the uniformity of data distribution is more important than data aug-
mentation by graph perturbation. In this paper, in order to improve
the uniformity of the data distribution, we propose a Graph Contrastive
Learning with Hybrid Noise Augmentation for Recommendation, which
is abbreviated as GCLHANRec. Specifically, we add uniform distri-
bution random noise to users and normal distribution random noise to
items, to improve the data uniformity while increasing the user’s interest
diversity for different items, thereby improving the accuracy and person-
alization degree of the recommendation system. Additionally, we propose
Balanced Bayesian Personalized Ranking (BBPR) as the loss function for
recommendation tasks, which is a modification of BPR to better make
the model pay more attention to the difference between positive and neg-
ative samples, thus performing better in ranking tasks. We conducted
extensive experiments using three datasets collected from actual envi-
ronment, including Movielens, LastFM and Douban-book. The results
show that our method outperforms several existing methods.

Keywords: Recommendation System · Graph Contrastive Learning ·
Data Distribution · Noise Augmentation

1 Introduction

In the network today, people can obtain anything they want from the internet,
which has brought great convenience to our daily lives. However, their qual-
ity of experiences is inevitably affected by information overload [1,2]. Such as
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 325–339, 2023.
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online shopping, people can not find what they want to purchase when face by
thousands of similar available options. To solve this problem, recommendation
systems have quickly developed and gradually become one of the most effec-
tive ways to prevent users from drowning in the amount of information [3–5].
Exploring recommendation systems for specific field and alleviating informa-
tion overload has becoming hot research topic [6–8]. Many researchers employ
collaborative filtering-based [9,10], content-based [11] and deep learning-based
methods [12] to design different kinds of recommendation methods. But those
methods usually have a basic assumption: they have enough labeled data, thus
their performances are poor or can not be deployed without enough labeled data.
However, on one hand, obtain enough labeled data is time-consuming and labeled
data may be unavailable in many fields. On the other hand, data collected from
actual environment is high sparsity, such as the long-tail distribution of items.
Those characteristics have seriously affect the development of recommendation
systems [13,14].

To utilize the unlabeled data, Self-Supervised Learning (SSL) has been widely
used in computer vision, NLP and other fields in recently, contrastive Learning
[15–17] is among the most popular ones. Its basic characteristic is the model does
not require large amounts of labeled data, because it can define pseudo-labels
from the data itself to supervise the model training [18]. For example, when
applying contrastive learning to the image classification, the original image is
usually regarded as the anchor, its augmented images are considered as positive
samples, and the rest images are treated as negative samples. Then an encoder is
trained to distinguish between positive and negative samples, so that the vector
distance of positive samples and anchor should be as close as possible, and the
vector distance of negative samples and anchor should be as far as possible
[15,19]. Since contrastive learning does not rely on lager amount of labeled data,
it has a natural advantage in solving the data sparsity problem.

Recently, some works on the recommendation system has been carried out
around contrastive learning, which is called Self-Supervised Recommendation
(SSR) [20]. For instance, DCL [21], SEPT [22], SGL [23], which was proposed
to apply SSL to user-item bipartite graphs, they employ node dropout, edge
dropout, and random walk to generate different representations of a node from
three aspects. Then apply those data augmentation methods to contrastive learn-
ing to generate augmented versions (also known as positive samples) of the
anchor, to better address the data sparsity problem.

NCL [24] is proposed to utilize neighborhood-enhanced contrastive learning
process to improve the previous problem of not mining the nearest neighbor rela-
tionship between users (or items) due to random sampling. XSimGCL [25] is an
extremely simple graph contrastive learning method that discards the graph aug-
mentation strategies adopted by many state-of-the-art recommendation models.
It uses a simple yet effective noise embedding augmentation as the contrastive
view to learn more uniform data representations.

Despite researchers have achieved remarkable success of the above methods,
SSR still suffer from two some problems: First, some works [22,23,26,27] use a



Graph Contrastive Learning 327

strategy of randomly dropping information (e.g., node dropout, edge dropout,
etc.), which may cause some important training samples to be lost while increas-
ing the sparsity of the interactions, and in addition, this causes the integrity of
the subgraph to be compromised [24]. Second, GNN-based contrastive learning
method used in previous work take graph data augmentation as an indispensable
option to construct different contrastive views, however, studies have shown that
improving the uniformity of data distribution in the embedding space is more
important than data augmentation by graph perturbation [25]. Therefore, to
address the above issues and improve the uniformity of the distribution, we
propose a graph contrastive learning with hybrid noise augmentation for recom-
mendation in this paper.

Specifically, to increase the diversity of user interest in different items and
improve the performance of the recommendation system, we add uniformly dis-
tributed random noise to the users. At the same time, to increase the user’s
preference to certain items and improve the personalization of the recommenda-
tion system, we add normally distributed random noise to the items. By adding
different kinds of random noise to each user and item, we ultimately increase the
uniformity of the data distribution. According to previous research [25], adding
noise vectors with a very small constant can be numerically understood as points
on a hypersphere with a radius of that constant, which usually does not cause
deviation from the original embedding space. Therefore, we add very small con-
stants that follow uniform and normal distributions respectively as hybrid ran-
dom noise for users and items. In addition, to better make the model pay more
attention to the difference between positive and negative samples, we propose a
modified version of the BPR loss function called BBPR as the loss function for
our recommendation task. Extensive experiments on multiple public real-world
datasets show that our method improves the recommendation performance.

The remainder of this paper is organized as follows. Section 2 reviews the
related work on graph-based recommendation and contrastive learning. Section 3
introduce the problem definition of recommendation system. In Sect. 4, we
present our proposed model and its components. In Sect. 5, we report and ana-
lyze the experimental results. Finally, Sect. 6 provides a conclusion and future
work.

2 Related Work

The related works related to our work are classified into two categories: graph-
based recommendation and contrastive learning, the previous works related are
reviewed as follows:

2.1 Graph-Based Recommendation

Graph-based recommendation use GCN to model higher-level collaboration sig-
nals by treating user project interaction behavior as a bipartite graph. For
instance, PinSage [28] generates node representations by sampling the local
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neighbors of a node and aggregating node features. It is thus more suitable for
large-scale graph representation learning and enhances the generalization abil-
ity. DeepICF [29] is a method capable of learning nonlinear and higher-order
relationships between items from data to obtain more complex interactions to
aid in modeling user decisions. NGCF [9] combines embedding learning and
collaborative filtering. NGCF [9] introduces collaborative signals into the user
item graph structure to exploit the higher order connections in the user item
integration graph for recommendation accuracy. Further study on NGCF [9],
LightGCN [30] is an optimization and improvement of the neural graph collabo-
rative filtering algorithm. LightGCN [30] apply graph convolutional neural net-
works to recommendation system and the representation of the nodes is learned
by smoothing the features on the graph. In addition, researchers can improve
performance by removing nonlinear transformations from GCN based recom-
mendations and replacing them with linear embedded propagation. Therefore,
they designed LR-GCCF [31], which introduces residual preference learning at
each layer to facilitate modeling of deeper layers, and alleviates the problem of
excessive smoothing of sparse interactive data in the process of graph convolu-
tion. MixGCF [32] focuses on the synthesis of negative sampling, designing a
general negative sampling method for graph neural network-based recommenda-
tion system to synthesize hard negative samples.

2.2 Contrastive Learning

Previous studies [20] shows that, according to the source of self supervision sig-
nals, the current contrastive learning work for recommendation systems mainly
focuses on two aspects: structure-level contrast and model-level contrast. For
instance, in order to solve the limitations of the traditional graph based recom-
mendation model, SGL [23] introduces the idea of comparative learning based
on LightGCN [30], and enhances the representation learning of nodes with the
help of proxy tasks. Specifically, SGL [23] makes data enhancement on the user-
items bipartite graph, and designs node dropout, edge dropout, and random
walk to generate different views of the same node in three ways to improve the
ability of automatically mining hard negatives. NCL [24], a contrastive learning
method that adds neighborhood enhancement to graph collaborative filtering.
NCL [24] obtains the structural information of high-order neighbors and the
semantic information of similar neighbors on the graph by introducing struc-
tural neighbors and semantic neighbors. SimGCL [33], a model-level contrastive
learning method. Their research shows that the comparison loss function plays a
key role in the recommendation based on comparative learning, and the previous
data enhancement is only a secondary role. Therefore, SimGCL [33] discards the
enhancement of the graph, optimizes the contrastive loss function, reduces the
deviation in the recommendation system scenario, and improves the uniformity
of the representation distribution.
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3 Problem Definition

For graph-based recommendation systems, most works are based on bipartite
graphs. Generally, user-item interactions are represented in the form of a bipar-
tite graph G = (V, E). Among them, V = (U ∪ I) represents the collection of
users and the collection of items, E = {yui ∈ RU×I |(u, i) ∈ O} represents the
collection of all observed user-item interactions, which can also be understood
as the edge between the user and the item or the user may be interested in
the item, where u represents the user, i represents the item, and O represents
the observed interaction. The goal of a recommendation system is to select the
Top-k items that are most likely to be interacted with by a given user u from a
list of items that the user has never interacted with before, in order to improve
user experience and increase user satisfaction. Graph neural networks have great
advantages in mining user-item interaction relationships, and thus, GNNs have
become the mainstream models in recommendation systems.

GNN-Based for Recommendation. Recently, the research community of
recommendation systems has mostly adopted graph-based recommendation. For
example, the classic LightGCN [30], which is an optimization based on the NGCF
[9], is a lightweight graph neural network model for recommendation systems.
Due to its excellent performance, it has become an indispensable baseline and
a basic component of various methods (such as SGL [23], NCL [24], etc.). Our
method is also built upon LightGCN [30], therefore, it is necessary to give a brief
review of LightGCN [30].

e(l)u = fAgg(e(l−1)
u , {e

(l−1)
i |i ∈ Nu}) (1)

In Eq. 1, e
(l−1)
u and e

(l−1)
i represent the user u and item i embeddings of the l-

1 layer respectively. Nu represents the set of items that user u has interacted with
before. fAgg is an aggregation function that aggregates the l-1 layer neighbors
Nu of user u and the l-1 layer e

(l−1)
u .

eu = fCom(e(0)u , e(1)u , ..., e(l)u ) (2)

After obtaining the l-1 layer embeddings of user u through the fAgg, the
embeddings from 0-layer to l-layer are combined using a function fCom to form
the final embedding of user eu.

LBPR = −
∑

(u,i,j)∈O
logσ(ŷui − ŷuj) (3)

During the training phase, to optimize the model, it applies Bayesian Per-
sonalised Ranking [34] LBPR to maximise the score difference between positive
and negative samples, so that the observed items score higher than the unob-
served ones. ŷui = eTu ei and ŷuj = eTu ej are predicted values for yui and yuj ,
respectively.
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4 Proposed Model

4.1 GCLHANRec Framework

In this section, we will briefly introduce the overall framework of our proposed
GCLHANRec as shown in Fig. 1. In this framework, it mainly consists of two
parts: recommendation task and contrastive task.

Recommendation Task. We first take the initial embedding represented by
the user interaction bipartite graph as input, then apply the lightweight graph
convolutional network for node representation learning. At the same time, in
order to improve the uniformity of data distribution and improve the recommen-
dation performance, we introduce different random noises for users and items
respectively. Specifically, we introduce uniform distribution random noise for
users and normal distribution random noise for items. In addition, we propose
Balanced Bayesian Personalized Ranking (BBPR) as the loss function for rec-
ommendation tasks, which is a modification of BPR to better make the model
focus more on the absolute difference between samples when predicting, improve
the performance in ranking process, and thus enhance the recommendation per-
formance.

Contrastive Task. Given a pair of samples, the augmented hybrid noise sam-
ple is regarded as the anchor sample ẽ, while the other augmented sample can
be either a positive sample or a negative sample ẽ

′
(Here, positive samples refer

to augmented samples from the same node as the anchor samples, while nega-
tive samples refer to augmented samples from different nodes than the anchor
samples, see Sect. 4.3). Then an encoder is trained based on LightGCN using
InfoNCE loss function to distinguish between positive and negative samples.

4.2 Hybrid Noise-Based Augmentation

Inspired by the work of XSimGCL [25], improving the uniformity of data distri-
bution in the embedding space is crucial for graph contrastive learning. There-
fore, in our work, we propose a hybrid random noise augmentation method for
users and items to further improve the uniformity of data distribution. Specif-
ically, for users, we use uniform distribution random noise augmentation to
increase the user’s interest diversity for different items, improving coverage and
quality; for items, we use normal distribution random noise augmentation to
increase the user’s preference and repulsion degree for different items.

After hybrid noise augmentation, we update the user embedding eu to ẽu, and
similarly, we update the item embedding ei to ẽi, as shown in formula (4), where
ϕ1 is random noise generated using a uniform distribution and ϕ2 is random
noise generated using a normal distribution. In recommendation systems, to bet-
ter improve the performance in ranking process, we propose a modified version of
the BPR loss function called Balanced Bayesian Personalized Ranking (BBPR)
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Fig. 1. The architectures of GCLHANRec.

as the loss function for our recommendation task. Specifically, BBPR first calcu-
lates the score between the user vector and item vector using dot product, then
transforms these scores into probability values through the sigmoid function.
Finally, it uses these probability values to compute the cross-entropy loss, thus
considering the imbalance between positive and negative samples and maximiz-
ing the difference between them. Which is formulated as (6), where ỹui = ẽTu ẽi,
ỹuj = ẽTu ẽj .

ẽu = eu + ϕ1 ẽ
′
u = eu + ϕ

′
1 (4)

ẽi = ei + ϕ2 ẽ
′
i = ei + ϕ

′
2 (5)

LBBPR = −
∑

(u,i,j)∈O
log(σ(ỹui)(1 − σ(ỹuj))) (6)

4.3 Contrastive Learning

Next, after hybrid noise augmentation, we treat the augmentations from the
same node as positive pairs such as ẽu and ẽ

′
u. All augmentations from different

nodes are treated as negative pairs such as ẽu and ẽ
′
v. Following most graph con-

trastive learning methods [23–25], we also apply InfoNCE [35] to compute the
loss Luser

ssl of the contrastive task for users. The goal of InfoNCE is to make the
positive samples ẽ

′
u and the anchor sample ẽu closer in vector space, on the con-

trary, make the negative samples ẽ
′
v and the anchor sample ẽu vector distances

relatively far, and finally learn an encoder for contrastive task in the recommen-
dation system. The goal is to make the hybrid noise-augmented positive samples
and the anchor sample closer in vector space, on the contrary, make the negative
samples and the anchor sample vector distances relatively far, and finally learn
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an encoder for contrastive task in the recommendation system. Similarly, the
loss Litem

ssl of the contrastive task can be calculated for items. Where τ is the
temperature coefficient, which is a hyperparameter that can adjust the degree
of attention to hard samples to help the model learn better from hard negatives
[36]. Therefore, the final loss of the entire contrastive task can be represented as
Lssl = Luser

ssl + Litem
ssl .

Luser
ssl =

∑

u∈U
−log

exp(s(ẽu, ẽ
′
u)/τ)∑

v∈U exp(s(ẽu, ẽ′
v)/τ)

(7)

4.4 Training Phase

To optimize our model, we apply a multi-task learning strategy that includes
contrastive learning and recommendation tasks. Where, λ is the coefficient of
the contrastive task. The overall loss is defined as:

L = LBBPR + λLssl (8)

5 Performance Evaluation

5.1 Experimental Setup

Dataset. We evaluate the effectiveness of our proposed model on three publicy
available datasets: MovieLens, Douban-book and LastFM, which is widely used
in the field of recommendation systems. The detailed statistics for the three
datasets are reported in Table 1. Where density is used to measure the sparsity
of user-item interactions, and the larger the value, the sparser the interaction.
It is defined as:

density =
#actions

#users × #items
(9)

In Eq. 8, where #actions is the number of actions of users and items, and #users
represents the number of users, #items represents the number of items.

– MovieLens1 mainly includes the user’s occupation, age and other informa-
tion, the movie’s name, genre and release year information, as well as the
user’s rating of the movie. It recorded 1,000,209 ratings on 3,900 movies by
6,040 users who joined MovieLens in 2000.

– Douban-book2 is a collection of book ratings and reviews from douban.com.
The rating range is 1–5. We discard ratings less than 4 and reset the rest to
1. Finally, we obtain 23,299 users, 41,287 items, and these user-item generate
598,420 interactions in total.

1 https://grouplens.org/datasets/movielens/1m/.
2 http://challenges.2014.eswc-conferences.org/index.php/RecSys.

https://grouplens.org/datasets/movielens/1m/
http://challenges.2014.eswc-conferences.org/index.php/RecSys
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– LastFM3 is a music recommendation dataset provided by Last. For each user
in the dataset, it contains a list of their most popular artists and the number
of plays. In addition, it includes user application tags that can be used to
build content vectors.

Table 1. The statistics of the datasets.

Dataset #users #items #actions density

MovieLens 6,040 3,706 1,000,029 0.04468
Douban-book 23,299 41,287 598,420 0.00622
LastFM 1,872 17,632 92,834 0.00281

Baselines. In order to demonstrate the effectiveness of our method, we compare
it with three existing types of baseline methods, including classical matrix factor-
ization models (MF), graph neural network models (LightGCN), and contrastive
learning models (SGL, NCL, XSimGCL). The following is a brief overview of each
baseline method.

– MF [37] applies matrix factorization technology to the recommendation sys-
tem. At the same time, in order to improve the recommendation performance,
MF introduces additional information such as implicit feedback and confi-
dence, which is significantly better than the classic nearest neighbor method.

– LightGCN [30] is an optimization and improvement of the Neural Graph
Collaborative Filtering (NGCF) algorithm. The representation of the nodes is
learned by smoothing the features on the graph. Applying graph convolutional
neural networks to recommendation system.

– SGL [23] is proposed to apply SSL to user-item bipartite graphs, was designed
with node dropout, edge dropout, and random walk to generate different views
of a node in three ways to improve the ability to automatically mine hard
negatives.

– NCL [24] is proposed to utilize neighborhood-enhanced contrastive learning
process to improve the previous problem of not mining the nearest neighbor
relationship between users (or items) due to random sampling.

– XSimGCL [25] is an extremely simple graph contrastive learning method
that discards the graph augmentation strategies adopted by many state-of-
the-art recommendation models. It uses a simple yet effective noise embedding
augmentation as the contrastive view to learn more uniform data representa-
tions.

3 http://www.cp.jku.at/datasets/LFM-1b/.

http://www.cp.jku.at/datasets/LFM-1b/
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Evaluation Metrics. To evaluate the performance of different methods, we use
two evaluation metrics that are widely used in recommendation system tasks:
Recall@K and Normalized Discounted Cumulative Gain@K (respectively named
Recall@K and NDCG@K), which are widely used in the Top-N recommenda-
tion.

Implementation Details. All experiments are based on the following envi-
ronments and configurations: Ubuntu 18.04, Intel(R) Xeon(R) Silver 4316 CPU
@ 2.30GHz, GeForce RTX 3090. In our experiment, the value of k is 20. We
follow the setting of majority of recent methods [20,24,30], randomly selecting
80% of the interactive data of each user as the training set and the remaining
20% as the test set. For the training set, we randomly take 10% of the data
as the validation set to tune hyper-parameters. And we optimize each meth-
ods according to the validation sets. In addition, we also follow the setting of
LightGCN [30], the calculation of Recall@20 and NDCG@20 adopt all-ranking
protocol, that is, all items that have not interacted with the user in each user
’s interaction are candidates. Furthermore, the reported results are the average
values obtained from 5 runs to ensure fairness. For baseline methods, we tune
the hyper-parameters based on original papers. In our method, we use Adam [38]
to optimize our method and set the learning rate to 0.001 and the batch size to
2048. In addition, we set the coefficient λ of the contrastive task to 0.2. we fine-
tune the size of the hybrid noise α and temperature coefficient τ in the ranges of
SPSVERBc10, 0.01, 0.05, 0.1, 0.2, 0.25, 0.5SPSVERBc2 and SPSVERBc10.05,
0.1, 0.2, 0.5, 1.0 }, respectively.

5.2 Performance Evaluation

To validate the effectiveness of our method, in this section, we compare the
performance of our proposed GCLHANRec with other baselines from multiple
perspectives, including different numbers of layers and different Top-k values.

Comparison with Different Layers. Table 2 shows the performance com-
parison of our method and other baselines on different layers (1 to 3). Bold font
indicates the best results.

We can get the following conclusions based on the analysis results:

(1) In most cases, our method outperforms existing baseline methods, especially
compared to the classic graph contrastive learning method SGL. On one hand,
the results verify the efficiency of improving the uniformity of data distribu-
tion. On the other hand, the results also verify the efficiency of our meth-
ods. For example, on MovieLens, XSimGCL improves by 4.239% and 4.010%
on the Recall and NDCG respectively compared to SGL, while our method
improves by 5.318% and 4.578% respectively compared to SGL.

(2) We can also find that we can improve the recommendation performance on
most methods increasing the number of layers of the model. The improvement
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Table 2. The performance of different methods using different layers on three datasets.

Layer Method MovieLens LastFM Douban-book
Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20

1-Layer LightGCN 0.2561 0.3017 0.2629 0.2681 0.1342 0.1134
SGL 0.2661 0.3141 0.2667 0.2765 0.1678 0.1503
XSimGCL 0.2719 0.3192 0.2737 0.2844 0.1703 0.1518
GCLHANRec 0.2793 0.3288 0.2795 0.2891 0.1697 0.1521

2-Layer LightGCN 0.2620 0.3068 0.2662 0.2758 0.1452 0.1248
SGL 0.2691 0.3188 0.2788 0.2892 0.1716 0.1518
XSimGCL 0.2799 0.3286 0.2792 0.2907 0.1777 0.1606
GCLHANRec 0.2808 0.3304 0.2798 0.2899 0.1787 0.1613

3-Layer LightGCN 0.2625 0.3066 0.2676 0.2785 0.1470 0.1263
SGL 0.2689 0.3167 0.2776 0.2896 0.1723 0.1536
XSimGCL 0.2803 0.3294 0.2795 0.2902 0.1797 0.1617
GCLHANRec 0.2832 0.3312 0.2810 0.2907 0.1798 0.1622

is obvious on dense datasets. For example, in terms of Recall, our method on
MovieLens and LastFM datasets, the performance can improve by 0.854%
and 1.396% respectively based on 2 layers and 1 layer model.

(3) Graph contrastive learning methods can help to solve the problems caused
by data sparsity in recommendation system. Specifically, for the Douban-
book with higher sparsity, the three graph contrastive learning methods
SGL, XSimGCL and GCLHANRec achieve significant performance improve-
ments compared to the traditional graph neural network method LightGCN
(17.210%, 22.245% and 22.313% on Recall, 21.615%, 28.029% and 28.424%
on NDCG). And on the dense dataset MovieLens, the three methods can also
improve (2.438%, 6.781% and 7.886% on Recall, 3.294%, 7.436% and 8.023%
on NDCG).

Comparison with Baselines. The performance of different methods on three
datasets are shown in Table 3. We generated the Top-20 recommended items.
Bolded font indicates the best results. From the experimental results, we found
that our method outperforms all baselines on MovieLens and Douban-book, and
significantly outperforms the classic graph neural network method LightGCN
(improving Recall and NDCG by 7.886% and 8.023% respectively on MovieLens)
and graph contrastive learning methods SGL (improving Recall and NDCG by
5.318% and 4.578% respectively on MovieLens) and NCL (improving Recall
and NDCG by 3.736% and 2.666% respectively). However, we also observe that
our method has only slightly higher Recall than the current state-of-the-art
XSimGCL on Douban-book, which may be related to the sparsity of this dataset.

Comparison with Different Top-K. In Fig. 2, we evaluate Top-k recommen-
dation with values of 1, 5, 10, 15, and 20 on the used datasets. Figure 2 (a) and
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Fig. 2. Evaluating Top-k recommendation with k values of 1, 5, 10, 15, and 20 on
MovieLens, LastFM and Douban-book.

Table 3. The performance of different methods on three datasets.

Method MovieLens LastFM Douban-book
Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20

MF 0.2165 0.2378 0.2342 0.2401 0.1280 0.1003
LightGCN 0.2625 0.3066 0.2676 0.2785 0.1470 0.1263
SGL 0.2689 0.3167 0.2776 0.2896 0.1723 0.1536
NCL 0.2730 0.3226 0.2765 0.2876 0.1625 0.1414
XSimGCL 0.2803 0.3294 0.2795 0.2902 0.1797 0.1617
GCLHANRec 0.2832 0.3312 0.2810 0.2907 0.1798 0.1622

(b) show the Top-k performance comparison of various methods on MovieLens.
Our method outperforms all existing baselines, and the Recall values of various
methods increase as k increases, which is consistent with the basic fact that as
k increases, the hit rate of items that users like is higher, thus recall is larger. In
contrast, the NDCG values are decreasing, which may be due to the fact that
as k increases, the model is more likely to recommend items that are irrelevant
to users, thus NDCG may decrease. Figure 2 (c), (d) and Fig. 2 (e), (f) show the
comparison of Top-k performance of various methods on LastFM and douban-
book respectively. Our method has a larger performance improvement compared
with other methods on Douban-book, and the improvement increases with the
increase of k.
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5.3 Hyper-parameters Analysis

The temperature parameter τ is an important hyper-parameter in our experi-
ments. Related studies [36] show that it cannot be too large or too small. Too
large τ will cause the data distribution to be more uneven, and too small τ will
cause the model to focus on the nearby negative examples and ignore the poten-
tial positive examples. Therefore, we fine-tune τ in the range of SPSVERBc10.05,
0.1, 0.2, 0.5, 1.0SPSVERBc2 to determine its best value. Figure 3 shows the trend
of RecallSPSVERBc720 on three datasets with different temperature parame-
ters τ . According to the results, we finally choose τ = 0.2 for MovieLens, τ = 0.2
for LastFM, and τ = 0.2 for Douban-book. In addition, we fine-tune the size
of the hybrid noise α in the range of SPSVERBc10, 0.01, 0.05, 0.1, 0.2, 0.25,
0.5SPSVERBc2, choose α = 0.2 for MovieLens, α=0.25 for LastFM, and α = 0.25
for Douban-book. In addition, due to space limitations, we primarily focus on
exploring and presenting the main hyperparameters, while the remaining hyper-
parameters will be discussed in detail in future studies.

Fig. 3. Evaluating Top-20 recommendation with different τ on MovieLens, LastFM
and Douban-book.

6 Conclusion and Future Work

In this work, a method based on hybrid noise augmentation and graph con-
trastive learning is proposed to solve the data sparsity problem in recommenda-
tion system. In our method, we add different random noises to users and items
respectively. Specifically, we add uniform distribution random noise to users and
normal distribution random noise to items, to improve the data uniformity while
increasing the user’s interest diversity for different items, thereby improving the
accuracy and personalization degree of the recommendation system. In addi-
tion, we propose BBPR as the loss function for recommendation tasks, which is
a modification of BPR to better make the model pay more attention to the differ-
ence between positive and negative samples, thus performing better in ranking
tasks. In the future, we will explore more advanced methods to improve the data
uniformity in recommendation systems, to further enhance the recommendation
performance.
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Abstract. Graph neural networks have demonstrated impressive per-
formance in the field of recommender systems. However, existing graph
neural network recommendation approaches are proficient in capturing
users’ mainstream interests and recommending popular items but fall
short in effectively identifying users’ niche interests, thus failing to meet
users’ personalized needs. To this end, this paper proposes the User-
oriented Interest Representation on Knowledge Graph (UIR-KG) app-
roach, which leverages the rich semantic information on the knowledge
graph to learn users’ long-tail interest representation. UIR-KG maxi-
mizes the recommendation of long-tail items while satisfying users’ main-
stream interests as much as possible. Firstly, a popular constraint-based
long-tail neighbor selector is proposed, which obtains the target user’s
long-tail neighbors by conducting high-order random walks on the col-
laborative knowledge graph and constraining item popularity. Secondly,
a knowledge-enhanced hybrid attention aggregator is proposed, which
conducts high-order aggregation of users’ long-tail interest representa-
tions on the collaborative knowledge graph by comprehensively combin-
ing relationship-aware attention and self-attention mechanisms. Finally,
UIR-KG predicts the ratings of uninteracted items and provides Top-N
recommendation results for the target user. Experimental results on real
datasets show that compared with existing relevant approaches, UIR-KG
can effectively improve recommendation diversity while maintaining rec-
ommendation accuracy, especially in long-tail recommendations. Code is
available at https://github.com/ZZP-RS/UIR-KG
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1 Introduction

With the deepening integration of the Internet into people’s lives, recommender
systems have been widely applied in various applications to provide personalized
recommendations and effectively address the problem of information overload.
Recommender systems predict user preferences based on historical interaction
information and present a recommendation list to the user. However, current rec-
ommender systems are facing the problem of the long tail, where a small number
of popular items are recommended frequently by the system, while a large num-
ber of niche items are rarely recommended, resulting in an “80/20” effect. How-
ever, a niche market requires diversified recommendations, which bring many
benefits to users and providers. Several studies have shown that recommenda-
tion approaches that consider both the diversity and novelty of recommended
content can effectively improve user satisfaction and provide long-term benefits
for recommendation platforms [1]. However, current recommendation approaches
tend to recommend popular items to users because these items are more likely
to be interacted with by users than niche items. The long-tail recommenda-
tion has important practical significance, from the perspective of providers, the
market competition for popular items is fierce and the profit is limited, while
the marginal profit of niche items is relatively high. From the perspective of
users, it is not possible to click on the same popular item repeatedly [2,3], and
recommending niche items can bring surprises to users, increase user loyalty
and satisfaction [4]. However, most current recommendation approaches either
focus on improving recommendation accuracy but cannot provide diversified
recommendations, or sacrifice accuracy for diversity, which makes it a challenge
for researchers to effectively improve diversity while ensuring recommendation
accuracy and providing personalized long-tail recommendations to users.

Based on the aforementioned issues, we propose the UIR-KG that leverages
the rich semantic information in the knowledge graph (KG) and the powerful
representation ability of graph convolutional network (GCN). Its advantage lies
in effectively capturing the long-tail interest representation of users and recom-
mending long-tail items that match their interests. First, UIR-KG extracts the
user’s collaborative paths via random walks and calculates the average popular-
ity of the item nodes in the collaborative paths to obtain the x paths with the
lowest average popularity, replacing the original first-order neighbors with the
items from these paths. Then, we propose a hybrid attention mechanism that
combines relationship-aware attention and self-attention to aggregate the user’s
long-tail interest representation. Finally, we predict the scores of uninteracted
items and generate the final recommendation results. The contributions of this
paper can be summarized as follows: (1) UIR-KG effectively captures the long-
tail interest representation of users, allowing for the recommendation of long-tail
items while still satisfying their mainstream interests. (2) We propose a popular
constraint-based long-tail neighbor selector that utilizes semantic information
in the KG to select potential long-tail neighbors of the target user and over-
comes the problem of decreasing long-tail feature information in the high-order
information aggregation process. (3) We propose a knowledge-enhanced hybrid
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attention aggregator that can effectively learn the user’s long-tail interest repre-
sentation and eliminate the noise impact in the reconstructed neighbors.

2 Related Work

As an important side information, KG contains rich semantic information about
entities, and it has shown good performance in improving recommendation accu-
racy. Wang et al. [5] propose a method that combines collaborative signals and
knowledge associations by explicitly encoding collaborative signals through col-
laborative propagation. Wang et al. [6] create a collaborative knowledge graph
to consider user-item interactions and the edge information from the KG, enrich-
ing the representations of users and items. However, existing KG-based recom-
mendation methods have focused on improving recommendation accuracy while
neglecting recommendation diversity. It is unreasonable to solely rely on accu-
racy to measure the quality of a recommendation method [7]. Generating diverse
long-tail recommendations is also an important metric for evaluating recommen-
dation method performance.

To address the long-tail recommendation problem, existing methods often
assign different weights to nodes based on their popularity or introduce external
information to enhance the representation of long-tail items. Zhang et al. [8]
propose a dual transfer learning framework that trains model parameters using
popular items and learns the features of popular items by connecting them with
features from tail items, thereby mitigating the influence of item popularity on
long-tail recommendations. Yin et al. [9] propose a novel suite of graph-based
algorithms. They represent user-item information using an undirected weighted
graph and apply the hitting time algorithm for long-tail item recommendation.
Park et al. [1] address the long-tail problem through clustering algorithms, where
items are divided into the head and tail parts, and clustering is performed only
on the tail part. However, these methods are unable to effectively model users’
long-tail interests from their historical preference information, often sacrificing
accuracy to improve recommendation diversity. Capturing users’ long-tail inter-
ests from their historical preferences and improving recommendation diversity
while maintaining accuracy remains a challenge in long-tail recommendations.

3 Proposed Approach

3.1 Problem Formulation

Here, we explain the symbols used in this paper in Table 1. Then, we continue
to introduce key concepts and problem setting of the proposed UIR-KG.

User-Item Bipartite Graph: In this paper, we define these interaction data
as a user-item bipartite graph GUI = {(u, yui, i)|u ∈ U, i ∈ I, yui ∈ Y }, where U
is the set of users, I is the set of items, and the element value yui = 1 indicates
that user u has interacted with item i in the past, otherwise yui = 0.
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Table 1. Summary of Notations

Symbols Description

U Set of users:{u1, u2, ..., u|U|}
I Set of items:{i1, i2, ..., i|I|}
GUI User-item bipartite graph
GKG Knowledge graph
GCKG Collaborative knowledge graph
ε Set of entities: {e1, e2, ..., e|ε|}
R Set of relations: {r1, r2, ..., r|R|}
P Set of collaborative paths
pi Popularity of item
ε Set of seeds
Nu Set of u’s neighbor after restructuring
K Sampling depth
Eu Set of user representation
Ei Set of item representation
Φ The parameters of embedding layer
ω The parameters of attentive-aware layer

Knowledge Graph: To enhance item information, we introduce a knowledge
graph to provide item attribute information. The knowledge graph, as auxil-
iary data, is composed of entities and their relationships in the real world and
can serve as item attribute information [10]. We define the knowledge graph as
GKG = {(h, r, t)|h, t ∈ ε, r ∈ R}, where each triple (h, r, t) represents a connec-
tion between the head entity h and the tail entity t under the relationship r,
and ε and R are the entity set and the relationship set in the knowledge graph,
respectively.

Collaborative Knowledge Graph: The origin of the collaborative knowledge
graph (CKG) is to merge GUI and GKG into a single relationship graph, which
we define as GCKG = {(h, r, t)|h, t ∈ ε′, r ∈ R′}, where ε′ = ε ∪ U , and R′ =
R ∪ {Interact}.

Task Description: This study aims to obtain user embeddings that aggregate
long-tail collaborative signals by exploring user behavior at the sampling level.
We now customize the recommendation task in this paper:

– Input: User-item bipartite graph GUI, knowledge graph GKG, and a target
user.

– Output: The top N items that are most relevant to the target user and
contain as many long-tail items as possible.
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Figure 1 shows the basic flowchart of our approach. Our approach consists
of three main components: Popular constraint-based long-tail neighbor selector;
Knowledge-enhanced hybrid attention aggregator; Model prediction and opti-
mization.

3.2 Popular Constraint-Based Long-Tail Neighbor Selector

In recommender systems, we often model user interests based on their historical
interaction with items. By utilizing the high-order connectivity of the graph, we
can effectively explore users’ long-tail interests. Based on this, we designed a
user popular constraint-based long-tail neighbor selector, which consists of three
parts: high-order random walk on CKG, popular constraint-based collaborative
path extraction, and long-tail neighbor selection and reconstruction.

Fig. 1. The flowchart of the proposed UIR-KG approach.

High-Order Random Walk on CKG. Given a user’s set of historically inter-
acted items ε0u = {i|i ∈ yui = 1}, we use it as the seed for propagation. We
randomly sample m seed neighbors and continue to treat them as seeds, propa-
gating further down the graph. This process generates a high-order collaborative
path that starts from the target node and has a length of K. To fully exploit
our sampler’s capabilities, we attempt to perform collaborative signal sampling
on the CKG.



UIR-KG for Long-Tail Recommendation 345

Figure 2 illustrates the mechanism of the popular constraint-based long-tail
neighbor selector, as shown in the figure. Firstly, for the target user u1, its initial
seed set is ε0u1

= {i|(u1, i) ∈ GUI, i ∈ {i|yu1i = 1}}. Based on this, its k-th order
neighbors are denoted as εk

u1
= {t|(h, r, t) ∈ GCKG, h ∈ εk−1

u1
}. Taking Fig. 2 as

an example, for the target user u1, its initial seed set is ε0u1
= {i1, i2, i3, i4}.

When sampling paths, we first randomly select an item from ε0u1
as the starting

point of the path, and then randomly select a user who has interacted with this
item as the second-hop node.

Fig. 2. An illustration of popular constraint-based long-tail neighbor selection for u1.

Popular Constraint-Based Collaborative Path Extraction. The high-
order collaborative paths obtained through the above approach already contain
rich collaborative signals. Then, we need to filter these paths to ensure that
the high-order collaborative paths finally retained contain long-tail collaborative
signals. The characteristic of long-tail items is that they have less interaction
information with users. Based on this feature, we calculate the average item
popularity of each collaborative path, and the high-order collaborative paths
with the lowest average popularity are the ones we need. Here, we denote the
set of paths as P, and the calculation formula for average popularity is defined
as follows:

P̄ =

N∑

i=1

aipi

N ′ , (1)

in the equation, N is the total number of nodes in the collaborative path, N ′ is
the number of item nodes in the path, ai is a parameter indicating whether the
ith node should be accumulated, with a value of 0 or 1 determined by whether
the node is an item node, and pi is the popularity of node i. For example, consider
the path u1 → i2 → e5 → i10, with an average item popularity P̄ = pi2+pi10

2 ,
and the path u1 → i4 → e8 → i11, with an average item popularity P̄ = pi4+pi11

2 .
Clearly, the path with smaller P̄ is more in line with our selection because, under
other conditions being the same, the probability that a path with lower average
item popularity contains long-tail information is higher than a path with higher
average item popularity.
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Long-Tail Neighbor Selection and Reconstruction. If we use these col-
laborative paths directly for information propagation, the target user node can
aggregate the long-tail information we want. However, our goal is to explore the
long-tail interests of the target user, and it is not enough for the target user
node to only obtain a small amount of long-tail information. Therefore, there is
a problem with the above process: we do not know which node in the path is
the long-tail item node. If we directly use GCN for information propagation, the
long-tail item information at the end of the path will be constantly lost during
the propagation process. When the information is transmitted to the target user
node, the long-tail information contained in it may be very sparse. To solve this
problem, our approach is to reconstruct the target user’s first-order neighbor-
hood ε0u, specifically by extracting all item nodes from the final selected path
above and reconstructing them as the first-order neighborhood of the target user
for information propagation. We define the reconstructed neighborhood set as
follows:

Nu = {i|i ∈ P} , (2)

where P is the set of collaborative paths selected through the high-order random
walk on CKG, replacing the user’s original first-order neighbors with the recon-
structed neighbors allows for effective information propagation and ensures that
the user can aggregate a certain amount of long-tail information. This enables
the system to make effective long-tail recommendations.

3.3 Knowledge-Enhanced Hybrid Attention Aggregator

Fig. 3. An illustration of knowledge-enhanced hybrid attention aggregation for u1.

An important approach for maintaining the structure of a graph is to con-
struct entity embeddings and relation embeddings. We start by randomly initial-
izing node embeddings. Then, we employ a learnable projection layer to enrich
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their representations:
ei = Weci + b , (3)

ci is a vector randomly generated for entities or relations in the CKG with dimen-
sion do, while We ∈ Rdo×de and b ∈ Rde are trainable parameters. Then, we
designed a knowledge-enhanced hybrid attention aggregator for high-order prop-
agation and aggregation. Figure 3 illustrates the mechanism of the knowledge-
enhanced hybrid attention aggregator, which includes two parts: relation-aware
attention aggregation with reconstructed neighbors, which calculates the atten-
tion weights between the head and tail nodes based on their relationship, and
self-attention aggregation with original neighbors, which is used to aggregate the
original neighbor information of the user.

Relation-Aware Attention Aggregation with Reconstructed Neigh-
bors. We define the relation-aware attention as follows, where N c

u =
{(u, r, t)|(u, r, t) ∈ GCKG, u ∈ U} represents the set of triples in the CKG with
the target user u as the head entity:

eNu
=

∑

(h,r,t)∈Nc
u,et∈εu

g(u, r, t)et , (4)

where g(u, r, t) represents the attention weight of tail entity t under the relation
r for the target user u. We use a relation-aware attention mechanism to calculate
this importance:

g′(u, r, t) = (Wret)�tanh(Wreu + er) , (5)

g(u, r, t) = Softmax(g′(u, r, t)) , (6)

where Wr ∈ Rdr×de is used to map entity vectors from a de-dimensional vec-
tor space to a dr-dimensional relationship vector space. The same operation is
performed on item nodes to obtain eNi

. Based on this, the user’s embedding
already contains a large amount of long-tail information, which can be used for
long-tail recommendations. However, there are some issues with this approach.
Firstly, the reconstructed first-order neighbors will inevitably bring some noise
(as verified in the ablation experiments section). Secondly, blindly pursuing long-
tail recommendations is not advisable. Therefore, inspired by the self-attention
mechanism, we deployed an attention mechanism on the user’s original neigh-
bors to aggregate their mainstream interests while still recommending long-tail
items to the user.

Self-attention Aggregation with Original Neighbors. We use ε0u = {i|i ∈
yui = 1} to represent the original neighbors set of user u. For each input node
embedding e, we transform it into three vectors using three transformation matri-
ces:

q = Wqe, k = Wke, v = Wve , (7)
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the self-attention score between any two nodes is obtained by the dot product of
the q vector and the k vector. The self-attention score between user u and item
i is given by:

αu,i = Softmax(quki) . (8)

Finally, the output vector is obtained by weighted summation of the attention
scores and v vector:

eu =
∑

j∈{ε0
u∪eu}

αu,jvj . (9)

Note that we only perform the above operations for users.
After completing the information propagation, we use bi-interaction aggrega-

tion [6] to aggregate the user’s own features and the features of their neighbors,
as follows:

el+1
h = f(e(l)h , e

(l)
Nh

) , (10)

f(e(l)h , e
(l)
Nh

) =LeakyReLU(W1(e
(l)
h + e

(l)
Nh

))

+ LeakyReLU(W2(e
(l)
h � e

(l)
Nh

)) ,
(11)

where W1,W2 ∈ Rdl×de are trainable weight matrices, � denotes element-wise
multiplication, l represents the l-th layer of propagation, and h is a placeholder
for u, i. After completing L layers of propagation, we can obtain a collection of
user-item representations of different orders:

Eu = {e(0)u , e(1)u , ......e(L)
u } , (12)

Ei = {e
(0)
i , e

(1)
i , ......e

(L)
i } . (13)

3.4 Model Prediction and Optimization

Model Prediction. Each layer’s representation can be interpreted as the hier-
archical latent influence, emphasizing different high-order connectivity and pref-
erence similarity. Given the composite representations of the user Eu and item
Ei, we connect the representations of each layer and finally obtain a single vector:

e∗
u = e(0)u ||e(1)u ||...||e(L)

u , (14)

e∗
i = e

(0)
i ||e(1)i ||...||e(L)

i . (15)

Then, we predict the user preference score by taking the inner product of the
user and item representations:

ŷui = e∗�
u e∗

i . (16)



UIR-KG for Long-Tail Recommendation 349

Model Optimization. In this paper, we employed two types of optimizers,
namely collaborative-aware learner and knowledge-aware learner.

The goal of collaborative-aware learner is to learn multi-faceted preferences
from CKG. Here, we also use the BPR loss to understand the preferences of
each user. Specifically, it assumes that observed interactions should be assigned
higher predicted values than unobserved interactions, indicating stronger user
preferences.

LCF =
∑

(u,i,j)∈O

−lnσ(e∗�
u e∗

i − e∗�
u e∗

j ) , (17)

here, O = {(u, i, j)|(u, i) ∈ O+, (u, j) ∈ O−}, where O+ represents the set of
observed interactions between users and items in the training set, i.e., positive
samples, and O− represents the set of unobserved user-item interactions in the
training set, i.e., negative samples generated by the model through random sam-
pling. The sigmoid function is denoted by σ.

The knowledge-aware learner models entity representations based on triplets
in CKG. For a given triplet, its energy score is defined as follows:

g(h, r, t) = ||Wreh + er − Wret||22 , (18)

here, eh, er, and et represent the embedding vectors of the head entity, relation
entity, and tail entity, respectively. Wr ∈ Rdr×de is a transformation matrix
based on the relation r, used to transform eh and et from a de-dimensional
vector space to a dr-dimensional vector space. Its meaning is to use the head
entity vector and relation vector to approach the tail entity vector. Therefore,
the lower the score, the more reliable the triplet is, and vice versa. Based on this,
BPR loss is also utilized through negative sampling to encourage real triplets.

LKG =
∑

(h,r,t,t′)∈T
−lnσ(g(h, r, t′) − g(h, r, t)) , (19)

where T = {(h, r, t, t′)|(h, r, t) ∈ GKG, (h, r, t′) /∈ GKG} is the set of negative
samples used in training TransR, which is constructed by randomly replacing
one of the entities in a real sample. It should be noted that the negative triples
used for training must not be in the positive triple set.

Finally, we have the objective function to learn Eqs. (17) and (19) jointly:

L = LCF + LKG + λ||θ||22 , (20)

where θ = {E,Wr,W
(l)
1 ,W

(l)
2 ,∀l ∈ {1, ..., L}} is the model parameter set, and

E is the embedding table for all entities and relations; L2 regularization param-
eterized by λ on θ is conducted to prevent overfitting.

4 Experiments and Evaluations

In this section, we first introduce an experimental setup, which includes an intro-
duction to the datasets and evaluation metrics. Next, we will present our exper-
imental results on real-world datasets.
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4.1 Experimental Setup

Datasets and Parameters Settings. To evaluate the performance of UIR-
KG, we conducted experiments on the Last-FM and Amazon-book datasets.
The Last-FM dataset is a music dataset collected from the Last.fm online music
system. We followed the processing steps in [6] for the dataset. Additionally,
we derived knowledge graphs from Free-base, which have been widely used in
previous research [5,6]. The overall statistics of the datasets are summarized in
Table 2. Additionally, we selected 1500 high-order collaborative paths by random
sampling and set the number of paths with the lowest average item popularity
to 3.

Evaluation Metrics. We consider all items i that a user u has not interacted
with as negative samples. Then, each approach outputs the preference scores of
a user on all items, excluding those that have been rated in the training set. To
evaluate the accuracy and diversity of our proposed approaches, we use precision
and recall as metrics for recommendation accuracy and aggregate diversity (AD)
[7] as a metric for recommendation diversity. Additionally, since short-head and
long-tail are relative concepts, to effectively evaluate the performance of our
model in long-tail recommendations, we use average recommendation popularity
(ARP) [11] of the Top-N recommended items as a metric.

Table 2. Datasets

Datasets Last-FM Amazon-book

User-item interation Users 23,566 70,679
Items 48,123 24,915
Interation 3,034,796 847,733

Knowledge graph Entities 58,266 88,572
Relations 9 39
Triplets 464,567 2,557,746

The precision metric indicates the percentage of recommended items that
are relevant to the target user among all recommended items. In addition, the
recall metric represents the proportion of relevant recommended items for the
target user among all relevant items. It is worth noting that the higher the values
of both metrics, the better the recommendation accuracy. Assuming Topu(N)
represents the set of N recommended items for user u, and Recu(N) represents
the Top-N items with the highest ratings that the user interacted with in the
test set, the precision and recall metrics can be expressed as follows:

Precision =
1

|U |
∑

u∈U

|Topu(N) ∩ Recu(N)|
|Topu(N)| , (21)
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Recall =
1

|U |
∑

u∈U

|Topu(N) ∩ Recu(N)|
|Recu(N)| . (22)

The AD metric calculates the total number of distinct items recommended
to all users. The ARP metric represents the average popularity of items recom-
mended to users. Obviously, the higher the recommendation diversity, the larger
the value of AD, and vice versa, while the lower the ARP value, the lower the
average popularity of the recommended items. Assuming there are two users,
ux and uy, and the sets of N recommended items for them are represented
by Topux

(N) and Topuy
(N) respectively, the AD metric can be represented as

follows:
AD = |

⋃

u∈U

{i ∈ Topu(N)}| . (23)

The ARP metric can be represented as follows:

ARP =

∑
i∈Topu(N) pi

N
. (24)

4.2 Performance Comparisons

To validate the effectiveness of our proposed approach, we selected the following
approaches for comparison:

– BPRMF [12]: A basic matrix factorization approach is used to rank items
of interest for each user according to their preferences.

– CKE [13]: A typical regularization-based approach that enhances matrix
factorization using semantic embeddings derived from TransR.

– CFKG [14]: A model applies TransE to a unified graph that contains users,
items, entities, and relations, transforming the recommendation task into the
likelihood prediction of the (u, interactive, i) triple.

– KGAT [6]: A novel propagation-based model that utilizes an attention mech-
anism to distinguish the importance of neighbors in the CKG.

Fig. 4. Comparison results on (a-d) Last-FM dataset and (e-h) Amazon-book dataset.
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Figure 4 shows the performance comparison of UIR-KG and other baseline
approaches on the Last-FM and Amazon-book datasets. It is evident from the
figure that UIR-KG achieves comparable performance with other comparative
approaches in terms of accuracy metrics such as precision and recall on the
Amazon-book dataset. However, on the Last-FM dataset, UIR-KG outperforms
the closest competitor, KAGT, and obtains the highest values. Thus, it can
be concluded that UIR-KG performs better than other related approaches in
terms of recommendation accuracy, particularly on the Last-FM dataset. Fur-
thermore, in terms of diversity metrics such as AD and ARP, UIR-KG outper-
forms other related approaches for both the Last-FM and Amazon-book datasets.
These results indicate that our proposed UIR-KG approach can greatly enhance
recommendation diversity while maintaining at least the same level of recom-
mendation accuracy. Notably, UIR-KG shows significant improvement in ARP,
which can reflect the ability to recommend long-tail items, indicating that it
can recommend more long-tail items for target users. In summary, based on the
experimental results, we can conclude that UIR-KG is a promising approach
for recommendation systems, as it can significantly improve recommendation
diversity while maintaining or even improving recommendation accuracy.

4.3 Ablation Study

To further validate the effectiveness of two core components in UIR-KG (i.e.,
popular constraint-based long-tail neighbor selector and knowledge-enhanced
hybrid attention aggregator), we retain only one component individually in UIR-
KG to generate two simplified versions. Then, we compare UIR-KG with two
variations as well as the base version.

– Base: A basic GCN approach without using selector and aggregator.
– Base(Sel): A simplified version that removes the popular constraint-based

long-tail neighbor selector from UIR-KG.
– Base(Agg): A simplified version that removes the knowledge-enhanced

hybrid attention aggregator from UIR-KG.

Figure 5 displays the results of our ablation experiments on Last-FM and
Amazon datasets. UIR-KG outperformed Base(Agg) in accuracy metrics (i.e.,
precision and recall) on both datasets, surpassed Base and Base(Sel) on Last-
FM, and was roughly on par with Base and Base(Sel) on Amazon-book. In
terms of diversity metrics (i.e., AD and ARP), UIR-KG outperformed Base and
Base(Sel) on both datasets but performed similarly to Base(Agg) on AD and
lower than Base(Agg) on ARP. This is because our sampling strategy captures
the long-tail interests of target users but may also introduce noisy information.
Meanwhile, the self-attention module integrates the user’s historical interaction
information into the user embedding, thereby enhancing user representation but
also weakening some of the long-tail information introduced by sampling.
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Fig. 5. Experimental results of ablation study on (a-d) Last-FM dataset and (e-h)
Amazon-book dataset.

In conclusion, the popular constraint-based long-tail neighbor selector plays
a greater role in improving recommendation diversity, while the knowledge-
enhanced hybrid attention aggregator contributes more to enhancing recom-
mendation accuracy.

5 Conclusions and Future Work

In this paper, we present a novel approach to improving long-tail recommenda-
tion diversity while maintaining recommendation accuracy by proposing a user-
oriented interest representation. The approach involves selecting potential long-
tail neighbors for users from the collaborative knowledge graph using a popular
constraint-based long-tail neighbor selector. Then, a knowledge-enhanced hybrid
attention aggregator is proposed, which combines relationship-aware attention
and self-attention mechanisms to obtain user representations for long-tail inter-
ests. The experiments validate the proposed approach’s effectiveness in long-tail
recommendations. While the approach has the potential to address the cold-start
problem in recommender systems, the challenge of recommending new users or
items with little or no interaction records remains. Future work will focus on
improving the sampling module to provide more neighbor information for cold-
start users or items and finding ways to address the recommendation difficulty
for new users or items in the system.
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Abstract. Self-supervised learning is a novel paradigm between unsupervised
and supervised learning, which can use the ground-truth samples automatically
generated from the raw data for self-identification based contrastive learning and
effectively alleviate the problem of data sparsity. Its ingenious combination with
graph convolution network is a major breakthrough in the current recommenda-
tion field. However, mostly existing methods fail to fully consider the interference
factors in social relations, fail to effectively improve the deviation of predicting
scores only relying on the user and item representations, and fail to take into
account the time cost of model training while improving the recommendation
performance. To address these issues, this paper proposes a social recommenda-
tion framework based on multi-self-supervised light graph convolution network,
named as MSR. Technically, MSR first utilizes the user-item sampling interaction
graph to enhance the learning of user/item interaction representations, and then
further enhances the learning of user social representations by fusing social rela-
tions through two-stage encoding. Finally, the interaction representations, social
representations, and item bias are combined to predict scores. Our experiments
on two real-world datasets LastFM and Douban-Book demonstrate that, com-
pared with the current mainstream models, MSR improves the Precision@10 at
least 2.35% and 10.41%, respectively, and reduces the time consumption at least
35.35% and 76.48%, respectively.

Keywords: self-supervised learning · social recommendation · graph
convolution network

1 Introduction

With the rapid development of information technology and mobile Internet, people are
facing the problem of information overload while enjoying the convenience and fast ser-
vices brought by big data [1]. As an effective way to alleviate the problem of informa-
tion overload, recommender systems have been widely used in e-commerce [2], social
media [3] and other fields [4–6]. However, traditional recommender systems only rely
on the user-item interactions and are susceptible to data sparsity and cold-start prob-
lems [7]. With the widespread application of social platforms, it is an effective way to
alleviate the problem of data sparsity and cold start by deeply exploring existing social
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 356–370, 2023.
https://doi.org/10.1007/978-3-031-46674-8_25
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relations and combining social relations with interactions. In real life, users usually pre-
fer to get information from friends [8]. Therefore, social recommendation, which aims
to incorporate social relations into recommender systems, has received more and more
attention in recent years [9–11].

The core idea of social recommendation is to make full use of user-item interactions
and social relations to mine the representations of users and items. However, some
works [12,13] fail to effectively deal with the importance of interactions and social
relations when integrating social relations. Some works [14,15] analyze the correlation
between users from multiple dimensions to improve the recommendation performance,
but also lead to a great increase in time complexity. Therefore, this paper proposes a
multi-self-supervised social recommendation algorithm, which uses multi-feature self-
supervised contrastive learning to alleviate data sparsity, uses two-stage encoding to
integrate social relations, and introduces item bias to improve the deviation of predicting
scores. In the end, the purpose of reducing the training time of the model is achieved
while ensuring the recommendation performance.

2 Related Work

Classical Social Recommendation. Classical social recommendation methods mostly
use matrix factorization (MF) to model user-item interactions to learn the represen-
tations of users and items, and then combined with social relations to enhance user
representations. For example, CUNE-BPR [16] analyzes the similarity between users
through network embedding, and then uses semantic social feedback to constrain MF;
SocialIT [17] models users from the perspective of truster and trustee to obtain implicit
similarity in trust. IF-BPR [18] adaptively merges different numbers of similar users
as implicit friends of each user to reduce the adverse consequences of unreliable social
relations. However, MF pays more attention to the direct interactions between objects,
resulting in recommendation performance susceptible to data sparsity. In addition, rec-
ommendation can be divided into ratings prediction [19,20] and items ranking [21,22]
according to evaluation metrics. In between, ratings prediction mostly relies on bias or
friend representations to assist in predicting ratings, while items ranking only relies on
user and item representations to predict scores. Therefore, most existing items ranking
methods have a large deviation in predicting scores.

Graph Convolution Network in Social Recommendation. Recently, graph convolu-
tion network (GCN) [23] has achieved great success in the field of graph represen-
tation learning and its applications [24,25]. Since user-item interactions can be nat-
urally represented as a user-item bipartite graph structure, some research works [26–
29] have propose a series of graph neural recommendation models for learning more
accurate user/item representations. For example, GC-MC [30] applies graph neural
network to recommendation task for the first time, and learns node representations
based on user/item first-order neighbors. NGCF [31] combines graph neural network
and collaborative filtering algorithm to encode high-order graph structure information
into node representations through neighbor aggregation, which can alleviate the prob-
lem of data sparsity. LightGCN [32] abandons the complex nonlinear activation and
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transformation functions on the basis of NGCF, which significantly improvs the perfor-
mance and becomes the most popular graph convolution network model at present.

In social recommendation, interactions and social relations are usually regarded as
equally important, and then both are modeled simultaneously by GCN [33–35], and
finally enhanced user representations are obtained through operations such as splic-
ing and weight transformation. However, there are often more uncertainties in social
relations than reliable user-item interactions. In addition, GCN does not perform well
when labeled data are severely scarce, and too many propagation layers can lead to
over-smoothing.

Self-Supervised Learning in Social Recommendation. Self-Supervised Learning
(SSL) [36] is a deep learning method that uses the structure and feature information of
the data samples to mine the information of the raw data itself. SSL can create supple-
mentary views through uniform node/edge dropout, random feature/attribute shuffling/
masking, and subgraph sampling using random walk for the purpose of reinforcing rep-
resentation learning. Previous studies [37–41] have shown that SSL can make better
use of the inherent information of the data than the supervised learning trained with
sparse label information, and has achieved excellent results on a variety of tasks. This
property of SSL makes it another way to alleviate the problem of data sparsity in rec-
ommender systems and successfully combined with GCN [42–45]. For example, SGL
[43] uses three methods of node dropout, edge dropout and random walk to generate
different views for the same node, so as to achieve the effect of enhancing the raw data;
MHCN [46] uses hypergraphs to model complex correlations among users to enhance
user representations; SEPT [47] utilizes two complementary views to improve the self-
supervision signals, and combines the masked unlabeled synthetic views for contrastive
learning of user representations. However, these methods mostly focus on the enhance-
ment of user representations, ignoring the attention to items, and the construction and
modeling of a large number of supplementary views seriously affect the speed of model
training.

After researching the above mainstream recommendation methods, we find that they
generally have four problems: 1) Failure to make reasonable use of social relationships,
which leads to the introduction of too many interference factors; 2) Most of the focus
is on users and not enough attention to items; 3) In the items ranking, it only relies on
the user and item representations to predict scores, and there is a large deviation; 4) The
time complexity of the model is too large, which affects the speed of model training.

3 MSR: Proposed Framework

3.1 Problem Formulation

Based on the user-item interactions and the user-user social relations, this paper rec-
ommends the most interesting items for the target user. Therefore, the following for-
mal definitions are given for the problem in this paper. Suppose there are m users
U = {u1,u2, . . . ,um} and n items I = {i1, i2, . . . , in} in social recommender systems.
The interactions of m users on n items form an interaction matrix R ∈ R

m×n. If user u
has consumed/clicked item i,ru,i = 1, otherwise ru,i = 0. The social relations between
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Fig. 1. Overview of the proposed multi-self-supervised social recommendation framework.

users form a social matrix S ∈ R
m×m. If user u trusts/follows user v,su,v = 1, otherwise

su,v = 0.
For the two behaviors of users, the user-item interactions are represented as an

undirected bipartite graph GR = (U ∪V,R), and the user-user social relations are repre-
sented as a directed bipartite graphGS = (U,S). In order to performmultiple contrastive
learning, this paper follows existing works [42,43] to perturb the raw graph with edge
dropout at a certain probability ρ to construct two sampling graphs G̃R =(U∪V, R̃⊆R)
and G̃S=(U, S̃⊆S). The sampling graphs are regenerated at each iteration to fully learn
the representations of users/items.

3.2 Model Framework

In order to obtain reliable representations of users/items and improve the recommenda-
tion performance, this paper proposes a multi-self-supervised social recommendation
framework, called MSR. The overview of MSR is illustrated in Fig. 1.

The whole framework consists of three parts: original layer, sampling layer and pre-
diction layer. Original layer and sampling layer have the same structure, and interactions
and social relations are modeled respectively through two-stage encoding, and then pre-
diction layer combines interaction representations, social representations and item bias
to predict scores for items ranking. The major contributions are given as follows:

• We propose a multi-self-supervised social recommendation framework, which inte-
grates social relations through two-stage encoding to reduce the influence of inter-
ference factors, and then alleviates data sparsity and strengthens representations
through multi-feature self-supervised contrastive learning.

• Item bias is introduced to reflect the popularity of items, so as to improve the devia-
tion that only depends on user/item representations when predicting scores, thereby
improving the recommendation performance and reducing the model training time.
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• The experimental results on two real-world datasets LastFM and Douban-Book
show that MSR has better recommendation performance, and less time cost than
the existing mainstream social recommendation algorithms.

3.3 Two-Stage Encoding

In social recommender systems, user-item interactions can truly reflect users’ prefer-
ences, but user-user social relations contain many uncertain factors. One user trust-
ing/following another does not mean similar interests between them, perhaps just
because they are from the same school. Therefore, in order to make more rational use
of social relations and reduce the influence of interference factors, this paper proposes
a two-stage encoding method, in which only user-item reliable historical interactions
are considered in the first stage, and the influence of social relations on user interest are
only considered in the second stage.

User-Item Interaction Graph Encoding. Let d be the dimension of latent factors,
E(0)
U ∈ R

m×d and E(0)
I ∈ R

n×d respectively denote the initial embedding matrices of
users and items, L denote the number of propagation layers. The first stage takes user
and item initial embeddings as input, and performs convolution operation on user-item
interaction graphs GR and G̃R, respectively. Taking the user-item original interaction
graph as an example, the output of each propagation layer obtained through the Light-
GCN is defined as:
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u
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where e(l)u and e(l)i respectively denote the embedding of user u and item i after l =
{1,2, . . . ,L} layers propagation, NR

u denotes the set of items interacted by user u,NR
i

denotes the set of users interacting with item i, In order to speed up model training and
improve performance, L2 normalization is performed on the output by each propagation
layer. This process can be formulated as:

z(l)u =
e(l)u

∥
∥
∥e

(l)
u

∥
∥
∥
2

,z(l)i =
e(l)i∥

∥
∥e

(l)
i

∥
∥
∥
2

(2)

Then, we combine the initial embedding and the normalized outputs of all propagation
layers to form the user/item interaction embedding:

eRu = e(0)u +
L

∑
l=1

z(l)u ,eRi = e(0)i +
L

∑
l=1

z(l)i (3)

Do the same for the user-item sampling interaction graph G̃R to get the corresponding
user and item interaction embedding ẽRu and ẽRi , respectively.

User-User Social Graph Encoding. The second stage takes the output of the first stage
as input and performs convolution operation on user-user social graphs GS and G̃S,
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respectively. The difference is that we only combine the normalized output of each
propagation layer to form the user social embedding:

eSu =
L

∑
l=1

z(l)u (4)

Do the same for the user-user sampling social graph G̃S to get the corresponding user
social embedding ẽSu . Finally, the user interaction embedding and social embedding are
linearly fused with a certain weight α to obtain the final user embedding:

eCu = (1−α)eRu +αeSu (5)

where α ∈ (0,1) denotes the importance of social relations in constituting the final user
embedding, and its value is determined in subsequent experiment.

3.4 Constructing Self-Supervision Signals

Some existing works [46,47]have shown that SSL can alleviate the problem of data
sparsity and improve recommendation quality by learning with the automatically gen-
erated supervisory signals fromtherawdata. However, these methods only focus on users
and does not comprehensively consider the impact of items. Therefore, this paper con-
structs three self-supervision signals

〈

ER
u , Ẽ

R
u

〉

,
〈

ER
i , Ẽ

R
i

〉

, and
〈

ES
u , Ẽ

S
u

〉

, and conducts
contrastive learning from the perspectives of user, item, and social, respectively.

Taking the user interaction embeddings
〈

ER
u , Ẽ

R
u

〉

as an example. We predict the
semantically positive examples of a given user u in the user-item sampling interaction
graph G̃R using the user interaction embeddings from GR. Let yRu+ denote the predicted
probability of each user being the semantically positive example of user u in the corre-
sponding view. It can be calculated as follows:

yRu+ = Softmax
(

φ
(

ẼR
U ,e

R
u

))

(6)

where φ(·) is a discriminator function, which can be any similarity calculation for-
mula (this paper selects the cosine operation). Finally, according to the probabilities,
we select K user nodes with the highest reliability as the positive samples of user u.

PR
u+ =

{

uk | k ∈ TopK
(

yRu+
)}

(7)

Do the same for the remaining two self-supervision signals
〈

ER
i , Ẽ

R
i

〉

, and
〈

ES
u , Ẽ

S
u

〉

.

3.5 Multi-feature Contrastive Learning

The core idea of contrastive learning is to maximize the consistency between it and its
positive samples and minimize the consistency between it and its negative samples for
a given node. Taking the self-supervision signal

〈

ER
u , Ẽ

R
u

〉

as an example, we follow the
previous studies [37,43,47] to adopt InfoNCE [48] as the loss function:

LUSSL = − 1
|U | ∑

u∈U
log

∑p∈PUu+ ψ
(

eRu , ẽ
R
p

)

∑p∈PUu+ ψ
(

eRu , ẽRp
)

+∑v∈U/PUu+
ψ

(

eRu , ẽRp
) (8)
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where ψ
(

eRu , ẽ
R
p

)

= exp
(

φ
(

eRu , ẽ
R
p

)

/τ
)

, τ is a coefficient used to amplify the discrim-
ination effect, and we follow the previous work [47] to set it to 0.1. Finally, the con-
trastive learning loss functions of the three supervisory signals are combined according
to the weights to obtain the overall loss function as:

LSSL = βULUSSL+β ILISSL+βSLSSSL (9)

where βU, β I, and β s denote the comparative learning weights of users, items, and
social, respectively. For the simplicity of the model, we set βU = β I, which means that
users and items are equally important.

Table 1. Experimental datasets statistics.

Dataset #User #Item #Interaction #Relation Density

LastFM 1892 17632 92834 25434 0.278%

Douban-Book 13024 22347 792062 169150 0.272%

3.6 Model Prediction and Optimization

The previous works [33–35,43,46,47] only rely on the representations of users and
items when predicting scores, resulting in large deviations. Therefore, this paper intro-
duces item bias b ∈ R

n to reflect the popularity of items. It can be understood that if
an item is more popular, the user may rate the item higher. The final score prediction
formula is defined as:

r̂ui =
(

eCu
)T

eRi +bi (10)

Correspondingly, we add item bias regularization to the BPR loss function [49] to obtain
the updated recommendation task loss function as:

LR = ∑
i∈NR

u , j/∈NR
u

− logσ (r̂ui − r̂u j)+λ
(∥

∥
∥E

(0)
U

∥
∥
∥

2

2
+

∥
∥
∥E

(0)
I

∥
∥
∥

2

2
+‖b‖22

)

(11)

Finally, we combine multi-feature contrastive learning as an auxiliary task on the rec-
ommendation task to improve the recommendation performance. The overall optimiza-
tion objective of joint learning is defined as:

LC = LR+LSSL (12)

It should be emphasized that the model only optimizes Eq. (11) in the early stage, and
optimizes Eq. (12) in the later stage, and the boundary is 1

3 of the number of iterations.

4 Experiments

4.1 Experimental Settings

Datasets. Two real-world datasets:LastFM1 and Douban-Book2 are used in our exper-
iments to evaluate MSR and baselines. The statistics of the experimental datasets are

1 http://files.grouplens.org/datasets/hetrec2011/.
2 https://github.com/librahu/HIN-Datasets-for-Recommendation-and-NetworkEmbedding.

http://files.grouplens.org/datasets/hetrec 2011/
https://github.com/librahu/HIN-Datasets-for-Recommendation-and-NetworkEmbedding
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shown in Table 1. We follow the previous researches [46,47] to remove records with
rating less than 4 in Douban-Book, which consists of explicit ratings on a scale of 1–5,
and then set the remaining ratings to 1. For the reliability of experimental results, we
conduct 5-fold cross-validation in all experiments and present the average results.

Baselines. To verify the effectiveness of MSR, we compare it with the following five
recent methods:

• DiffNet++ [33]: is a GCN-based social recommendation method that can atten-
tively aggregate user representations from three aspects: users themselves, influence
diffusion and interest diffusion.

• LightGCN [32]: is the most popular graph convolution model at present that is a
simplified model obtained by abandoning the nonlinear activation and transforma-
tion functions on the basis of NGCF.

• MHCN [46]: is a self-supervised social recommendation method based on hyper-
graph convolution network that utilizes hypergraphs to analyze complex correlations
among users from three motifs of social, joint and purchase.

• SEPT [47]: is a multi-view-based self-supervised recommendation method that
refines supervisory signals with supplementary views to improve recommendation
performance.

• SocialLGN [34]: is a LightGCN-based social recommendation method that inte-
grates social relations in the process of user interest propagation.

Metrics. For the top N items ranking evaluation, we select three widely used metrics
Precision, Recall and NDCG, and the values are presented in percentage. Specifically,
Precision and Recall reflect the hit rate of recommended items, and NDCG puts more
emphasis on top-ranked items.

Settings. For a fair comparison, we use Adam to optimize these models with an initial
learning rate of 0.001 and training batch size of 2000, and set the embedding dimension
to 50, the regularization parameter to 0.001. The remaining parameters are set accord-
ing to the best parameter values reported in the original papers and the results after
multiple tunings. In Sect. 4.5, we analyze the impact of MSR’s hyperparameters on rec-
ommendation performance, and use the best parameters in Sects. 4.2, 4.3 and 4.4. In
addition, the test platform (Cloud server from Matpool3) is Intel(R) Xeon(R) Platinum
8260L CPU @ 2.30GHz with 40GB Memory.

4.2 Performance Comparison with Baselines

In order to verify the robustness of MSR and baselines, we conduct experiments on the
complete test set and cold-start test set which only consists of users with less than 5
interaction records in the train set. The performance of each model on the two datasets
is shown in Table 2 and Table 3. By analyzing the experimental results, we can draw the
following conclusions:

3 https://matpool.com/host-market/cpu.

https://matpool.com/host-market/cpu
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• LightGCN, which only relies on user-item interactions, does not perform as well as
MHCN, SEPT, and SocialLGN that integrate social relations in all metrics, indicat-
ing that using the user preference information implied in social relations can effec-
tively improve the performance of recommendation model.

• DiffNet++ and SocialLGN, which model user-item interactions and social relations
at the same time, do not perform as well as MHCN and SEPT that analyze social
relations at deeper levels, indicating that rational use of social relationships is of
great significance to improve the precision of recommendation model.

Table 2. Performance of MSR and baselines on the complete test set.

Method LastFM Douban-Book

P@ 10 R@ 10 N@ 10 P@ 10 R@ 10 N@ 10

DiffNet++ 17.674 17.918 21.269 6.591 8.221 96.753

LightGCN 18.495 18.725 22.497 7.011 8.690 10.218

MHCN 19.716 19.960 24.369 8.254 10.670 12.730

SEPT 19.958 20.188 24.594 8.288 10.663 12.535

SocialLGN 18.631 18.862 22.643 7.211 8.720 10.375

MSR 20.427 20.690 25.255 9.150 12.192 14.160

Improv. 2.35% 2.49% 2.69% 10.40% 14.34% 12.96%

• Compared with baselines, the recommendation performance of MSR is signifi-
cantly improved, mainly because MSR performs self-supervised comparative learn-
ing from three dimensions of user, item, and society, and improves the accuracy of
score prediction by using user social representations and item bias.

Table 3. Performance of MSR and baselines on the cold-start test set.

Method LastFM Douban-Book

P@ 10 R@ 10 N@ 10 P@ 10 R@ 10 N@ 10

DiffNet++ 0.787 8.934 5.424 1.164 8.759 5.297

LightGCN 0.952 9.524 5.575 1.382 9.029 5.403

MHCN 1.852 18.524 12.239 1.655 10.778 6.826

SEPT 1.602 16.024 9.236 1.696 10.963 7.247

SocialLGN 1.134 11.256 6.352 1.412 9.186 5.134

MSR 1.852 18.524 12.255 2.038 13.540 8.882

Improv. 15.61% 15.60% 32.69% 20.17 % 23.51% 22.56%
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4.3 Effectiveness Analysis of Each Concept

In order to analyze the effectiveness of each concept in MSR, the basic model that only
includes user and item supervisory signals is called MSR-UI, the model after introduc-
ing item bias is called MSR-B, and the model after integrating social relations is called
MSR-S. During the experiments, we choose SEPT with the best performance in all the
baselines as a reference, and compare the performance on P@10, number of iterations
and time consumption respectively. The results are shown in Fig. 2. According to the
results, we can draw a conclusion that each concept proposed in this paper has a posi-
tive contribution to the final recommendation effect of MSR, and with the introduction
of item bias, the training time of MSR is greatly reduced.

Fig. 2. Effectiveness analysis from different dimensions.

4.4 Analysis of Time Complexity

We summarize the time complexity of each model in Table 4. In order to make readers a
more intuitive understanding of the training speed of each model, this paper also lists the
approximate time (seconds) required for each model to perform 5-fold cross-validation
on two datasets. According to the results, we can draw the following conclusions:

• LightGCN has the smallest time complexity, but its slower convergence speed leads
to longer training time.

• The sharp increase in the training time of MHCN on Douban-Book is because
MHCN analyzes the correlation between users from 10 dimensions and performs
a large number of matrix operations. It is worth noting that the user scale of the
Douban-Book is about 7 times that of LastFM.

• The time complexity of SEPT is close to MSR proposed in this paper. Since MSR
converges faster after introducing item bias, the training time is greatly reduced.

whereAR andAS respectively denote the symmetrically normalized matrix correspond-
ing to the user-item interaction graph and the user-user social graph, and |A+| is the
number of non-zero elements in the corresponding matrix. In MHCN, the subscripts
S, J and P represent three relation hypergraphs: social, joint and purchase; in SEPT,
the subscripts F, J and UL represent three relation views: friend, sharing and unlabeled
sampling.
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Table 4. Time complexity comparison.

Model Time Complexity LastFM Douban-Book
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Fig. 3. Influence of different hyperparameters.

4.5 Sensitivity Analyses of Hyperparameters

There are six important hyperparameters used in MSR: βU and β I - the interaction sig-
nal weight, βS - the social signal weight, α - the social fusion weight, K - the number
of positive examples, ρ - the edge dropout rate, L - the number of propagation layers.
During the experiments in this stage, unless otherwise specified, except for the parame-
ters to be verified, the experiments in the later stage are all carried out on the best values
of the previous stage, and the default values

(

βS = α = 0.001,K = 10,ρ = 0.3,L= 2)
are used for the rest of the parameters, and Take P@10 as the main judgment metric.
The experimental results are shown in Fig. 3. It can be seen that contrastive learning
and social relations as auxiliary means usually lead to better performance with small
weights. MSR is not sensitive to the value of, and even taking a large value (e.g., 0.6) can
create useful self-supervision signals, indicating that self-supervision has strong appli-
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cability. The number of propagation layers directly affects the performance of MSR.
When L is small, the encoder cannot well aggregate high-order neighbor information,
and conversely, it will cause the generalization of node features.

5 Conclusion

In order to solve the problems of ignoring interference factors when integrating social
relations, deviations in predicting scores, and long training time in existing methods,
this paper proposes a social recommendation framework based on multi-self-supervised
light graph convolution network, named MSR. MSR enhances the representations of
users and items through multi-feature self-supervised contrastive learning, integrates
social relations through two-stage convolution operation, and finally introduces item
bias for predicting scores. Extensive experiments demonstrate the effectiveness of
MSR, which not only has better recommendation performance, but also has less time
consumption.
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Abstract. The emergence of poisoning attacks brings significant secu-
rity risks to recommender systems. Injecting a well-designed set of fake
user profiles into these systems can severely impact the quality of rec-
ommendations. However, existing attack models against recommender
systems struggle to balance the imperceptibility and harmfulness of the
generated fake user profiles. In this paper, we propose a novel poisoning
attack model based on variant GAN. Firstly, we construct a candidate
item set and divide each user rating behavior sequence into multiple
shorter sequences. By identifying high-impact short sequences and cal-
culating the proportion of high-impact sequences in each user rating
sequence, we can determine the template profiles. Secondly, we design
two different generators to simulate the fake user profiles, and employ
a discriminator to enhance the generation of higher-quality fake user
profiles. Finally, experimental results on three real datasets demonstrate
that the proposed method outperforms state-of-the-art attacks in terms
of attack performance, and the generated fake profiles are more difficult
to detect when compared to the baselines.

Keywords: Recommender System · Poisoning Attack · Generative
Adversarial Network

1 Introduction

Due to the rapid development of computer technology, massive information is
flooded in networks. It becomes difficult for users to obtain valuable information.
In order to alleviate the problem of information overload, recommender systems
(RSs) are widely employed in various web services such as online shopping, video-
on-demand. The openness of RSs brings convenience to users, but also gave rise
to malicious motivations for attackers, i.e., shilling attacks. Shilling attack is
also called data poisoning [1] or profile injection attack [2]. Various studies have
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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shown that Collaborative Filtering, as the most commonly used recommendation
algorithm, is vulnerable to data poisoning attacks. By injecting a number of
well-crafted fake rating profiles into RS, attackers can promote or demote the
recommendation ranking of target items [3]. Based on this situation, we focus on
the study of poisoning attack based on Generative Adversarial Networks (GANs)
[4] against recommender systems, hoping to provide insights and strategies for
defending against malicious attackers from the opposite direction.

The previous data poisoning attacks focused on building hand-crafted fake
profiles following different strategies such as random, popular, love-hate and
bandwagon attacks [5], which limited the attack effect. In 2016, Li et al. [1]
proposed the first ML-optimized attack on factorization-based RSs. Since then,
novel data poisoning attacks or adversarial attacks appear successively, which
can achieve better attack effect than the previous attacks [6]. For these state-
of-the-art attacks, some focused on optimizing the defined attack objects and
described the process of a poisoning attack as a bi-level optimization problem
[7–9], the others focused on optimizing the profiles of fake users [10–13] by GAN
to learn data distributions. The poisoning attacks using GAN in the RSs mainly
improve the training process, because attackers can select favorable template
users to generate attack profiles, which can help to improve the attack effect.
However, few of these attacks paid attention to learning the complex data dis-
tribution from sparse and diverse user ratings, so that the rating features of
generated fake user profiles are different from that of real user profiles, resulting
in the generated attack profiles being detected.

To address the aforementioned limitations, we propose a novel poisoning
attack framework named PAGUP. In PAGUP, we first group each user’s rating
item sequence into two different impact sequences, based on which, we select tem-
plate user profiles. Then, a variant GAN is presented to generate fake user pro-
files. For illustrative purposes, we named the variant GAN as RDGAN. RDGAN
consists of two generator neural networks and a discriminator neural network.
The two generators are trained based on different purposes, i.e., attack efficiency
and undetectability, respectively. This can help to achieve a better attack effect
and make the generated fake profiles closer to the real profiles, indicating that the
generated fake profiles are more difficult to be detected. The main contributions
of our work are as follows.

(1) To select template user profiles, we construct the candidate item set and group
each user’s rating sequence into multiple short sequences. By calculating the
overlapping degree between candidate item set and user short sequences, high
impact sequences can be spotted, based on the proportion of high impact
sequences in user rating sequence, the user profile can be determined whether
it is a template.

(2) To generate more high-quality fake user profiles, we propose a variant GAN
named RDGAN to learn the rating distribution of real users in RSs. By
designing two different generators, we improve the convergence phenomenon
of ratings on filler items given by attack users, so the rating distribution of
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generated fake user profiles are more consistent with that of genuine user
profiles.

(3) We evaluate our method on three real-world datasets. The experimental
results show that the proposed poisoning attack model is superior to the
state-of-the-art attacks in attack performance, and it is more difficult to be
detected than the base-line attack models.

2 Related Work

In this section, we review some poisoning attacks and related technologies in
RSs that are directly related to our work.

Poisoning Attacks in RSs. Data poisoning attacks have been studied in RSs for
many years. Early data poisoning attacks, e.g., random attack, average attack
and popular attack, mainly focused on hand-crafted fake user profiles, which
have poor attack performance and are easily detected [14]. With the develop-
ment of deep learning techniques, data poisoning attacks against specific types of
RSs have been designed in recent years, e.g., graph-based RSs [15], and matrix-
factorization-based RSs [1]. This kind of attack can have more serious attack
efficiency on the specific recommendation algorithm, but it requires prior knowl-
edge of RSs. In recent years, many researchers have applied GANs to gener-
ate diverse fake user profiles in RSs [10–12]. Lin et al. [10] proposed a novel
Augmented Shilling Attack (AUSH), AUSH uses GANs to generate ratings for
selected items instead of random generate ratings for selected items. Wu et al.
[11] proposed a novel shilling attack called GOAT based on graph convolution
and GAN (GOAT). They utilize CNN to consider correlations between items to
smoothen ratings and generate fake user profiles. In some cases, these smooth
ratings can affect recommendations. Zhang et al. [12] proposed the RecUP attack
based on Generative Adversarial Network to generate ratings for all items in fake
user profiles.

Generative Adversarial Networks (GANs). GAN is a popular deep learning
model. The model consists of two basic neural networks, i.e., a generator network
(G) and a discriminator network (D), where G is used to generate contents, and
D is used to discriminate the generated contents. Inspired by zero-sum games,
GAN treats the generation problem as an adversarial game between the dis-
criminator and the generator [16]. The generator generates synthetic data from
a given noise (usually a uniform or normal distribution), and the discriminator
distinguishes the generator output from the real data. The former tries to gen-
erate data that is closer to the real data, and correspondingly, the latter tries to
perfectly distinguish real data from generated data. The two networks progress
in the confrontation and continue to fight after the progress. The data obtained
by the generative adversarial network is becoming more and more perfect, so
that the desired data (pictures, videos, etc.) can be generated.
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3 The Framework of PAGUP

To improve the attack effectiveness and enhance the difficulty of detection, we
propose a novel data poisoning attack against RSs, i.e., PAGUP. We first select
some genuine rating profiles in a particular way as the templates, based on which,
the presented variant GAN is trained. The framework of PAGUP is shown in
Fig. 1, which mainly consists of two parts, i.e., template profiles selection and
fake attack profiles generation based on RDGAN.

For easy discussions, let R = [rij ]|U |×|I| denote the user-item rating matrix.
U and I denote the sets of users and items, ruj is the rating provided by user u
for item j.

Fig. 1. The framework of PAGUP.

3.1 Threat Model

Threat model includes attack goal, attack prior knowledge, and the ability of
manipulating the training data.

Attack goal: From the attack purpose, the poisoning attacks in RSs can
be categorized into push attacks and nuke attacks. Push(nuke) attacks aim to
increase(decrease) the probability that the target items will be recommended.
Similar to the recent works [11], we only focus on push attacks for simplicity in
this work. It is noted that nuke attacks can also be realized in the similar way.

Attack Prior Knowledge: Rating matrices based on RSs are pretty much
universal in practice including the neighborhood-based RSs, the matrix-
factorization-based RSs and the deep-learning based RSs. In view of the fact
that full knowledge of the target RSs is hard to acquire, we only assume that
the attacker knows the rating matrix of all users and items, but do not know the
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specific recommendation algorithms and parameters of the target recommender
system.

Attack capability: Given the rating matrix R = [rij ]n×m, α × m ∈ N fake
profiles are injected into the training matrix, where α refers to the attack ratio or
attack size. Moreover, to simulate the real rating profiles, each fake user profile
can rate at most σ filler items.

3.2 Template Profiles Selection

It is important to select some proper rating profiles as template profiles from
real user rating profiles. Inspired by the idea of sequence recommendations [17],
we group each user’s ratings sequences according to their interaction habits
(generally, users’ behaviors are similar and related within a short time), so as
to improve the invisibility of fake user profiles. As filler items and their ratings
can reflect user’s preferences, the first step in template profiles selection is to
analyze the correlation between the target item and items rated by real users.

Definition 1 (User Rating Item Sequence, URIS). The rating item sequence of
user u ∈ U refers to an ordered series of items rated by user u in the ascending
order of the corresponding rating time, which is denoted by

URISu = {iu1 , iu2 , . . . , ius } (1)

where iux represents the xth item rated by user u. User Rating Item Sequence
(URIS) contains users’ rating behaviors.

For ∀u ∈ U and ∀i ∈ URISu, the pearson correlation coefficient between i
and target item j is denoted as wij and calculated by

wij =

∑
u∈Uij

(rui − ri)
√∑

u∈Uij
(rui − ri)

2
√∑

u∈Uij
(ruj − rj)

2
(2)

where ri and rjrepresent the average ratings of item i and item j. Let Uij =
Ui ∩ Uj represent the set of users who have rated both item i and item j.

Inspired by [18], we also need to calculate the popularity of each item rated
by any user, which is denoted as τi and calculated by

τi =
|Ui|∑

î∈Iu
|Uî|

(3)

Definition 2 (Candidate Item Set, CIS). The candidate item set refers to the
set of items having a high similarity with the target item or having a high
popularity, which is denoted by

CIS = {i ∈ I : wij > γ or τi > ρ} (4)

where γ and ρ represent the threshold for similarity and popularity, respec-
tively. In this paper, we set γ to 0.6. The settings of ρ will be explained in the
experiment.
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Definition 3 (User Short Sequence Set, USSS). For ∀u ∈ U and ∀i ∈ URISu,
we divide URISu into multiple short sequences according to a time interval
Δt, the set of these short sequences is referred as USSSu = {Su

1 , Su
2 , . . .}. Let

iux,iux+1 be any two adjacent items in URISu, and the corresponding rating time
is tux,tux+1, respectively. If tux+1 − tux ≤ Δt, items iux,iux+1 will be classified into the
same short sequence; otherwise, iux+1 will belong to the next short sequence.

Next, for all short sequences in USSSu, we divide them into high impact
sequences and low impact sequences based on the extent of overlapping of each
sequence with the candidate item set CIS. Let ORu,i be the extent of overlapping
of the ith short sequence in USSSu with CIS, which is calculated by

ORu,i =
|CIS ∩ Su

i |
|Su

i | (5)

The short sequence Su
i will be referred as a high impact sequence if ORu,i >

λ; otherwise, it means a low impact sequence. The threshold λ is the partition
baseline, which is decided by extensive experiments. For ∀u ∈ U , we will regard
its rating profile as a template profile if the proportion of high impact sequences
in USSSu exceeds the predefined threshold (We set it to 0.25 in the experiment
based on the work [12]).

3.3 Fake Attack Profiles Generation Based on RDGAN

The distribution characteristics of generated user profiles are not consistent with
the real user characteristics, resulting in fake user profiles easily to be detected.
Therefore, we present a variant GAN named RDGAN to generate fake user
profiles. The details of RDGAN are shown in Figure 1. In the following, we will
present the design details of the generators and discriminator. Z corresponding
to the Gaussian distribution is the noise injected into the generator; Gh and Gl

are two neural networks as generators, and D is the discriminator.

Generator. We inject Z into the two generators as input. Through two neural
networks Gh and Gl, the noise Z is converted into r̂hu, r̂lu, an n-dimensional
vector that represents a possible rating vector of the user u. Taking the training
process of Gh as an example, we explain the output settings of generators. To
simulate the diversity of real user profiles, We mimic the masking setting in
CFGAN [19] to generate fake user profiles. The purpose of masking is to remove
ratings on those items which were not rated by the real users. The high impact
vectors are calculated by r̂hu � ehu, where ehu is an n-dimensional vector and �
stands for element-wise multiplication. If u has rated the item i in user u’s high
impact sequence, ehu,i = 1; otherwise, ehu,i = 0. The process of Gl is the same as
Gh. The generated rating vectors refer to the union of high impact vectors and
low impact vectors, where rating items in high impact vectors are called high
impact items and rating items in low impact vectors are called low impact items.
The two generators share the same network structure, but they generate data
for different purposes.
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The training process of Gh can be understood as filling ratings for selected
items. Our purpose is to generate profiles with high ratings that is beneficial to
the realization of our attack target. Therefore, we applied the loss function in
formula 6 to optimize parameters in Gh.

JGh =
∑

u
log

(
1 − D

(
r̂hu � ehu

))
+ LShill (6)

where LShill =
∑

J (Q − x̂uj)
2. Q is a higher rating score in the rating matrix,

e.g.,4 in the five-grade rating dataset. x̂uj denotes the rating given to item j by
the generated user u. J denotes the set of items in r̂hu � ehu whose user rating is
not zero.

The training process of Gl can be understood as filling ratings for filled items.
Therefore, our goal is to generate profiles that are as similar as possible to real
rating profiles. Based on the ability of GAN to learn data distribution, the loss
function is Adversarial loss, which is denoted by

JGl =
∑

u
log

(
1 − D

(
r̂lu � elu

))
(7)

The parameter settings are similar to those in Eq. 6.

Discriminator. The discriminator is used to distinguish fake user profiles from
real user profiles and to help generators generate more realistic fake user profiles.
In this paper, the input values of the discriminator are the generated profiles and
the template user profiles. The neural network converts the input value into an
n-dimensional vector, where n is the number of generated fake user profiles, and
then we will calculate the loss value. The loss value of the discriminator is the
sum of the loss that fake user profiles are classified as fake and real user profiles
are classified as true. The objective function of Discriminator is as follows:

JD = −Ex∼ Pdata [log D(x)] − Ex̂∼Pφ
[log(1 − D(x̂))]

= −
∑

u

(
log D (ru) + log

(
1 − D

(
r̂hu � ehu

)
∪

(
r̂lu � elu

))) (8)

After the training of two generators and the discriminator, we randomly select α
users from template users, and generate α×m-dimensional fake profiles through
the two generators Gh and Gl.

4 Experiments and Analysis

4.1 Experimental Setup

Dataset. We use three real-world datasets widely used in previous works, includ-
ing ML-100K1(MovieLens-100K), ML-1M (see Footnote 1) (MovieLens-1M), and
FilmTrust2 to evaluate our attack. The rating scores of FilmTrust are on the scale
of 0.5–4 with a step 0.5, and we scale up these ratings into 1–5 for convenience.
Since our dataset involves short sequence dividing, we randomly populate the
FilmTrust dataset with interaction times. The descriptions for these datasets are
listed in Table 1.
1 https://grouplens.org/datasets/movielens/.
2 https://guoguibing.github.io/librec/datasets.html.

https://grouplens.org/datasets/movielens/
https://guoguibing.github.io/librec/datasets.html
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Attack Baseline. We compare PAGUP with the classic shilling attacks and the
advanced attacks, including Random attack [20], Average attack [20], Band-
wagon attack [20], AUSH [10], RecUP [11], GOAT [12]. The details of these
attacks are mentioned in Related Work.

Table 1. Descriptions of three experimental datasets

Dataset User Item Ratings Density

ML-100K 943 1682 100000 93.7%

ML-1M 6040 3706 1000209 95.53%

FilmTrust 1508 2071 35497 98.86%

Detection Method. Poisoning attack detection is usually considered as a binary
classification problem. From the perspective of machine learning, poisoning
attack detection techniques can be divided into supervised-learning attack detec-
tion, semi-supervised learning attack detection and unsupervised-learning attack
detection. Since it is difficult to obtain labels in real scenarios, supervised attack
detection and semi-supervised attack detection have great limitations. Here,
we use two state-of-the-art attack detection methods based on unsupervised-
learning: CBS [21] and UD-HMM [22], which can achieve excellent detection
performance under various types of existing attacks.

Evaluation Metrics. We evaluate performances of our method from two aspects:
attack efficiency and undetectability. For the evaluation of attack efficiency, we
use the metric of HR@N , which refers to the proportion of the target item being
recommended in top-N recommender lists of real users, and calculate by

HR@N =
1

|U |
∑

u∈U
δ (u) (9)

where δ (u) is an indicator function, it equals 1 if the target item occurs in the
top-N recommendation list of user u; otherwise, it equals 0. To evaluate the
undetectability of the proposed poisoning attack model, we use the metrics of
Precision, Recall and F1-measure, which are described as

Precison =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

F1 measure =
2 × Recall × Precision

Recall + Precision
(12)
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where TP is the number of fake profiles being identified correctly, FP is the
number of real profiles misclassified as fake ones, FN is the number of fake
profiles misclassified as real ones.

Parameter Settings. In the experiments, we use Pytorch1.11.0 as the deep learn-
ing framework and define a neural network framework for RDGAN. Adam is used
for optimization. Two generators and one discriminator have three hidden layers,
the output layer size is the number of all items for the generator.

The default parameters during the experiment are set as follows: The learning
rate uG, uD of generators and discriminator is set to 0.0002; stepG = 5, stepD =
2; The epoch of adversarial training is 10. The internal time Δt is set to 30 mins
following [17]. The attack size is set to 1–5%. The N in HR@N is set to 10. We
did not set an exact value for the profile size, because we use the real user profiles
masking to generate a fake user profile. This process ensures the diversity of the
generated fake user profiles.

The parameter λ is used to realize the division of high and low impact
sequences. The attack size is set to 5% and the detection method is UD-HMM.
We set λ to different values and observe the attack efficiency of PAGUP and
detection performance of UD-HMM against PAGUP. Take the ML-100K dataset
as example, the experiment results are shown in Fig. 2. As observed from Fig. 2,
when λ is set to 0, all sequences are regarded as high impact sequences. In this
case, only fake user profiles with high ratings will be generated, which are easy
to be detected by UD-HMM. When λ is set above 0.7, there will be few high
impact sequences that meet the conditions, that is, most sequences are consid-
ered as low similarity sequences, and the attack efficiency begins to gradually
decrease. Therefore, we set λ = 0.5 on ML-100K datasets. For other datasets,
the experimental results are similar.

Fig. 2. Attack efficiency and detection performance under different λ and ρ on ML-
100K dataset

The parameter ρ is used to determine how many popular items are selected
as selected items. The reason for selecting popular items is that there are fewer
items related to the target item when the target item has fewer interactions with
users. If the target item has few similar items, it will lead to insufficient high
impact profiles. The training of RDGAN will be degraded to only utilize the Gl

generator for training. We know that popular items can also help target items
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to be recommended [18]. We consider both similar items and popular items to
realize the generation of user behavior sequences. When the proportion of pop-
ular items selected is high, the training process of RDGAN will be degraded
to only use Gh to generate false user profiles. Determining how many popular
items to be chosen is a problem that needs to consider during the experiment.
We injected fake user profiles with 5% attack size into the ML-100k dataset to
observe the changes of attack efficiency and undetectability when different pro-
portions of popular items were selected. UD-HMM is used to detect fake profiles.
The experimental results are shown as Fig. 2. Based on the experimental results,
ρ was set to 0.06 on ML-100K dataset, For other datasets, the experimental
results are similar.

4.2 Performance Evaluation

Attack Performance. Our goal is to recommend the target item to as many
users as possible and maximize HR@10. We first test the attack efficiency of
PAGUP and compare it with other attack methods on three datasets. We ran-
domly selected ten groups of generated fake user profiles to test their attack
efficiency, and then calculated the average value of these data as our experi-
mental data. The experimental results are shown in Table 2. Compared with
other attacks, PAGUP has the best attack efficiency on ML-100K, ML-1M and
FilmTrust. For three traditional shilling attacks, i.e., random attack, average

Table 2. HR@10 of seven attack methods under different attack sizes on three datasets

Dataset Attack Size Attack Method

Ran Ave Band AUSH RecUP GOAT PAGUP

ML-100K 1% 0.0659 0.0628 0.0687 0.0734 0.1956 0.1067 0.2480

2% 0.0721 0.0750 0.0763 0.0844 0.2227 0.2134 0.3457

3% 0.0735 0.0652 0.0842 0.1375 0.2448 0.3029 0.4793

4% 0.0986 0.0802 0.0878 0.1760 0.2834 0.3424 0.5089

5% 0.1229 0.1124 0.1212 0.1851 0.3327 0.3668 0.5378

ML-1M 1% 0.0176 0.0429 0.0126 0.0324 0.1048 0.1445 0.2631

2% 0.0562 0.0854 0.0620 0.0851 0.1513 0.2587 0.3733

3% 0.1082 0.1261 0.1030 0.1194 0.2838 0.2772 0.4310

4% 0.1908 0.1562 0.1237 0.1556 0.2969 0.3911 0.4901

5% 0.1754 0.1784 0.1811 0.1785 0.3652 0.3900 0.5014

FilmTrust 1% 0.0121 0.0121 0.0165 0.0723 0.1418 0.0866 0.2900

2% 0.0134 0.0508 0.0508 0.0943 0.1916 0.1294 0.3987

3% 0.0698 0.0565 0.0639 0.1559 0.2217 0.1942 0.4659

4% 0.0732 0.0632 0.0689 0.1700 0.2257 0.2046 0.4953

5% 0.0719 0.0722 0.0675 0.1905 0.2662 0.2255 0.5297
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attack and bandwagon attack, these attacks do not work well on three datasets
especially under a smaller attack size. As the filled items and their ratings in
the fake profiles are randomly generated, which requires enough attack profiles
to be able to manipulate the recommendation result. For AUSH, although it
is a GAN-based attack, its performance was a little better than early shilling
attacks. This is because, it directly fills filled items with real user ratings so that
the attack performance may be weakened. The HR@10 of Goat and RecUP is
higher than that of AUSH, but their attack efficiency is obviously inferior to that
of PAGUP. Compared with the most advanced methods, HR@10 of PAGUP on
the three datasets is always the highest. For example, it is improved by 17.1%,
13.06% and 26.36% when the attack size is 5%. Therefore, we can conclude that
the attack performance of PAGUP outperforms the other six attacks.

Performance Against Attack Detection. Limited by the length of the
paper, we only took the experimental results on the ML-100K dataset as an
example, we applied two advanced unsupervised detection methods [21,22] to
test the undetectability of different attack models. We randomly selected three
groups of generated fake user profiles to inject real user profiles for detection.
For each dataset, we conducted five repeated experiments. Data in Figs. 3, 4 is
the average value of experimental results. The smaller the value of detection
performance is, the better attack models are.

Fig. 3. Detection performance of CBS on ML-100K dataset

Fig. 4. Detection performance of UD-HMM on ML-100K dataset

We can observe that these two detection algorithms do not perform well in
detecting fake user profiles generated based on PAGUP, indicating the advan-
tages of PAGUP in generating fake profiles. The detection results of traditional
attacks (e.g. Ave, Ran, Band) are higher than that of other comparison attack
methods. This means that the fake profiles generated by traditional shilling
attacks can be detected easily. In comparison, fake users generated by new poi-
soning attack models cannot be detected effectively. Note that some of the results
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shown in Figs. 3, 4 are zero, which means that the injected fake profiles are
not identified by the corresponding detection method. Although under the CBS
detection algorithm, when the attack size is 1%, detection metric against AUSH
is better than that of PAGUP. However, with the increase of attack sizes, the
malicious target of the attacker is gradually exposed, and the detection met-
ric against PAGUP gradually becomes optimal. At the same time, it can be
seen that the detection efficiency against AUSH is lower than that of GOAT and
RecUP when using the CBS detection method. The detection method UD-HMM
is based on user behavior characteristics, so the detection efficiency against new
poisoning attacks is low. We also find that the detection efficiency under GOAT
is higher than that of other attacks based on GAN. The reason may be that
GOAT is a multi-target attack method, which is easier to be detected than
other single-target attack methods.

Impact of Components in PAGUP. In this section, we evaluated how
much each component of PAGUP contributed to the efficiencies of the attack.
We removed or changed some components of PAGUP and investigated perfor-
mance changes. PAGUPGh means that the Gl component in RDGAN is removed,
PAGUPGl indicates that the Gh component in RDGAN is not considered and
template profiles selection process is omitted, and PAGUPran means that we ran-
domly select template users to generate false user profiles. Take the ML-100K
dataset and UD-HMM as example, experimental results of these variant meth-
ods and PAGUP are shown in Table 3. The HR@10 of PAGUP is higher than
three variant methods, indicating that the template profiles selection process and
two generators in PAGUP can help to improve the attack efficiency. Moreover,
the detection results of UD-HMM is the lowest when detecting PAGUP. These
results can show that the generated profiles by PAGUP are more difficult to be
detected than those attack profiles generated by other three variants. Therefore,
we can conclude that PAGUP is superior to three variant methods.

Table 3. Comparison of PAGUP and three variant methods on ML-100K dataset

Attack method HR@10 Precision Recall F1-measure

PAGUPGl 0.3630 0.0750 0.5866 0.1264

PAGUPGh 0.2913 0.0777 0.4681 0.1269

PAGUPran 0.4806 0.0769 0.3404 0.1247

PAGUP 0.5378 0.0160 0.1064 0.0277

Performance of Convergence. In order to verify whether the training of
GANs can converge when two generators are used for training, we experimentally
show the changes of losses in the generators and discriminator during training.
The change of losses in the generators and discriminator is shown in Fig. 5.
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The losses of both the generators and discriminator gradually decrease as the
number of iterations increases. For the discriminator, maximizing max V (D,G)
is equivalent to min[−V (D,G)]. Therefore, the training of the discriminator is
convergence. The losses of the generators are gradually stable at 0.25 and 0.15,
which indicates that the learning ability of the generator is improving.

Fig. 5. Changes of losses in PAGUP on ML-100K dataset

The Rating Distribution of Generated Users Profiles and Genuine
Data. PAGUP tries to make a trade-off between mimicking the genuine data
and achieving effective attacks. To demonstrate the rating distribution charac-
teristics of the fake user profiles generated in current advanced attack methods,
we conduct comparison experiment between genuine data and generated data
by different attack models. The results are shown in Fig. 6. As seen from Fig. 6,
we found that the rating distribution of fake user profiles generated by AUSH
is very similar to that of the real user. The reason is that AUSH only uses
GANs to generate ratings for selected items. The ratings for other items are
filled with ratings from real users. However, when the ratings of real users are
filled directly, the filled items will affect the possibility of the target item being
recommended, resulting in low attack efficiency. At the same time, we can see
that the ratings generated by GAN in AUSH are between 3 and 4 on ML-100K,
which is very different from that of generated profiles on ML-1M. The reason
may be that AUSH samples based on users’ ratings and the ratings number on
ML-1M dataset is more, which causes the ratings on ML-1M scattered. RecUP
and GOAT use GAN to generate all ratings of fake user profiles. Although their
attack efficiency is good, the rating distribution of fake user profiles is concen-
trated, which may increase the possibility of fake profiles being detected. The
rating distribution of fake user profiles in PAGUP is more similar with genuine
data than that of RecUP and GOAT, which effectively improve the invisibility of
fake user profiles. In addition, PAGUP do not choose ratings for filled items from
real users, it uses the variant GAN to generate all ratings instead of choosing
ratings for filled items from real users, which effectively reduces the impact of
filled items on recommended results and improves the efficiency of the attack.
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Fig. 6. The distribution of ratings generated by different poisoning attacks and Genuine
users’ rating distribution

5 Conclusion

The research of poisoning attack is beneficial to improve the security of rec-
ommender systems. In this paper, we propose a new framework for poisoning
attacks based on variant GAN, which can create subtle fake user profiles and
evade detection algorithms. Our core idea is to simulate the characteristics of
real users based on the minimax game of GAN. We use two neural networks
with different loss functions to achieve the attacker’s goal. Instead of selecting
all real rating profiles as templates to optimize fake user profiles, the proposed
method can further enhance the attack effect by selecting template profiles ben-
eficial to the target based on the internal characteristics of users. We conduct a
large number of experimental studies to verify the effectiveness and superiority
of PAGUP in attack performance and evading attack detection. In the future,
we will continue to optimize the attack model and investigate how to improve
the robustness of the recommender systems.
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Abstract. Multi-label learning has received much attention due to its
wide range of application domains. Multi-label data often has high-
dimensional features, which brings more challenges to classification algo-
rithms. Feature selection based on sparse learning is one of the most
important approaches, which can select discriminative features to allevi-
ate the curse of dimensionality. However, most of these methods do not
consider feature redundancy and label correlation simultaneously. In this
work, we propose a multi-label feature selection method that takes fea-
ture redundancy and label correlation into account. Specifically, the pro-
posed method first divides features into groups according to feature cor-
relation and then encourages competition within each group but relaxes
competition between groups to eliminate redundant and irrelevant fea-
tures. Moreover, we propose an approach to capture label correlation and
exploit it to improve the feature selection. Finally, an iterative optimiza-
tion algorithm is designed to obtain the feature weights for multi-label
feature selection. Extensive experiments on various multi-label datasets
demonstrate the superiority of the proposed method compared with some
state-of-the-art multi-label feature selection methods.

Keywords: Feature selection · Multi-label learning · Label
correlation · Feature redundancy · Sparse learning

1 Introduction

Conventional supervised learning mainly focuses on addressing the problem
where an instance is associated with a single predefined label. Actually, one
instance might be assigned multiple labels simultaneously in a wide range of
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applications, such as image annotation [9], text categorization [14] and biologi-
cal data analysis [2]. Traditional single-label learning methods can not effectively
solve the problem of multiple labels, and thus multi-label learning framework
came into being. Multi-label learning algorithms aim to learn a mapping from
the feature space X ⊆ R

d to the label space Y ⊆ {0, 1}m, where d denotes
the dimension of features and m denotes the number of predefined labels. How-
ever, multi-label learning data often has high-dimensional features, which brings
major challenges, resulting in a significant increase in computational cost and
memory storage, machine learning models being prone to overfitting and limiting
the usage of these algorithms in real-world applications.

In order to deal with these challenges, a large number of multi-label dimen-
sionality reduction methods have been proposed. These methods can be divided
into feature extraction and feature selection. Specifically, feature extraction maps
the original feature space to a lower dimensional space, while feature selection
directly selects a small feature subset from all features. The difference between
them is that the former creates new features that cannot be explained while the
latter can preserve the meaning of the original features. Hence, feature selection
in multi-label learning has attracted more attention. In recent years, multi-label
feature selection methods based on sparse regression have been proven to be able
to obtain the discriminant feature subset [7]. These methods generally employ a
least squares regression model with a sparse regularization term and some other
constraint conditions, and then the regression coefficients are used to measure
the importance of each feature. However, most of these methods mainly focus on
finding relevant features while ignoring redundant and irrelevant features, result-
ing in redundant and irrelevant features still existing in the final selected feature
subset, which reduces the generalization performance of the model. Thus, consid-
ering the redundancy of features is necessary to ensure the diversity of features
to improve multi-label classification performance. Additionally, these methods
assume that labels are linearly related, which is not consistent with the complex
correlations among labels in real scenarios. Label correlation is beneficial to the
learning of correlated labels and provides useful information, especially when
there are insufficient training examples for some labels. Therefore, how to learn
and exploit the label correlation for improving feature selection is important and
challenging in multi-label learning.

To address the above issues, we propose a Label Correlation guided Feature
Selection for multi-label data (named LCFS), which attempts to leverage label
correlation to alleviate the problems of high-dimensional features and select dis-
criminative features across multiple labels. Specifically, we first divide features
into groups based on the feature correlation, and then force competition within
each group, but relax competition between groups to eliminate redundant and
irrelevant features. In addition, we employ a simple RNN (SRN) to capture the
non-linear label correlation better and then exploit the learned label correlation
to select discriminative features across multiple labels. The contributions of this
paper are summarized as follows:
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– Developing an algorithm to learn non-linear label correlation and exploiting
it to improve feature selection in a principled way.

– Presenting a new multi-label feature selection method that effectively inte-
grates label correlation learning with feature redundancy analysis.

– Designing an effective iterative optimization algorithm to estimate the feature
weights for multi-label feature selection.

– Conducting experiments on multiple benchmark datasets to demonstrate the
effectiveness of the proposed LCFS.

2 Related Work

Our work is most related to multi-label feature selection based on sparse learning
and label correlation technologies. Therefore, in this section, we briefly review
some related work on these two aspects.

Over the past decades, plenty of feature selection methods have been pro-
posed. Recently, multi-label feature selection based on sparse learning has
received increasing attention due to its excellent performance and interpretabil-
ity [10]. �2,1-norm regularization can effectively guarantee the sparsity of feature
coefficients, thus it has been widely used in feature selection. For example, Cai
et al. [1] propose a feature selection method that combines feature manifold
learning and sparse regularization, employing �2,1-norm to capture the sparse
terms of feature selection. Zhang et al. [20] introduce a multi-label feature selec-
tion framework, which maps the original feature space into a low-dimensional
embedding to construct local and global label correlation, and incorporates �2,1-
norm regularization to search for discriminant features. However, these methods
based on sparse regression model only lay emphasis on the discriminative features
while neglecting the correlations among different features. This may trigger the
phenomenon that some strongly correlated features tend to be selected together,
leading to information redundancy and degradation in performance. To alleviate
this phenomenon, we consider feature redundancy by clustering strongly related
features into the same group and then imposing sparse within the group to
reduce redundant information.

In multi-label learning, labels are commonly related and interdependent. A
common approach is calculating the co-occurrence frequency or cosine similarity
of labels in output space. For example, Chou et al. [5] aim to capture the rela-
tions between labels by calculating a co-occurrence statistical matrix. Zan et al.
[22] utilize cosine similarity to calculate label correlation and then exploit it to
guide feature selection. However, most of these methods obtain the second-order
label correlation by calculation, which fail to fully mine the label information,
resulting in limited performance. In order to better model label correlation,
some graph-based methods are proposed to model high-order label correlation.
For example, Huang et al. [8] learn an embedding matrix from the predefined
label correlation graph via graph embedding to model label correlation. Chen
et al. [3] introduce a label-aware graph representation learning to learn more
reliable and discriminative graph feature representation. A multi-label classifi-
cation algorithm, named ML-GCN [4], is proposed to leverage the advantages
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Fig. 1. The architecture of our proposed LCFS.

of graph convolutional networks to capture correlations among labels. However,
most graph-based methods have a common drawback: graph structure for mod-
eling the label correlation is pre-defined via mining their co-occurrence patterns,
which hinders the capability of methods in modeling more accurate correlations
via an end-to-end way under supervision. To address the above problem, we
propose to consider the high-order label correlation as a sequence learning way
by taking advantage of the internal memory characteristic in SRN.

3 Method

In this section, we present our proposed LCFS algorithm in detail. We first
introduce an overview and preliminary of our proposed method. Then we discuss
how to model the discriminant and sparsity of features. Next, we introduce
how to learn and incorporate the label correlations into our multi-label feature
selection model. Finally, we provide an iterative update algorithm to solve the
optimization problem of the proposed LCFS.

3.1 Overview

The architecture of our proposed method called LCFS is shown in Fig. 1. It
mainly consists of two components: (i) Group-Based Feature Sparse Learning
for selecting the relevant features while reducing feature redundancy. (ii) Label
Correlation Learning for capturing the label correlation to improve the perfor-
mance of multi-label feature selection.
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Table 1. Description of Notations

Notations Meanings

X Input space with d dimensions X ∈ R
d

Y Set of m predefined labels Y = {y1, y2, ..., ym}
X Feature matrix of all training instances X = {xi|1 � i � n} ∈ R

n×d

Y Label matrix of all training instances Y = {Yi|1 � i � n} ∈ R
n×m

D Multi-label training set D = {(xi, Yi)|1 � i � n}
W Weight matrix of global features W ∈ R

d×m

W g Weight matrix of the g-th group features W g ∈ R
d×m

Wi·, W·j The i-th row of W , the j-th column of W

Tr(·) The trace of a matrix

‖ · ‖F , ‖ · ‖2, ‖ · ‖2,1 The Frobenius norm, �2-norm and �2,1-norm of a matrix

3.2 Preliminary

The correlations between different features are simply ignored, resulting in some
strongly correlated features tending to be selected or deselected together. Related
features may have similar properties, revealing redundant or overlapping infor-
mation. Therefore, we propose the LCFS algorithm to eliminate redundant infor-
mation by enforcing the sparsity of strongly correlated features. The proposed
LCFS is a multi-label feature selection method based on the sparse regression
model. The common objective function of sparse regression is defined as follows:

min
W

‖XW − Y ‖2F + R(W ) (1)

R(W ) is a regularization term to impose sparsity on W . W is the weight matrix
of features. Each row of W reflects the importance of the corresponding feature in
the dataset, which can be used for feature selection [1]. In addition, the important
notations used in this paper are summarized in Table 1.

3.3 Group-Based Feature Sparse Learning

In order to reduce feature redundancy, the proposed LCFS first divides features
into G groups and then forces sparse within each group to eliminate highly
correlated features. In this paper, the popular FINCH Clustering method [16] is
adopted to divide features into groups according to their cosine similarity due
to the effectiveness and parameter-free property of FINCH.

After the features are divided into groups, our objective is to achieve feature
sparsity within each group. This can be formulated as solving an exclusive group
lasso problem [13], which encourages competition within each group but relaxes
competition between groups. To be specific, W g is the weight of the feature of
the g-th group and W g = diag(Ig) × W , where diag(Ig) is a diagonal matrix
and Ig ∈ {0, 1}d is the group index indicator such that Ig,i = 1 if i-th feature
belongs to group g, otherwise Ig,i = 0. Mathematically, an �2,1-norm penalty is
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first imposed on each W g for joint feature sparsity across m different class labels.
Then, an �2-norm penalty is imposed on the inter-group level for non-sparsity.

Thus, the exclusive group lasso regularization is formulated as
G∑

g=1
‖W g‖22,1.

3.4 Label Correlation Learning

In multi-label learning, different labels are typically not independent but inher-
ently correlated. Therefore, it is important to learn and exploit label correlation
to improve multi-label feature selection. Recurrent Neural Network (RNN) is
a class of neural network model commonly used to solve sequence prediction
problems. In order to capture the correlation among labels, we use the SRN
[11] model, which is a basic variation of RNN. It can iteratively learn the label
correlation through its memory structure. Formally, label correlation learning is
formulated as a sequence prediction problem as follows:

Ŷ (1) = σ (XU) (2)

Ŷ (t) = σ
(
XU + Ŷ (t−1)V

)
(3)

where Ŷ (t) denotes the output, U ∈ R
d×m is used to transform the feature

vector into the output space, d is the dimension of data, m is the number of
labels and V ∈ R

m×m is used to transform the output of the previous iteration
into the same output space as the output of U . We set the iteration number
of the SRN layer as T . In the first iteration, the sequence learning produces a
prediction based on Eq. (2) without considering other labels. From the second
iteration, the sequence learning begins to exploit the output of the previous
iteration to make better predictions. Particularly, the memory term Ŷ (t−1)V in
Eq. (3) serves as the model for label correlation by taking in the previous output
and transforming it to the same output space as the output of U . Therefore, the
final prediction Ŷ (T ) is obtained through T iterations, and the label correlation
is captured by V .

Then, we exploit the learned label correlation by assuming that strongly
correlated labels share more features than weakly correlated labels. That is, if
label yi and label yj have a strong correlation, the corresponding weight vec-
tors Wi· and Wj· will be similar, and vice versa. Thus, label correlation guided
regularization is formulated as:

m∑

i,j=1

Vij ‖W·i − W·j‖ = Tr(WFWT ) (4)

where F = V ∗ − V indicates the m × m label Laplacian matrix of V , V ∗ is the
diagonal matrix and V ∗

i,i =
∑m

j=1 Vi,j and Vi,j is the label correlation between
label yi and label yj .
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In summary, by combining label correlation regularization with exclusive
group lasso regularization, our objective function can be written as:

min
W

‖XW − Y ‖2F + α

G∑

g=1

‖W g‖22,1 + βTr(WFWT ) (5)

where α and β are trade-off parameters to control the contribution of sparsity
and label correlation to the multi-label feature selection, respectively.

3.5 Optimization Solution

Due to the �2,1-norm regularization term on W g, the objective function of LCFS
in Eq. (5) is not smooth. As a result, it is difficult to directly obtain the closed
solution of the optimization problem. Therefore, we propose to solve the opti-
mization problem by an iterative optimization algorithm as described below.

The derivative of ‖XW − Y ‖2F w.r.t. W is:

∂ ‖XW − Y ‖
∂W

= 2XT (XW − Y ) (6)

α
G∑

g=1
‖W g‖22,1 is an exclusive group lasso penalty term, which can be reformu-

lated as:

α
G∑

g=1

‖W g‖22,1 = α
G∑

g=1

(
d∑

k=1

‖W g
k·‖2)‖W g‖2,1 = α

G∑

g=1

d∑

k=1

‖W g
k·‖22

‖W g‖2,1
‖W g

k·‖2

= αTr(
G∑

g=1

d∑

k=1

(W g
k·)

T ‖W g‖2,1
‖W g

k·‖2
W g

k·) = αTr(WTQW )

(7)

where Q ∈ R
d×d is a diagonal matrix and its diagonal element Qi,i is:

Qi,i =
G∑

g=1

Ig,i‖W g‖2,1
‖W g

i·‖2 + ε
(8)

where ε is a very small constant. As mentioned in Sect. 3.1, Ig ∈ {0, 1}d is
the group index indicator such that Ig,i = 1 if i-th feature belongs to group g,

otherwise Ig,i = 0. Thus, the derivative of α
G∑

g=1
‖W g‖22,1 w.r.t. W is:

∂α
G∑

g=1
‖W g‖22,1

∂W
=

∂αTr(WTQW )
∂W

= 2αQW (9)

The derivative of βTr(WLWT ) w.r.t. W is:

∂βTr(WLWT )
∂W

= 2βWF (10)
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According to Eqs. 6, 9 and 10, the solution of W can be obtained by setting
the derivative of our objective function w.r.t. W to zero. We have:

2XT (XW − Y ) + 2αQW + 2βLW = 0

⇒ (XTX + αQ)W + WβF = XTY
(11)

Since Q is related to W , it is difficult to solve for W directly. To address this
problem, an iterative method is presented to solve it. To be specific, we obtain
Q with W and obtain the optimal solution until the iterative optimization con-
verges. Equation (11) is a Sylvester equation with the form of AW + WB = C,
where A = XTX + αQ, B = βF and C = XTY . For solving the mathematical
issue, several existing methods [15,18] can be employed to obtain the numeri-
cal solution w.r.t. W . In this paper, we use the Lyapunov function to obtain
the solution of W . Generally, the optimization process of LCFS can be summa-
rized as Algorithm 1. The procedure repeats until convergence of the algorithm.
Finally, the importance of each feature is evaluated based on the value of ‖Wi·‖2
(1 � i � d).

Algorithm 1. The optimization of LCFS
Input: Multi-label training set D = {(xi, Yi)|1 � i � n}, trade-off parameters α, β
Output: Weight matrix W
1: Perform clustering to group features into G groups
2: Obtain label correlation matrix V by label correlation learning
3: Construct label Laplacian matrix F according to V
4: Initialize W , Q
5: repeat
6: Compute Q according to Eq. (8)
7: Update W by solving Eq. (11)
8: until convergence
9: Obtain W for feature selection

4 Experiment

4.1 Experimental Setup

Datasets. To thoroughly verify the effectiveness of the proposed algorithm,
eight multi-label datasets from different domains are employed in experiments.
These datasets are available online at Mulan [17] and are commonly used for
multi-label learning. Among these datasets, the number of instances is from 593
to 13770, the number of labels is from 5 to 164 and the number of features is from
72 to 1449. Therefore, the selected datasets have a certain representativeness.
The detailed properties of datasets are presented in Table 2.
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Table 2. Description of the multi-label classification datasets.

Datasets Instances Features Labels Domain

Emotions 593 72 6 Music

Birds 645 260 19 Audio

Medical 978 1449 45 Text

Yeast 2417 103 14 Biology

Image 2000 294 5 Image

Enron 1702 1001 53 Text

Corel16k1 13770 500 153 Image

Corel16k2 13760 500 164 Image

Evaluation Metrics. Six widely used multi-label evaluation metrics are
employed in the experiment, including Macro-F1, Micro-F1, Hamming loss,
Ranking loss, One-error and Average precision (AP ). Detailed evaluation met-
ric definitions can be found in [12,19]. These metrics can evaluate the perfor-
mance of multi-label algorithms from various aspects. For Macro-F1, Micro-F1
and Average precision, larger values indicate better performance, while for the
other metrics, smaller values indicate better performance. In addition, ten-fold
cross-validation is used in our experiments.

Compared Algorithms. Four multi-label feature selection methods are
selected to compare. All of them are based on the sparse learning, including
GLFS [22], MDFS [20], MSSL [1] and MIFS [10]. The above methods are used
to select features and then ML-KNN (K = 10) [21] is used as the classifier to
evaluate the performance of the selected features.

Hyper-parameters. For a fair comparison, we tune the regularization param-
eters for all methods by a grid-search strategy from {10−3, 10−2,..., 103}. More-
over, we set the number of selected features as {10, 20, 30,...,100} for all datasets
except Emotions dataset since it doesn’t have enough features. For Emotions
dataset, the number of selected features is {5, 10, 15,..., 50}. When tuning
parameters, we select different numbers of features as above and the average
AP is recorded to determine the optimal parameters.

4.2 Experimental Result

To evaluate the overall performance of our proposed method LCFS, we compare
it with four state-of-the-art multi-label feature selection methods on eight public
datasets in terms of six widely used metrics. Furthermore, we choose the top-k
features (k ∈ {10, 20, ..., 100}) as the optimal feature subsets and record the aver-
age result with 10 groups of feature subsets. The detailed experimental results
are shown in Tables 3 and 4, where the best result among all the methods on
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Table 3. Comparison results of multi-label feature selection methods on eight datasets
in terms of Macro F1, Micro F1 and Average precision (Higher is better).

Method Macro F1 ↑ Rank

Emotions Birds Medical Yeast Image Enron Corel16k1 Corel16k2

LCFS 0.61780.61780.6178 0.1322 0.38680.38680.3868 0.43900.43900.4390 0.59120.59120.5912 0.66240.66240.6624 0.00920.00920.0092 0.00810.00810.0081 1.131.131.13

GLFS 0.5671 0.1284 0.3615 0.3920 0.5858 0.6372 0.0083 0.0068 2.75

MDFS 0.5915 0.1270 0.3608 0.4227 0.5843 0.6518 0.0033 0.0059 3.38

MIFS 0.5918 0.13920.13920.1392 0.3515 0.4253 0.5306 0.6139 0.0080 0.0068 2.88

MSSL 0.5526 0.1265 0.3330 0.3911 0.5329 0.5970 0.0058 0.0052 4.75

Method Micro F1 ↑ Rank

Emotions Birds Medical Yeast Image Enron Corel16k1 Corel16k2

LCFS 0.61980.61980.6198 0.30510.30510.3051 0.70470.70470.7047 0.63790.63790.6379 0.58710.58710.5871 0.63750.63750.6375 0.02870.02870.0287 0.03450.03450.0345 1.001.001.00

GLFS 0.5843 0.2941 0.6567 0.6139 0.5794 0.6103 0.0253 0.0287 2.75

MDFS 0.6025 0.2754 0.6951 0.6357 0.5784 0.6249 0.0217 0.0203 2.88

MIFS 0.5979 0.2849 0.6330 0.6263 0.5238 0.5939 0.0238 0.0231 3.50

MSSL 0.5683 0.2579 0.6281 0.6068 0.5276 0.5795 0.0193 0.0151 4.88

Method Average precision ↑ Rank

Emotions Birds Medical Yeast Image Enron Corel16k1 Corel16k2

LCFS 0.61320.61320.6132 0.30170.30170.3017 0.28940.28940.2894 0.60920.60920.6092 0.63770.63770.6377 0.24420.24420.2442 0.03330.03330.0333 0.03370.03370.0337 1.001.001.00

GLFS 0.6007 0.2470 0.2549 0.5874 0.6291 0.2239 0.0307 0.0295 2.75

MDFS 0.6001 0.2589 0.2087 0.6065 0.6297 0.2400 0.0295 0.0266 3.13

MIFS 0.5979 0.2628 0.2440 0.6003 0.5848 0.2047 0.0305 0.0284 3.38

MSSL 0.5830 0.2412 0.2145 0.5821 0.5867 0.1700 0.0287 0.0252 4.75

each dataset is highlighted in boldface. Furthermore, the last column of Tables 3
and 4, “Rank”, represents the average ranking of the method on all datasets.
Based on these experimental results, we have the following observations: (1)
Our proposed method LCFS outperforms the state-of-the-art methods on most
datasets. Especially in the datasets (Enron, Medical) with higher feature dimen-
sions, LCFS consistently performs better than other compared methods on all
the evaluation metrics. (2) On all the eight datasets, LCFS achieves the best
performance on all the datasets with respect to Micro F1, Average precision
and Ranking loss, seven datasets on Macro F1 and One-error, and six datasets
on Hamming loss. (3) The proposed method LCFS performs the best on all the
six evaluation metrics in terms of average ranking. The main reason why LCFS
is superior to other compared methods is that we not only reduce feature redun-
dancy, but also fully exploit label correlation to improve feature selection, thus
capturing more useful information.

To further analyze the performance among all the methods, we use the Fried-
man test to conduct the statistical significance test [6]. As shown in Table 5, it
can be observed that the null hypothesis, which follows the principle that all
the methods have equal performance, is clearly rejected on each metric at a
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Table 4. Comparison results of multi-label feature selection methods on eight datasets
in terms of Hamming loss, One-error and Ranking loss (Lower is better).

Method Hamming loss ↓ Rank

Emotions Birds Medical Yeast Image Enron Corel16k1 Corel16k2

LCFS 0.22240.22240.2224 0.05210.05210.0521 0.02790.02790.0279 0.20390.20390.2039 0.18010.18010.1801 0.04950.04950.0495 0.0188 0.0178 1.381.381.38

GLFS 0.2341 0.0615 0.0312 0.2124 0.1828 0.0524 0.0190 0.0187 3.88

MDFS 0.2291 0.0526 0.0389 0.2043 0.1823 0.0524 0.0190 0.0182 3.25

MIFS 0.2299 0.0582 0.0297 0.2075 0.1971 0.0512 0.01870.01870.0187 0.01750.01750.0175 2.50

MSSL 0.2446 0.0525 0.0318 0.2165 0.1980 0.0526 0.0188 0.0178 3.88

Method One-error ↓ Rank

Emotions Birds Medical Yeast Image Enron Corel16k1 Corel16k2

LCFS 0.37120.37120.3712 0.8462 0.53700.53700.5370 0.36090.36090.3609 0.38510.38510.3851 0.73370.73370.7337 0.95510.95510.9551 0.94870.94870.9487 1.131.131.13

GLFS 0.4054 0.8615 0.5778 0.3849 0.4010 0.7412 0.9593 0.9581 3.63

MDFS 0.3875 0.8592 0.6250 0.3701 0.3950 0.7396 0.9644 0.9685 2.88

MIFS 0.3949 0.84380.84380.8438 0.5778 0.3719 0.4431 0.7806 0.9611 0.9619 3.13

MSSL 0.3964 0.8633 0.5752 0.4010 0.4429 0.8324 0.9666 0.9705 4.25

Method Ranking loss ↓ Rank

Emotions Birds Medical Yeast Image Enron Corel16k1 Corel16k2

LCFS 0.15330.15330.1533 0.03440.03440.0344 0.01740.01740.0174 0.06930.06930.0693 0.14060.14060.1406 0.01630.01630.0163 0.00650.00650.0065 0.00610.00610.0061 1.001.001.00

GLFS 0.1547 0.0369 0.0185 0.0727 0.1438 0.0166 0.0066 0.0062 2.88

MDFS 0.1563 0.0357 0.0192 0.0697 0.1430 0.0166 0.0066 0.0062 2.88

MIFS 0.1570 0.0376 0.0188 0.0705 0.1577 0.0170 0.0066 0.00610.00610.0061 3.50

MSSL 0.1628 0.0362 0.0201 0.0731 0.1571 0.0171 0.0066 0.0062 4.38

significance level of 0.05. Accordingly, we further use the Nemenyi test [6] to
analyze the performance differences between the proposed method LCFS and
all compared methods, where CD = 2.1564 (k = 5, N = 8). LCFS is considered
to have significantly different performance from one comparison method if their
average ranks differ by at least one CD. Figure 2 shows the CD diagrams on
different evaluation metrics, where average ranking is drawn along the axis and
methods connected by a line indicate no significant difference in performance.
From Fig. 2, it can be observed that LCFS significantly performs better com-
pared with MSSL. Compared with MIFS, LCFS significantly performs better
on Macro F1, Average precision and Ranking loss. Compared with MDFS,
LCFS significantly performs better on Macro F1, which also outperforms GLFS
on Hamming loss and One-error. Therefore, these results further confirm that
our proposed LCFS achieves highly competitive performance against the other
four compared feature selection algorithms.

4.3 Influence of Selected Features

To explore the influence of selected features, we report the result of selecting
different number of features on the Enron dataset. The performance of each
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(a) Macro F1 (b) Micro F1 (c) Average precision

(d) Hamming loss (e) One-error (f) Ranking loss

Fig. 2. Comparison between LCFS and the other four algorithms under the Nemenyi
test (CD = 2.1565 at 0.05 significance level).

Table 5. Summary of the Friedman statistics.

Evaluation metric FF Critical value (0.05)

Macro F1 9.9057 2.714

Micro F1 25.4638

Average precision 18.7471

Hamming loss 4.1721

One-error 8.6643

Ranking loss 4.5167

metric is calculated by varying the number of selected features. As shown in
Fig. 3, it can be found that the performance of all methods first improves, and
then keeps stable or even degrades, which demonstrates that it is meaningful to
conduct feature selection for multi-label learning. In addition, when the number
of selected features is less than 50, the proposed method LCFS is obviously
superior to other methods, which demonstrates that LCFS can obtain good
classification performance even if a few features are selected.

4.4 Parameter Sensitivity Study

In this section, we investigate the sensitivity of the proposed method with respect
to its two hyper-parameters, α and β. α measures the contribution of eliminat-
ing redundant features, while β controls the contribution of label correlation.
To study how do α and β affect the test performance, we conduct experiment
on the Enron dataset. Specifically, we turn the parameters α and β from {10−3,
10−2,...,103}, and vary one parameter while the other is fixed as 0.1. The exper-
imental result is shown in Fig. 4, in which Fig. 4(a) and (b) depict the influence
of α and β, respectively. It can be observed that the performance doesn’t change
greatly when vary α or β, which demonstrates that LCFS is not very sensitive
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to these model parameters. Therefore, it is safe to tune them in a wide range,
which is suitable for real-world scenarios.

Fig. 3. Influence of selected feature number on Enron dataset.

Fig. 4. Macro F1 of LCFS on Enron dataset with respect to different α, β.

4.5 Ablation Study

To valid the effect of eliminating redundant features and exploiting label correla-
tion, we consider two model variants of (1) LCFS-NoFR, which doesn’t consider
feature redundancy (i.e., α is set to zero); (2) LCFS-NoLC, which doesn’t take
label correlation into account (i.e., β is set to zero). In Fig. 5, we show the exper-
imental results of LCFS and its two variants on the Enron, Image and Yeast
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Fig. 5. Ablation study of LCFS on three datasets in terms of Macro F1.

datasets. It can be observed that LCFS performs better than the two variants
on three datasets regardless of the number of selected features, which demon-
strates that the proposed method integrates these components in a principled
manner to exploit the strengths of each part. LCFS outperforms LCFS-NoFR
on all data sets, showing the importance of eliminating redundant features in
feature selection. LCFS-NoLC is inferior to LCFS indicating that label correla-
tion can effectively improve feature selection. Additionally, we can see that the
LCFS improved more than the other two variants when the number of select
features is 20. This observation shows that eliminating redundant features and
exploiting label correlation can play a more important role when a few number
of features are selected.

5 Conclusion

In this paper, we present a multi-label feature selection method LCFS that con-
siders both feature redundancy and label correlation. The proposed method has
two appealing properties. First, it makes use of feature correlation to divide
features into different groups, and then forces competition within each group
but relaxes competition between groups to eliminate highly correlated features.
Therefore, it is beneficial to capture feature subsets with discrimination and
low redundancy. Second, it learns the inherent label correlation which can pro-
vide more useful information and exploits the learned label correlation to select
discriminative features across multiple labels. An efficient iterative optimiza-
tion algorithm is designed to estimate the feature weights for multi-label fea-
ture selection. Experiments on eight benchmark multi-label datasets in terms of
six evaluation metrics demonstrate that the proposed method can significantly
improve the performance with feature selection.
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Abstract. Graph neural networks (GNNs) have been extensively
explored due to semi-supervised learning on graphs, which uses few labels
to complete tasks without employing costly labeling information. Related
methods are dedicated to mitigating the over-smoothing phenomenon to
generate reliable node representations. However, existing methods lack
correct guidance for neighbors and links from graph characteristics to
node representations, resulting in incorrect neighbor information aggre-
gation and poor representation discriminability. In this paper, we intro-
duce a novel encoding and decoding framework that correctly leverages
structure guided by labels and uses features for self-supervision of repre-
sentations to alleviates the over-smoothing phenomenon, dubbed as Iter-
ative Encode-and-Decode Graph Neural Network (IEDGNN). First, we
offer a central component reconstruction module to correct the category
centers of node representations, lowering the likelihood of aggregating
neighbor information across categories. Then, we propose a feature self-
reconstruction module that enables node representations to contain valid
original attributes, making representations more informative in down-
stream classification tasks. We also theoretically analyze the impact of
different encoder-decoder combinations on representation generation in
our design. Extensive experiments demonstrate that our IEDGNN out-
performs the state-of-the-art models on eight graph benchmark datasets
with three label ratios.

Keywords: Graph attributes mining · High-order neighborhood
exploration · Semi-supervised node classification

1 Introduction

Semi-supervised learning is gaining increasing prominence in research owing to
the remarkable growth of data volume and the high cost associated with label
acquisition. The methodology efficiently extracts meaningful information from
a limited set of labels in order to apply the acquired knowledge to downstream
tasks. In the context of graph-based semi-supervised learning, effective tech-
niques are developed to leverage the information in graphs, with the goal of gen-
erating high-quality node embeddings. However, due to limited availability of
high-quality ground-truth labels, graph-based models tend to oversmooth when
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Table 1. We generate node representations using edge connections of the same category
(Category Link) and the original adjacency matrix (Original Link) for experiments and
evaluate the accuracy in a node classification task. Edge Number indicates the number
of edge connections of the current type.

Dataset Edge Number Accuracy (%) Edge Type

Cora ML 2285 73.12 Category Link

4570 91.80 Category Link

7981 85.83 Original Link

CiteSeer 1532 90.87 Category Link

3064 95.94 Category Link

3668 76.42 Original Link

exploring graph data. To mitigate this issue, popular graph convolutional neural
networks (GCNs) adopt the Laplace smoothing method, which allows relevant
information to be extracted from input. Nonetheless, applying GCNs with multi-
ple layers may compromise performance by combining information from distinct
node categories and interpreting the combined information as part of the current
node’s representation. This phenomenon, known as oversmoothing, can signifi-
cantly hinder the ability of the model to differentiate between nodes.

The oversmoothing phenomenon [13,26] is a critical challenge that confronts
researchers who work on semi-supervised graph neural networks. Two main per-
spectives have been proposed to address this challenge, revolving around struc-
tural enhancements and feature engineering. Structural methods such as GAE
[10], APPNP [11], and ADAGCN [17] strive to improve node embeddings by
increasing the relevance of the correlation between graph nodes while feature
engineering methods like GraphCompletion and AttributeMask eliminate the
dependence on irrelevant features. Although the aforementioned methods can
alleviate some oversmoothing problems, none of them can fully exploit the essen-
tial information in the graph to improve the quality of node embeddings.

From the perspective of utilizing structural information, most current models
can only exploit the first- or second-order neighbor information. Recent studies
[5] have shown that multi-hop messaging is more expressive than one-hop mes-
saging when incorporating higher-order neighbor information, which can allevi-
ate the oversmoothing problem. To incorporate multi-hop neighbor information
and avoid oversmoothing, ADAGCN eliminates the use of multi-layer convolu-
tion and adopts a simple MLP for feature extraction. However, the accuracy of
edge connectivity when using higher-order neighbor information cannot be guar-
anteed. Figure 1(a) demonstrates that the higher-order adjacency matrix tends
to be fully connected, potentially connecting nodes of different classes. Correct
edge connections, as shown in Table 1, can significantly enhance downstream task
accuracy and provide additional evidence that an increased amount of noise in
the original adjacency matrix can negatively impact the quality of node embed-
dings, thus exacerbating the oversmoothing problem, especially when considering
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Fig. 1. Figure (a) represents the adjacency matrix density plots from first order to
fourth order; the first row is the Cora ML dataset, and the second row is CiteSeer.
Figure (b) displays the performance of ADAGCN (‘-T’ and ‘-A’) and IEDGNN (‘-
I’) models. The number prefix shows the training samples used. For ADAGCN, ‘-T’
uses only labeled samples, and ‘-A’ includes all samples but restricts training to the
number prefix. Accuracy rates help determine if ADAGCN efficiently utilizes unlabeled
sample information. Furthermore, the results demonstrate that IEDGNN significantly
outperforms ADAGCN in terms of effectiveness.

higher-order neighbor relationships. The ADAGCN model’s loss function solely
employs labeled data to generate node representations, disregarding the poten-
tial value of unlabeled data. However, our proposed IEDGNN approach leverages
both labeled and unlabeled data to generate more effective node embeddings.
As illustrated in Fig. 1(b), ADAGCN using cross-entropy loss produce node rep-
resentations influenced by labeled samples only, neglecting the potential of unla-
beled data which remains untapped. Our IEDGNN, in contrast, maximizes fea-
ture utilization and outperforms ADAGCN by using all available information.

To address the limitations of existing models, we propose the Iterative
Encode-and-Decode Graph Neural Network (IEDGNN), which features an
encoder-decoder structure and optimizes node representation from both struc-
tural and feature perspectives. The IEDGNN comprises two main components:
a central component reconstruction module and a feature self-reconstruction
module. The former module accurately extracts neighbor information while
eliminating inter-cluster noise. We also generate a cluster center representa-
tion matrix with limited labels, which we align with a unit matrix for proof-
reading neighbours. Moreover, to extract informative attributes and enhance
the discriminability of node representations in classification tasks, we introduce
a self-supervision module that associates node representations with graph fea-
tures. We also align the correlation matrix of the decoder’s masked output with
the original feature correlation matrix for deeper characterisation. Experimen-
tal evaluation demonstrates that IEDGNN surpasses 14 state-of-the-art models
on 8 datasets with varying labeling rates, underscoring the effectiveness of our
proposed approach.

The following are the paper’s contributions,

– We propose IEDGNN, an iteratively trained coding-decoding framework that
generates high-quality node representations in semi-supervised tasks. Our
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model reduces information noise from different classes of edge connections in
higher-order neighborhoods and utilizes graph features to self-supervise the
generation of node representations, improving their correctness and unique-
ness in downstream tasks.

– We introduce two optimization modules that improve node representations
significantly. The central component reconstruction module enhances accu-
racy of cluster centers with limited labels and improves representation
quality across different structures. The feature self-reconstruction module
employs a masking mechanism to align node representations with their orig-
inal attributes, increasing their informativeness. Our innovative approach
enhances node representations by correcting multi-hop neighbor information
and utilizing self-supervision of features.

– We evaluate our proposed model on eight datasets with varying labeling ratios
and demonstrate that IEDGNN outperforms all compared models. Addition-
ally, we conduct ablation experiments with 16 pairs of encoder-decoder combi-
nations and determine that MLP and GATv2 deliver the optimal combination
for iterative training.

2 Related Work

2.1 Graph Neural Networks

GNNs have recently attracted significant interest due to their capability to pro-
cess complex data structures, resulting in the development of various notable
models for graph-based semi-supervised tasks. GCN-Cheby [4] employs CNNs
and spectral graph theory to create fast, localized convolutional filters on graphs.
GATs [19] utilize masked self-attentional layers in graph convolutions. JK-
Net [25] extracts knowledge via jump connections during final aggregation.
GPRGNNs [3] adaptively train GPR weights for enhanced feature extraction,
regardless of node label homophily or heterophily. MixupForGraph [21] lever-
ages node neighbor representations for graph convolutions. SGC [22] stream-
lines models by reducing nonlinearities and collapsing weight matrices. GWNN
[24] enhances Graph Fourier-based CNN techniques using graph wavelet trans-
form. Furthermore, PPNP and APPNP [11] apply PageRank to obtain deeper
adjacency information, challenging to extract with conventional GNNs.

2.2 Oversmoothing Phenomenon

Currently, the oversmoothing problem in graph neural networks is the most
researched topic, initially proposed in [12]. As multiple neighbor feature aggre-
gations that utilize GCN layers are performed, the current node’s represen-
tation increasingly resembles those of its adjacent nodes, leading to collapse.
This phenomenon makes it challenging to distinguish nodes and affects down-
stream activities. While the graph powering-based approach [7] implicitly lever-
ages more spatial information than standard spectral graph theory, it does not
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Description
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Fig. 2. Depiction of IEDGNN. This illustration presents an example of the l-layer
for clarity. The model employs sequential iteration for training, with shared parame-
ters across layers. Furthermore, it incorporates two optimization modules to enhance
results. The inputs consist of a normalized attribute matrix and various order adjacency
matrices, while the output yields a predicted cluster probability matrix.

focus on model depth. To address this issue, FAGCN [2] aggregates high- and
low-frequency information, generating frequency innovations by aggregating the
first-order neighbors of different frequencies. This approach enhances the central
node’s informativeness and distinguishability from other nodes.

3 Method

This section introduces the model’s symbolic meaning and goal definition, our
motivation, and IEDGNN’s modules and details.

3.1 Preliminaries

Definition. Given an undirected graph G = (V, E ,X), with adjacency matrix
A ∈ R

n×n, where V is the set of nodes which has n samples. E is the set of

edges. X ∈ R
n×d is the feature matrix. We use Â = D̃

− 1
2 ÃD̃

− 1
2 ∈ R

n×n as a
frequency filter where Ã = A+ I. D̃ is the degree matrix of Ã and I denotes the
identity matrix. We first normalize X by calculating X̂ = Normalize(X) and
take X̂ matrix as input.

Task. IEDGNN is a semi-supervised graph neural network that utilizes an
encoder-decoder architecture. The model constructs node representations by
taking in X̂ and Â as inputs and employing a central component reconstruc-
tion module and a feature self-reconstruction module. Through multiple layer
iterations, the model trains and refines its weights, eventually producing a final
output Z that is an average of the output from each layer.
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3.2 Motivation

The analysis of ADAGCN reveals that current models cannot effectively suppress
edge connection noise from the multi-order structure, and the node representa-
tions lack direct correlation to the original features. These factors lead to reduced
node representation discrimination and downstream performance. Specifically,
the fully connected multi-hop adjacency matrix has the potential to decrease
the rate of edge-connected nodes within the same category, leading to noise gen-
eration from neighboring nodes, causing oversmoothing, and ultimately resulting
in reduced expressiveness of the node representations. Furthermore, ADAGCN’s
first layer only takes X input to utilize features of labeled samples according to
the loss function, which is shown below.

Lsemi = − 1
N

∑
wi[yi ln ŷi + (1 − yi) ln(1 − ŷi)], (1)

where N represents the number of labeled samples, yi and ŷi represent the true
label and the predicted label, respectively. The adjacency matrix indirectly links
node representations to sample features, which may result in node representa-
tions lacking important information for a large number of sample features.

3.3 The Design of IEDGNN

In this paper, we address the challenges of optimizing node representations
using a multi-layer iterative encoder-decoder architecture called IEDGNN,
which includes a central component reconstruction module and a feature self-
reconstruction module. The model’s parameters are shared between layers. In
this subsection, we introduce the two modules and show the overall structure of
IEDGNN. Figure 2 illustrates our model.

Central Component Reconstruction Module. To effectively utilize multi-
order neighborhoods and avoid edge connection noise between different clusters
during aggregation of node representations, we provide a module capable of
providing right neighborhood guidance.

To construct each layer, the feature matrix X̂ is the sole input in the first
layer, and the adjacency matrix Â product with the feature matrix is used as
the input of the second layer. The number of hops in the adjacency matrix
is incrementally increased in the succeeding phase to effectively use high-order
neighbor information, as shown below.

A(l) =
{

X̂, l = 1
ÂA(l−1), l > 1

, E(l) = g(A(l);w), (2)

where l denotes the model’s layer number and l = 1, ..., L. A(l) ∈ R
n×d and

E(l) ∈ R
n×h′

denote the input and representation matrix of the l-th layer, respec-
tively. g(·;w) represents a GNN encoder.
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Cluster centers are computed by taking the average representation of nodes
with labels. This approach is used to eliminate intra-cluster distance and inter-
cluster representation noise, allowing the model to train node representations
with information on the correct cluster relationships, as shown in the following
equations.

e′(l)
i =

∑b
j∈i ej

(l)

b
, (3)

Ê(l)
ij = e′(l)

i e′
j
(l)�

, (4)

where i denotes the current cluster and b denotes the number of labeled samples.
e′(l)

i represents the representation class center of the i-th cluster and Ê(l) ∈
R

C×C is cluster center correlation matrix. The corresponding loss function of
the module is shown below.

Lc =
∑C

i (1 − Ê
(l)
ii

C )2

C
+ λ

∑C
i

∑C
j �=i (

Ê
(l)
ij

C )2

C(C − 1)
, (5)

where C represents the quantity of clusters and λ is a hyperparameter designed
to balance intra-class distance and inter-class noise. We address the problem of
unreliable neighbor information by adjusting the category center in the semi-
supervised task, which enables the model to ensure the reliability of neighbor
information in the aggregation process.

Feature Self-reconstruction Module. Even though the central component
reconstruction module has proven to be highly effective at maximizing the use
of neighborhood information, the use of features is still lacking. In order to
add original characteristics to representations, we build a module capable of
self-supervision to make node representations more discriminative and improve
classification performance.

Specifically, we use the regularized feature matrix X̂ and calculate the cosine
distance between node features to generate the feature similarity matrix M.
Since the underlying graph structure is sparse, we define a threshold to filter out
values that do not conform to the criteria; typically, is 1e− 6. Then, we conduct
topk selection of M. We select k nodes closest to the current node and record
them as 1 in the feature correlation matrix F, while the remaining nodes are
recorded as 0, formulated as:

Mij =
x̂i

‖x̂i‖2 · x̂j

‖x̂j‖2 , (6)

F = topk(M, k), (7)

where · denotes the dot product and || is the L2 parametrization.
It is evident from [27] that the usage of models for representation generation is

frequently accompanied by high dimensionality. However, it may lead to learned
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node representations containing more redundant and useless information [20].
The mask mechanism has been validated as an effective solution in [6], and also
widely used in CV and NLP. Inspired by this, we apply the mask mechanism to
the module to achieve self-supervision.

Formally, we set different mask nodes for each layer and use a uniformly
distributed random sampling strategy to select the masked nodes Ṽ (l) ⊂ V . The

node embedding ẽ(l)i for vi ∈ V in the masked embedding matrix Ẽ
(l)

can be
defined as:

ẽ(l)i =

{
0 vi ∈ Ṽ (l)

ei vi /∈ Ṽ (l)
(8)

To minimize the extraneous memory consumption resulting from matrix
alignment, a decoder is utilized to lessen the dimension of the embeddings. The
formula is defined as follows:

h(l)
i = h(Ẽ

(l)
; θ), (9)

where h(·; θ) is a GNN decoder and h
(l)
i denotes the output of the l-th layer

decoder. To fully leverage the original features of the data, we obtain the embed-
ding correlation matrix F̂

(l)
using the following formula:

F̂
(l)

ij = σ(h(l)
i h(l)

j

�
), (10)

where σ denotes the relu activation function. To correlate features with node
representations, we calculate the Kullback-Leibler scatter between F and F̂

(l)
.

Due to the constant nature of F, its entropy value remains unchanged. Thus, it
can be represented as a cross-entropy loss function in the following manner:

Lf = CE(F̂(l),F), (11)

where i denotes the i-th node. L(l)
f calculates the l-th layer module loss function.

Overview of IEDGNN. We define the formal architecture of IEDGNN using
the following formulas.

⎧
⎪⎨

⎪⎩

E(l) = g(A(l);w),
Z(l) = Softmax(MLP (E(l))),
Z = Z(1)+···+Z(l)+···+Z(L)

L ,

(12)

where Z is the output of the model. Note that we initialize the weight matrix
of the (l + 1)-th layer with the optimal learning weight matrix of the l-th layer.
The final equation for the loss function is as follows:

L = Lsemi + Lc + β ∗ Lf . (13)

β is a hyperparameter to coordinate the objectives.
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3.4 Theoretical Analysis of Encoders and Decoders

This section presents an analysis of encoders and decoders using GNN struc-
tures such as MLP, GCN, GAT, and GATv2. In IEDGNN, the input comprises
a feature matrix and an adjacency matrix that together convey information
about the nodes’ neighbors through edge connections. A common issue while
generating node representations in encoders is over-smoothing, where similari-
ties between nodes become too high. To address this, MLP is chosen for encoding,
as it focuses solely on the nodes’ own attributes and does not perform repeated
aggregation that could lead to collapse. For decoders, the performance of the
existing node representations and their neighbors is a key consideration. In this
regard, GAT and GATv2 are preferred over GCN, which relies on the original
graph topology. The reason being that neighbors in this context comprise not
only edge-connected nodes, but also those with similar representations generated
by the encoder. Overall, our analysis shows that the choice of the encoder and
decoder can have a significant impact on the performance of GNN models in
various applications.

4 Experiments

4.1 Experimental Setup

Datasets. In order to demonstrate the validity of our proposed IEDGNN
in a more convincing manner, we choose eight datasets, including DBLP1,
ACM2, AMAP [18], AMAC [18], Cora ML [1], CiteSeer [16], PubMed [14], and
MS Academic [15]. In addition, Table 2 summarizes the data statistics.

Table 2. Dateset Statistics

Dataset Nodes Edges Features Classes

DBLP 4507 7056 334 4

ACM 3025 26 256 1870 3

AMAP 7650 287 326 745 8

AMAC 13 752 491 722 767 10

Cora ML 2810 7981 2879 7

CiteSeer 2110 3668 3703 6

PubMed 19 717 44 324 500 3

MS Academic 18 333 81 894 6805 15

1 https://dblp.uni-trier.de.
2 https://dl.acm.org/.

https://dblp.uni-trier.de
https://dl.acm.org/
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Baselines. To better compare with other models, we select fourteen represen-
tative semi-supervised methods to verify the effectiveness of IEDGNN, including
GCN (with early stopping), V.GCN [9], GCN-Cheby [4], GAT [8], FAGCN [2],
SGC [22], MixupForGraph [21], JK-Net [25], PPNP, APPNP [11], GWNN [24],
NodeFormer [23], GPRGNN [3] and ADAGCN [17].

Training Settings. The hidden layer units of the encoder and decoder are
selected from [32, 64, 128, 256, 512, 5000], and the scope of the multi-headed
attention mechanism is [1, 2, 4]. Topk is set to 10, λ is set to 1, and weight
decay is chosen from [1e−3, 1e−4, 1e−5, 1e−6]. The embedding matrix’s mask
ratio is chosen from [0.1, 0.3, 0.5, 0.7, 0.9], and β is chosen from 0.1 to 1 with
an interval of 0.1. Model training has an early stop mechanism, patience steps
of 200, and a maximum of 2000 rounds. The validation set has 500 samples, and
the test set has the remaining samples. We choose node classification precision
as the evaluation metric.

4.2 Performance Comparison

We train each cluster using 20, 16, and 8 samples, and evaluate the model’s
performance on 8 datasets and 14 baselines to validate IEDGNN. Table 3 displays
the outcome. The results indicate that IEDGNN performs better than other
models in all three labeling rates and demonstrates more stable experimental
outcomes. This finding suggests that IEDGNN can effectively leverage graph
information from both structure and features to optimize node representations
for downstream tasks.

4.3 Ablation Experiments

In this section, we perform experiments on different combinations of encoder-
decoder and do effect validation on different parts of the loss function.

Analysis of Encoder and Decoder. We have utilized four structures, namely,
MLP, GCN, GAT, and GATv2, as encoder and decoder in IEDGNN, and the
results of our experiments are presented in Table 4. The model’s optimal effect
is obtained using MLP as the encoder and GATv2 as the decoder. Moreover,
both the encoder and decoder using MLP result in a better effect than using
GCN as both encoder and decoder. Thus, we can draw the following three con-
clusions: 1) An aggregation model such as GCN, as an encoder, results in node
representations of poor quality when the input data contains information after
aggregating neighbors. 2) The decoder needs to be chosen taking into account
the node’s representations as well as the representations of other nodes that are
similar to it. Dynamic GATv2 can effectively serve this goal.
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Table 3. This is the result of using 20, 16, and 8 training samples per cluster for all
datasets. We evaluate the node classification tasks using the average accuracy (%) and
standard deviation as a criterion. Experiments use 10 random seeds. “OOM” denotes
out of memory. Red results are optimal, and blue results are suboptimal.

Label Model DBLP ACM AMAP AMAC Cora ML CiteSeer PubMed MS Academic

20

GCN 78.790.54 91.850.40 81.151.05 58.960.96 82.130.72 74.420.73 76.890.54 92.010.08
V.GCN 78.320.78 91.060.44 81.411.47 58.710.76 82.610.76 74.070.69 76.700.63 91.830.16

GCN-Cheby 80.330.97 91.010.56 91.560.75 77.311.18 82.970.67 72.210.54 75.010.74 OOM
GAT 79.970.58 90.160.52 92.380.14 79.040.58 83.530.16 72.170.73 77.850.26 89.470.20

FAGCN 79.980.89 90.380.86 90.061.04 80.410.62 83.720.64 71.971.05 77.000.84 90.530.20
SGC 79.271.07 91.750.48 90.170.75 77.480.79 83.651.16 73.161.07 79.300.60 89.790.83

MixupForGraph 74.290.71 89.330.59 87.281.08 59.650.71 78.760.74 68.680.91 72.700.40 85.591.26
JK-Net 79.620.58 90.560.56 91.680.82 75.951.07 82.930.38 72.780.44 76.540.57 89.080.05
PPNP 80.400.42 91.640.44 86.270.74 66.150.74 85.290.30 75.420.27 OOM OOM
APPNP 79.620.74 91.540.34 86.020.76 64.991.25 85.090.25 75.510.42 78.630.65 92.120.09
GWNN 79.270.54 90.910.49 90.751.26 75.840.87 83.840.55 74.060.80 78.690.94 90.270.53

NodeFormer 77.360.58 89.430.38 87.410.89 72.120.60 81.320.93 71.560.48 75.330.69 88.340.41
GPRGNN 80.920.20 91.350.35 93.080.26 80.710.33 85.070.24 74.090.41 77.380.48 90.470.18
ADAGCN 80.450.83 92.040.62 85.130.62 67.580.99 85.670.59 76.240.43 79.380.63 93.110.23

IEDGNN(Ours) 82.700.34 93.470.34 94.850.28 81.650.47 87.320.51 78.390.47 80.680.50 93.730.37

16

GCN 77.860.78 90.810.99 79.790.71 56.801.57 81.931.39 72.090.80 75.651.22 90.800.78
V.GCN 77.501.15 90.600.30 79.54 1.01 56.490.74 81.911.16 72.541.07 75.761.15 90.770.86

GCN-Cheby 77.960.82 90.901.01 90.221.16 75.430.61 80.800.47 71.391.17 75.550.22 OOM
GAT 78.430.23 90.010.95 92.360.50 78.980.41 81.310.29 71.941.12 78.050.46 88.230.48

FAGCN 79.740.83 90.260.68 89.741.26 80.650.95 83.280.90 69.841.43 76.311.51 90.220.83
SGC 79.211.37 91.110.89 89.871.28 76.660.96 82.900.57 72.230.84 77.900.45 89.371.04

MixupForGraph 73.220.66 87.851.09 86.511.13 58.151.27 77.501.10 68.691.09 72.600.85 84.031.52
JK-Net 78.910.51 90.390.40 91.500.41 74.110.96 80.741.02 73.070.54 76.110.67 89.040.21
PPNP 80.091.07 91.290.46 84.371.22 65.661.02 82.581.03 75.410.63 OOM OOM
APPNP 79.180.54 91.340.64 85.600.50 65.221.18 82.901.18 75.370.93 76.981.61 92.080.77
GWNN 78.081.18 91.010.40 89.991.37 75.091.13 81.850.97 72.130.82 76.761.36 90.200.84

NodeFormer 75.380.67 88.820.44 86.540.53 71.430.54 80.650.67 70.100.43 74.530.67 86.650.36
GPRGNN 80.880.58 92.190.22 92.700.11 80.130.72 84.140.31 73.680.27 77.620.24 90.300.22
ADAGCN 79.380.83 92.090.64 85.390.98 61.831.50 84.690.41 76.170.73 78.040.47 92.660.17

IEDGNN(Ours) 82.420.56 93.140.38 94.650.63 81.300.74 87.010.58 77.840.73 80.120.68 93.200.27

8

GCN 76.391.69 89.381.53 79.650.97 54.320.98 79.960.86 69.340.76 71.831.46 89.301.12
V.GCN 75.951.08 90.121.24 78.721.24 54.380.76 79.750.62 69.360.65 71.571.46 90.040.83

GCN-Cheby 76.041.10 89.620.63 89.880.79 74.160.82 75.990.65 68.311.14 68.100.30 OOM
GAT 77.330.31 89.660.78 90.770.75 77.210.56 78.670.45 70.860.97 68.940.28 87.860.66

FAGCN 77.591.25 89.751.45 87.560.63 79.411.13 81.371.09 67.461.51 74.301.56 89.111.18
SGC 77.301.79 90.460.52 88.331.69 73.211.68 79.181.02 66.151.80 72.821.67 88.360.61

MixupForGraph 69.540.96 85.240.69 85.201.19 57.561.43 75.301.18 65.961.66 67.471.62 84.331.26
JK-Net 78.081.08 89.940.56 89.420.86 72.451.22 77.720.71 70.650.23 67.920.31 88.320.25
PPNP 79.911.32 90.900.40 83.261.59 64.890.95 81.011.47 72.381.05 OOM OOM
APPNP 79.381.42 90.491.19 83.671.18 65.191.04 80.941.16 72.931.50 76.301.63 91.970.48
GWNN 75.531.07 90.450.59 88.921.22 74.320.78 80.831.08 70.630.93 74.500.82 89.840.32

NodeFormer 76.120.42 88.310.87 86.240.65 70.200.87 79.540.74 70.450.26 72.760.87 86.750.79
GPRGNN 80.830.65 90.680.19 91.320.37 79.490.77 83.180.63 73.600.30 69.580.19 88.900.22
ADAGCN 77.611.78 92.441.58 84.730.50 59.481.32 82.080.99 72.951.38 74.171.11 91.810.49

IEDGNN(Ours) 81.680.79 92.670.58 92.890.64 80.740.80 86.010.69 75.880.70 79.220.56 92.570.42

Analysis of Loss Function. This section analyzes the effectiveness of our pro-
posed modules by omitting the objective functions in Eq. (13). The results are
presented in Fig. 3, from which we can make the following conclusions. Firstly,
due to the complete utilization of structural and feature information, both of
our proposed modules allow for a significant improvement in the model’s per-
formance. Secondly, using just one module is inferior to using both modules
simultaneously, indicating that optimal node representation should be consid-
ered from both structural and feature perspectives.

4.4 Parameter Sensitivity Analysis

This section presents a comparison of various mask ratios, and the results are
exhibited in Fig. 4. The optimal mask ratio is dependent on the dataset in ques-
tion. For Cora ML, a higher mask ratio of 0.7 yields better results, possibly due
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Table 4. We experiment on the combination of different encoders and decoders
(encoder & decoder) in IEDGNN, we choose MLP, GCN, GAT, and GATv2 as encoder
and decoder, respectively. The models are trained using 10 random seeds. The red ones
are the optimal results, and the blue ones are suboptimal.

Combination DBLP ACM AMAP AMAC Cora ML CiteSeer PubMed MS Academic

MLP & MLP 80.090.34 91.230.76 92.081.22 80.660.93 85.680.74 77.810.78 80.140.45 93.340.57
MLP & GCN 79.670.58 88.730.33 91.680.71 76.790.43 84.341.16 77.430.89 80.050.94 92.180.85
MLP & GAT 81.770.43 93.010.52 93.490.34 80.930.39 86.430.47 77.480.16 80.340.86 93.750.30
MLP & GATv2 82.700.34 93.470.34 94.850.28 82.150.47 87.320.51 78.390.47 80.680.50 94.730.37
GCN & MLP 78.190.47 92.420.52 87.571.12 77.580.76 84.800.68 77.320.43 78.890.71 91.060.67
GCN & GCN 78.720.93 92.090.39 86.320.72 76.330.68 85.160.72 76.940.54 78.770.86 91.710.93
GCN & GAT 74.240.68 92.220.38 88.370.47 76.620.89 84.930.96 77.050.51 78.960.77 92.330.34
GCN & GATv2 74.320.83 92.160.32 88.930.41 77.530.85 84.800.99 77.210.98 79.060.63 91.610.54
GAT & MLP 77.320.35 91.690.59 91.440.52 76.321.04 84.510.65 76.550.78 78.630.59 90.090.60
GAT & GCN 77.420.54 91.431.31 87.230.89 75.620.84 83.530.82 76.280.67 78.500.70 89.320.84
GAT & GAT 79.320.87 91.631.11 92.950.93 76.040.51 84.560.45 77.270.85 78.790.62 90.320.68
GAT & GATv2 78.350.78 91.760.72 89.830.60 76.820.37 84.890.49 77.420.73 78.670.61 89.870.54
GATv2 & MLP 80.020.51 91.830.72 92.030.56 77.320.67 84.340.38 76.941.03 78.340.78 90.490.45
GATv2 & GCN 79.330.62 91.561.05 86.461.26 75.380.73 83.911.04 76.610.67 78.290.64 90.370.79
GATv2 & GAT 79.810.33 91.501.18 83.071.16 76.810.53 84.370.89 76.740.71 78.460.70 90.770.49
GATv2 & GATv2 79.670.94 91.760.65 92.780.35 75.880.49 84.690.43 76.720.96 78.640.78 89.160.64

Fig. 3. This plot illustrates the validation of the objective function in IEDGNN. The
legend indicates that “S” represents the retention of only Lsemi, “S+N” represents
the retention of Lsemi and Lc, “S+F” represents the retention of Lsemi and Lf , and
“S+N+F” represents the complete function in Eq. (13).

Fig. 4. The performance of four datasets with varying mask ratios is presented in the
graphs. The x-axis of each graph represents the mask rate, while the y-axis represents
the node classification accuracy.
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to the redundancy of the data. In such cases, the missing node features can be
substituted by their neighboring nodes. Conversely, with less redundant data
such as CiteSeer, high mask ratios may not be sufficient for complete node fea-
ture recovery. It is evident that the optimal mask ratio is reliant on the amount
of redundant information present in the dataset.

Fig. 5. The figure on the left shows time consumption, with the horizontal axis rep-
resenting the time (ms) to train an epoch for each model. The figure on right shows
GPU consumption, with the horizontal axis representing the maximum GPU occupa-
tion (MB) during model training. The vertical coordinates of both plots represent the
different models being compared.

4.5 Complexity Analysis

This section compares our IEDGNN model with five other models regarding
their time and space consumption under the same conditions. The results are pre-
sented in Fig. 5, from which the following conclusions can be drawn: 1) IEDGNN
falls under the category of relatively less time-consuming models. This could be
attributed to the model’s simple structure and our optimized node representa-
tion method, which does not result in an overly complex model structure. 2) In
terms of GPU consumption, IEDGNN does not use memory-intensive complex
convolutions, and its encoder and decoder selection is relatively flexible.

Fig. 6. t-SNE visualization plots for different models. The first row is the ACM dataset,
and the second row is the DBLP dataset.
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4.6 Visualization Analysis

Figure 6 demonstrates the use of the t-SNE algorithm for visualizing different
models. The results attest to the superior classification and category center sep-
aration ability of our IEDGNN model. By way of illustration, when dealing with
the ACM dataset in the first row, IEDGNN can effectively separate the cluster
centers, extending the distance between them. As a result, node representations
are better able to maintain similarity within the same category whilst enhancing
discriminability when it comes to different categories.

5 Conclusion

In this paper, we examine semi-supervised learning tasks on graphs and intro-
duce IEDGNN, an efficient encoder-decoder structure that is both simple and
effective. We propose two key modules, the central component reconstruction
module, and the feature self-reconstruction module, to optimize node represen-
tations, enhance the representations’ discriminability, and mitigate noise from
neighboring information. By using the original graph attributes to self-supervise
the representations, we produce more precise downstream task representations.
Using benchmark tests, we demonstrate IEDGNN surpasses other related mod-
els. In conclusion, the two effective modules in our proposed IEDGNN framework
could serve as a reference for future GNN models, particularly in semi-supervised
tasks. We plan to expand experimental data to improve IEDGNN’s scalability
in future research.
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Abstract. This paper aims to study the topological structure of bio-
logical metabolic networks, such as detecting their inherent communi-
ties to learn the useful patterns and characteristics. By partitioning a
metabolic network into multiple communities and subgraphs, we can
reveal their local structure and organization. That helps researchers bet-
ter understand the structure and function of metabolic networks, identify
metabolic pathways and functional modules, and discover mechanisms
and patterns of metabolic regulation. However, community detection
remains a challenging problem due to the dynamic nature of metabolic
network structure and data sparsity. To address this problem, we propose
a new temporal community detection method for biological metabolic
networks based on a semi-NMF framework with node similarity fusion,
called SNF-MNet. This method grasps the dynamic nature of metabolic
networks by introducing temporal smoothness to estimate network evo-
lution. Furthermore, SNF-MNet adopts a node similarity fusion method
to comprehensively consider the relations between nodes in the net-
work, effectively solving the limitations and data sparsity issues of exist-
ing methods. SNF-MNet can effectively reduce the impact of noise and
improve discriminability in small communities, providing more accurate
and reliable results. Experiments on multiple synthetic and real-world
datasets demonstrate the effectiveness of this model in community detec-
tion and temporal evolution tracking, with an increase of NMI 1%–3.2%.
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1 Introduction

Metabolic networks, composed of numerous metabolic reactions and compounds,
play a crucial role in cellular function. The structural and organizational prop-
erties of metabolic networks have a significant impact on cellular processes,
such as cell growth and development. Analyzing the organization and function
of metabolic networks is essential for understanding the underlying biological
mechanisms of cellular processes. It has been widely used to detect the com-
munity, which partitions a network into densely connected subnetworks. That
provides valuable insights into the modular structure and functional organiza-
tion of complex biological systems. However, community detection in biological
metabolic networks is still a challenging task due to its dynamic nature and
sparsity of data. The networks are updating instead of statically fixed. The
metabolic processes and interactions between metabolites and enzymes are con-
stantly changing over time. In addition, the connectivity between nodes and
edges in metabolic networks is highly sparse. Most metabolites interacting with
only a few others rather than all metabolites. Previous studies primarily focus
on analyzing metabolic pathways but neglect to analyze the community struc-
ture of metabolic networks. By identifying communities in metabolic networks,
researchers can better understand the underlying biological processes, discover
novel metabolic pathways and modules, and investigate the regulatory mecha-
nisms and patterns. Despite the growing importance of community detection in
metabolic networks, existing methods still face many shortcomings. For example,
they are mainly used to deal with static networks, and most rely on sufficient
data, which is difficult to handle the dynamic sparse metabolic networks.

To address these issues, we propose a new model, SNF-MNet, for commu-
nity detection in biological metabolic networks. SNF-MNet is based on the
semi-nonnegative matrix factorization framework with an evolutionary cluster-
ing technique. The Semi-NMF method is effective in reducing the impact of
noise, improving the discriminative power of small communities, and providing
more accurate and reliable community detection results in the context of bio-
logical metabolic networks. Considering the dynamics of metabolic networks,
we introduce time smoothness to better capture the process of network evolu-
tion. In addition, the sparsity of complex networks is often overlooked in the
case of metabolic networks. By incorporating node similarity in the community
detection process, we can improve the overall consideration of the relationships
between nodes in the network. That can effectively overcome the limitations of
existing methods and data sparsity issues. In summary, the main contributions
of our work are as follows:

1. We propose a novel semi-NMF method based on an evolutionary clustering
framework. it can effectively reduce the impact of noise and enhances the
discriminability of small communities.

2. We develop a temporal smoothness technique to capture the dynamic evolu-
tion of metabolic networks. In addition, we design a node similarity fusion
mechanism to effectively address the sparsity issue in metabolic networks.
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That can improve the accuracy and reliability of community detection in
biological metabolic networks.

3. We proposed an iterative optimization algorithm to solve the objective func-
tion. The convergence and correctness of the algorithm were proved.

4. We conduct extensive experiments to fully evaluate our proposed model.
On both synthetic and real-world networks. Significant outperformance
is obtained against several typical baselines in all metrics. Compared to
other algorithms, it can exhibit better community detection performance in
dynamic metabolic networks.

The rest of this paper is organized as follows. In Sect. 2, we review the rele-
vant works on temporal community detection and metabolic network community
detection. Section 3 presents the framework of SNF-MNet. Section 4 describes the
experimental results on both synthetic and real-world datasets. Finally, conclu-
sions and discussions are presented in Sect. 5.

2 Related Work

Our work relates to temporal community detection in metabolic networks. Next,
we survey the works on these topics.

2.1 Temporal Community Detection

Temporal community detection is an important research area in network anal-
ysis, which aims to identify groups of nodes that are highly interconnected in
different time points or stages. Many methods have been developed for this pur-
pose, such as clustering-based, network-based, and model-based methods.

Clustering-based methods, such as hierarchical clustering and k-means clus-
tering, are commonly used for temporal community detection. For example, the
work by Vangimalla et al. [17] applied hierarchical clustering to identify tempo-
ral communities in a human brain functional network. Similarly, the study by
Manipur et al. [15] utilized k-means clustering to detect temporal communities
in a protein-protein interaction network.

Network-based methods, such as modularity optimization and random walk,
are also popular for temporal community detection. For instance, the work by
Traag et al. [16] proposed an algorithm based on modularity optimization to
detect temporal communities in a mobile phone call network. Similarly, the study
by Xin et al. [18] applied a random walk algorithm to identify temporal commu-
nities in an online social network.

In addition, some studies have developed model-based methods for tempo-
ral community detection. For example, the work by Zhao et al. [2] proposed a
stochastic block model to detect temporal communities in a citation network.
Similarly, the study by Appel et al. [1] developed a dynamic latent space model
for temporal community detection in a protein interaction network.

These methods have been successfully applied to various fields, including
social networks, biological networks, and communication networks, and have
shown promising results in detecting temporal communities.
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2.2 Metabolic Network Community Detection

Community detection in biological metabolic networks has garnered significant
attention in recent years as it offers a powerful way to unravel the intricate
relationships between metabolites in biological systems. A plethora of studies
have been conducted to explore various approaches for identifying communities
or clusters of metabolites in metabolic networks. Clustering-based approaches,
such as hierarchical clustering and k-means clustering, have been widely used
in this context. For instance, Zhang et al. [22] employed k-means clustering
to identify metabolite modules in a liver cancer metabolic network. Similarly,
Huang et al. [7] utilized hierarchical clustering to detect metabolic subnetworks
in human brain metabolism.

Network-based methods, such as modularity optimization and random walk,
have also been proposed as effective community detection approaches. Yan et
al. [20] proposed a modularity-based method to identify metabolite modules in
a breast cancer metabolic network. Additionally, Li et al. [9] utilized a random
walk algorithm to discover metabolic communities in a human gut microbiota
metabolic network.

Furthermore, some studies have explored the incorporation of additional
information, such as gene expression data or pathway information, to improve
community detection in metabolic networks. For example, Yuan et al. [21]
integrated metabolite concentration data and gene expression data to identify
metabolic modules in a liver cancer metabolic network. In a similar vein, Liu
et al. [13] utilized pathway information to enhance the detection of metabolic
subnetworks in human brain metabolism. These studies represent a step forward
in understanding the intricate relationships among metabolites in biological sys-
tems, and further work in this direction is likely to uncover additional insights
that could have significant implications for biomedical research.

3 Methodology

In this section, we provide a detailed description of our proposed methodology,
which includes the modeling of biological metabolic networks, the Semi-NMF
Method with Node Similarity Fusion (SNF-MNet) algorithm, and its specific
implementation. Specifically, we introduce a time-smoothness constraint and
incorporate node degree and shared neighbor information to fuse node simi-
larities, thereby preserving both micro-structural and meso-structural commu-
nity structures. We present the iterative formulation and solution procedure and
conclude by presenting the pseudocode of the algorithm.

3.1 Metabolic Network Modeling

Biological metabolic networks are commonly modeled as reaction networks,
where metabolites and enzymes are represented as nodes and metabolic reac-
tions as edges, establishing a static network model. However, to capture the
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dynamic nature of metabolic processes, temporal information is introduced by
modeling the metabolic reactions as a time series and simulating the network
evolution accordingly. Specifically, time is discretized into multiple time steps,
and the changes in metabolite concentrations and enzyme activities are consid-
ered, resulting in the establishment of a dynamic biological metabolic network
model. In this model, the states of metabolite and enzyme nodes change over
time, and the occurrence or absence of metabolic reactions also alters the net-
work’s topological structure over time.

For any biological metabolic network G = (V,E), where V = (v1, v2, . . . , vn)
denotes the set of vertices and E = (e1, e2, . . . , em) represents the set of links,
the network is dynamic and each moment contains a snapshot of the network.
These snapshots are represented using a binary adjacency matrix Xt, where
t corresponds to the corresponding network slice. The elements of the complex
network matrix, Xt,ij , indicate whether node i and node j are directly connected
in snapshot t, i.e., whether there exists an edge connecting them. If an edge exists,
Xt,ij = 1, otherwise Xt,ij = 0.

3.2 Node Similarity Fusion

To accurately quantify the similarity between nodes in a network, we considered
how to measure their relationships in network snapshot analysis. Specifically, for
each node in the network snapshot, we computed its set of neighboring nodes at
different time points, and calculated the similarity between the sets of neighbor-
ing nodes at different time points using various graph-based similarity metrics,
such as cosine similarity. We then integrated the node similarities at different
levels to obtain a comprehensive similarity measure for each node. Finally, we
replaced the original adjacency matrix with this measure as the input data for
our algorithm, thereby enabling a more precise depiction of the relationships and
similarities between nodes.

In social networks, first-order proximity S(1) is an important similarity mea-
sure that quantifies the degree of similarity between nodes. Specifically, first-
order proximity S(1) measures the most intuitive probability of closeness between
two nodes i and j, namely the probability that they are directly connected. When
there is a connection between nodes i and j, their similarity score S

(1)
ij is pos-

itive, indicating a strong association between them. Conversely, if there is no
connection between nodes i and j, their similarity score is 0, indicating no direct
connection between them. In this paper, for ease of computation, we assume that
the adjacency matrix X is equivalent to the first-order adjacency matrix S(1).

However, in practical scenarios, the edges in complex networks are often
sparse, meaning that there are only a few edges between nodes. Thus, using first-
order proximity to describe node similarity may be too simplistic. To address
this, the second-order proximity matrix S(2) is introduced to provide a more
accurate description of the similarity between nodes. Specifically, if two nodes
do not have a direct edge between them but share many common neighbor nodes,
they can still be considered similar.
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To determine the second-order proximity, Ni = (S(1)
i1 , S

(1)
i2 , . . . , S

(1)
in ) is

defined as the set of first-order proximities between node i and all other nodes.
Here, the cosine similarity is used to compute the second-order proximity matrix.
For two nodes i and j, where S

(2)
ij = NiNj

‖Ni‖‖Nj‖ , and ‖N‖ denotes the norm of
N. Based on the properties of cosine similarity, the values of the second-order
proximity matrix are between 0 and 1. To balance the first and second-order
proximity properties, a weight variable η is introduced to connect them, i.e.
S = S(1) + ηS(2), where η > 0.

3.3 SNF-MNet Formulation

This paper deals with a data network matrix that is unconstrained and based
on semi-nonnegative matrix factorization for community structure modeling.
Specifically, we design a cluster centroid matrix F = (f1, f2, . . . , fk), where each
column represents the center node of the corresponding community and usually
has positive and negative attributes. The community membership matrix G is a
non-negative matrix that represents whether si belongs to the ck cluster. If the
element gik is equal to 1, then si belongs to the ck cluster, otherwise, it is 0.
Assuming K-means clustering is performed on the input matrix S, the objective
function of K-means clustering can be expressed as:

n∑

i=1

K∑

k=1

gik‖si − fk‖2 = ‖S − FGT ‖2 (1)

In order to account for the mutual influence between adjacent time steps, we
introduce a temporal smoothness constraint and incorporate it into the commu-
nity membership matrix. Specifically, we define a temporal cost that represents
the probability of significant changes occurring in the community membership
structure between t−1 and t. By adding the temporal cost of the smoothness
constraint to the temporal cost of the network topology, we define a cost function
that is the sum of the quality of the community discovery and the historical cost.
To address this problem, we maximize the quality of the community discovery
at the current time and minimize the historical cost, thereby determining the
cost function. As such, the resulting cost function is formulated as follows:

min
St≥0,Gt≥0

‖St − FtG
T
t ‖2F + α‖St−1 − Ft−1G

T
t ‖2F (2)

The weight parameter α for the time smoothness constraint is a crucial
parameter, which typically ranges from 0 to 1, balancing the changes in commu-
nity membership structure and the cost of time.

3.4 Optimization

Using the gradient descent method, we solve the objective function (2) with the
exclusion of the first time slice to obtain an iterative algorithm. The algorithm
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employs relevant update rules and convergence of the objective function value as
the termination condition for iterations, leading to the detection of community
membership structures. The specific update rules and their proof are presented
below.

Due to the nature of non-negative matrix factorization, its solution space is
non-convex and discrete, and there is no global optimal solution. However, under
the condition of fixing a parameter, local optimal solutions can be found. When
Gt is fixed, updating Ft to minimize Eq. (2) can be simplified to the following
form:

min
St≥0,Gt≥0

‖St − FtG
T
t ‖2F (3)

To meet the non-negativity constraint, we introduce a Lagrange multiplier
matrix λ and incorporate it into the objective function to obtain the optimal
solution. When the Lagrange multiplier is set to zero, the objective function
can be simplified to a form without constraints. In this process, the matrix
λ constrains the non-negativity of St, allowing us to obtain stable and feasible
results during the solution process. The resulting objective function is as follows:

L(Ft) = tr(−ST
t FtG

T
t − GtF

T
t St + GtF

T
t FtG

T
t ) (4)

Let ∂L(Ft)
∂Ft

= 0,

− 2ST
t Gt + 2FtG

T
t Gt = 0 (5)

Introducing the KKT stationary point condition, we can obtain:

− 2ST
t Gt + 2FtG

T
t Gt = λijFt,ij = 0 (6)

Based on our derivation, we can perform an equivalent transformation on
Eq. (6).

(−2ST
t Gt + 2FtG

T
t Gt)(Ft,ij)2 = 0 (7)

Therefore, the updated formula for the variable Ft can be expressed as:

Ft,ij ← Ft,ij(
(ST

t Gt)ij

(FtGT
t Gt)ij

) (8)

Similarly, when Ft is fixed and Gt needs to be updated, the non-negative
Lagrangian multiplier matrix λ is introduced to constrain the non-negative prop-
erty of Gt. Assuming the partial derivative of Gt is 0, we can use a series of
mathematical operations, such as introducing the KKT stationary conditions,
to further simplify and optimize the updating process of Gt. Through these
operations, we can obtain the updating formula of Gt as follows:

Gt,ij ← Gt,ij(
(αFT

t St + (1 − α)FT
t−1St−1)ij

(αFT
t FtGt + (1 − α)FT

t−1Ft−1Gt)ij
) (9)

Based on the aforementioned updating rules, an iterative algorithm can be
derived, and the optimization algorithm for the SNF-MNet model can be suc-
cinctly expressed via the pseudocode outlined in Algorithm 1.
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Algorithm 1. The SNF-MNet model
Input: Xt: The adjacency matrix of the complex network at time t; α: The weight

parameter of temporal smoothness; η: The tradeoff parameters for the composite
proximity matrix.

Output: Ft: Cluster centroid matrix; Gt: Community membership matrix.
1: Compute the composite proximity matrix St based on the adjacency matrix Xt

over all timesteps.;
2: if t = 1 then
3: Obtain the initial F1 and G1 through the random non-negative matrix factor-

ization of X1.
4: else
5: while the objective function has not converged. do

6: Ft,ij ← Ft,ij(
(ST

t Gt)ij

(FtGT
t Gt)ij

)

7: Gt,ij ← Gt,ij(
(αFT

t St+(1−α)FT
t−1St−1)ij

(αFT
t FtGt+(1−α)FT

t−1Ft−1Gt)ij
)

8: Normalize such that
∑

j Fij = 1, ∀i.
9: end while

10: end if
11: return Ft,Gt

4 Experimental Results

In this section, we comprehensively evaluate our proposed SNF-MNet algorithm
and compare it with other widely recognized methods, including DECS [12], ECD
[19], DYNMOGA, FacetNet [14], AFEECT-spectral, and AFFECT-kmeans [3],
as well as the NMF-based original community detection method [4]. These meth-
ods have high reputation and usage in the field of community detection. DECS
and ECD are genome-dependent models, DYNMOGA employs a multi-objective
optimization method based on local smoothing, and FacetNet and AFFECT are
two classical algorithms that adopt the principle of evolutionary clustering. To
evaluate the performance of the SNF-MNet algorithm, we select multiple com-
plex network datasets for testing, including three synthetic and real-world tem-
poral complex networks. The selection of these networks is to demonstrate the
accuracy and feasibility of the algorithm and verify its performance on a wide
range of datasets.

To obtain unbiased results, we used the source code provided by the authors
with default parameters as reported in their original publication. In our experi-
ments, we set the parameters α for both SNF-MNet and Semi-NMF to 0.3 and
η for SNF-MNet to 5. As some of the compared algorithms may converge to
local minima, we ran 20 experiments and averaged the results to improve the
accuracy of our findings.

4.1 Performance Metrics

To quantitatively evaluate the performance of different community detection
algorithms, we employed two widely recognized performance metrics. The first
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metric, accuracy (AC) [11], is a measure of the dissimilarity between the com-
munity membership matrix obtained by the algorithm and the ground truth
membership matrix of the network. In essence, AC can be interpreted as an
error rate, and it is defined as follows:

AC = ‖GGT − G′G′T ‖F (10)

In this context, we use the Frobenius norm to measure the difference between
the community membership matrix obtained by the dynamic community detec-
tion algorithm, denoted as G, and the ground truth community membership
matrix of the network denoted as G′. The AC value is defined as the Frobenius
norm of the difference between G and G′. In this process, a smaller AC value
indicates a more accurate result obtained by the model.

Normalized Mutual Information (NMI) [8] is used as one of the accuracy met-
rics to evaluate the community detection models. This metric is only applicable
to static networks with ground-truth communities, therefore, we compute NMI
at each time step. The similarity between the obtained community partition
and the ground-truth community structure can be measured by the following
formula:

NMI(G,G′) =

∑
G,G′ p(G,G′)log G,G′

p(G)p(G′)

max(H(G),H(G′))
(11)

In the equation, H(G) and H(G′) represent the entropy of G and G′ respec-
tively, with values ranging from 0 to 1. The closer the NMI value is to 1, the
higher the degree of matching between the model and the ground truth.

4.2 Synthetic Dataset: Dynamic-GN Metabolic Networks

The concept of synthesizing GN networks was originally proposed by Girvan et
al. [5]. In their work, GN networks were utilized for community detection in static
complex networks, where each synthesized network comprised 128 nodes and 4
communities. Expanding upon this notion, Lin et al. [10] introduced the notion of
dynamic GN networks, which integrated the temporal evolution of communities
within the network. Their methodology involved the random redistribution of a
certain proportion of vertices from each community to other communities at spe-
cific time intervals, resulting in a total of 10 time steps to ensure consistent and
stable dynamic changes. By manipulating the parameter settings, it becomes
possible to generate dynamic biological metabolic networks. The outcomes of
these networks serve as a valuable resource for assessing and comparing vari-
ous community detection algorithms. The utilization of dynamic GN networks
in real-world scenarios has the potential to yield more precise and dependable
results, thereby enhancing the overall effectiveness of the analysis.

In the Dynamic-GN metabolic network, we set the data parameters as follows:
the transmission rate nc is [0.1, 0.3], the average degree d is fixed at 20, and
network noise z is set to 3. Each method was run 20 times, and the average values
were obtained as results. The NMI results, shown in Fig. 1, demonstrate that the
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network becomes increasingly complex over time, leading to poor performance
for all methods. However, SNF-MNet, Semi-NMF, and DECS outperform other
methods in terms of NMI performance. Nevertheless, due to the influence of
noise, the NMI of DECS and ECD fluctuates within some time steps, as shown
in Fig. 1(a) at the 8th and 9th time steps, and in Fig. 1(b) at the 6th and 9th time
steps, while methods based on NMF are less affected by it. It is worth noting
that SNF-MNet performs better than all other methods at almost all time steps,
and our approach is more stable compared to DECS and ECD. The introduced
time smoothing technique helps eliminate the influence of individual time steps
and to some extent makes the adjacent time steps correlated, thus making our
results more robust. Overall, compared to Semi-NMF, SNF-MNet shows NMI
improvements ranging from 1% to 3.2%.

Fig. 1. The average NMI result of the Dynamic-GN Metabolic Networks is represented
by (a, b), with the following parameter values: (a) nc = 10%; and (b) nc = 30%.

4.3 Synthetic Dataset: Dynamic-LFR Metabolic Networks

In order to create synthetic datasets with greater representativeness of real-
world scenarios, we employed the improved LFR model developed by Greene
et al. [6] This model can simulate the continuous changes of nodes and edges
in the network to reflect the dynamic nature of real biological metabolic net-
works. By setting appropriate parameters in the LFR model, dynamic networks
similar to real biological metabolic networks can be generated. Additionally, the
LFR model can also be used to generate metabolic networks of different sizes
and complexities. To evaluate the performance of our method, we constructed
a synthetic network containing 1000 nodes and 36 communities, evolving over
10-time steps, with different synthetic networks created by varying the model
parameters. Specifically, we set the following base parameters: μ is a mixing
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parameter that controls the edge density between communities, set at 0.1 and
0.7; p is the probability of transition between nodes within communities, set at
0.5; the average degree of nodes is set to 10; and timesteps T is set to 10.

By utilizing the LFR model to generate a temporal network, we obtained
exemplary results as presented in Fig. 2. Experimental findings demonstrate that
SNF-MNet performs better in network generation than other benchmark meth-
ods. Specifically, as observed in Fig. 2(a), while other methods yield the highest
normalized mutual information (NMI) value of 0.965 on this dataset, SNF-MNet
consistently attains NMI values within the range of 0.966 to 0.970. As for the ini-
tial few time steps shown in Fig. 2(b), SNF-MNet exhibits comparatively weaker
performance, but its performance gradually improves with the increase in time
steps. Between the 5th and 10th time steps, SNF-MNet’s NMI results exceed
the maximum values of other methods by 1% to 2.8%. With the exception of
the first time step’s lower accuracy, SNF-MNet performs at a higher level in
all subsequent time steps. This can be attributed to the fact that the system
initially utilized the random initialization factorization of matrices, and as time
progresses and evolves, the system undergoes significant improvements.

Fig. 2. The average NMI results on the dynamic LFR dataset are presented, where
the dataset parameters are set as follows: (a) mixing parameter μ of 0.1; (b) mixing
parameter μ of 0.7.

4.4 Real-World Datasets with Metabolic-Similar Structure: KIT
Networks

Based on the email communication records of the Information Technology
Department at Karlsruhe Institute of Technology (KIT), we have compiled the
KIT-email1 dataset1, which includes 1,097 email accounts and 27,887 messages
1 http://i11www.iti.uni-karlsruhe.de/en/projects/spp1307/emaildata.

http://i11www.iti.uni-karlsruhe.de/en/projects/spp1307/emaildata
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Fig. 3. The average results of NMI and AC on the KIT Dataset. Each row of the image
represents a separate dataset, with snapshots taken every 2, 3, and 4 months from top
to bottom.
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sent. In this network, vertices represent email senders or receivers, and edges
represent the connection between two vertices when an email is sent. We used
this dataset to construct time networks with intervals of 2, 3, and 4 months,
and calculated the number of communities in each time interval, which were
23, 25, and 25, respectively. This dataset has been widely used to evaluate the
performance of dynamic community detection algorithms and to improve their
adaptability to complex networks in the real world.

Currently, there is a lack of complete study and compilation of biological
metabolic networks. Furthermore, existing metabolic network datasets may suf-
fer from incomplete and inaccurate data due to limitations and errors in data
collection methods. Therefore, in the absence of a complete and accurate bio-
logical metabolic network, a metabolic network can be defined as a network
that describes the concentration and transformation relationships of metabolites
within a biological organism. The KIT dataset, on the other hand, describes
a contact network formed by KIT Information Department emails. Although
they have different physical characteristics, both systems are complex systems
composed of nodes and edges in terms of network structure. Therefore, we can
analogize the KIT-mail dataset as experimental data for metabolic networks to
study issues such as similarity, dynamic changes, and community structure in
metabolic networks.

With reference to Fig. 3, the results of the three KIT datasets are presented.
Specifically, we consider snapshots of the KIT datasets at 2, 3, and 4 months.
The KIT datasets demonstrate that the basic evolutionary clustering framework
is better suited, outperforming genome fusion methods by comparison. Addi-
tionally, SNF-MNet emerges as the most effective method across the majority
of time steps for almost all datasets. For instance, in terms of the normalized
mutual information (NMI) index, SNF-MNet outperforms other methods by an
average of 1.7% in the best case, and likewise for the accuracy (AC) index, as
well as exhibiting superior enhancement effects compared to Semi-NMI. These
findings corroborate the efficacy of the composite proximity matrix that we have
introduced for real-world datasets.

5 Conclusion and Future Work

As complex networks continue to evolve and develop, community detection has
increasingly become a research hotspot and mainstream direction. Conducting
community detection in metabolic networks helps us understand the functional-
ity of metabolic pathways and the interaction modes between metabolites, which
has significant application value in studying the physiological and biochemical
processes of metabolites, exploring the pathogenesis of metabolic diseases, and
discovering drug targets.

To address the instability of community structures in dynamic networks,
this paper proposes a new community detection model for metabolic networks
called SNF-MNet. The model introduces the concept of temporal smoothness
to improve the stability and accuracy of community structures. At the same
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time, SNF-MNet comprehensively considers the topological structure and sim-
ilarity relationship between nodes in metabolic networks. It adopts the idea of
evolutionary clustering and semi-nonnegative matrix factorization to integrate
node similarity into network analysis, effectively solving the problem of insuffi-
cient community division in other methods. By processing the micro-structure
of metabolic networks, the model can also effectively solve the problem of data
sparsity and make the connections between nodes within communities more com-
pact. Moreover, by using the semi-nonnegative matrix factorization (Semi-NMF)
method, SNF-MNet can effectively improve the distinguishability between com-
munities, reduce the impact of noise, and improve the accuracy and reliability
of community detection.

To verify the performance and accuracy of SNF-MNet, this paper conducts
comparative experiments with various widely recognized temporal network com-
munity detection algorithms. The experimental results show that SNF-MNet
exhibits superior community detection performance in dynamic metabolic net-
works compared to other algorithms. In the future, we will strive to address the
high-time complexity problem of community detection in large-scale complex
networks and plan to expand our model to adapt to more application scenarios.
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Abstract. Heterogeneous Information Networks (HINs) with complex
structures and rich semantics, which show great flexibility in modeling
the heterogeneous data of HINs, are widely used in recommendation sys-
tems. Effective embedding of HINs not only represents the complex and
heterogeneous auxiliary data in the graph, facilitating efficient extraction
and utilization of information by the recommender system, but also has
the advantage of retaining rich semantics, which provides more accurate,
varied, and interpretable recommendation results. An uncertain knowl-
edge graph embedding method based on the expanded meta-path seman-
tics of KGAT was proposed, which not only inherits the higher-order con-
nectivity among nodes in KGAT in an end-to-end approach with recur-
sive delivery of embedded information (either users, items, or attributes)
from neighboring nodes but also enables the relationships in HINs to
be uncertain by expanding the meta-path semantics of HINs to better
capture the underlying semantic relationships among entities and then
incorporate the structured knowledge they contain into machine learn-
ing. Finally, the effectiveness of the UKGAT was demonstrated through
experiments on two real-world datasets, which outperformed state-of-the-
art models in capturing semantic relationships among entities, it could
be better utilized in many knowledge-driven applications.

Keywords: Uncertain Knowledge Graph · Heterogeneous Information
Networks · Meta Path · Semantic Augmentation · High-order
Connectivity

1 Introduction

Knowledge Graphs (KGs), a structured representation of human knowledge, have
aroused much attention in academia and industry. Real-world datas often exist
in the form of graph structures, such as search engines, recommendation sys-
tems, the World Wide Web, etc. Graph Neural Networks (GNN), as a model for
learning graph structure and understanding path semantics, have shown excel-
lent performance in network analysis and recommendation systems, and thus
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have received a lot of attention from scholars. For example, Deep Neural Net-
works [18] are used to learn the features and structural representation of nodes
in a graph.

Recently, attention mechanisms based on deep learning have attracted wide-
spread research interest, which can not only handle variable volume data but
also allow models to focus on the most important parts of data. Attention mech-
anisms have shown outstanding capabilities for Data Mining and various real-
world applications, such as text analysis, knowledge graphs, and other fields.
The growth of the Internet has been accompanied by an exponential increase
in the volume of data that needs to be stored. In traditional recommendation
algorithms, although collaborative filtering algorithms [14] can predict users’
preferences from their historical behaviors, collaborative filtering-based recom-
mendation methods suffer from data sparsity and cold-start problems. To inte-
grate user ID and item ID, supervised learning (SL) [20] can convert them into a
generic feature vector and compute a prediction score, but it does not take into
account the interaction between users and items. So it is not possible to extract
collaborative signals related to attributes from a large number of users with a
large number of behaviors.

To address the limitations of SL-based recommendations, Knowledge Graph
is introduced into recommendations. Knowledge graphs provide structured repre-
sentations of real-world entities and relationships, and they can be classified into
deterministic and uncertain knowledge graphs according to relations between
entities in KGs. Deterministic KGs, i.e., all entities, attributes, and relationships
in a knowledge graph are deterministic without any uncertainty or incomplete-
ness. However, an uncertain knowledge graph refers to the existence of uncer-
tainty or incompleteness of entities, attributes, or relationships, including but
not limited to the problems of missing entity attributes, unclear entity relation-
ships, entity ambiguity, and incomplete knowledge. In deterministic KGs, many
wonderful Translational models have been generated, such as TransE, TransH,
TransR, and TransD; and bilinear models also have a place, such as DistMult
and ComplEx, they have made promising progress in many tasks, such as link
prediction, relation extraction, relation learning, etc. Chen et al. [4] proposed
a model UKGE for embedding uncertain knowledge graphs, which effectively
exploits the uncertainty of relationships between entities, preserving both struc-
ture and uncertainty information of relational facts in the embedding space. The
approach, which differs from the previously used binary classification techniques
to characterize the relational facts, learns embeddings based on the confidence
scores of uncertain relationship facts so that it improves the accuracy of UKGE
by probabilistically assigning confidence scores during training.

Considering the paucity of research on augmenting deterministic knowledge
graphs with uncertain information, this paper firstly proposes a method for
embedding uncertain knowledge based on deterministic knowledge graphs, which
not only expands the entities in heterogeneous information networks but also
unearths more relationships between entities, which are with probabilities. The
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model is known as the Uncertain Knowledge Graph Attention Network model
(UKGAT).

The main contributions of this work are summarized as follows:

• Proposed a semantic extension theory for meta-paths in deterministic KGs
and provided theoretical support for knowledge-driven applications based on
KGs, including recommender systems.

• Proposed a model UKGAT for embedding uncertain knowledge based on
deterministic KGs, which provides more diverse, accurate, and interpretable
recommendation results for recommendation models.

• The effectiveness of the embedding model was demonstrated by conducting
extensive experiments on two real datasets, Amazon-book and Yelp2018.

The rest of the paper is organized as follows. Firstly, we review the related work
in Sect. 2 and explain the model framework in Sect. 3. Then the experimental
details and result are presented in Sect. 4. Finally, the paper is concluded in
Sect. 5.

2 Related Work

A knowledge graph is a knowledge base that uses a triple structure to describe
specific knowledge and semantic information, as well as directed graphs for
knowledge representation and storage. To solve the problems of low computa-
tional efficiency and poor portability caused by using triple structure, an impor-
tant research method called knowledge graph embedding (KGE) is proposed,
which has a wide range of applications in structure complementation [12], rela-
tionship extraction [15], question-answer systems [2], social network recommen-
dation [13] of knowledge graphs, etc.

Usually, whether a knowledge graph has factual certainty is used as a clas-
sification criterion to distinguish between deterministic knowledge graphs and
uncertain knowledge graphs. The NELL knowledge base uses fact-based triples
to learn inference rules, which contains a real-time knowledge base of 120 mil-
lion different confidence-weighted beliefs. The ConceptNet [10] is composed of
relational knowledge in the form of a triad, which implements the interconnec-
tion of various types of information in natural language. According to current
advances in uncertain knowledge graph embedding techniques, the PASSLEAF
framework [5] cleverly used scoring functions with different types of confidence
to predict the confidence scores between entities and each relationship then used
sample pools to reduce the number of spurious samples Li et al. [8] applied
uncertain knowledge graph ProBase to the relationship extraction (RE) task
and proposed a multi-view framework MIUK based on uncertain knowledge
graphs. Brockmann et al. [3] used uncertain knowledge graphs to represent the
relationships between link networks in the supply chain link prediction prob-
lem. Meanwhile, the attention mechanism is introduced in the graph convo-
lutional neural network to implement the weight distribution among different
entities. DisenKGAT [16] model uses disentangled representation Learning to
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effectively reduce the independence restriction between sub-representations in
different semantic spaces in a complex knowledge graph complementation task.
AttnPath [11] applies LSTM and graph attention networks to path inference of
knowledge graphs, using deep reinforcement learning techniques instead of tra-
ditional deep learning, and training reinforcement learning intelligence by trial
and error so that the model’s effectiveness does not depend on pre-training. The
GGAE [9] model uses the attention mechanism of entity and relationship graphs
to learn features for entity and relationship embedding.

MTRec [1] is a multi-task learning framework using a self-attentive mecha-
nism to learn the semantic information related to meta-paths in heterogeneous
information networks for modeling the interaction information between users,
items, and meta-paths in recommendation systems. IntentGC [19] introduced
social relationships among users as auxiliary information that can fully utilize
display preferences and heterogeneous relationships. ACKRec [7] uses meta-
paths in heterogeneous information networks to capture semantic information
related to student preferences, solving the problem of information sparsity that
exists in recommender systems. MEIRec [6] adequately captures information
about the user’s intention when interacting with items in recommendations by
performing object embedding on meta-path-guided heterogeneous graph neural
networks.

In the traditional recommendation system, there may be issues of data spar-
sity and cold start, which can be solved by making full use of the auxiliary
information in the knowledge graph to expand the data. As shown in Fig. 1
below, “Entourage” and “Chaplin” are recommended to Jane. And this knowl-
edge graph contains various entities such as recommended users, actors, direc-
tors, movie titles, and movie genres. However, friends, couples, family, enjoyed,
acted, directed, act, direct, and genre belong to the interaction relationships. The
potential interaction relationships between the entities can improve the accuracy
of the recommendation and also make the recommendation result interpretable,
e.g., the reason for recommending Chaplin to Jane is because Kent has seen the
movie Chef with the same actor.

The ability of the embedding approach of uncertain KGs for deterministic
KGs to expand the information and semantics of meta-paths in heterogeneous
information networks is mainly explored. The relevant work focuses on the fol-
lowing:
Uncertain Knowledge Graphs and Uncertain Datasets. To achieve
semantic expansion of all entities of meta-paths, knowledge graphs and datasets
with uncertainty and covering a wide range of knowledge are preferred, such as
yelp_dataset, Amazon_review_data etc., because there is a large amount of
overlap between the knowledge of ConceptNet and the keywords extracted from
Amazon_review_data or yelp_dataset, these two datasets are selected as the
benchmarks.
Construction and Optimization of Amazon Dictionary. This part com-
pletes the construction of the Amazon lexicon, which requires extracting the
review data in the Amazon dataset to determine the keywords, embedding the
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Fig. 1. An example of a knowledge graph-based recommendation.

uncertain knowledge graph ConceptNet to find its related words for the key-
words, and forming triple between words. When using Amazon data for model
training, a two-array AC automaton is used for speedup.
Uncertain Knowledge Graph Attention Network. Based on the Amazon
Dictionary construction of the heterogeneous information network method pro-
posed in the appeal, the heterogeneous information network based on the Ama-
zon dataset is semantically expanded using the uncertain information present in
the uncertain knowledge graph ConceptNet to obtain richer semantic informa-
tion.

3 Methodology

This paper proposes an uncertain knowledge embedding model (UKGAT) based
on deterministic KGs. The model framework, shown in Fig. 2, consists of four
main parts:

1) Semantic Expansions for Mate-Paths in HINs: In this step this paper firstly
propose a meta-path semantic augmentation theory, which leverages Con-
ceptNet to expand the semantics of meta-paths in HINs to reveal potential
relationships and connections between entities.

2) Confidence Score Modeling of Embedded Relationship Facts: Considering the
uncertainty of the KG embedding model, this paper explicitly models the
confidence score of each triplet to reasonably compare the predicted and true
values.

3) Attentional Embedding Propagation Layers: In this part, higher-order con-
nections between nodes are simulated in an end-to-end manner with determin-
istic and uncertain relations in the connection space. And then representation
of each node is updated by cascadingly propogating the attention weights of
each node.

4) Prediction Layer: The representation of a user node and an item from all
propogations layers is aggregated and the predicted match score is outputed.
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Fig. 2. Structure diagram of the UKGAT model, which consists of the expanded CKG
model, attention embedding propagation layer, and prediction layer, respectively. ui is
the i-th target user, ri is the corresponding relation, ii is an item and ei is a kind of
attribute.

3.1 Semantic Expansions for Mate-Paths in HINs

Semantic expansion of meta-paths in HINs requires enriching the properties of
one or more entities and items in a meta-path to make it a heterogeneous infor-
mation network containing more information. As an example, there is a simple
meta-path Kent

watch−→ Cats&Dogs, indicates that the user Kent used to watch
the movie Cats&Dogs, and the semantics of this meta-path can be expanded like
this: Kent

watch−→ Cats&Dogs
genre←− Comedy, this meta-path indicates that Kent

watched a movie “Cats&Dogs” in the genre of comedy. To make the expanded
items or entities have a strong relevance to the user, this paper uses reviews of
the product being interacted with in the Amazon_datasets or Yelp_datasets,
which contain user’s opinions about products. Extracting keywords from the
user’s reviews can often correlate with more information.

This subsection focuses on completing the modeling of HINs based on deter-
ministic knowledge graphs and introducing the ConceptNet uncertain knowledge
graph for embedding. Because there are multiple uncertain relationships of enti-
ties in ConceptNet, it is used to semantically expand the meta-paths in the
heterogeneous information network formed by these two datasets. The effect of
the semantically expanded heterogeneous information network is shown in Fig. 3.
ConceptNet can be accessed at https://conceptnet.io/.

3.2 Confidence Score Modeling of Embedded Relationship Facts

UKGE was used as the embedding model for uncertain knowledge graphs and
was improved for experiments. In contrast to traditional deterministic KGs,
uncertain KGs establish a confidence score for each triple and compare the pre-
diction with the true score to provide a more comprehensive understanding.

https://conceptnet.io/
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Fig. 3. The effect of the semantic expansion of heterogeneous information networks.

Reasonable Value. Given a triple l, the reasonable value g(l) ∈ R of this triple
indicates how likely the fact of the relationship represented by this triple holds.
A larger plausible value indicates a higher confidence score for this triple. The
reasonableness of a triple is calculated by using the following formula:

g(l) = er · (eh • et), g(l) ∈ R (1)

where eh,et,er ∈ R
k, • denotes the element-wise product and · denotes the inner

product. And eh, et, er are used to represent the embedding vectors for head
h, tail t and relation r respectively. The function is cited from DistMult, which
captures the relationship between eh and et conditional on the relationship r.

From Reasonable Value to Confidence Scores. To convert reasonable value to
confidence scores, this paper employs a logistic mapping function φ(x). The
transformation from plausible scores g(l) to confidence scores f(l) is achieved as
follows:

f(l) = φ(g(l)) ∈ [0, 1] (2)

where φ(x) denotes the Logistic function, which is a common S-curve:

φ(x) =
1

1 + e−(wx+b)
∈ [0, 1] (3)

where w is a weight and b is a bias.

Reasoning About Unobservable Relational Facts Based on Confidence Scores. In
deterministic KGs, unobserved relational facts are often assigned 0 for confidence
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score. However, this is unreasonable. Even if a direct relationship does not exist
between two entities, it may be inferred that an indirect relationship between
two entities might exist through the transfer of relationships.

For a given triple l that can be observed, their observed confidence scores are
used for assignment; and for a unseen triple l, this paper uses the embedding-
based confidence score function f(l) for l, this paper makes I(l) as the interaction
I of a triple l:

I(l) =

{
sl, l ∈ L+

f(l), l ∈ L− (4)

where I(l) ∈ [0, 1], L+ denotes the set of observed triples, while L− denotes the
set of unobserved triples, sl denotes the confidence score of the observed triples,
and f(l) denotes the confidence score of the unobserved triples obtained by the
mapping function.

Embedding Uncertain Knowledge Graph. There are deterministic triples and
uncertain triples in the network after expanding the heterogeneous information
network, for the deterministic triples, this paper can reflect the embedding ability
of the model by calculating the variance of the true confidence score sl of the
triples and the predicted confidence score f(l).

ζ+ =
∑

l∈L+

|f(l) − sl|2 (5)

And for the unobserved triple l, minimizing the confidence score f(l) obtained for
each triad according to the logical inference PSL, specifically using the variance
of the distance as a loss function:

ζ− =
∑

l∈L−

∑
γ∈Γl

|Ψγ(f(l))|2 (6)

where Ψγ(x) denotes the weighted distance in UKGE, and γ denotes a given PSL
rule. Γl is the set of ground rules with l as the rule head. By associating Eq. 5
and Eq. 6, the joint objective function H(l) can be obtained:

H(l) =
∑

l∈L+

|f(l) − sl|2 +
∑

l∈L−

∑
γ∈Γl

|Ψγ(f(l))|2 (7)

During training this paper samples unseen triples by corrupting the head h and
the tail t for observed relations facts to generate L−.

3.3 Attentional Embedding Propagation Layers

Firstly the graph convolutional neural network is used to recursively propagate
the embedding information of the nodes, and then the graph attention mecha-
nism is utilized to discover the weights of neighbor nodes of each node to reveal
the importance of each neighbor node. In this regard, there are three main parts
in this layer, which are information propagation, meta-path attention mecha-
nism, and information aggregation.
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Information Dissemination Layer. Considering an entity h and using Sh =
{(h, r, t)|(h, r, t) ∈ G)} to denote the set of triples, where G = {(h, r, t)|h, t ∈
E ′, r ∈ R′}, where E ′ is the set of entities and R′ is the set of relations.Also h
is the head entity, termed self-network. To characterize the first-order connec-
tivity structure of entity h, the linear structure of the self-network of entity h is
calculated using the following equation:

eSh
=

∑
(h,r,t)∈Sh

π(h, r, t)et (8)

where π(h, r, t) denotes the decay factor of each propagation on the edge of
(h, r, t) and represents the amount of information propagated from t to h through
r each time.

Attentional Mechanisms. To calculate the decay factor π(h, r, t), it is proposed
to use the tanh nonlinear activation function, which is calculated as follows:

π(h, r, t) = (Wret)T · tanh(Wreh + er) (9)

where Wr ∈ R
k×d is the transformation matrix of relation r, which projects

the entities from the d-dimensional entity space into the k-dimensional rela-
tionship space. From this formula, the attention score depends on the distance
between eh and et in the relation r-space. Thus, closer entities can propagate
more information, and only the inner product is used on these representations
for simplicity.

Information Aggregation. The entity representation eh and its self-network rep-
resentation eSh

are used as new representation of the entity h, more formally,
e

(1)
h = f(eh,eSh

). This paper uses these following three kinds of aggregators to
implement f(·):
• GCN Aggregator applies a non-linear operation after addition, as follows:

fGCN = LeakyReLU(W (eh + eSh
)) (10)

where W ∈ R
d′×d, and d′ is the transformation size. LeakyReLU is a kind of

activation function.
• GraphSage Aggregator concatenates eh and eSh

, followed by LeakyReLU.

fGraphSage = LeakyReLU(W (eh‖eSh
)) (11)

where ‖ is the concatenation operation.
• Bi-Interaction Aggregator fully considers interactions feature between eh and

eSh
, as follows:

fBi−Interaction = LeakyReLU(W1(eh + eSh
))

+LeakyReLU(W2(eh • eSh
))

(12)

where W1, W2 ∈ R
d′×d are trainable weight matrices.
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Higher-Order Connectivity. Higher-order connectivity information is explored
by stacking more propagation layers to collect information propagated from
higher-hop neighbors. In the l-th step, the representation of entities is recur-
sively formulated as:

e
(l)
h = f(e(l−1)

h ,e
(l−1)
Sh

)

e
(l−1)
Sh

=
∑

(h,r,t)∈Sh

π(h, r, t)e(l−1)
t

(13)

e
(l−1)
t is the representation of entity t generated from the previous infor-

mation propagation steps, which stores the information from its (l − 1)-hop
neighborhoods. e(0)

h is set as eh at the initial information propagation iteration,
which further contributes to the representation of entity h at layer l.

3.4 Model Prediction

After executing L layers, multiple representations of user node u are obtained,
i.e., {e(1)

u , · · · ,e
(L)
u }, for item node i, {e(1)

i , · · · ,e
(L)
i }, this paper adopts the

layer-aggregation mechanism [17] to concatenate the representations of each
step into a vector, finally, the inner product of user and item representations
is performed to predict their matching scores as follows:

ỹ(u, i) = e∗
u
Te∗

i (14)

where e∗
u = e

(0)
u || · · · ||e(L)

u , e∗
i = e

(0)
i || · · · ||e(L)

i .

4 Experiments

4.1 Datasets

To evaluate the effectiveness of the UKGAT model, two benchmark datasets,
Amazon-Book and Yelp2018, were used for the experiments.

Amazon-Book is a widely used data for recommendation systems and knowl-
edge graphs. To ensure the quality of the experiments, a 10-core setting in
Amazon-Book was chosen, which means that all user-item interactions have at
least 10 items.

Yelp2018 is from the 2018 Yelp Challenge, in which restaurants and bars are
the items in dataset. The experiment uses a 10-core setup to ensure that the
user-item interactions are also at least 10.

For each dataset, the dataset is randomly divided into 70%, 20%, and 10%,
which are set as the training set, validation set, and test set, respectively. For each
observable user-item interaction, it is treated as a positive instance. The unseen
instances were then used to predict the confidence scores of the interactions of
unseen entities using PSL logical inference.
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Table 1. Overall performance comparison.

Datasets Amazon-Book Yelp2018
Model recall@20 ndcg@20 recall@20 ndcg@20

FM 0.1287 0.0866 0.0612 0.0753
NFM 0.1311 0.0899 0.0662 0.0810
CKG 0.1322 0.0881 0.0665 0.0796
CFKG 0.1147 0.0776 0.0513 0.0639
MCRec 0.1121 0.0756 - -
KGAT 0.1485 0.1003 0.0711 0.0867
UKGAT 0.1532 0.1102 0.0789 0.0934
%Improv 3.16% 9.87% 10.97% 7.73%

4.2 Experimental Setup

Evaluation Metrics. For each user in the test set, this work does not treat all
items that do not interact with the user as negative items, as KGAT does, rea-
sons out the confidence scores of all unobserved entity-item interactions by PSL
logical inference instead. A user preference score for all items is then output for
each method. To evaluate the validity of top-K recommendations and preference
ranking, two widely used evaluation protocols, recall@K, and ndcg@K are used.
Similarly, K is set to 20 and the average metric of all users in the test set is
reported.

Baseline Model. To demonstrate the effectiveness of the improved model, the
proposed UKGAT model will be used to compare with the baseline models, which
includes supervised learning-based FM and NFM models, regularization-based
CFKG and CKE models, and path-based MCRec. The models are described as
follows:

• FM: This is a factorization model proposed to solve the problem of feature
combination with sparse data. It has good generality for both continuous and
discrete features

• NFM: An improved model based on the FM model, which models the rela-
tionship between features of a higher order through a deep network.

• CKE: A representative regularization-based approach that exploits the
semantic embedding of TransR to enhance matrix decomposition.

• CFKG: An TransE-based approach that can represent the intrinsic connec-
tion of users, items, entities, and relationships in the representable graph and
treat the recommendation task as the plausibility prediction of a triple (h, r, t)
in the graph.

• MCRec: A Top-N recommendation model based on contextual and neural
co-attentive models of meta-paths, which extracts qualified meta-paths for
representing the connections between users and items.
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4.3 Performance Comparison

Overall Performance Comparison. The proposed UKGAT is implemented
by Pytorch, and the embedding size of all models is fixed to 64. This work choose
Adam optimizer to optimize all models and its batch_size is set to 1024. The
learning rate is set to 0.0001, For the KGAT and UKGAT, their dropout rate is
the same as 0.1. The structures of the hidden layers are set to 512,256,128,64,
respectively. Then, the layer L of KGAT and UKGAT is searched in {1, 2, 3, 4}
and the dimensions of the fully connected layers for feature cross-pooling are
64,32, and 16, respectively. Finally, remaining parameters of the model are kept
at their default values. The overall performance comparison results are shown in
Table 1 and the following observations were reached:

• The UKGAT consistently outperforms the baseline model on all data-sets.
In particular, the recall@20 of the UKGAT improved by 3.16% and 10.97%
compared to the original KGAT on the Amazon-Book and Yelp2018 datasets,
respectively. By semantically expanding the deterministic knowledge graph,
the originally unobservable samples are not treated as negative samples and
have a certain confidence score as positive samples, which effectively assists
in the capture of collaborative signals between entities.

• In most cases, supervised learning-based methods (i.e., FM and NFM) obtain
better performance than CFKG and CKE-based models. This might indi-
cate the inability of regularization-based methods to use the knowledge of
items fully. Additionally, FM and NFM are embeddings that can be used
to connect entities to enrich the representation of items on deterministic and
uncertain edges in heterogeneous graphs. The intersection feature of both is a
representation of second-order connectivity between users and entities. CKF
and CFKG only use embeddings of their aligned entities, and although they
model connectivity at the granularity of triples, their higher-order connectiv-
ity remains constant.

Effect of Model Depth. To explore whether the layer L of the model has the
same effect on the model UKGAT as KGAT, the layer L of UKGAT is changed
to investigate whether the expansion of the HINs affects the performance of
multiple embedded propagation layers in UKGAT. Four different layers L were
purposely set for the experiments, and the results are reported in Table 2 below.

• Among the four layers of KGAT, for the Amazon-Book dataset, both KGAT
and UKGAT show better performance with increasing layer number. However,
in the Yelp2018 dataset, the performance of KGAT-2 is higher than that of
KGAT-3, but this phenomenon does not occur in UKGAT. The UKGAT with
multiple embedding propagation layers exhibits better performances than the
KGAT. Hence, it indicates that the semantic expansion of HINs is more ben-
eficial to the propagations of information from multiple embedding layers.

• Analyzing the results of UKGAT-3 and UKGAT-4, it can be observed that
the performance of UKGAT-4 is improved but only by a little, thus it shows
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that the third order relationship between entities is sufficient to capture the
signal of collaboration.

• Jointly analyzing Tables 1 and 2, we observe that the performance of UKGAT-
1 is always better than the other baseline models in most cases. This validates
the effectiveness of attention propagation and empirically shows that it can
better model first-order relationships.

Table 2. Effect of the number of embedded layers L on UKGAT.

Datasets Amazon-Book Yelp2018
Model recall@20 ndcg@20 recall@20 ndcg@20

KGAT-1 0.1288 0.0866 0.0697 0.0851
KGAT-2 0.1316 0.0942 0.0734 0.0884
KGAT-3 0.1485 0.1003 0.0711 0.0867
KGAT-4 0.1517 0.1106 0.0775 0.0923
UKGAT-1 0.1326 0.0936 0.0692 0.0844
UKGAT-2 0.1454 0.1002 0.0752 0.0896
UKGAT-3 0.1532 0.1102 0.0789 0.0934
UKGAT-4 0.1547 0.1126 0.0791 0.0949

Influence of Model Clustering Approach. To explore the performance of
aggregators on UKGAT, a variant of UKGAT-1 with different settings and a
variant of KGAT-1 with different settings were used. More specifically, the aggre-
gators used are GCN, GraphSage, and Bi-Interaction, respectively.

From Table 3, it can be seen that the performance of the GCN aggregator
is better than that of the GraphSage aggregator in both the KGAT and the
UKGAT. One possible reason for this is that GraphSage abandons the interaction
between the entity representation eh and its self-network representation eSh

,
and thus the feature interaction when performing information aggregation and
propagation importance may be less effective. Bi-Interaction combines additional
feature interactions and therefore improves the capability of the representation,
again illustrating the rationality and effectiveness of the bidirectional interaction
aggregator.

Among the three aggregators mentioned above, the performance of UKGAT
is not significantly improved. This indicates that the expansion of uncertain
knowledge to a deterministic knowledge graph does not affect the aggregation
capability of the aggregator.

5 Summary

This work investigates the semantic expansion of meta-paths for determinis-
tic KGs and uses it for recommendation in graph attention networks. A novel



446 Q. Leng et al.

Table 3. Impact of Aggregators.

Datasets Amazon-Book Yelp2018
Aggregators recall@20 ndcg@20 recall@20 ndcg@20

KGATGCN 0.1378 0.0931 0.0687 0.0831
KGATGraphSage 0.1366 0.0927 0.0634 0.0825
KGATBi−Interaction 0.1391 0.0933 0.0693 0.0844
UKGATGCN 0.1381 0.0936 0.0685 0.0832
UKGATGraphSage 0.1366 0.0925 0.0633 0.0826
UKGATBi−Interation 0.1392 0.0933 0.0695 0.0844

framework, UKGAT, is mainly designed, which combines not only the embed-
ding capability of the UKGE for uncertain information in uncertain KGs but also
the KGAT modeling higher-order connectivity in CKGs presented in an end-to-
end manner. In the core attention embedding propagation layer, it can adap-
tively propagate the embedding information from the original neighbor nodes,
the embedding information goes from the neighbor nodes after expanding the
semantics of meta-paths to make the embedding information of a node richer.
The two real-world datasets of extensive experiments show the plausibility and
feasibility of UKGAT. This work demonstrates that applying uncertain knowl-
edge graphs to graph neural networks enriches the semantic information of meta-
paths in graphs, which also provides unlimited possibilities for interpretative
recommendations.
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Abstract. The main purpose of knowledge graph embedding (KGE) is
to complete the missing part of triplets. By learning from existing mod-
els, we found that adding graph convolutional networks (GCN) to KGE
models achieved good performance. These models mainly use the local
structural characteristics of data. However, their main goal is to learn
an aggregator rather than a feature vector for each node. To address the
problems with existing models, we proposed a knowledge graph link pre-
diction model based on attentional relational graph convolutional net-
works (ARGCN). First, we capture the relationship attribute features
between nodes by adding an attention mechanism and extract impor-
tant node attribute features for visualization. Then, through a relational
graph convolutional neural network, we capture the associated attributes
between nodes and extract the feature information that can best repre-
sent nodes. Finally, we use DistMult as the scoring function. Our exper-
iments show that our proposed is effective on standard FB15k-237 and
WN18RR datasets. Compared with other models, it has relative improve-
ments in Hits@1, Hits@3 and Hits@10.

Keywords: Knowledge graph embedding · Graph convolutional
networks · Attention

1 Introduction

Knowledge graph link prediction refers to predicting missing links based on
known triplets in a knowledge graph. Currently, knowledge graph link predic-
tion has been successfully applied to many downstream tasks and applications
such as intelligent question-answering systems [10], information retrieval [4], and
visual relationship detection [5].
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In existing knowledge graph link prediction models, the main research direc-
tion is to learn the distributed representation of entities and relationships in
knowledge graphs. For example, existing translation models (TransE [1], TransH
[8], etc.), tensor decomposition models (DistMult [9], Complex [7], etc.) and neu-
ral network models (ConvE [3], ConvR [2], etc.). However, the existing model
structures are relatively simple and have poor expressive power. They can’t fully
transform the feature representation of nodes. Moreover, entity attributes and
associations are complex and often have different features for different entities.

In this paper, we propose a knowledge graph link prediction model based on
attentional relational graph convolutional networks (ARGCN). The introduction
of attention mechanism allows the model to focus on learning the required infor-
mation. The introduction of relational graph convolutional networks can explore
the internal relationships between different nodes after adding attention mecha-
nisms, thereby extracting more critical node information to update node feature
representations. At the same time, in order to reduce the error of node informa-
tion, we use average feature information for fusion when fusing neighbor node
information. Finally, we use DistMult as the decoder and use negative sampling
to train the model. For each observable example, we sample ω negative exam-
ples. Sampling is performed by randomly shuffling the subject or object of each
positive instance while optimizing the cross-entropy loss, with positive triplets
scoring higher than negative triplets.

Our contributions are mainly as follows:

– In response to the problems existing in existing models, we propose the
ARGCN model, which can focus more on effective information in complex
neighborhood information of nodes by introducing attention mechanism.

– Using an end-to-end model structure, we use attentional relational graph con-
volutional networks (AGCN) with attention added as the encoder and decoder
DistMult. The experimental results show the effectiveness of the model struc-
ture.

2 Model Description

In this section, we will describe the ARGCN model in detail. The overall archi-
tecture of the model is shown in the figure, which mainly includes the encoder
AGCN and the decoder DistMult. The encoder focuses on updating node fea-
ture representations by introducing an attention mechanism of the relationship
graph convolutional network. At the same time, in order to avoid the loss of node
features, we added a single self-connection of a special relationship type to each
node in the data. The decoder uses DistMult decomposition as a scoring function.
When used alone, it performs well in standard link prediction benchmarks.
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Fig. 1. The ARGCN model description is: ARGCN consists of two parts. First, the
feature representation of nodes is updated through attention mechanisms, and the
updated nodes are passed into a relation graph convolutional network. Then, the model
is scored using DistMult.

2.1 AGCN

The translation mentions a graph structure used G = (V, E), where V is the
node set and E is the triple of nodes-edges-nodes (s, r, o). The node features
are represented by fa and fb, respectively. After feature weight calculation, eab
represents the attention weight of node b to node a, that is, the degree of asso-
ciation between nodes. At this time, attention is assigned to all nodes but does
not highlight the structural information of nodes with interactive relationships.
∂ is the attention mechanism parameter (weight), with a dimension of R

n×n,
and W is the weight parameter with a dimension of Rb×b.

eab = ∂(Wfa,Wfb) (1)

The ∂ab is obtained by normalizing all adjacent nodes b of node a through the
introduced Softmax function, indicating the proportion of adjacent node b to all
adjacent nodes c of node a, and the attention mechanism focuses on nodes that
have interactive relationships through the adjacency matrix A. The formula is
as follows

∂ab = Softmaxb(eab) =
exp(eab)∑c
i=1 exp(eac)

(2)

F i = ∂abf i (3)

Formula (2) takes the dot product of the attention mechanism ∂ab and F i to
obtain F i ∈ R

n×d, which can enhance or weaken the expression of feature infor-
mation, thereby adaptively optimizing the influence of relevant features and
improving the model’s ability to extract important feature factors of nodes. We
pass the updated nodes obtained after the attention layer into the relation graph
convolutional network. In the encoder, we map each entity vi ∈ V to a real-valued
vector ei ∈ R

d, relying on vertex representations to reconstruct the edges of the
graph. The key to our work is the reliance on an encoder. Although most pre-
vious methods directly optimize a single real-valued vector eifor every vi ∈ V
in training, we compute representations through a relation graph convolutional
network encoder with ei = h

(L)
i . Our full link prediction model is schematically

depicted in Fig. 1.



ARGCN 451

2.2 DistMult

We use DistMult as the decoder of the model. Existing experiments have shown
that when used alone, DistMult decomposition performs well as a scoring func-
tion in standard link prediction benchmarks.

In DistMult, each relationship r is associated with a diagonal matrix Rr ∈
R

d×d and a triple (s, r, o), and scored as

f(s, r, o) = eTs Rreo (4)

For each observed example, we sample ω negative examples, and optimize
the cross-entropy loss so that the model scores higher on observed triplets than
on negative triplets:

L = − 1
(1 + ω)|Ê |

∑

(s,r,o,y)∈T
y log l

(
f(s, r, o)

)
+ (1 − y) log

(
1 − l

(
f(s, r, o)

))
(5)

where T is the total set of actual and corrupted triples, y = 1 for positive triples
and y = 0 for negative triples.

3 Experiments

3.1 Benchmark Datasets

This experiment used four benchmark datasets to evaluate the performance of
link prediction. These datasets include FB15k, WN18, FB15k-237 and WN18RR.
Among them, FB15k is a commonly used dataset for link prediction. This dataset
contains entities that are mentioned more than 100 times in FreeBase. WN18
is extracted from WordNet3. To construct WN18, the authors used WordNet3
as a starting point and then iteratively filtered out entities and relationships
that were mentioned too few times. FB15k-237 is a subset of the FB15k dataset,
inspired by observations of test leakage suffered by FB15k, including test data
seen by the model during training. WN18RR is a subset of WN18 and was also
observed after test leakage in WN18.

3.2 Evaluation Protocol

We use four standard metrics to evaluate the performance of link prediction on
knowledge graphs, which is a task of inferring missing facts from existing entities
in knowledge graphs. These four metrics are Mean Reciprocal Rank (MRR) and
Hits@N for N = 1, 3 and 10. MRR is the average of the reciprocal scores of the
correctly predicted samples in all test samples, and Hits@N is the proportion of
the correctly predicted samples whose scores are not lower than the N-th score
in all test samples. For each test set (h, r, t), we replace h and t with all entities
in the data set to calculate the scores, and use the scoring function to score
them. Then we set up a filter to remove the valid triplets that already exist in
the training, validation and test sets from the ranking. For the link prediction
task on knowledge graphs, we strictly and fairly handle triplets with the same
score. Finally, we sort the positive and negative triplets by score in descending
order.
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3.3 Experimental

We follow a two-step training process, where we first train AGCN to update node
feature representations and then train DistMult as the decoder model to per-
form relation prediction tasks. We divide the dataset into three groups, includ-
ing training set, validation set and test set, and train the model by Adaptive
Moment Estimation (Adam) algorithm (Kingma and Ba 2014). After comparing
different experimental parameter settings, we found that the following experi-
mental parameter settings are more effective: for the data set FB15k-237, set
the dropout value to 0.2, set the number of cores to 100, set the learning rate
to 0.001, and set the embedding size to 300, the best experimental results were
obtained.

Table 1 shows the Hits@10, Hits@3, Hits@1 and MRR test results of our
model and other knowledge graph link prediction models on standard datasets
FB15k-237, WN18, FB15k-237 and WN18RR. The highest score is shown in
bold and the second highest score is shown with an underline. We only provided
test results for some of the datasets. It can be clearly seen from the results that,
on the dataset FB15k-237, the model proposed in this paper outperforms other
models on four indicators; on WN18RR, our model surpasses other models on
three indicators. The improvement of MRR value proves that our model can
correctly represent the triple relationships. Compared with KBGAT with the
same model architecture, on the dataset FB15k-237, our model improves MRR
by 3.5%, and Hits@N values are also significantly higher than other models.
Compared with the convolutional network model ConvE, on the dataset FB15k-
237, our model improves MRR by 6.9%, and Hits@1 and Hits@3 values are also
significantly higher than other models. These results show that our model can
better achieve link prediction of knowledge graphs.

Table 1. Link prediction for FB15k-237 and WN18RR

Model FB15K-237 WN18RR
Hits MRR Hits MRR
10 3 1 10 3 1

TransE [1] 0.465 0.279 0.501 0.243
DisMult [9] 0.42 0.28 0.16 0.25 0.51 0.46 0.41 0.44
ConvE [3] 0.49 0.35 0.24 0.32 0.48 0.43 0.39 0.46
KBGAT [6] 0.331 0.35 0.554 0.412
ARGCN 0.559 0.398 0.28 0.363 0.538 0.506 0.455 0.492

4 Conclusion and Future Work

We introduce a knowledge graph link prediction model based on an attentional
relation graph convolutional network (ARGCN) encoder-decoder architecture.
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By adding attention mechanisms on top of relation graph convolutional neural
networks, we can more effectively update the feature representations of cen-
tral entities and more efficiently utilize the connectivity structure of knowledge
graphs. Our experiments also demonstrate that ARGCN has achieved higher effi-
ciency performance. In the future, we hope to incorporate the idea of neighbor
selection into our training framework and consider the importance of neighbors
when aggregating vector representations of neighbors. We also want to extend
our model to have a larger knowledge graph.
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Abstract. Recent knowledge graph embedding models have shown
promising results on link prediction, by employing operations on quater-
nion space to capture correlations between entities. However, they only
used three quaternion embeddings for rotation calculation that fails to
capture the interaction between entities and relations. The single relation
quaternion to rotate the head entity also makes the connection between
the head and tail entities weak. To address the problem, this paper pro-
poses a novel knowledge graph embedding model denoted as QuatPE,
to utilize paired relations to simultaneously rotate the head and tail
entities in a triple. We employ the adjustment vectors to adjust the
position of the same entity in a quaternion space when facing different
triples. With paired relations, QuatPE can strengthen the connection
between the head and tail entities which enhances the representation
capabilities. By using the adjustment vectors, QuatPE also helps to bet-
ter handle complex relation patterns, such as 1-to-N, N-to-1, and N-
to-N. Experimental results show that QuatPE can achieve significant
performance on well-known datasets for link prediction. Researchers can
reproduce our results by following the source codes at https://github.
com/galaxysunwen/QuatPE-master.

Keywords: knowledge graph embedding · Quaternion · link prediction

1 Introduction

By storing structured information about the facts of the real world in the form
of (head, relation, tail), knowledge graphs (KGs) are playing important roles

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 454–469, 2023.
https://doi.org/10.1007/978-3-031-46674-8_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46674-8_32&domain=pdf
http://orcid.org/0000-0003-2131-2452
https://github.com/galaxysunwen/QuatPE-master
https://github.com/galaxysunwen/QuatPE-master
https://doi.org/10.1007/978-3-031-46674-8_32


KGE with Relation Rotation and Entity Adjustment by Quaternions 455

in information retrieval, recommendation systems, and question answering [1].
Despite billions of triples have been stored in KGs, the incompleteness of KGs
is still an open issue, which limits the effectiveness of the downstream tasks. To
address this issue, much effort has been taken in predicting missing links using
knowledge graph embedding (KGE) [2–4]. These methods project the relations
and entities into a continuous low-dimensional semantic space, for discovering
novel facts. Among them, TransE [2] is an effective method that regards the
relation as a translation between the head entity and the tail entity in the triple.

By using the real-valued vector space, learning the KGE in a complex space
has been widely used and reported to be a highly effective inductive bias [6].

A recent method denoted by QuatE [6] explores the hypercomplex space
for learning the KGE and shows promising performance. However, QuatE
directly uses rigorous operations on quaternion space for capturing the inter-
action between entities and the relation in a triple without considering
the connections between entities and relations. For example, in a triple of
(Tom, attacked by, flu), QuatE does not take much account of the connection
between the information of the head entity, such as age and gender, and the
information of the tail entity, such as the mode of infection and the susceptible
population. Moreover, QuatE only uses three quaternion embedding vectors for
rigorous rotation calculation to obtain the triple score, which makes it relatively
weak in capturing the feature interaction between entities and relations, which
makes it cannot handle complex relation patterns (1-to-N, N-to-1, and N-to-N).

Fig. 1. Simple illustration of QuatPE with the part of paired relations versus QuatE,
where Qh and Qt represent entities in the triplet. V �

rh, V �
rt, and W �

r are all unit quater-
nion, which represents the relation in the triplet.

To address this issue, this paper proposes an effective model, denoted by
QuatPE, with paired relations to enforce the relation-aware correlations between
entities. In Fig. 1, QuatPE can simultaneously rotate the quaternion embedding
of the head and tail entities to strengthen the connection between them, which
can further enhance the representation capabilities. Moreover, QuatPE uses the
adjustment vectors to adjust the same entity’s quaternion space position which
involves different triplets, as shown in Fig. 2. It can better handle complex rela-
tion patterns (1-to-N, N-to-1, N-to-N). Our main contributions are as follows:
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Fig. 2. An illustration of QuatPE with the adjustment vectors versus QuatE. Qh1 and
Qt1 represent entities in the triples. R1, R2, Th1, Th2, Tt1, and Tt2 are unit quaternions,
where R1 and R2 are relations in the triple, Th1, Th2, Tt1, and Tt2 are adjustment vectors
to the entities.

– We propose an effective model, denoted by QuatPE, to embed paired relations
for simultaneously rotating the head and tail entities. It can enhance the
connection between the head and tail entities to obtain better representation
capabilities.

– QuatPE uses the adjustment vectors of the head and tail entities to adjust the
position of the same entity in different triples, for better handling complex
relation patterns.

– To verify the effectiveness of QuatPE in downstream tasks, we also develop
a multi-task learning model which uses knowledge graph embeddings for rec-
ommendation systems.

– We conduct extensive experiments and the results show that QuatPE can
significantly enhance the quality of knowledge graph embeddings.

2 Related Work

The KGE methods for the link prediction task can be divided into three groups:
the translational distance-based models, the bilinear models, and the neural
network-based models, as shown in Table 1.

2.1 Translational Distance-Based Models

Translational distance-based models treat the relation as a translation between
the head and the tail entities in a triple, which suppose they satisfy h + r ≈ t
when (h, r, t) holds, where h, r, and t ∈ R

k. For example, TransE [2] defines the
corresponding score function as fr(h, t) = −||h + r − t||l1/l2. It opens a line of
translational distance-based methods.

TransE is widely used for its simplicity. However, it still has drawbacks in
modeling 1-to-N and N-to-1 relation patterns. For example, TransE might learn a
similar vector for Chicago and Boston which are all cities in the United States.
To address this issue, entities are allowed to have different representations when
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Table 1. Existing KGE models.

Category Model Entity embedding Relation embedding Scoring Function fr(h, t)

Translational Distance TransE [2] h, t ∈ R
d r ∈ R

d −‖h + r − t‖1/2

TransR [7] h, t ∈ R
d r ∈ R

k,Mr ∈ R
k×d − ‖Mrh + r − Mrt‖2

2

TransH [9] h, t ∈ R
d r,wr ∈ R

d − ∥
∥
(

h − w�
r hwr

)

+ r − (

t − w�
r twr

)∥
∥
2

2

TransD [11] h, t,wh,wt ∈ R
d r,wr ∈ R

d − ∥
∥
(
wrw

�
h + I

)
h + r − (

wrw
�
t + I

)
t)

∥
∥
2

2

Polar coordinate HAKE [10] hm, tm ∈ R
k rm ∈ R

k
+ −‖hm ◦ rm − tm‖2 − λ‖ sin((hp + rp − tp)/2)‖1

hp, tp ∈ [0, 2π)k rp, ∈ [0, 2π)k

Complex vector ComplEx [4] h, t ∈ C
d r ∈ C

d Re
(
< r,h, t >

)
= Re

(
∑K

k=1 rkhktk

)

RotatE [3] h, t ∈ C
d r ∈ C

d ‖h ◦ r − t‖
QuatE [6] h, t ∈ H

d r ∈ H
d h ⊗ r

|r| · t
QuatRE [12] h, t ∈ H

d r, r1, r2 ∈ H
d ((h ⊗ r1

|r1| ) ⊗ r
|r| ) · (t ⊗ r2

|r2| )

QuatDE [13] h,ph, t,pt ∈ H
d r,vr ∈ H

d (h ⊗ ph
|ph| ⊗ vr

|vr| ) ⊗ r
|r| · (t ⊗ pt

|pt| ⊗ vr
|vr| )

DualE [1] h, t ∈ H
d r ∈ H

d < (h⊗ r
|r| , t >

HopfE [14] h, t ∈ (R�)d r ∈ H
d ||M(Wr ⊗ h ⊗ Wr,A

h) − M(t,At)||
Hyperbolic Space AttH [15] h, t ∈ B

d
c , bh, bt ∈ R r ∈ B

d
c −dcr

B

(

Att
(

qH
Rot,q

H
Ref ;ar

) ⊕cr rH
r , eH

t

)2
+ bh + bt

Semantic Matching DistMult [16] h, t ∈ R
d r ∈ R

d h� diag(Mr)t

SimplE [17] h, t ∈ R
d r, r′ ∈ R

d 1
2

(h ◦ rt + t ◦ r′t)

RESCAL [18] h, t ∈ R
d Mr ∈ R

d×d h�Mrt

TuckER [19] h, t ∈ R
d
e r ∈ R

d
r W ×1 h ×2 r ×3 t

Neural Networks ConvE [5] Mh ∈ R
dw×dh , t ∈ R

d Mr ∈ R
dw×dh σ (vec (σ ([Mh;Mr] ∗ ω))W) t

ConvKB [8] h, t ∈ R
d r ∈ R

d concat (σ ([h, r, t] ∗ ω)) · w
InteractE [20] es, eo ∈ R

d er ∈ R
d g(vec(f(φ(Pk) ⊗ w))W )eo

they are involved in different relations. Therefore, TransH [9] regards relations
in triples as translations on relation-specific hyperplanes and projects entities
onto them. The entity may have different distances to different relations. The
score function is fr(h, t) = −||h − wT

r hwr + r − (t − wT
r twr)||l1/l2. TransR [7]

models entities and relations in entity space and relation space, and judges the
distances between the head and tail entities by projecting them from entity space
to relation space. TransD [11] further simplifies the model, using two embeddings
to represent entities and relations. The first embedding represents the entity
or relation, and the other embedding will be used to construct the projection
matrix. TransAP [21] introduces position-aware entity embedding and attention
mechanism to capture the different semantics of triples for solving the problem
that translation-based scoring functions cannot handle the structure of hierarchy
and circle.

More recently, RotatE [3] assumes that each relation r is a rotation from the
head entity h to the tail entity t., which can encode symmetry, antisymmetry,
inverse, and composition relation patterns. HAKE [10] projects entities into a
polar coordinate system, which can well solve the problem of entity hierarchy
modeling in knowledge graphs.

2.2 Bilinear Models

Bilinear models use similarity-based scoring functions. They match latent seman-
tics of entities and relations embedding vectors by product-based score func-
tions. For example, RESCAL [18] uses a vector to represent each entity and
a full rank matrix to represent each relation. Its score function is defined as
fr(h, t) = hT Mrt. Because it is prone to overfitting due to the full rank matrix,
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DistMult [16] uses a diagonal matrix to replace a full rank matrix to simplify
RESCAL. Based on the issues of modeling antisymmetric relations, ComplEx [4]
introduces complex-valued embedding. Some tensor decomposition models have
also achieved good results, such as SimplE [17] and TuckER [19], which use CP
decomposition and Tucker decomposition, respectively.

More recently, several models project entities or relations into other spaces
for better performance. ATTH [15] and ROTH [15] use hyperbolic embedding
that can capture both hierarchical and logical patterns. QuatE [6] uses the hyper-
complex vector space to enrich the key relation encoding abilities. It uses the
quaternion space with the Quaternion Multiplication to learn entity and relation
embeddings. QuatDE [13], QuatRE [12], DualE [1], and HopfE [14] all focus on
improving the QuatE model. Rotate3D [22] projects entities to the 3D space
and represents relation as a rotation from head entity to tail entity in a triple
to model the non-commutative composition pattern.

2.3 Neural Network-Based Models

Recently, deep learning models show promising performance. ConvE [5] and
ConvKB [8] splice and reshape the entity and relation embeddings using the
convolutional neural network. InteractE [20] improves the convolution step based
on ConvE, by adding Feature Permutation, Checkered Reshaping, and Circular
Convolution, which can better capture the interaction of entities and relations.
CompGCN [23] uses a Graph Convolutional framework to embed nodes and
relations. Although these methods have moderate performance on link prediction
tasks, they often have poor interpretability.

3 Our Model

3.1 Preliminaries

Quaternion is one of the most representative hypercomplex systems, which is an
expansion of the traditional complex system [13]. Because the Hamilton product
is the interaction of all the real and imaginary components of the two quater-
nions, it is non-commutative and expressive. In addition, the Hamilton product
can also be regarded as scaling spatial rotation, so it can be used as rotating
parameterization well. Therefore, quaternion and its Hamilton product can pro-
vide promising performance for knowledge graph embedding.

The quaternion Q can be defined as Q = a+bi+cj+dk, where a, b, c, d ∈ R,
and i, j, k are imaginary units following i2 = j2 = k2 = ijk = −1. Some basic
definitions and common operations of quaternion algebra are as follows:

Quaternion Normalization: The normalized quaternion vector Q� of Q is
computed as:

Q� =
a + bi + cj + dk√
a2 + b2 + c2 + d2

(1)
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Inner Product: The quaternion inner product between Qα and Qβ can be
described as:

Qα · Qβ = <aα, aβ> + <bα, bβ> + <cα, cβ> + <dα, dβ> (2)

Hamilton Product (Quaternion Multiplication): The Hamilton Product
between Qα and Qβ can be described as:

Qα ⊗ Qβ = (aαaβ − bαbβ − cαcβ − dαdβ) + (aαbβ + bαaβ + cαdβ − dαcβ)i
+ (aαcβ − bαdβ + cαaβ + d1bβ)j + (aαdβ + bαcβ − cαbβ + dαaβ)k

(3)

3.2 The Proposed QuatPE

A knowledge graph (denoted as G) consists of a large number of triplets of facts,
and its format is (head, relation, tail). The KGE models calculate the score of
each triplet so that valid triplets get higher scores than invalid triplets.

Fig. 3. The framework of QuatPE.

By utilizing quaternion space to represent the embedding of entities and
relations, we propose a novel model called QuatPE. It uses paired relations to
simultaneously rotate the embedding vectors of the head and tail entities, which
can enhance the connection between them. Furthermore, it uses the adjustment
vectors to adjust the spatial position to make the same entity have different
representations when facing different triples, which can better handle various
relation patterns. Figure 3 illustrates the structure of our model in detail.

We assume that triples follow the semantic matching principle, i.e., the latent
semantics of entities and relations can be matched by appropriate rotations.
Therefore, we utilize the Hamiltonian product to implement rotation and match-
ing operations. Specifically, given a triple (h, r, t), the quaternion embeddings of
the head entity Qh, the tail entity Qt and relation W �

r are defined as:
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Qh = ah + bhi + chj + dhk

Qt = at + bti + ctj + dtk

W �
r =

ar + bri + crj + drk√
a2

r + b2r + c2r + d2r
(4)

The quaternion embeddings defined in this part are used to represent the latent
semantics of the corresponding entities and relations. Where Qh, Qt and W �

r ∈
H

k, and W �
r is a unit quaternion. The coefficient ah, bh, ch, dh, at, bt, ct, dt, ar,

br, cr, and dr ∈ R
k.

To enhance the relation-aware correlations between entities in a KG, we
define the paired relations. That is, for a relation, in addition to the embedding
used to represent the latent semantic information, there are also correspond-
ing paired relations. When performing a rotation operation, both the head and
tail entities in the same triple can be rotated at the same time, and different
rotations can be performed for the head and tail entities. This solves the prob-
lem of weak connection between head and tail entities caused by only using the
relation semantics embedding to rotate the head entity, the paired relations are
represented by Vrh and Vrt:

V �
rh = arh + brhi + crhj + drhk

V �
rt = art + brti + crtj + drtk (5)

The quaternion embeddings defined in this part are used to rotate the head and
the tail entities respectively, where V �

rh and V �
rt are both unit quaternion, which

is used with W �
r to represent the relation in the triple. Correspondingly, arh,

brh, crh, drh, art, brt, crt, and drt ∈ R
k.

Firstly, we rotate the head entity Qh and tail entity Qt, respectively, by doing
Hamilton product between them and paired relations:

Q
′
h = Qh ⊗ V �

rh

Q
′
t = Qt ⊗ V �

rt (6)

where symbol ⊗ defines the Hamilton product operation.
Then, we capture the interaction between head and tail entities after rotation

by doing the inner product between them and get the first part of QuatPE:

sr,p(h, t) = (Qh ⊗ V �
rh) · (Qt ⊗ V �

rt) (7)

where symbol · defines the inner product. The inner product can match the
latent semantics. Through the inner product, we can get a score value of the
first part, which is mainly used to enhance the connection between the head
entity and the tail entity.

Moreover, we use adjustment vectors to adjust the spatial position of the
head entity and tail entity of each triple when an entity faces different triples.
Thus, entities can be dynamically mapped against triples to enhance interac-
tions between triples. So that it can better handle complex relations. That is,
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for an entity, in addition to the embedding used to represent the latent seman-
tic information, there is also a corresponding adjustment vector. When faced
with different triples, the adjustment vector can adjust the same entity’s spatial
position. The specific operation is as follows:

T (Qh) = Qh ⊗ T �
h

T (Qt) = Qt ⊗ T �
t (8)

where T �
h = ath + bthi + cthj + dthk and T �

t = att + btti + cttj + dttk are the
normalized adjustment vectors corresponding to head and tail, respectively, and
ath, bth, cth, dth, att, btt, ctt, dtt ∈ R

k. The quaternion embeddings defined in
this part are used to adjust the head and tail entities respectively.

Thus, we rotate the adjusted head entity by doing Hamilton product between
it and W �

r , and then computer the quaternion inner product with T (Qt) and get
the second part of QuatPE:

sr,a(h, t) = ((Qh ⊗ T �
h ) ⊗ W �

r ) · (Qt ⊗ T �
t ) (9)

Formally, we can define the score function of QuatPE as follows:

fr(h, t) = sr,p(h, t) + λsr,a(h, t) (10)

where λ ∈ R is a parameter that is used to balance the role of paired relations
and adjustment vectors.

3.3 Learning of QuatPE

We utilize the Adagrad optimizer to minimize the following logistic loss [4]:

L =
∑

(h,r,t)∈G∪G′
log(1 + exp(−y(h,r,t) · fr(h, t))) + λ1||θ||22

in which, y(h,r,t) =

{
1 for(h, r, t) ∈ G
−1 for(h, r, t) ∈ G′ (11)

We use the l2 norm with the regularization rate λ1 and θ are model parameters.
G is a collection of valid triples, respectively. G′ is sampled from G by corrupting
valid triples using negative sampling strategies of Bernoulli sampling [9].

For parameter initialization, to speed up model convergence and efficiency,
our initialization is consistent with QuatE utilizing a specialized initialization
scheme.

4 Experiments

4.1 Experimental Setup

Datasets Description: We evaluate our proposed model on two widely used
benchmarks including WN18RR [5] and FB15k-237 [24]. Table 2 describes the
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details of the dataset. Furthermore, WN18RR and FB15k-237 are subsets of
WN18 [2] and FB15k [2], respectively. Because WN18 and FB15k have the leak-
age problem of the test set which is pointed out by [5] and [24], therefore, we
choose WN18RR and FB15k-237 as the benchmark datasets.

Table 2. The statistics of datasets.

Dataset |E| |R| Train Valid Test

WN18RR 40,943 11 86,835 3,034 3,134

FB15K-237 14,541 237 272,115 17,535 20,466

Baselines: We select some representative models as baselines for our study.
They can be divided into two categories: the most well-known classic KGE
methods and the recent KGE models. TransE [2], HAKE [10], DistMult [16],
ComplEx [4], ConvE [5], NKGE [25], RotatE [3], and QutatE [6] are classic
models in the first group. InteractE [20], Rotae3D [22], QuatDE [13], ATTH [15],
ROTH [15], CompGCN [23], GFA-NN [26], DualE [1], and HopfE [14] are recent
strong baselines in the second group. These models include translation distance-
based models, bilinear models, graph convolution network-based models, and
models using hypercomplex space and hyperbolic space, etc.

Evaluation Metrics: Following existing work [2], we use the link prediction
task for evaluation. In particular, we employ three popular evaluation metrics:

– Mean Rank (MR): It is calculated as 1
|S|

∑|S|
i=1 ranki, where a smaller value

of MR tends to infer better results;
– Mean reciprocal ranking (MRR): It is computed by the average reciprocal

ranks 1/|S|∑|S|
i=1

1
ranki

, where ranki is a set of ranking results;
– Hit@n (n = 1,3,10): Hit ratio with cut-off values n = 1, 3, 10. It is the per-

centage of appearance in top-n: 1/|S|∑|S|
i=1 I(ranki < k), where I(·) is the

indicator function.

Implementation: We implement our model using PyTorch. The embedding
size k is in {50, 100, 150, 200, 250, 300}. The number of negative triples for each
triple is {1, 5, 10}. The parameters λ is searched in {0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5}.
The learning rate is in {0.01, 0.05, 0.1} and the regularization rate λ1 is in
{0, 0.01, 0.05, 0.1, 0.2}. Table 3 shows the default settings of our parameters.

Table 3. Hyper-parameters specifications. n denotes the number of negative triples
for each triple.

Dataset k λ λ1 n v epochs

WN18RR 50 0.4 0.1 0.1 10 9000

FB15K-237 300 0.05 0.3 0.1 10 4800
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4.2 Results and Analysis

We report the empirical results on the two benchmarking datasets in Tables 4.
Our QuatPE model shows the best performance compared to strong baselines.
From the results, we have the following observations:

(1) Compared to all the baselines, QuatPE and the models using only paired
relations or adjustment vectors can perform competitively well across all
metrics on two datasets. This indicates that employing adjustment vectors
or paired relations can enhance the representation abilities.

(2) Compared with strong baselines, the models based on convolutional neural
networks are relatively weak. These methods do not consider the complex
relational patterns existing in the KG, which leads to limited performance.

Table 4. Link prediction results on WN18RR and FB15K-237. In the Cat column (i.e.,
Category), T denotes translational distance models, S denotes semantic matching mod-
els, N denotes neural network-based models, and H denotes models that use hyperbolic
Space. The best results are in bold and the second-best results are underlined. The
results of TransE are taken from [8]. Results of DistMult and ComplEx are taken from
[5]. Other results are taken from the best results reported in each paper. QuatPE1:
with paired relations and adjustment vectors; QuatPE2: only use the paired relations;
QuatPE3: only use the adjustment vectors.

Cat Model WN18RR FB15K-237

MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

T TransE 3384 0.226 0.501 - - 357 0.294 0.465 - -

HAKE - 0.497 0.582 0.516 0.452 - 0.346 0.542 0.381 0.250

S DistMult 5110 0.430 0.490 0.440 0.390 254 0.241 0.419 0.263 0.155

ComplEx 5261 0.440 0.510 0.460 0.410 339 0.247 0.428 0.275 0.158

RotatE 3340 0.476 0.571 0.492 0.428 177 0.338 0.533 0.375 0.241

QuatE 2314 0.488 0.582 0.508 0.438 87 0.348 0.550 0.382 0.248

Rotate3D 3328 0.489 0.579 0.505 0.442 165 0.347 0.543 0.385 0.250

QuatDE 1977 0.489 0.586 0.509 0.438 90 0.365 0.563 0.400 0.268

DualE 2270 0.492 0.584 0.513 0.444 91 0.365 0.559 0.400 0.268

HopfE 2885 0.472 0.586 0.500 0.413 212 0.343 0.534 0.379 0.247

N ConvE 4187 0.430 0.520 0.440 0.400 244 0.325 0.501 0.356 0.237

NKGE 4170 0.450 0.526 0.465 0.421 237 0.33 0.510 0.365 0.241

CompGCN - 0.479 0.546 0.494 0.443 - 0.355 0.535 0.390 0.264

InteractE 5202 0.463 0.528 - 0.430 172 0.354 0.535 - 0.263

GFA-NN 3390 0.486 0.575 - - 186 0.338 0.522 - -

H ATTH - 0.486 0.573 0.449 0.443 - 0.348 0.540 0.384 0.252

ROTH - 0.496 0.586 0.514 0.449 - 0.344 0.535 0.380 0.246

QuatPE1 1875 0.494 0.592 0.521 0.445 87 0.369 0.567 0.404 0.272

QuatPE2 2098 0.492 0.584 0.515 0.442 88 0.368 0.566 0.404 0.272

QuatPE3 1951 0.487 0.585 0.511 0.435 89 0.365 0.563 0.400 0.269



464 W. Sun et al.

Relation Analysis: To verify that our model can deal with the complex rela-
tion patterns effectively in the KGs, we analyze the experimental results of all
relations on WN18RR. The score of MRR for each relation on WN18RR is shown
in Table 5. From the results, our model has obtained better results, which further
confirms that our model has superior performance in different relation patterns.

Table 5. The MRR score for the models of QuatE and QuatPE tested on each relation
of WN18RR.

Relation Names Relation Category QuatE QuatPE

verb group 1-to-1 0.924 0.944

similar to 1-to-1 1.000 1.000

member meronym 1-to-N 0.232 0.240

has part 1-to-N 0.233 0.236

member of domain usage 1-to-N 0.441 0.430

member of domain region 1-to-N 0.193 0.338

hypernym N-to-1 0.173 0.177

instance hypernym N-to-1 0.364 0.376

synset domain topic of N-to-1 0.468 0.481

derivationally related form N-to-N 0.953 0.957

also see N-to-N 0.629 0.639

Furthermore, we analyze the experimental results of QuatE and QuatPE for
each relation category on WN18RR and FB15K-237. The scores of MRR and
Hits@10 for link prediction concerning each relation category on the datasets of
WN18RR and FB15K-237 are shown in Fig. 4. Our model typically outperforms
QuatE in these relations categories. In particular, our proposed model is superior
to the complex relation patterns (1-to-N, N-to-1, and N-to-N). This indicates
that our model can indeed handle different relation patterns better than QuatE
including complex relations.

Correlation Analysis: To demonstrate that our proposed model can enhance
the correlation between entities, following existing work [12], we use t-SNE [27]
to visualize entities embeddings on the dataset of WN18RR learned from
QuatE mode and QuatPE model respectively. We select all head and tail
entities in all triples containing the relations of “instance hypernym” and
“synset domain topic of”. Then we use a vector to concatenate the four compo-
nents of a quaternion embedding that have been projected into the same semantic
space. Figure 5 shows that for entities related to the same relation, the distri-
bution of entities in QuatPE is more concentrated than that in QuatE, and the
distribution of head and tail entities is more intensive, which means that under
the same relation association, the relation-aware correlations between entities
are stronger, that is, QuatPE enhances the connections between the head and
tail entities.
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Fig. 4. Comparison of the experimental results of QuatE and QuatPE on the test set
for each relation category.

Ablation Study: We conduct ablation studies on the effectiveness of paired
relations and adjustment vectors on QutaPE. Table 4 shows the results on two
datasets, where QuatPE2 only uses paired relations and QuatPE3 only uses the
adjustment vectors. The results show that the models using adjustment vectors
or paired relations outperform other models without using them. The models
use both adjustment vectors and paired relations further boost the performance.

Fig. 5. Visual comparison of entity embeddings on WN18RR.

4.3 Application on Recommendation Systems

To substantiate the effectiveness of our model in downstream tasks, we have
designed a multi-task learning approach based on KGs to enhance recommenda-
tion systems. Figure 6 illustrates the overall architecture of our proposed model.
The model is jointly trained for both tasks to accomplish the recommendation
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task. Finally, we evaluate the effectiveness of our proposed model in improving
recommendation systems through experiments conducted on two datasets.

Fig. 6. Schematic diagram of a multi-task learning model based on KGs to enhance
recommendation systems.

In Fig. 6, the KGE component of the model trains the KG of items using the
QuatPE model only with paired relations. Subsequently, the item embedding
obtained from the KGE model is concatenated with the embedding in the user-
item interaction graph after feature interaction through the feature cross matrix,
which is structured as a multilayer perceptron for fusing the two types of infor-
mation. Since the item embedding partly contains the information of the KG at
this point, in order to unify the semantic space of the user embedding and the
item embedding, we employ two linear layers to transform their semantic spaces
so that they can subsequently be used to model the interaction between them.
Finally, the user and item embeddings with unified semantic spaces undergo
inner product and summation operations to obtain the probability of the exis-
tence of a relation between them. We conduct experiments on the Last.FM and
Book-Crossing datasets [28], and evaluate the results using the Precision@K and
Recall@K metrics. The results are presented in Fig. 7.

Here, our aim is to investigate the effectiveness of our proposed KGE model in
downstream tasks, rather than to establish a benchmark by implementing state-
of-the-art (SOTA) models on recommendation systems. To this end, we have
selected several typical recommendation algorithms, namely Wide&Deep [29],
RippleNet [25], and LibFM [30], as baselines. In our model, the use of QuatE as
the KGE component of the joint training model is indicated by w/ QuatE, while
w/ QuatPE denotes the use of QuatPE as the KGE component. The absence of
a KGE model is indicated by w/o KGE.
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Fig. 7. Comparison of experimental results of models.

The experimental results show that our method effectively utilizes informa-
tion from the KG for recommendation systems. Compared to baselines without
the KGE component, the joint training approach produces more competitive
results, indicating that the KGE can enhance the recommendation system. More-
over, our proposed KGE model outperforms QuatE, indicating its effectiveness
in learning the structural information of the KG.

5 Conclusion

In this paper, we propose a KGE model named QuatPE, which represents entities
as Quaternion embedding vectors and relations as rotations in the quaternion
space. QuatPE uses paired relations to simultaneously rotate the quaternion
vectors of the head and tail entities, to strengthen the connection between them
for enhancing the representation capability. In addition, QuatPE further uses
adjustment vectors to better handle complex relations. Experimental results on
two well-known benchmarking datasets show that QuatPE can achieve better
performance on link prediction tasks.
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Abstract. Dynamic graph link prediction is a challenging problem
because the graph topology and node attributes vary at different times.
A purely supervised learning scheme for the dynamic graph data usually
leads to poor generalization due to insufficient supervision. As a promis-
ing solution, self-supervised learning can be introduced to dynamic
graph analysis tasks. However, the self-supervised learning paradigm for
dynamic graph learning has not been sufficiently investigated due to
the complicated properties of the evolving graphs. We assume that the
dynamic graphs consist of three independent types of key factors, i.e.,
graph time-variant information, time-invariant information and noise.
Based on this assumption, we propose the Self-supervised Decoupling
for Dynamic Graph (SDDG) framework for explicitly decoupling the rep-
resentation which characterizes these three factors, thus enhancing the
interpretability of the learned representation and link prediction per-
formance. More specifically, we design an encoder-decoder architecture
to sufficiently exploit the dynamic graph itself with multiple regulariza-
tions, so that the time-variant embedding of dynamic graph data can
be effectively decoupled from the perspectives of node and structure for
time-variant-aware link prediction. Experiments on five benchmark link
prediction tasks demonstrate the significant improvement of our SDDG
over the state-of-the-art methods. For example, SDDG achieves 98.2%
and 97.3% Top-1 AUC on Reddit-B and Reddit-T, outperforming the
DDGCL model, by 1.9% and 1.8%, respectively.
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1 Introduction

The purpose of the dynamic graph link prediction is to predict future links of
nodes in a given network based on historical information [5,22,25]. This funda-
mental task has attracted increasing attention and has a wide range of applica-
tions such as social network analysis, computer vision and recommender systems,
etc. [7]. For example, in social media [16,22], new interactions happen between
users over time. In financial networks [1], transactions are streaming and supply
chain relations are continuously evolving. Learning the temporal representations
in dynamic graphs is a crucial problem and capturing the node embeddings to
reflect this variation is desired. However, a purely supervised learning scheme
for the dynamic graph data usually leads to limited generalization due to insuffi-
cient supervision for modeling the co-occurrence of spatio-temporal dependencies
[12,13].

Recently, self-supervised learning has emerged as a principled way of obtain-
ing useful representation without the need for human annotations [4,12,20]. In
self-supervised learning, representations are learned via a pretext task derived
from unlabeled data. The learned representations obtained from this pretext
task are used in a downstream task. However, it is non-trivial to transfer the
pretext tasks designed for the specific computer vision and natural language
processing tasks [6,9] to the dynamic graph data analysis, due to the complex
graph structure and temporal correlation within the dynamically evolving graph.
Unfortunately, few work has studied self-supervised learning on dynamic graphs.
More recently, Tian et al. [20] first extended self-supervised learning to dynamic
graphs and designed a customized contrast learning for temporal graphs by con-
trasting two nearby snapshots of the same node identity, and design a better
negative sampling process to improve the generalizability of contrastive learn-
ing. However, they ignore capturing time-variant-related embeddings and fail to
exploit the graph structure, preventing it from achieving better performance.

Hence, we propose a fundamental assumption that the dynamic graphs poten-
tially consist of three key factors: graph time-variant information, graph time-
invariant information as well as the inherent noise, and the time-variant infor-
mation is the key factor for dynamic link prediction. As illustrated in Fig. 1,
we aim to disentangle the time-variant information for link prediction, which
differs from the conventional methods. For dynamic graphs, the inherent node
properties are regarded as time-invariant factors, whereas the variation in each
snapshot is considered as time-variant ones. For example, dynamic graph link
prediction in social networks is to predict the association between users at a
certain moment with historical information. The dynamic graph is composed of
several factors (e.g., social relationship trend (time-variant), personal informa-
tion (time-invariant) and noise, etc. [2,18]). The trending information on topics
that User A and User B follow on social networks benefits predicting whether an
interaction occurs between A and B in the future moment. Specifically, if User
A and User B have shown interest in talk shows over a period of time, they are
likely to connect at a certain time in the future.
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Fig. 1. Illustration of the three key factors in the dynamic graph. We assume that three
independent factors, i.e. time-variant information varying over time, time-invariant
information inherently remaining statistic, and noise connections, are entangled and
should be disentangled in the dynamic graph. We assume that the time-variant infor-
mation is essential in the link prediction.

Taking all of the above into consideration, we pose the problem of link pre-
diction in the dynamic graph as learning of the decoupled representations for
dynamic graph data. Thus, the major challenge lies in: How to decouple the
time-variant information from the time-invariant information and the potential
noise in the pretext task?

The dynamic graph-structured data is often more complex than other
domains (e.g., image and text), and the complicated correlation and structure
provide rich information that enables us to design pretext tasks from the per-
spectives of temporal and structural information. To this end, we propose the
Self-supervised Decoupling for Dynamic Graph (SDDG), for decoupling the crit-
ical representation characterizing the various inherent factors, thus enhancing
the interpretability of the learned representations and link prediction perfor-
mance. More specifically, we decouple the entangled representations into graph
time-variant embedding, graph time-invariant embedding and graph noise by the
node-level encoder, edge-level encoder and noise encoder, from both aspects of
node and structure. We further reconstruct them into the original graph struc-
ture and noise by cross decoder and noise decoder to separate the time-variant
embedding. To further encourage the representation decoupling, the overall pro-
cedure involves the contrast loss forcing the time-variant of neighboring snapshot
dissimilar and time-invariant embeddings similar as well as the discrepancy loss
constraining the reconstructed graphs of re-combining the learned time-variant
embeddings from the same snapshot with the learned time-invariant embed-
dings decoupled from nearby snapshot consistent in the graph spaces. Finally,
the decoupled time-variant embedding is utilized for link prediction. Experi-
ments on five real-world datasets for link prediction demonstrate the significant
improvement of our framework over existing alternatives. For example, SDDG
achieves 98.2% and 97.3% Top-1 AUC on Reddit-B and Reddit-T, outperform-
ing the debiased dynamic graph contrastive learning (DDGCL) model [20], by
1.9% and 1.8%, respectively.
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Our contributions are as follows:

1. We proposed a Self-supervised Decoupling Dynamic Graph network to dis-
entangle the time-variant embedding, time-invariant embedding and graph
noise. To the best of our knowledge, this is the first work to model the three
kinds of information jointly in a self-supervised learning scheme for link pre-
diction in dynamic graphs. Moreover, the proposed method is easily expanded
to other dynamic graph analysis tasks, e.g. dynamic node classification and
dynamic graph classification.

2. Unlike other self-supervised dynamic graph learning methods that only focus
on node embedding learning, we propose a series of encoders and multiple
regularizations to capture the comprehensive representation of the dynamic
graphs from both the aspects of the node and structure.

3. Our SDDG demonstrates that the representation disentanglement learning
provides a good solution to self-supervised dynamic graph pre-training. The
models pre-trained with our SDDG significantly outperform those trained
from scratch and several state-of-the-art methods by a large margin, which
validates the effectiveness and generality of our method and suggests self-
supervised learning with well-designed pretext tasks is a promising paradigm
for dynamic graph data.

2 Related Work

2.1 Dynamic Graph Embedding Learning

The dynamic graph link prediction problem is a very important research topic
in dynamic graph representation learning. Many static graph learning methods
like GCN [24], GAT [21] and GraphSage [8] only take spatial information into
consideration, which fails to integrate complex temporal information into pre-
diction methods. TGCN [27] internalizes a GNN into the GRU cell by replacing
linear transformations in GRU with graph convolution operators to capture the
spatio-temporal correlation representations. EvolveGCN [15] utilizes an RNN to
dynamically update weights of internal GNNs, which allows the GNN model to
change during the test time. DySAT [17] captures node embedding through joint
self-attention along the two dimensions of the structural neighborhood and tem-
poral dynamics. However, a purely supervised learning scheme for the dynamic
graph data usually leads to poor generalization due to insufficient supervision.

2.2 Self-supervised Dynamic Graph Embedding Learning

Self-supervised dynamic graph learning focuses on establishing dynamic graph
pre-training tasks to capture features with generalized representations, which
are then used for link prediction in downstream tasks. For example, DDGCL
[20] is the first work to extend self-supervised learning to dynamic graphs. They
designed a customized contrast learning for temporal graphs by contrasting two
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Fig. 2. Illustration of the proposed SDDG. In the pre-training stage, our model includes
an encoder-decoder architecture to exploit the dynamic graph itself with self-supervised
learning paradigm. We aim to decouple the entangled representations into time-variant
embedding, time-invariant embedding and noise by node-level/edge-level encoder and
noise encoder. Then, we design a cross decoder for reconstructing the graph structure
and a noise decoder for modeling the noise. Moreover, the contrast loss and the dis-
crepancy loss are introduced to better encourage the discrimination of time-variant and
time-invariant. In the fine-tuning stage, only the decoupled time-variant embedding is
utilized for the dynamic link prediction.

nearby snapshots of the same node identity and propose a better negative sam-
pling process to improve the generalizability of contrastive approaches. However,
it ignores the modeling of time-variant embedding in pre-train tasks. Hence, they
only yield a minimal performance gain for link prediction (Fig. 2).

3 Methodology

3.1 Notation and Problem Statement

Consider a dynamic graph G = {G1, G2, · · ·, GT } where Gt = (Vt, Et) denotes
the graph at time step t. Let Vt = {vt

1, v
t
2, · · ·, vt

N } represent a set of nodes
and Et = {et

ij |vt
i , v

t
j ∈ Vt} represent a set of edges where nodes vi, vj ∈ Vt

are connected at a time step t. Both Vt and Et change across time and the
cardinality in each time step may differ. Let N t denote the number of nodes
in Gt. Likewise, Ao = {A1

o, A
2
o, · · ·, AT

o } denotes the original adjacency matrices
where At

o ∈ R
N t×N t

. X = {X1,X2, · · ·,XT } represents a sequence of node
features. The task of dynamic graph future link prediction is to predict the
connections between nodes at time step t+1 using the node embeddings trained
on graph snapshots up to time step t.
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3.2 Method

In order to extract the time-variant embedding of dynamic graphs, we propose
the Self-supervised Decoupling Dynamic Graph network (SDDG) to decouple
three key factors including time-variant embedding, time-invariant embedding
and noise. Unlike the existing self-supervised learning methods, SDDG designs
a representation disentanglement method for fixing the critical factors without
any auxiliary supervisory signals. This design not only makes different factors
to be distinguished in the representation space, but also encourages the learned
representation to incorporate factor-level information for disentanglement.

Encoder. To fully exploit the dynamic graph features, the encoder stage
includes a noise encoder, a time-variant encoder and a time-invariant encoder.

1) Noise Encoder
Real-world data is usually noisy, which leads to the degeneration of model perfor-
mance. We assume that structural noise exits in the dynamic graph and affects
the disentanglement of the representation related to time-variant. To decouple
the noise in the dynamic graph, we first generate a noise matrix Aε by randomly
dropping and adding edges in the original adjacency matrix Ao for each graph.
Specifically, the process is formulated as follows:

At = Ddrop � At
o + Dadd, At

ε = At − At
o, (1)

where Ddrop as well as Dadd denote the indicator matrices of the connections
dropping or adding ratios, and each element in Ddrop and Dadd are indepen-
dently sampled from the Bernoulli distribution.

Given the mixed matrix At, the noise embedding is obtained by the noise
encoder as follows:

F t
ε = Eε(X

t, At;Wε) = relu(XtAtWε), (2)

where F t
ε is the noise embeddings at t, and Wε is the linear transformation layer

in the noise encoder.

2) Node-Level Time-Variant/Time-Invariant Encoder

To capture the dynamic node embeddings, we first propose the dynamic graph
convolution layer DGconv(·):

F t
c = DGconv(Gt, F t−1

c ;Wc1,Wc2) = relu(concat(AtXtWc1, F
t−1
c )Wc2),

(3)
where Wc1 and Wc2 are the trainable weight matrices.

Through DGconv(·), we obtain the node embeddings F t
c at t. Then, we

propose two independent node-level encoders to capture the time-variant and
time-invariant embeddings as follows:

F t
n{v/i} = En{v/i}(F

t
c ;Wn{v/i}) = relu(F t

cWn{v/i}), (4)
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Fig. 3. Illustration of the comparison on spatial locality between images (left) and
graphs (right). The difference is that the locality in images denotes the elements that
are close together (for the (i, j)-th element, the locality is the 3 × 3 neighbourhood),
while the locality in the graph refers to the local connectivity structure associated with
each edge (for the (i, j)-th edge, the locality is the edge set of ei· and e·j associated
the i-th node and j-th node).

where En{v}/En{i} are the node-level time-variant/time-invariant encoders,
F t

n{v}/F t
n{i} represent the node-level time-variant and time-invariant embed-

dings at t, and Wn{v}/Wn{i} denote the linear transformation.

3) Edge-Level Time-Variant/Time-Invariant Encoder
Existing dynamic graph learning methods mainly focus on the node embed-
ding learning and can not sufficiently capture the graph topological information,
which is crucial for link prediction. To address this issue, we propose edge-level
encoders to capture the time-variant and time-invariant structural embeddings
by learning the graph topology. Firstly, to introduce more structural informa-
tion, we design a Semantic Augmentation module, named SA, which enables
to generate an enhanced representation of the graph structure. The enhanced
graph structure reflects the two aspects of node similarity from the explicit
interaction relation and the implicit semantic relation. Specifically, we com-
bine the original graph structure and the semantic augmented graph structure:
Ât

v/i = At � St
v/i, where St

v/St
i denote the semantic augmented graph struc-

ture of time-variant/time-invariant embeddings, and Ât
v/Ât

i denote the time-
variant/time-invariant enhanced graph structures at t.

To capture the essential topological representation, we leverage an edge con-
volution layer to design the local connectivity in the graphs by aggregating the
features of the connection associated with the nodes at the two ends of the edge.
Our edge convolution layer involves edge aggregation (Ege

) with multiple cross-
shaped filters for the spatial locality in the graph and node aggregation (Egn

) for
aggregating the associated edge embeddings. In contrast to the spatial locality
in CNN, the locality in our method refers to the local connectivity structure
associated with the edge, as illustrated in Fig. 3. To facilitate computation on
large-scale graphs, we apply graph partitioning to divide the graph into multiple
subgraphs with M nodes for each subgraph [3]. The cross-shaped filters in edge
aggregation involve a combination of 1 × M and M × 1 basis filters that are
less computationally expensive filters with horizontal and vertical orientations,
which are defined as:
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F t
ge{v/i} = Ege{v/i}(Ât

v/i;w
r
v/i, w

h
v/i) =

M∑

u=0

M∑

k=0

Â
[(u,·),t]
v/i wr

v/i + Â
[(·,k),t]
v/i wh

v/i,

(5)
where wr

v ∈ R
1×M and wh

v ∈ R
M×1 denote the learned vectors of the horizontal

and vertical convolution kernel for time-variant embedding learning. wr
i ∈ R

1×M

and wh
i ∈ R

M×1 are the learned vectors of the horiozntal and vertical con-
volution kernels for time-invariant embedding learning. F t

ge{v}/F t
ge{i} are the

time-variant/time-invariant edge embeddings. Ege{v}/Ege{i} denote the time-
variant/time-invariant edge aggregation encoders, respectively.

With the edge embedding learned by Ege
, we further learn the node embed-

ding by aggregating the associated edges with the nodes with a learnable layer.
More specifically, the Egn

takes the enhanced edge embedding by Ege
as the

inputs, and maps them to generate a node embedding from a node-wise view by
a 1D convolutional filter, which is defined as,

F t
g{v/i} =Egn{v/i}(F t

ge{v/i};w
m
v/i) =

M∑

u=0

F
[(u,·),t]
ge{v/i}w

m
v/i, (6)

where F t
g{v}/F t

g{i} are the time-variant/time-invariant edge-level embed-
dings, Egn{v}/Egn{i} denote the time-variant/time-invariant node aggregation
encoders, and wm

v ∈ R
1×M/wm

i ∈ R
1×M are the learned vector of the filter for

time-variant/time-invariant embedding learning, respectively.
Finally, we obtain the time-variant/time-invariant embeddings F t

v/i from
both the node-level and the edge-level encoders, e.g. F t

v/i = F t
n{v/i} + F t

g{v/i}.

Decoder. To reconstruct the original graph structure and noise, we propose
cross decoder and noise decoder, which are shown as follows:

1) Cross Decoder
The purpose of the cross decoder is to reconstruct the graph structure at t
with the combination of the time-variant and time-invariant embeddings. We
assume that the decoupled representation satisfies the following conditions: 1)
It is expected that an original graph should be reconstructed from its disen-
gaged time-variant and time-invariant embedding; 2) The combination of the
time-variant information at the same snapshot and the time-invariant at the
nearby snapshot should be similar. Therefore, the cross decoder receives two
inputs, including the combination of the time-variant embedding and the time-
invariant embedding at t, or the time-variant embedding at t and the time-
invariant embedding at t + 1, which is defined as:

F̂ {t,t} = concat(F t
v , F t

i )Wd, F̂
{t,t+1} = concat(F t

v , F t+1
i )Wd, (7)

where F̂ {t,t} and F̂ {t,t+1} are the combination of the same time-variant embed-
ding at t as well as the different time-invariant embedding at t and t + 1, and
Wd is the linear transformation for cross decoder.
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Then, two nearby outputs Ã{t,t} and Ã{t,t+1} of the decoders are obtained
by a non-linear transformation via a learnable matrix Wp.

2) Noise Decoder
In order to decouple the graph noise, we reconstruct the noise information by
the noise embedding F t

ε , i.e., the noise matrix At
ε, which means that we wish our

model to infer At
ε from the At. The noise decoder is defined as:

Ãt
ε = softmax(concat(F t

ε,u, F t
ε,k)Wε),∀u,∀k ∈ V(t), (8)

where Ãt
ε is the predicted noise matrix at t, and Wε is the linear transformation

for noise decoder.

Loss. To decouple the time-variant, time-invariant and noise in dynamic graphs.
At first, we argue that the time-variant information at the neighboring snapshot
is dissimilar, whereas the time-invariant information is similar. To constrain it,
we design a time-variant/time-invariant contrast loss as follows:

Lct =
T∑

t

[∥∥F t
i − F t−1

i

∥∥2

2
− ∥∥F t

v − F t−1
v

∥∥2

2
+ α

]
, (9)

where α is the value of margins in two terms.
Then, to enforce the similarity of original graph and reconstructed graphs

with the decoupled time-variant/time-invariant embedding during graph recon-
struction, we design a reconstruction loss defined as

Lrec = − 1
N t

(At
o log(Ã{t,t} + (1 − At

o) log(1 − Ã{t,t}))), (10)

Besides, we assume that the reconstruction from the combination of time-variant
embeddings in the same snapshot and time-invariant embeddings in the nearby
snapshot should be consistent with the combination of time-variant embedding
and time-invariant embedding from the same snapshot in the graph space. Based
on the motivation, we propose a discrepancy loss to regularize the disentangle-
ment process as follow:

Ldis =
1

N t(N t − 1)

∑

u

∑

k �=u

k
(
Ã

{t,t}
u , Ã

{t,t}
k

)
− 2

1

N t · N t

∑

u

∑

k

k
(
Ã

{t,t}
u , Ã

{t,t+1}
k

)

+
1

N t(N t − 1)

∑

u

∑

k �=u

k
(
Ã

{t,t+1}
u , Ã

{t,t+1}
k

)
,

(11)
where k(·) is the Gaussian kernel function.

Furthermore, to decouple the noise in graphs, we design a noise reconstruction
loss Lε = ‖Ãt

ε − At
ε‖2F for identifying the given noise information. Finally, the

overall loss is defined as:

Loveral = Lct + λ1Lrec + λ2Ldis + λ3Lε, (12)
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where λ1 = λ3 = 0.01 and λ2 = 1 denote the contribution weights to balance
the losses in pre-training.

After pre-training, we leverage only both the node-level and edge-level time-
variant encoder to extract the time-variant information for link prediction.

Table 1. Comparison with the state-of-the-art methods on five datasets. The best
results are in bold and the second best results are in bolditalic. The average link
prediction performances of MRR and AUC are reported.

Model Reddit-T Reddit-B UCI-M Bitcoin-O Bitcoin-A

MRR AUC MRR AUC MRR AUC MRR AUC MRR AUC

GAT [21] 0.271 0.655 0.198 0.614 0.088 0.656 0.076 0.547 0.145 0.573

GraphSAGE [8] 0.331 0.681 0.243 0.633 0.103 0.688 0.088 0.566 0.151 0.603

GCRN [19] 0.338 0.729 0.217 0.679 0.089 0.712 0.173 0.641 0.210 0.648

EvolveGCN [15] 0.351 0.697 0.431 0.879 0.146 0.769 0.142 0.651 0.234 0.793

TGCN [27] 0.491 0.653 0.551 0.821 0.130 0.740 0.183 0.630 0.169 0.750

DGCRN [26] 0.661 0.958 0.573 0.951 0.239 0.865 0.194 0.779 0.351 0.859

CAW-N [23] 0.468 0.941 0.460 0.931 0.284 0.927 0.249 0.801 0.292 0.750

DySAT [17] 0.602 0.928 0.602 0.907 0.293 0.839 0.262 0.827 0.268 0.873

DDGCL [20] 0.643 0.963 0.641 0.955 0.271 0.858 0.188 0.713 0.354 0.882

SDDG -w/o Pre-training 0.663 0.958 0.612 0.966 0.239 0.868 0.241 0.809 0.310 0.833

SDDG 0.692 0.982 0.678 0.973 0.295 0.903 0.288 0.854 0.374 0.895

Table 2. Effectiveness of the proposed components in SDDG. The best results are in
bold.

Model Losses Components Reddit-T Reddit-B UCI-M Bitcoin-O Bitcoin-A

Lct Ldis Lrec SA ND MRR AUC MRR AUC MRR AUC MRR AUC MRR AUC

SDDG -w/o Pre-training - - - - - 0.663 0.958 0.612 0.966 0.239 0.868 0.241 0.809 0.310 0.833

SDDG � 0.665 0.960 0.616 0.967 0.244 0.861 0.255 0.818 0.334 0.847

� � 0.674 0.969 0.638 0.969 0.261 0.877 0.271 0.822 0.350 0.848

� � � 0.682 0.974 0.654 0.970 0.279 0.894 0.276 0.831 0.351 0.851

� � � � 0.690 0.980 0.667 0.972 0.280 0.895 0.287 0.854 0.360 0.871

� � � � � 0.692 0.982 0.678 0.973 0.295 0.903 0.288 0.854 0.374 0.895

4 Experiments

To analyze dynamic graph embedding quality from different perspectives, we
raise five questions to guide our experiments:

Q1: How does SDDG perform compared to state-of-the-art methods on link
prediction?

Q2: Are the proposed components effective in SDDG?
Q3: Is the time-variant information essential in link prediction?
Q4: Can SDDG learn the potential and transferable node embedding, which is

beneficial for different datasets via pre-training?
Q5: How does the pre-training benefit the link prediction?
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4.1 Datasets and Evaluation Metrics

We perform experiments using five different datasets. Reddit-T and Reddit-B
are networks of hyperlinks in titles and bodies of Reddit posts, respectively [10].
UCI-M dataset consists of private messages sent on an online social network
system among students [14]. Bitcoin-O and Bitcoin-A contain who-trusts-whom
networks of people who trade on the OTC and Alpha platforms [11]. In our
comparison, we choose mean reciprocal rank (MRR) and AUC as evaluation
metrics. For each node v with positive (true) edge (v, u) at t + 1, we randomly
sample 100 negative (nonexistent) edges emitting from v and identify the rank
of edge (v, u)’s prediction score among all other negative edges. We randomly
split all connections into 80% (train set):10% (validation set):10% (test set). We
run each experiment with 3 random seeds following the experimental setting in
[26].

4.2 Compared Methods

To comprehensively evaluate the performance of dynamic graph link prediction,
we compare our SDDG with state-of-the-art models. Specifically, the compa-
rable methods can be grouped into three categories: static graph embedding
learning (i.e. Graph Attention Networks (GAT) [21] and GraphSAGE [8]), super-
vised dynamic graph embedding learning (i.e. Graph Convolutional Recurrent
Networks (GCRN) [19], Evolving Graph Convolutional Networks (EvolveGCN)
[15], Temporal Graph Convolutional network (TGCN) [27], DGCRN [26], CAW-
N [23] and DySAT [17]) and self-supervised dynamic graph embedding leaning
(i.e. Debiased Dynamic Graph Contrastive Learning (DDGCL) [20]).

4.3 Link Prediction Comparison (Answer for Q1)

The results in Table 1 show that our method consistently outperforms the exist-
ing static and supervised/self-supervised dynamic graph embedding learning
algorithms by a clear margin across all the datasets with both the MRR and
AUC metrics, achieving a new state-of-the-art on all five datasets. The results
demonstrate that the proposed self-supervised learning paradigm can provide
a promising solution to address the challenge of insufficient supervision in the
dynamic graph learning. We highlight the following observations:

1) Our experiments demonstrate the effectiveness of the proposed self-supervised
learning framework. We can easily observe that a model pre-trained with
SDDG can significantly outperform from-scratch models for all five bench-
marks with an average improvement of 5.2% and 3.4% on MRR and AUC,
respectively.

2) Our SDDG and DDGCL are both self-supervised dynamic graph embedding
learning methods. It can be seen that SDDG outperforms DDGCL on all
the datasets. Comparatively, our encoder exploits the greater capacity for
learning the representation from both the node and edge levels, and devel-
ops more well-designed pretext tasks, which enables our model to learn more
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informative representations from the data itself to achieve better representa-
tion quality and performance. The result confirms the necessity of developing
more well-designed self-supervised learning for link prediction in the dynamic
learning.

4.4 Ablation Study (Answer for Q2)

We show an ablation analysis of different losses and the key components in
SDDG in Table 2. From the first and subsequent three rows, we can clearly see
that disentangling time-variant information gives better results on all datasets.
The fourth row shows that with the help of multiple losses, it can boost the
decoupling of time-variant information and capture the effective representations
in pre-training. Furthermore, we are also interested in the effectiveness of the
Structural Augmentation (SA) and Noise Decoupling (ND). It can be observed
that SA yields a significant improvement to our model, especially improvements
of 2.1% MRR and 1.4% AUC are obtained by adding SA module on the Reddit-
T dataset, respectively. The results demonstrate that graph topology learning is
necessary for dynamic graph learning. We also find that ND can further improve
the model performance from the last row, verifying our hypothesis that the struc-
tural noise in dynamic graph leads to the degeneration of model performance.

4.5 Discussion

Node-Level Encoder and Edge-Level Encoder. To justify the effectiveness
of the node-level and edge-level encoders, a careful ablation study is conducted
on the Reddit-T and Reddit-B datasets (the first part of Table 3). It indicates
that the node-level and edge-level are both effective and necessary for graph
embedding learning.

The Effectiveness of Time-Variant (Answer for Q3). To answer the Q3,
we evaluate the prediction performance with time-variant and time-invariant
embeddings on Reddit-T and Reddit-B datasets, respectively. As shown in
Table 3, compared with the “SDDG (time-invariant embedding)”, our SDDG
with time-variant embedding achieves an improvement of 2.7%/2.5% and
6.7%/0.9% in terms of MRR/AUC on Reddit-T and Reddit-B datasets, indicat-
ing that the time-variant information in dynamic graphs is indeed the essential
factor for link prediction.

Transfer Learning (Answer for Q4). To further investigate the general-
ization ability of SDDG in representation learning, we compare the pre-trained
models from pre-trained individually on the same and different datasets with the
model from scratch. We find that the pre-trained models can achieve better link
prediction performance on the Reddit-T and Reddit-B datasets, which is shown
in the second part of Table 3. The results again demonstrate that self-supervised
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Table 3. Comprehensive ablation experiments to verify the effectiveness of the pro-
posed components.

Model Reddit-T Reddit-B

MRR AUC MRR AUC

SDDG -w/o En 0.658 0.947 0.651 0.970

SDDG -w/o Eg 0.671 0.962 0.672 0.971

SDDG -w/o Pre-training 0.663 0.958 0.612 0.966

SDDG - Pre-training on Reddit-T - - 0.642 0.971

SDDG - Pre-training on Reddit-B 0.671 0.975 - -

DDGCL (linear probing) 0.453 0.621 0.439 0.618

DDGCL (fine-tuning) 0.663 0.958 0.612 0.966

SDDG (time-invariant embedding) 0.665 0.957 0.611 0.962

SDDG (linear probing) 0.504 0.633 0.459 0.626

SDDG (fine-tuning) 0.692 0.982 0.678 0.973

Fig. 4. The effect of pre-training epochs in the link prediction.

learning enables the model to learn more informative knowledge through well-
designed pretext tasks from data itself to achieve better performance. We also
find that model pre-trained from the Reddit-T/Reddit-B for link prediction on
Reddit-B/Reddit-T achieves better performance than the model from scratch,
demonstrating that the SDDG can learn more transferable representations to
achieve better generalization and robustness via pre-training.

Partial Fine-Tuning. We evaluate the pre-training performance of SDDG
and DDGCL with two strategies including fine-tuning and linear probing. The
results in Table 3 demonstrate that our SDDG surpasses DDGCL on Reddit-T
and Reddit-B datasets in both fine-tuning and linear probing, which indicates
that SDDG is capable of capturing the spatio-temporal characteristics of the data
itself in the pre-training and yield better generalized representations regardless
of linear probing and fine-tuning. The results also demonstrate that the self-
supervised learning can mitigate the insufficient learning problem of supervised
learning.
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Pre-training Epochs (Answer for Q5). We also evaluate the influence of the
pre-training epochs on the link prediction performance and show the convergence
curve of our model pre-training in Fig. 4. It can be found that the performance
improves with the pre-training epochs increasing, which demonstrates that more
sufficient pre-training help capture the dynamic node embedding. Nevertheless,
as the pre-training epochs further increases, the link prediction performance no
longer fluctuates significantly, indicating that the benefits of pre-training may
have plateaued and excessive pre-training epochs are not beneficial for dynamic
node embedding learning.

5 Conclusion

The traditional link prediction models for graphs have been mostly designed
for static graphs. However, the dynamic graphs introduce great challenges for
learning and prediction since nodes, attributes and edges vary over time. In
this study, we introduce a Self-supervised Decoupling Dynamic Graph network,
named SDDG for dynamic link prediction. Specifically, SDDG learns dynamic
node representations and decouples the time-variant embedding through the
dual decoupler in pre-training. We design a contrast loss, discrepancy loss and
reconstruction loss to constrain the decoupling of time-variant embedding, time-
invariant and noise. Then, the time-variant embedding is used for the dynamic
link prediction. Our experimental results on five real-world datasets indicate
significant performance gains for SDDG over several state-of-the-art static and
dynamic graph embedding learning methods, and suggest self-supervised learn-
ing is a promising and trending learning paradigm for dynamic graph data.
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Abstract. With the proliferation of interactive systems, heterogeneous
graph clustering has become an important research topic in the field of
unsupervised learning. However, the existing methods generally have one
or more of the following problems: 1) they fail to fully mine the simi-
larity between nodes in heterogeneous graphs; 2) they cannot effectively
deal with heterogeneous graphs without node attribute information; 3)
the predicted labels generated during model iterations are not used as
guidance information for subsequent iterations. To address the above
problems, we propose an Adaptive Heterogeneous graph Contrastive
clustering with Multi-Similarity (AHCMS) model. The model adaptively
learns a high-level representation containing specific semantic informa-
tion through a feature extraction module and an attention mechanism.
Secondly, the feature enhancement module is used to extract the con-
sistency information between different meta-paths from two aspects of
attribute information and topology structure, so as to encourage the
adjacent nodes of different meta-paths to be as similar as possible and
reduce the dependence on the attribute information. Moreover, the topo-
logical similarity contained in the semantic information is fully explored
in the high-order proximity module, making the high-level representa-
tion more discriminative. In addition, AHCMS also introduces a self-
supervised clustering mechanism to guide the high-level representation to
become clustering task-oriented representations. Extensive experimental
results on four heterogeneous datasets show that the model’s clustering
performance consistently outperforms most baseline methods.

Keywords: Contrastive learning · Attention mechanism ·
Heterogeneous graph clustering

1 Introduction

Graph clustering aims to analyze the association between nodes by integrat-
ing the topology and node attribute information of the graph. The goal is to
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divide the nodes into several unrelated clusters so that the nodes within a clus-
ter have high similarity and those between clusters have low similarity. Due to its
advantage of not requiring manual annotation, graph clustering has been success-
fully applied to downstream tasks such as recommendation systems. However,
most existing graph clustering research has focused on homogeneous informa-
tion networks (HON) [5], which contain only one type of node and one type of
relationship in the graph. Nevertheless, real-world graph data is often complex.
Therefore, heterogeneous information networks (HIN) or heterogeneous graphs
(HG) [23], which consist of multiple types of nodes and/or linking relationships,
have become a powerful tool for modeling complex interactions. Compared to
HON, HIN contain complex topologies and rich semantic information [30] and
can provide more comprehensive guidance for clustering tasks.

Thanks to the great success of graph clustering methods in HON, HDGI [20]
learns feature representations by applying DGI [24] to HIN, which uses an atten-
tion mechanism on meta-paths to deal with graph heterogeneity and maximizes
mutual information to handle the representation learning problem and then uses
the K-means [8] algorithm for the learned the low-dimensional representations for
clustering tasks. To fully exploit the topological and node attribute information
in the HIN, O2MAC [6] learns node representations from the most informative
meta-paths through a multilayer graph convolutional neural network (GCN) [13]
encoder and reconstructs all views through multiple graph decoders. SHGNN [29]
first uses the GCN module to obtain information about the neighbor nodes of
the nodes in each meta-path, and then uses the tree-based attention module to
aggregate the information on different meta-paths and finally uses a meta-path
aggregator to fuse the information aggregated from different meta-paths.

Although heterogeneous graph clustering has been improved from differ-
ent aspects, existing methods still have three main problems that need to be
addressed: 1) Most methods ignore the correlation of the topological structure
of nodes in different meta-paths. Although nodes contain different neighbor-
hood information in different meta-paths, they can also be used to portray the
similarity between nodes and propagate useful information for learning of low-
dimensional representations. 2) The existing methods cannot handle heteroge-
neous graphs without node attribute information well. Because GCN-based mod-
els can be interpreted as aggregating the attribute information of neighboring
nodes guided by the graph structure [11], they are difficult to perform the clus-
tering task better when the attribute information of nodes is missing. 3) Many
methods learn low-dimensional representations that lack relevant guidance for
clustering tasks, which may result in the learned node embeddings not being fit
for the subsequent clustering task [4].

To address the limitations of research related to heterogeneous graph cluster-
ing, we propose an Adaptive Heterogeneous graph Contrastive clustering with
Multi-Similarity (AHCMS) model. The model fully exploits the deep nonlinear
structure of the high-level representation in each meta-path with the interaction
of GCN encoder and semantic-level attention mechanism, and then uses contrast
learning to maximize the consistency information between the low-dimensional
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representations of different meta-path attribute graphs and the high-level repre-
sentation to obtain high-quality the high-level representation. And the influence
of information redundancy and noise between different features is reduced by
the feature decoupling strategy, so that the model can better handle heteroge-
neous graphs without node attribute information. In addition, a self-supervised
clustering mechanism is introduced to make the high-level representation satisfy
the required clustering structure. Our major contributions can be summarized
as follows: 1) We propose an Adaptive Heterogeneous graph Contrastive cluster-
ing with Multi-Similarity (AHCMS) model. The model considers the similarity
between nodes at the node, meta-path, and attribute levels, uses this to generate
a consistent representation containing specific semantic information, and finally
reverse-supervises the model using high-confidence clustering labels. 2) We force
the high-level representation to capture the topological relationships of nodes in
different meta-paths using a collaborative contrastive strategy and mitigate the
feature dependency of the model using a feature decoupling strategy so that the
model can focus on the structural information of the HIN in a heterogeneous
graph without node attributes and alleviate the interference caused by invalid
attributes. 3) We use attribute similarity to capture the topological structure
implied in the semantic information, thereby incorporating the structural infor-
mation contained in the node attributes into the high-level representation. 4)
Extensive experiments on four benchmark datasets show that AHCMS achieves
excellent performance in clustering tasks compared to the baseline approach.

2 Related Work

2.1 Contrastive Learning

Since graph data is rich in information, which allows researchers to construct
comparison tasks from various aspects, such as underlying graph structure [21]
and graph heterogeneity [10], more and more research Personnel began to
focus on graph-contrastive learning. DGI [24] is an early contrastive learning
method, which performs contrastive learning by maximizing the mutual informa-
tion between the global representation and the low-dimensional representation.
DMGI [19] migrates DGI to HIN to integrate node embeddings from differ-
ent meta-paths by introducing a consistent regularization framework that mini-
mizes the discrepancy between node embeddings of different relation types and
a general discriminator. FastGCL [27] constructs weighted aggregated and non-
aggregated neighborhood information as positive samples and negative samples
respectively, and then identifies potential semantic information of nodes without
interfering with graph topology and node attributes.

However, if graph contrastive learning lacks a well-designed negative sam-
ple extraction strategy, the contrastive effect of graphs may appear random.
So MoCL [22] uses domain knowledge for molecular graph enhancement, thus
introducing transformations without changing molecular properties too much.
IDCRN [16] adds two different Gaussian noises to the attribute matrix to gener-
ate two forms of the same matrix, and constructs two enhanced graph topologies
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through graph diffusion and similarity-based KNN graphs [3], Siamese neural
networks are then used to improve the discriminative ability of node embeddings
in terms of samples and features. AFGRL [14] discovers nodes that can serve
as positive samples by exploring nodes that share local structural information
and global semantics with the graph, thereby generating alternative views of the
graph. However, heterogeneous graphs often have complex nonlinear structures
and rich semantic information, so it is still an urgent problem to adopt an effec-
tive contrastive learning strategy to generate low-dimensional representations
that are beneficial to subsequent the clustering task.

2.2 Heterogeneous Graph Clustering

Because HIN can make a more complete and natural abstraction of the real
world, more and more researchers have begun to use complementary information
in different views to complete clustering tasks. HAN [25] adopts a dual-attention
mechanism to aggregate the attribute information of neighbor nodes for the
target node. SESIM [17] builds supervision information by predicting the number
of hops between nodes on each meta-path, and uses it as an auxiliary task to
improve the performance of the main task. MVGC [28] uses Euler transforms
to efficiently construct a new view descriptor for node attribute information,
while imposing block-diagonal representation constraints on the self-expressive
coefficient matrix to explore cluster structures.

In order to reduce the influence of noise contained in node information in
HIN, MAGCN [2] designed a dual-path encoder for mapping graph embedding
and learning the consistency information of views. MvAGC [15] first uses graph
filters to denoise node features, then designs a new strategy to select a few
anchors to reduce computational complexity, and finally proposes a new regu-
larization strategy to mine high neighborhood information. However, they all
rely on auxiliary information brought by node attributes, and it is difficult to
directly apply them to heterogeneous graphs without attribute information.

3 Preliminary

Definition 1. Heterogeneous Information Network. Heterogeneous Information
Network (HIN) is defined as a network G={V,E,F,Y, U}. where F ∈ R

n×d is
the feature matrix of the target node attribute information, n is the number of
target nodes, and d is the feature dimension of the node. The mapping function
of node type is Y : V → Y, which means that each node of the target node set
V has a specific node object type in the set Y . The mapping function of edge
type is U : E → U , which means that each edge of the edge set E has a specific
edge object type in the set U . If |Y | + |U | > 2, the attribute graph is called a
heterogeneous information network.

Definition 2. Meta-path. A meta-path Φ is an ordered sequence of node types
and edge types defined in HIN G={V,E,F,Y, U}. Φ = Y1

U1−−→ Y2
U2−−→ · · · Ul−→

Yl+1 (abbreviated as Φ = Y1Y2 · · · Yl+1), where l is the length of the Φ.
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Definition 3. Meta-path topology graph. The meta-path topology graph Ap is
the meta-path topology structure extracted from the meta-path Φp.

Definition 4. Meta-path attribute graph. The meta-path attribute graph Gp =
(Ap,F) is composed of the meta-path topology graph Ap and the public feature
matrix F.

4 The Proposed Model

Fig. 1. The overall architecture of our proposed AHCMS.

The AHCMS model first constructs attribute graphs and meta-path attribute
graphs based on the similarity between node features and each meta-path,
and then aggregates the neighbor nodes of the target node in each meta-path
attribute graph using the GCN module, so as to achieve feature extraction of
node attribute information and fuse node representations based on the impor-
tance of specific semantic information generated by different meta-paths. It
maximizes the consistency of information between different meta-path attribute
graphs using a collaborative contrastive strategy to learn information-rich and
consistent the high-level representation. In addition, a self-supervised cluster-
ing mechanism is introduced to supervise nodes with high confidence in the
high-level representation, making the potential feature space more suitable for
clustering tasks. For clarity, the overall architecture of AHCMS is illustrated in
Fig. 1.

4.1 Feature Extraction Module

We use multiple GCN encoders to capture low-dimensional representations of
each meta-path attribute graph:

Z p = σ

((
D̂

p
)− 1

2
Â

p
(
D̂

p
)− 1

2
FW p

)
(1)
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where Â
p

= Ap+I , I ∈ R
n×n is the identity matrix, which adds self-connections

to each node; D̂
p

is the degree matrix of nodes in Â
p
; W p is the weight matrix

of Gp; σ is a non-linear activation function; and Z p is the low-dimensional rep-
resentation learned by Gp.

Then, we use semantic-level attention mechanism to adaptively learn the
weight coefficients of different meta-path attribute graphs:

(α1, α2 · · · , αm) = att
(
Z 1,Z 2 · · · ,Zm

)
(2)

where att is the semantic-level attention mechanism, and αp is the weight coef-
ficient of Z p.

Specifically, we use the similarity of the transformed embedding to the atten-
tion vector q to measure the importance of a particular semantic embedding:

ep =
1
n

n−1∑
i=0

qT · Tanh (Wz p
i + b) (3)

where Tanh (·) is the hyperbolic tangent activation function, qT is the trans-
pose of q ; W is the parameter matrix, b is the bias vector, and z p

i is the
low-dimensional representation of node vi in Gp.

In order to maintain the relative relationship between different meta paths,
we use the softmax (ep) function to normalize the weights αp.

Finally, the high-level representation Z=
m∑

p=1
αp · Z p is obtained by weighted

summation of the low-dimensional representations.

4.2 Feature Enhancement Module

Collaborative Contrastive Strategy. We let the different embeddings map
to the space where the comparative loss is calculated:

H p = f (Z p) = W (2)δ (W (1)Z p + b(1)) + b(2)

H = f (Z ) = W (2)δ (W (1)Z + b(1)) + b(2)

(4)

where f (·) is a small neural network projection head; H p and H are the pro-
jection representations of Z p and Z respectively; δ is a nonlinear activation
function; {W (1) ,W (2)} is the parameter matrix, {b(1) ,b(2)} is the bias vector.

Then we adopt a positive selection strategy to select positive and negative
samples. The specific strategies are as follows:

First, construct the direct neighbor node set Ni of node vi in all meta-paths,
and connect nodes vi according to the number of meta-paths between node vi
and node vj in descending order for nodes:

Ni =

{
j|j ∈ V &

m∑
p=1

1 (j ∈ N p
i ) �= 0

}
(5)
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where 1 (·) is the indicator equation, and the result is 1 if the condition inside
(·) is true, otherwise the result is 0.

Second, we select positive samples by setting the threshold Tpos. If |Ni| >
Tpos, the first Tpos neighbor nodes from Ni are selected as the positive sample
set Pi of node vi, otherwise, all neighbor nodes are kept as Pi; the unselected
neighbor nodes are automatically added to the negative sample set Ni of node
vi .

Lcc = − 1
|V |

∑
i∈V

m∑
p=1

log

∑
j∈Pi

exp
(
sim

(
h i,h

p
j

)
/τ

)
∑

k∈(Pi∪Ni)
exp (sim (h i,h

p
k) /τ)

(6)

where sim
(
h i,h

p
j

)
=

hT
i hp

j

‖hi‖‖hp
j ‖ is the cosine distance between h i and hp

j , with

smaller values indicating closer distance and higher similarity; ‖·‖ is a 2-norm,
and τ is a temperature parameter.

Feature Decoupling Strategy. First, we construct the feature similarity
matrix T p ∈ R

d’×d’ of the meta-path attribute graph Gp:

tpij =
(sp

i )
T
sj

‖sp
i ‖ ‖sj‖ ,∀i, j ∈ [1, d′] (7)

where spi = (z p
i )

T is the i-th dimension feature representation of all nodes in Gp,
sj = (z j)

T is the j-th dimension feature representation of all nodes in Z ; d′ is
the embedding feature dimension of the node.

Then, in order to make the feature representations of the same dimension
in Z p and Z as similar as possible, and the feature representations of different
dimensions as different as possible, we force the feature similarity matrix Tp to
approximate the identity matrix Ĩ ∈ R

d’×d’:

Lfd =
m∑

p=1

1
d′2

∑ (
T p − Ĩ

)2

(8)

4.3 High-Order Proximity Module

We construct an attribute topology graph Af based on the similarity between
node attributes:

Af = KNN

(
f i · f j

‖f i‖
∥∥f j

∥∥
)

(9)

where · is the inner product between the two vectors, KNN (·) denotes the K-
nearest neighbors algorithm.

Then, we calculate the high-order similarity between any two nodes based
on the high-order probability transition matrix:

Ã
r

= Ā · · · Ā︸ ︷︷ ︸
r

(10)
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where Ā · · · Ā︸ ︷︷ ︸
r

is the matrix product of r Ā, Ā is the row normalized adjacency

matrix of A, and ãr
ij is the probability that node vj in Ar is a neighbor of node

vi of order r, indicating their similarity within order r, and the larger the value,
the higher the similarity.

We use cosine distance to explore the correlation between any two nodes in
high-level representations from a topological perspective.

z ij
dis = sim (z i,z j) (11)

where zijdis is the topological distance between node vi and node vj in the high-
level representation; z i is the high-level representation vector of node vi.

We select r-order similar nodes for node vi as positive samples, and the rest
of the nodes as negative samples. Then the high-order proximity loss Lhp can
be expressed as:

Lhp = − 1
n

n∑
i=1

log
∑

ãr
i exp

(
z i
dis/τ ′)

10−8 +
∑

exp
(
z i
dis/τ ′) (12)

where ãr
i is the r-order similarity between node vi and other nodes, z i

dis is the
topological distance between node vi and other nodes in the high-level represen-
tation; τ ′ is the temperature parameter.

4.4 Self-supervised Clustering Mechanism

We use high-confidence nodes as soft labels to supervise the clustering process
and help the high-level representations get closer to the center of the clusters.

Lclu = KL (P ‖Q ) =
∑
i

∑
j

pij log
pij
qij

(13)

where KL (·||·) is the KL divergence between the two distributions; Q is the soft
class assignment distribution of nodes, P is the target distribution. In our study,
Q is calculated by the Student’s t-distribution:

qij =

(
1 + ‖z i − μj‖2/ξ

)− ξ+1
2

∑
j′

(
1 + ‖z i − μj′‖2/ξ

)− ξ+1
2

(14)

where qij is the similarity between the high-level representation z i of node vi
and the cluster center μj of the j-th category, and ξ is the degrees of freedom of
the Student’s t-distribution.

Target distribution P obtains a denser distribution by raising x to the power
of two, with more emphasis on high-confidence nodes.

pij =
q2ij/q̄ j∑
j′ q2ij′/q̄ j′

(15)

where q̄ j =
∑

i qij is the soft cluster probability, which is used to normalize the
loss contribution of each cluster center to prevent classes with heavy weights
from distorting the hidden feature space.
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4.5 Objective Function

The overall objective function of AHCMS includes four parts: collaborative
contrastive loss, feature decoupling loss, high-order proximity loss, and self-
supervised clustering loss.

L = γLcc + βLfd + λLhp + Lclu (16)

where γ, β, λ are adjustable trade-off parameters.

5 Experiments

5.1 Datasets

We employ the following four benchmark datasets: ACM [1], DBLP [1], Free-
base [26] and AMiner [26], summarized in Table 2.

Table 1. The clustering results for module
ablation study on four benchmark datasets.

Method Metric BL BL-HP BL-FD BL-HP-FD

ACM ACC 86.87 ± 0.41 86.97 ± 0.58 89.16 ± 0.55 89.34 ± 0.76

NMI 63.75 ± 1.30 64.51 ± 0.84 66.34 ± 1.34 66.50 ± 1.87

ARI 63.74 ± 0.96 64.00 ± 1.32 69.27 ± 1.35 69.75 ± 1.84

F1 87.62 ± 0.40 87.76 ± 0.49 89.55 ± 0.54 89.67 ± 0.76

DBLP ACC 92.87 ± 0.07 92.98 ± 0.08 92.97 ± 0.17 93.28 ± 0.04

NMI 77.32 ± 0.18 77.60 ± 0.21 77.42 ± 0.44 78.40 ± 0.15

ARI 82.78 ± 0.18 83.06 ± 0.17 82.98 ± 0.38 83.71 ± 0.11

F1 92.38 ± 0.08 92.49 ± 0.08 92.52 ± 0.19 92.85 ± 0.05

Freebase ACC 54.26 ± 1.12 54.39 ± 0.83 60.13 ± 0.99 60.41 ± 1.27

NMI 16.62 ± 1.10 16.72 ± 1.32 17.36 ± 1.09 18.26 ± 1.28

ARI 18.08 ± 1.81 19.33 ± 1.55 19.53 ± 1.34 20.07 ± 1.28

F1 50.86 ± 1.33 51.58 ± 1.55 51.32 ± 1.53 51.99 ± 2.72

AMiner ACC 62.81 ± 2.96 64.12 ± 1.65 72.29 ± 2.68 72.78 ± 1.65

NMI 39.72 ± 2.56 39.94 ± 3.08 40.24 ± 4.95 43.86 ± 3.20

ARI 39.40 ± 3.28 40.85 ± 5.89 50.36 ± 6.66 57.85 ± 4.65

F1 49.66 ± 3.92 52.72 ± 3.25 58.30 ± 4.60 59.47 ± 1.89

Table 2. The statistics of the datasets.

Dataset Node Relation Meta-path Class

ACM paper(P):4019 P-A:13407
P-S:4019

PAP
PSP

3

author(A):7167

subject(S):60

DBLP author(A):4057 P-A:19645
P-C:14328
P-T:85810

APA
APCPA
APTPA

4

paper(P):14328

conference(C):20

term(T):7723

Freebase movie(M):3492 M-A:65341
M-D:3762
M-W:6414

MAM
MDM
MWM

3

actor(A):33401

direct(D):2502

writer(W):4459

AMiner paper(P):6564 P-A:18007
P-R:58831

PAP
PRP

4

author(A):13329

reference(R):35890

Table 3. The clustering results of meta-
path ablation study on the DBLP datasets.

Method ACC NMI ARI F1

DBLP-1 62.27 ± 1.50 29.24 ± 1.01 27.60 ± 1.35 61.62 ± 1.63

DBLP-2 68.06 ± 2.72 36.95 ± 2.12 35.20 ± 3.59 66.25 ± 3.66

DBLP-3 91.19 ± 0.28 73.62 ± 0.61 78.78 ± 0.73 90.67 ± 0.29

DBLP-12 71.86 ± 1.55 39.89 ± 1.69 41.63 ± 2.27 70.06 ± 2.06

DBLP-13 92.67 ± 0.09 76.86 ± 0.22 82.38 ± 0.19 92.16 ± 0.10

DBLP-23 93.08 ± 0.07 77.98 ± 0.23 83.28 ± 0.18 92.63 ± 0.08

DBLP-123 93.28 ± 0.04 78.40 ± 0.15 83.71 ± 0.11 92.85 ± 0.05
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5.2 Baseline Methods

We compared AHCMS with seven baseline methods to demonstrate its superi-
ority, including three HON methods (DGI [24], MVGRL [9], GCC [7]) and four
HIN methods (DMGI [19], HDMI [12], HeCo [26], SNMH [1]).

5.3 Evaluation Metrics

Four widely used evaluation metrics, namely, ACCuracy (ACC) [7], Normalized
Mutual Information (NMI) [26], Adjusted Rand Index (ARI) [26] and macro
F1-score(F1) [7] are employed to evaluate the clustering performance.

5.4 Implementation Details

All of our experiments were implemented and completed based on the deep learn-
ing framework PyTorch 1.9.0, and run on Ubuntu 18.04.6 with an i9-11900K
CPU and NVIDIA GeForce RTX 3090 GPU. For all baseline methods, we fol-
lowed the settings in the original paper to handle the various parameters that
emerged from the experiments, and tuned the parameters accordingly depending
on the data set in order to achieve the best results for that paper. In order to
prevent extreme situations in the code running, we run the experiments of each
paper 10 times in the same environment and obtain the average value and corre-
sponding standard deviation; for the three HON methods (DGI[5], MVGRL[28],
GCC[29]), we will test each meta-path attribute graph of the dataset, and select
the best result from it as the final clustering result for this dataset. For AHCMS,
the learning rate of ACM and AMiner is set to 0.005, the learning rate of DBLP
is set to 0.001, and the learning rate of Freebase is set to 0.008, and the early
stopping strategy is adopted to avoid overfitting; The embedded feature dimen-
sion d′ of ACM and AMiner is set to 128, d′ of DBLP and Freebase is set to 64;
the trade-off parameter {γ, λ, β} of ACM is set to {1, 1, 1}; the trade-off param-
eter {γ, λ, β} of DBLP is set to {1, 0.1, 1}; the trade-off parameter {γ, λ, β} of
Freebase and AMiner is set to {0.1, 1, 10}.
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5.5 Experiment Results

Table 4. The clustering results on four benchmark datasets.

Dataset Metric DGI MVGRL GCC DMGI SNMH HDMI HeCo AHCMS

ACM ACC 88.79 ± 0.30 86.71 ± 0.84 86.16 ± 0.00 80.65 ± 2.31 70.47 ± 2.35 86.50 ± 2.04 85.73 ± 2.97 89.34 ± 0.76

NMI 66.32 ± 0.49 60.48 ± 1.59 61.21 ± 0.00 54.01 ± 4.32 43.10 ± 2.24 63.96 ± 2.09 59.73 ± 4.20 66.50 ± 1.87

ARI 68.18 ± 0.74 63.02 ± 2.07 62.01 ± 0.00 50.90 ± 4.26 38.38 ± 3.75 62.83 ± 4.67 61.69 ± 6.29 69.75 ± 1.84

F1 89.25 ± 0.27 87.09 ± 0.76 86.84 ± 0.00 81.84 ± 2.27 70.32 ± 0.93 87.34 ± 1.74 86.06 ± 2.79 89.67 ± 0.76

DBLP ACC 89.56 ± 0.19 76.74 ± 4.01 90.43 ± 0.00 89.00 ± 2.04 81.95 ± 8.15 88.91 ± 0.63 90.11 ± 0.31 93.28 ± 0.04

NMI 70.57 ± 0.32 57.42 ± 4.09 72.63 ± 0.00 69.92 ± 1.64 63.54 ± 8.44 69.48 ± 0.75 71.68 ± 0.59 78.40 ± 0.15

ARI 76.11 ± 0.42 56.28 ± 4.66 77.44 ± 0.00 75.99 ± 1.69 65.23 ± 9.57 74.89 ± 1.19 77.18 ± 0.64 83.71 ± 0.11

F1 88.55 ± 0.27 74.75 ± 4.34 89.53 ± 0.00 88.93 ± 0.93 79.97 ± 9.95 87.96 ± 0.66 89.22 ± 0.36 92.85 ± 0.05

Freebase ACC 61.53 ± 1.11 54.30 ± 0.46 64.06 ± 0.95 52.67 ± 1.12 55.38 ± 1.88 56.11 ± 1.00 57.86 ± 1.74 60.41 ± 1.27

NMI 19.00 ± 0.63 16.69 ± 0.07 19.92 ± 1.47 14.23 ± 1.14 19.35 ± 1.04 13.92 ± 1.44 17.65 ± 1.19 18.26 ± 1.28

ARI 19.07 ± 0.65 17.26 ± 0.08 20.05 ± 1.61 12.87 ± 1.10 13.89 ± 1.51 15.32 ± 1.20 19.70 ± 1.37 20.07 ± 1.28

F1 49.07 ± 0.58 52.95 ± 0.25 47.20 ± 0.54 50.55 ± 1.09 41.05 ± 1.45 50.70 ± 1.43 51.14 ± 1.06 51.99 ± 2.72

AMiner ACC 46.24 ± 0.53 30.89 ± 1.03 44.93 ± 0.35 32.66 ± 1.09 43.74 ± 1.81 47.01 ± 3.56 67.44 ± 5.43 72.78 ± 1.65

NMI 2.07 ± 0.14 3.35 ± 0.32 2.10 ± 0.13 5.21 ± 0.56 3.45 ± 1.21 16.79 ± 2.36 40.86 ± 5.17 43.86 ± 3.20

ARI 8.25 ± 0.65 0.34 ± 0.37 8.90 ± 0.26 1.11 ± 1.29 6.03 ± 1.66 14.09 ± 2.43 42.73 ± 9.41 57.85 ± 4.65

F1 29.17 ± 1.55 26.61 ± 0.89 31.39 ± 0.52 26.87 ± 0.37 30.65 ± 1.85 42.67 ± 3.92 59.03 ± 4.04 59.47 ± 1.89

The experiment results on the four benchmark datasets are summarized in
Table 4, we can conclude that 1) On the four datasets, AHCMS demonstrated
good performance compared to seven baseline methods across four evaluation
metrics. Taking the AMiner dataset as an example, AHCMS showed improve-
ments of 2.85%, 5.77%, 6.27%, and 3.32% in ACC, NMI, ARI, and F1 respec-
tively compared to the best baseline method HeCo. 2) Compared to the three
HON methods, AHCMS achieved better clustering results. This is because HON
methods only used one meta-path of the dataset to perform the clustering task,
ignoring the importance of other meta-paths for the clustering task. In con-
trast, AHCMS utilized a collaborative contrastive strategy to comprehensively
consider the influence of multiple meta-paths and adopted a semantic-level atten-
tion mechanism to evaluate the importance of each meta-path, thereby improving
clustering performance. 3) Although the four HIN methods demonstrated good
clustering performance by integrating multiple meta-paths, they did not con-
sider the association between nodes from the attribute level. At the same time,
they overly emphasized the similarity between different learned representations,
resulting in too much redundant information contained in the low-dimensional
representation, which is not conducive to subsequent clustering tasks. In con-
trast, AHCMS utilized high-order proximity modules to fully capture the topo-
logical similarity between node attributes and combined feature decoupling strat-
egy to enable the model to learn more discriminative representations, thereby
improving clustering performance. 4) On the AMiner dataset, there was a signif-
icant gap between all baseline methods and AHCMS. This is because the dataset
lacks attribute information for target nodes, making it difficult to complete the
clustering task solely based on topological information. In contrast, AHCMS
utilized a collaborative contrasting strategy to capture the topological correla-
tion of nodes in HIN, allowing more neighborhood information to be included
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in high-level representations. Additionally, through the feature decoupling strat-
egy, the model reduced the correlation between node attribute information, forc-
ing nodes to focus on their own information and thereby alleviating the noise
problem caused by the lack of node attribute information. 5) AHCMS did not
achieve the best clustering performance on the Freebase dataset. This is because
the meta-path MAM of this dataset contains the main topological structure
information of target nodes, and the structural correlation is large. When mul-
tiple meta-paths are used for clustering tasks, it is equivalent to adding a lot of
noise to the structural information, resulting in unsatisfactory clustering results.
Despite this, AHCMS utilized a semantic-level attention mechanism to encour-
age the model to give greater weight to MAM and provided more comprehensive
guidance for the clustering task through a self-supervised clustering mechanism.
As a result, the high-level representation learned by the model has stronger dis-
criminative power, enabling it to achieve the best clustering performance among
HIN methods.

5.6 Ablation Study

Module Ablation Study. We analyzed the importance of the high-order prox-
imity module (HP) and feature decoupling strategy (FD) in AHCMS by indepen-
dently removing them. First, we used the framework without these two modules
as the baseline (BL), the other methods represent some combination of them.
The clustering results of the module ablation experiments are shown in Table 1,
we can see that 1) BL-HP-FD achieves optimal results on four datasets because
it both reduces the interference of redundant information on the clustering task
and captures the high-order similarity of node attributes. 2) On the AMiner
dataset, BL-FD showed 9.48%, 0.52%, 10.96%, and 8.64% improvement over BL
on ACC, NMI, ARI, and F1, respectively. These results demonstrate that the
model can enhance the discriminative power of the potential space by feature
decoupling strategy, and thus better handle the dataset without node attribute
information.

Meta-Path Ablation Study. To evaluate the contribution of different meta-
paths in the AHCMS training process, we measure the impact of different meta-
path combinations on the clustering effect of AHCMS through meta-path abla-
tion study using the DBLP dataset as an example. The specific descriptions
are as follows: DBLP-1, DBLP-2, and DBLP-3 indicate that the meta-paths
used by AHCMS are APTPA, APA, and APCPA, the other methods represent
some combination of them. The clustering results of the meta-path ablation
experiments are shown in Table 3, it can be seen that: 1) In the method using
only a single meta-path, the clustering effect of DBLP-3 is far better than that
of DBLP-1 and DBLP-2, this indicates that AHCMS has different contribu-
tions when extracting the topology of HIN using different meta-paths. 2) In the
method of using multiple meta-paths simultaneously, DBLP-123 achieved the
best results in all four evaluation metrics, indicating that different meta-paths
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can provide complementary information in clustering tasks, thereby improving
clustering performance. 3) The clustering performance of DBLP-3 is better than
that of DBLP-12, indicating that clustering performance is not only influenced
by the number of meta-paths but also depends on the importance of meta-paths
in HIN.

5.7 Featureless Analysis

To evaluate the effectiveness of AHCMS in heterogeneous graphs without node
attribute information, we take the ACM dataset as an example and replace the
feature matrix of paper nodes with a one-hot feature vector encoding for each
paper node. The clustering results are shown in Fig. 2, it can be seen that: 1)
When node attribute information is missing, AHCMS achieves the best clus-
tering performance compared to six baseline methods in four evaluation met-
rics. Compared with the optimal baseline method HeCo, it improves by 6.24%,
9.72%, 11.3%, and 2.87% in ACC, NMI, ARI, and F1, respectively. It is shown
that AHCMS can capture the topological information of nodes in different meta-
paths through the collaborative contrastive strategy, and use the feature decou-
pling strategy to encourage nodes to focus on their own attribute information,
thereby better dealing with datasets without node attribute information. 2) In
particular, DGI obtained a clustering effect second only to AHCMS when node
attribute information was considered. When the attribute information of the
nodes is missing, the clustering effect is reduced by 35.97%, 59.95%, 57.05%,
and 44.88% on ACC, NMI, ARI, and F1, respectively, compared to that when
the attribute information is considered. This is because in the process of maxi-
mizing mutual information, DGI needs to use node attribute information as pos-
itive samples to construct negative samples. When facing datasets with highly
correlated attribute information between nodes, missing attribute information
makes it difficult for DGI to learn meaningful low-dimensional representations,
resulting in a sharp decline in clustering performance.

Fig. 2. The clustering results of seven methods on the ACM dataset.

5.8 Visualization

To more intuitively verify the effectiveness of AHCMS, we use the t-distributed
stochastic neighbor embedding (t-SNE) algorithm [18] on the DBLP dataset to
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visualize the low-dimensional representations learned by four methods in a two-
dimensional space. The visualization results are shown in Fig. 3, where different
colors represent different categories. As can be seen in Fig. 3, AHCMS has the
best visualization result, which can separate different types of nodes more cor-
rectly and the boundaries are relatively obvious, so it has a clearer clustering
structure and is more friendly for subsequent clustering tasks.

Fig. 3. The t-SNE visualization on the DBLP dataset.

6 Conclusion

We propose an adaptive heterogeneous graph contrastive clustering with multi-
similarity (AHCMS) model, which learns the node representations of each meta-
path attribute graph in the feature extraction module. Then, it adaptively inte-
grates specific semantic information using a semantic-level attention mechanism
and explores consistency information between different meta-paths through an
enhancement module to obtain richer high-level representations. Secondly, using
high-order proximity modules to improve the structural reliability of the original
graph. Additionally, We make the high-level representation contain clustering-
related discriminative information by driving it continuously closer to the cluster
center. Finally, experimental results on four benchmark datasets verify the effec-
tiveness of AHCMS.
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Abstract. Knowledge Distillation (KD) as a model compression technique has
been widely used in Graph Neural Networks (GNNs). Recently research has
demonstrated that GNNs with shallow or deep hidden layers have different repre-
sentational abilities on nodes with low or high degrees. The use of multi-teacher
models can provide diverse knowledge sources for the student model. However,
a significant amount of information is missing when the knowledge is transferred
through the deep hidden layers in the multi-teacher models. It is difficult for multi-
teachermodels to transfer the information of each hidden layer to the studentmodel
while preserving the local semantics of their respective models. To solve this
problem, we propose a novel multi-teacher knowledge distillation method, Multi-
teacher Local Semantic distillation from Graph Neural Networks (MLS-GNN).
MLS-GNN is able to agglomerate the representation capabilities of shallow and
deep GNN teacher models on nodes with different degrees. Not only that, the local
semantics of each hidden layer inmulti-teacher models is preserved through nodes
and edges. Finally, the adaptive weights are assigned to different teacher models
to stabilize the knowledge acquisition process and summarize the local semantics.
We conducted experiments on five public datasets for node classification task, and
the results show that MLS-GNN has excellent performance and better than other
baseline methods.

Keywords: Knowledge Distillation · Multi-Teacher Model · Local Semantics ·
GNN · Adaptive Weights

1 Introduction

Recently, deep neural networks have achieved greatly success in many fields [1, 2].
However, during the training process of deep learning models, the large computing
resource consumption and high storage requirements make it difficult for the models to
be deployed in specific applications.KnowledgeDistillation (KD) is a viablemodel com-
pression technique that can effectively address these challenges [3]. After pre-training a
cumbersome andmassive teachermodel, a lightweight studentmodel extracts knowledge
from it and achieves good performance.

The original KD method is primarily utilized in traditional Convolutional Neural
Networks(CNNs) [4, 5], with early research focusing mainly on distilling knowledge
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X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 502–516, 2023.
https://doi.org/10.1007/978-3-031-46674-8_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46674-8_35&domain=pdf
https://doi.org/10.1007/978-3-031-46674-8_35


Multi-teacher Local Semantic Distillation from Graph Neural Networks 503

Fig. 1. (a) Comparison of average weight direction and adaptive weight direction in three-
dimensional space. If most teacher predictions are biased, averaging the weights of individual
teachers may deviate from the correct direction, and the weights we designed can be adjusted
adaptively through knowledge learning. (b): Teacher model and student model have different
number of hidden layers. Consequently, one-to-one matching of hidden layers between teacher
and student models is not feasible, which restricts the ability to distill the complete local semantics
of the teacher model.

from the last layer of the teacher model [6], which has a risk of overfitting when distilling
knowledge [7]. Hence, researchers have shifted their focus to extracting knowledge from
the hidden layers of the teacher model [8, 9]. Recently, KD has been wildly applied to
Graph Neural Network (GNN) [10–12], and can be classified into two categories based
on the number of teacher models: (1) Single GNN teacher model: A well-trained GNN
is used as the teacher model, and the student model can either be a GNN, Multi-Layer
Perception (MLP) or a combination of MLP and Label Propagation(LP) [11, 13–15]. (2)
Multiple GNN teacher models: Different GNNs have their unique advantages. Multiple
teacher models ensemble the prediction outputs through either fixed weights or weights
designed based on the predicted logits output, and transfers the integrated information
to the student model [12, 16–18].

However, on the one hand, it should be noted that GNNs differ from CNNs in terms
of their structure. While CNNs are designed to process grid data, GNNs are mainly
intended for non-grid data [14]. As a result, themethod ofKD inCNNs cannot be directly
applied to GNNs. On the other hand, it has been proved that GNNswith different number
of hidden layers have different classification abilities on nodes with different degrees
[17]. The shallow model is applicable to nodes with low degrees and the deep model
is applicable to nodes with high degrees. Moreover, multi-teacher model with shallow
or deep layers has better prediction accuracy than single teacher model. Besides, as
illustrated in Fig. 1(a) and (b), there are some shortcomings in multi-teacher model,
such as Fig. 1(a) assigning weights using label-free strategies that may not leads student
to learn in a relatively correct direction [8, 17], and Fig. 1(b) losing knowledge during
transfer through deep hidden layers.

In this paper, we propose Multi-teacher Local Semantic distillation from Graph
Neural Networks (MLS-GNN). In our work, the information in each hidden layer of the
multi-teachermodel is considered as local semantics. The preservation of local semantics
in the multi-teacher model is achieved through the consolidation of information from
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all hidden layers, and a refined student model is trained by combining multiple teachers
with different layers. MLS-GNN relies on the structure of the graph to compute node
similarity in different hidden layers and preserve the similarity to the edges. The entire
local semantics of a single teacher is obtained by aggregating edge information from
various hidden layers across the entire graph. Adaptive weights are calculated using
label combination strategies and assigned to each teacher, then the local semantics and
prediction results of multiple teachers are integrated to obtain the final fused outputs.
Finally, the student model learns knowledge from the fused outputs.

In summary, the contributions of this paper are as follows:

(1) We propose a novel approach for extracting local semantics of multi-teacher GNN
models. By preserving all hidden layer information in the local structure, we enable
the student model to flexibly learn local semantics by measuring the difference of
local knowledge distributions between the hidden layers of teachers and the hidden
layers of student.

(2) We design a new mechanism to calculate the adaptive weights. It can distinguish
high-quality and low-quality teachers based on the degree of matching between
teachers and students, and the resulting adaptive weights enable the teacher model
to guide the learning of the student model in a relatively correct direction.

(3) To verify the effectiveness of MLS-GNN, we conduct experiments on five public
datasets via the node classification task. The results show that our method achieves
excellent performance compared to all other methods. Moreover, on some datasets,
the performance of the student model even surpasses that of the teacher model.

2 Related Work

Graph Neural Network (GNN). As a deep learning method based on graph structure,
GNN has become the subject of extensive contemporary research. Graph Convolutional
Network (GCN) [19], as one of the representative methods of GNN, is applied to the
downstream tasks of GNN based on the information of nodes and edges, and the applica-
ble scenarios are more general and effective. Graph Attention Network (GAT) [20] is a
classical GNNmodel for node classification. Each node in the graph can assign different
weights to neighboring nodes by their similarities. GraphSAGE [21] enhances GCN by
sampling neighborhood nodes and improves classification accuracy. Appnp [22] intro-
duces the PageRank algorithm into GNN and achieves linear computational complexity
by approximating topic-aware PageRank through power iteration. In this paper, we focus
on how to transfer the local semantics of the shallow and deep multi-teacher GNNmod-
els to the student model in the process of knowledge distillation, rather than designing
a new GNN.

Knowledge Distillation (KD). KD [3, 9, 23, 24] is a widely used model compression
method that can extract a more refined and lightweight student model with fewer param-
eters from a more complex teacher model with more parameters. This technique has
gained widespread adoption in several industries due to its simplicity and effectiveness.
TinyGNN [13] samples neighborhood nodes among peers, allowing shallow student
models to mimic the performance of deep teacher models. LSP [14] first proposed to
handle non-grid data by preserving the local structure of the model. CPF [11] takes any
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fully trained GNN as the teacher model, considering the combination of Multi-Layer
Perception (MLP) and Label Propagation (LP) as the student model. GLNN [15] distills
the perfect GNN teacher model into MLP. However, although TinyGNN and LSP both
learn the local structure of the teacher model, their student models do not necessarily
have fewer layers. Both CPF and GLNN use MLP as their student model, which cannot
make full use of the graph structure. All the above models use a single Neural Network
as their teacher model, which has limited access to information for the student model
and is not capable of effectively dealing with nodes with high and low degrees in the
graph.

Knowledge Amalgamation (KA). Multi-teacher knowledge distillation is a branch of
knowledge distillation that aims to diversify the learning content of student models [8,
18, 25–28]. Jing et al. [16] designs a topological attribution map and learns topological
semantics from multiple teachers, but the weight of each teacher in this method is
equal.MSKD [17] designs differentweights through the attentionmechanism and distills
different teacher models at different epochs. However, if the epoch settings are not
reasonable, themodel is easy to overfitting. AlthoughMSKDextracts the local semantics
of the hidden layer, it does not fully extract the local semantics of each layer. Our work
is also a kind of KA. It not only preserves all the hidden layers information of the graph
to the edge, but also designs adaptive weights to ensemble multiple teachers to further
improve the distillation performance.

3 Method

In this section,we introduce a novelKDmodel,Multi-teacher Local Semantic distillation
from Graph Neural Networks (MLS-GNN), and the training method.

3.1 Problem Formalization

Throughout this paper, we consider an undirected graph G = (V ,E), where V =
{v1, v2, . . . , vn} denotes the node set, E ⊆ V × V denotes the edge set, VL is
the labeled set, and VU is the unlabeled set. The graph consists of N nodes, and
X = {x1, x2 . . . , xn} ∈ RN×d denotes the feature matrix, where xi denotes the feature
vector of node vi. In this paper, we aim to transfer the local semantics of all hidden lay-
ers and the knowledge of the output layer from multiple GNNs teachers into a compact
student model.

3.2 Multi-teacher Distillation Framework

The workflow of MLS-GNN is illustrated in Fig. 2. Initially, the adaptive weights of the
teacher model are determined by utilizing the soft labels predicted by both the teacher
and studentmodels [8]. Subsequently,we introduce our proposedmethod for transferring
the local semantics of the model. Finally, we describe the transfer of knowledge in the
output layer and the calculation of the overall loss function.
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Fig. 2. The main framework of MLS-GNN. T1-Model, T2-Model, Tk-Model correspond to dif-
ferent teachermodels,S-Model is the studentmodel, f LTk , f LS (f LS≤f LTk ) correspond to different
number of hidden layers (f LS is the total number of hidden layers for the student model and f LTk

is the total number of hidden layers for the kth teacher model), and the weights are assigned
adaptively by the soft labels of teachers and student.

Simultaneously, it is also critical to select the teacher set T = {T1,T2, . . . ,TK } (K is
the number of teacher models). If the graph contains numerous nodes with low degrees,
over-smoothing [12] can occur with an increase in the depth of the hidden layer of the
teacher model. In such a scenario, if there are many teacher models with a large number
of hidden layers the final prediction outputs of the integrated teacher models may be
relatively poor. Therefore, the number of teachers and the number of hidden layers for
each teacher need to be carefully selected according to different data characteristics.

3.3 Multi-teacher Adaptive Weight Design

In order to enable the student model to learn the correct knowledge from each teacher
model, we devise adaptive weights for each teacher. Let z be the predicted output of
the teacher model, and let f = [f 1, f 2, . . . f L] represent the hidden layer, where L is
the number of hidden layers. The weight for each teacher is determined based on the
predictions of both the teacher and student models:

αTk =
Mean(log_softmax(

zS∗(
zTk

)T

dzS
))

∑K
k=1Mean(log_softmax(

zS∗(
zTk

)T

dzS
))

, (1)
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where zS is the prediction output of the student in the last layer, zTk is the prediction output
of the kth teacher last layer, dzS is the dimension of zS ,Mean(·) is an averaging function
that returns the average of all elements, αTk is the weight of each teacher. Similarities
are calculated by prediction results of teacher and student model, then log_softmax and
average processing are performed on the similarity results to obtain the final adaptive
weight αTk . Enlightened by the attention mechanism [29], the output similarities of
teachers and student are divided by dzS , which can prevent the variance of the similarities
from becoming large. The adaptive weights are designed so that multiple teachers have
their own discriminability in the student feature spaces, and represent the measure of
the difference between the student and multiple teachers.

3.4 Hidden Layer Local Semantic Transferring

In terms of local structural information, the hidden layer of the student model should
show a similar distribution to the teacher model as much as possible [4, 8, 14, 17]. To
maintain the stability of the student model in the process of knowledge transfer in the
hidden layer, we design the measurement Lmid that measures the distance between the
hidden layer representations of the student model and multiple teacher models:

Lmid = KL
(∑LS

l=1 inter
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f lS
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As shown in Fig. 2, the inter(·) function is used to measure the structural information
of the hidden layers in both the student and teachermodels. The number of hidden layers
in the student and teacher models may differ, fS l is the lth hidden layer in the student
model, and fTk

l is the lth hidden layer in the kth teacher model. In any hidden layer
of a teacher, the Euclidean Distance between node v and its adjacent node j is used
to represent its similarity. The similarities of all nodes and their neighbors in different
hidden layers is assigned to the edge. Therefore, even the same edge retains different
similarities in different hidden layers. Next, the similarities are aggregated across the
teacher model, and their adaptive weights αTk are used to fuse the knowledge of each
teacher, yielding the local structure information of all teachers. Finally, we measure the
variability between the teacher and student models using the Kullback-Leibler (KL)
divergence.
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3.5 Output Layer Knowledge Transferring

The combination of Cross-Entropy (CE) and KL divergence are employed to calculate
the loss of the student in the distillation process. The distribution distance between the
student and the integrated teachers is calculated by KL divergence which can make the
student to learn from the teachers, and the student is also guided by the ground truth
through CE loss between student prediction label and real label.

The distillation loss function of the student in the output layer is:

LKD = LKL

(
σ

(
zS

τ

)
,
∑K

k=1
αTk ∗ σ

(
zTk

τ

))
+ λLCE

(
σ
(
zS

)
, y

)
, (5)

where, σ represents the SoftMax function. The temperature τ represents a hyperparam-
eter, which is used to enlarge and shrink the information of negative labels. y represents
the real one-hot label, and λ is the balance hyperparameter.

The overall loss function is as follows:

L = LKD + ϕLmid , (6)

where the coefficient ϕ > 0 is used as a balancing factor.

4 Experiment

In this section, we first introduce the experiment datasets, then provide the baselines
we compare, and present our parameter settings and experiment results. Furthermore,
we analyze the parametric efficiency of the model and baselines. Finally, we performed
ablation experiments and visualization analysis based on the above experiments.

4.1 Datasets

We conducted experiments for node classification [30] on 5 public datasets, including 3
citation network: Cora [31], CiteSeer [31], PubMed [32], and two co-authored graphs:
Amazon-computer [33], Amazon-photo [33]. We partition the data sets as same as CPF
[11], and 20 nodes are selected for each class as the training set, 30 nodes are selected
as the validation set, and the rest of the nodes are used as the test set. Cora, CiteSeer
and PubMed are citation network, in which node acts as publication and edge repre-
sents citation relationship. There are no isolate nodes in the graphs. Amazon-computer
and Amazon-photo are extracted from Amazon purchase graph, in which node acts as
commodity and edge represents purchase together.

The details of the datasets are as follows (Table 1):



Multi-teacher Local Semantic Distillation from Graph Neural Networks 509

Table 1. Statistic of the five datasets

Node Edge Features Class

Cora 2485 5069 1433 7

CiteSeer 2110 3668 3703 6

PubMed 19,717 44,324 500 3

A-Photo 7487 119,043 745 8

A-Computer 13,381 245,778 767 10

4.2 Baselines and Evaluation Metrics

We compare MLS-GNN with four KD methods in nodes classification task:

• CPF [11]: CPF uses an arbitrary GNN as the single teacher model, and the student
model is a combination of feature propagation and label propagation.

• GLNN [15]: GLNN is a lightweight model with single teacher that distills knowledge
from GNNs to MLPs.

• Jing et. al. [16]: A topological attribution map (TAM) scheme is proposed to learn
the topological semantics of multi-teachers.

• MSKD [17]: MSKD is a multi-teacher-based model which is distilled by different
training stages. The teacher models extract knowledge of the penultimate layer to
provide for the student model.

We also compare MLS-GNN with two none-KD models in node classification task:

• GraphSAGE [21]: GraphSAGE improves GCN by sampling neighborhood nodes, so
that GCN can be extended to large graphs.

• Appnp [22]: Appnp improved GCN by introducing the PageRank algorithm.
• According to CPF, we employ the Accuracy (ACC) as evaluation metric.

4.3 Experimental Settings

To ensure fair comparison between MLS-GNN1 and the baseline models, we use grid-
search or follow the original papers to get the optimal hyperparameters. For consistency,
in the baseline of the multi-teacher model, the student model uses consistent parameters.
We employ GCN and GAT as the teacher and student model and the number of teachers
is set 2. MLS-GCN andMLS-GAT represent MLS-GNNmodels with GCN and GAT as
teachers and students, respectively. Different teachers have different numbers of hidden
layers on the same dataset. It is worth noting that the total parameters of the teacher
models are always larger than those of the student model. In teacher GCN, the hidden
layer dimensions of the teacher models are 256 dimensions. In student GCN, the hidden
layer dimensions of the student model are 128 dimensions. In teacher GAT, each hidden
layer has 6 attention heads and 64 hidden features, and the output layer has 1 attention
heads and C (the class of the dataset) hidden features. In student GAT, each hidden layer

1 Our code is publicly available at https://github.com/Oddttfz/MLS_GNN.

https://github.com/Oddttfz/MLS_GNN
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has 6 attention heads and 32 hidden features, and the output layer has 1 attention heads
and C hidden features. The number of hidden layers of the teacher model is {1, 2, 3},
the number of hidden layers of the student model is 1. We have used Adam optimization
and trained each model for 200 epochs on all datasets. All results are reported in means
and standard deviations over 3 runs with different random seeds. In different datasets,
the hyperparameters of the models are shown in Table 2.

Table 2. Model hyperparameter design in each dataset

Cora CiteSeer PubMed A-Photo A-Computer

Learning Rate 0.003 0.003 0.01 0.005 0.005

Weight Decay 0.01 0.037 0.03 0.01 0.01

Temperature 5 3 3 2 2

4.4 Experimental Results

The experimental results presented in Table 3 demonstrate that MLS-GNN outperforms
all the othermethods in terms of accuracy. Especially on the PubMed dataset,MLS-GCN
surpasses the best baseline by nearly 1.4%. On the Amazon-Computer dataset, MLS-
GCN also achieves a notable improvement of approximately 0.6%, while demonstrating
various degrees of improvement on the other datasets as well, the performance of MLS-
GAT on most datasets is approximately similar to that of MLS-GCN.

Compared with non-KDmethods, GraphSAGE and APPNP, the application of GNN
basedKD exhibit superior performance (e.g., CPF,MSKD). This demonstrates the effec-
tiveness of KD in improving the performance of GNN models for node classification
tasks. The use of soft labels as prediction outputs of the teacher during training helps
the student to better understand complex concepts and mimic the teacher with higher
accuracy. As illustrated in Fig. 3, the choice of temperature during the training phase is
also an important factor that affects the model performance. A lower temperature setting
is generally preferred for models with fewer parameters, as it helps the student to focus
on the most informative parts of the knowledge from the teacher.

Compared with CPF and GLNN which employ GNN as the single teacher and MLP
as themain structure,multi-teacher distillation has shown promising results in improving
performance by leveraging diverse sources of knowledge from multiple teachers (e.g.,
MLS-GCN). However, CPF and GLNN still have their advantages and outperform some
multi-teacher models (e.g., Jing et al, MSKD) on several datasets. On one hand, Jing
et al.[16] did not learn from ground truth, leading to evident performance drawbacks
when compared with the CPF lightweight model, especially in cases where the teacher
model prediction results exhibit obvious fluctuations. On the other hand, MSKD may
suffers from the overthinking problem [34] due to having too many teachers with deep
hidden layers.

Compared with the multi-teacher model Jing et al. [16] and MSKD, MLS-GNN
(MLS-GCN and MLS-GAT) integrates knowledge from both teachers and ground truth,
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Table 3. Accuracy (%) results of baseline models and MLS-GNN in five datasets

Cora CiteSeer PubMed A-Photo A-Computer

Optimal Teacher 85.2 ± 0.6 76.5 ± 0.4 81.0 ± 0.4 93.4 ± 0.3 86.9 ± 0.6

GraphSAGE
APPNP

82.9 ± 0.3
85.3 ± 0.2

74.3 ± 0.3
75.4 ± 0.1

81.0 ± 0.6
81.4 ± 0.5

91.5 ± 0.2
93.2 ± 0.1

84.6 ± 0.5
85.2 ± 0.8

CPF
GLNN

85.3 ± 0.3
84.5 ± 0.3

76.5 ± 0.1
69.6 ± 0.2

81.1 ± 0.4
79.9 ± 0.2

93.4 ± 0.1
93.4 ± 0.2

84.6 ± 0.3
85.2 ± 0.4

Jing et al.
MSKD

83.6 ± 0.5
83.5 ± 0.3

75.2 ± 0.4
74.5 ± 0.3

79.2 ± 0.6
80.1 ± 0.3

91.1 ± 0.6
92.6 ± 0.2

83.2 ± 0.4
85.9 ± 0.5

MLS-GCN
MLS-GAT

85.5 ± 0.5
85.4 ± 0.2

76.7 ± 0.3
76.5 ± 0.2

82.8 ± 0.3
81.9 ± 0.3

93.6 ± 0.3
93.4 ±0.2

86.5 ± 0.5
86.1 ± 0.3

Fig. 3. The impact of different temperatures on the acc of MLS-GCN, presented in percentage
(%).

which reduces the probability of teacher-learning-error being propagated to the student.
Moreover, MLS-GNN strikes a balance between the number of model parameters and
performance, leading to a clear advantage. In contrast, Jing et al.[16] disregards the
importance of different types of knowledge, and MSKD fails to establish a reasonable
teacher ratio, as an excessive number of teachers does not necessarily improve knowledge
understanding. Additionally,MSKDdoes not fully assimilate the local semantics of each
hidden layer in the teacher model, while MLS-GNN incorporates these local semantics
to yield superior prediction outcomes.

It is noteworthy that, on the Cora, CiteSeer, PubMed and Amazon-Photo datasets,
MLS-GCN (which can be regarded as the student model only) exhibits better perfor-
mance than even the Optimal Teacher (the best teacher in MLS-GNN), providing strong
evidence of the effectiveness of our proposed approach. Our student with simple struc-
ture not only assimilates the teacher’s knowledge but also mitigates the overthinking
issues that arise in large models with deep hidden layers. Additionally, Lmid serves as a
regularization that enhances the learning ability of the student model.
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Table 4. Parameters of MLS-GNN and its teachers and each baseline in different datasets

Cora CiteSeer PubMed A-Photo A-Computer

Teacher1-GCN
Teacher2-GCN
Teacher1-GAT
Teacher2-GAT

0.37M
0.44M
0.55M
0.70M

0.95M
1.02M
1.43M
1.57M

0.13M
0.19M
0.19M
0.34M

0.19M
0.26M
0.29M
0.44M

0.20M
0.27M
0.30M
0.45M

GraphSAGE
APPNP

0.37M
0.37M

0.95M
0.95M

0.13M
0.13M

0.19M
0.19M

0.20M
0.20M

CPF
GLNN

0.05M
0.18M

0.25M
0.47M

0.04M
0.06M

0.06M
0.10M

0.07M
0.10M

Jing et al.
MSKD

0.28M
0.18M

0.71M
0.47M

0.1M
0.06M

0.15M
0.10M

0.15M
0.10M

MLS-GCN
MLS-GAT

0.18M
0.28M

0.47M
0.71M

0.06M
0.1M

0.10M
0.15M

0.10M
0.15M

4.5 Parameter Efficiency

The proposed KD approach aims to mitigate the memory footprint of the model, which
is crucial in resource-constrained scenarios to enable successful deployment of real-
world applications. In this regard, the parameter count is utilized as a metric to assess
the memory consumption of each model. As illustrated in Table 4, the non-KD model
exhibits a larger parameter count than the KD model. Furthermore, the KD model that
employs MLP (e.g., CPF, GLNN) as the main structure have the smallest parameter
count. By reducing the dimension of the hidden layers and the number of network
layers, MLS-GCN and MLS-GAT reduces the model size of the teacher GNN to less
than 25% and 35% on average while maintaining high performance, respectively. It is
important to note that each approach has its strengths and weaknesses, and the choice
of method should be based on the specific task and dataset.

4.6 Ablation Study

To demonstrate the effectiveness of our different components, we conduct ablation
studies on the CiteSeer and PubMed datasets. We specifically investigate the impact
of adaptive weights, local semantic learning, and multi-teacher vs single teacher
approaches.

1. Fixed weights: To examine the impact of fixed weights, we employed a fixed weight
of 1

/
NT

for each teacher instead of the adaptive weights (NT denotes the number of
teachers). The results presented in Table 5 demonstrate that assigning equal weights
to CiteSeer and PubMed leads to a notable decline in accuracy by 0.3% and 0.9% for
MLS-GCN and 0.5% and 1.5% for MLS-GAT, respectively. These findings suggest
that it is crucial to ensemble multiple teacher models using adaptive weights. Our
approach on adaptive weights enables us to differentiate the quality of the teachers.
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Table 5. Ablation study (%) on CiteSeer and PubMed

GNN-Type Model Components CiteSeer PubMed

MLS-GCN Fixed weights 76.4 ± 0.2 81.9 ± 0.7

MLS-GNN-no −Lmid 76.3 ± 0.2 82.2 ± 0.4

MLS-GNN -one-Teacher 75.3 ± 0.8 82.0 ± 0.5

MLS-GNN 76.7 ± 0.3 82.8 ± 0.3

MLS-GAT Fixed weights 76.0 ± 0.5 80.4 ± 0.3

MLS-GNN-no −Lmid 76.1 ± 0.3 80.7 ± 0.4

MLS-GNN -one-Teacher 75.6 ± 0.6 79.7 ± 0.7

MLS-GNN 76.5 ± 0.2 81.9 ± 0.2

Fig. 4. MLS-GCN Acc (%) results learned from different numbers of teacher models. “1_Layer”
represents a teacher with one hidden layer, while “1 + 2_Layers” refers to a model with both a
single hidden layer and a two-hidden-layer network. Similarly, “1 + 2 + 3_Layers” denotes a
teacher with one hidden layer and a teacher with two hidden layers and a teacher with three hidden
layers.

2. MLS-GNN −no − Lmid : This ablation study aims to evaluate the impact of local
semantic learning in MLS-GNN. We remove the Lmid measurement from the total
components to obtain the variant of MLS-GNN that lacks local semantic learning. As
shown in Table 5, the removal of Lmid leads to a substantial decrease in the accuracy of
the student model, underscoring the effectiveness of the knowledge transfer through
local semantic learning in hidden layers. This finding demonstrates that hidden layers
contain crucial information that needs to be transferred to the student model, and our
proposed method successfully leverages this information for knowledge distillation.

3. MLS-GNN -one-Teacher: In this setting, we train theMLS-GNNmodel using a single
teacher. As presented in Table 5, the performance of the student model is clearly
lower when learning from a single teacher, indicating the importance of learning
from multiple teacher models and incorporating diverse knowledge. In MLS-GNN,
teacher with a single hidden layer is suitable for processing nodes with low degrees,
while teacher with two hidden layers is appropriate for handling nodes with high
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degrees. Compared to a single teacher model, MLS-GNN has better capability in
handling nodes with varying degrees. The results are further supported by Fig. 4 on
the Cora and PubMed datasets, which highlights the crucial role of determining the
optimal number of teacher models for effective knowledge transfer. It is important to
note that having an excessive number of teachers does not necessarily improve the
training outcome of the student.

Fig. 5. The t-SNE visualization of MLS-GCN, CPF, GraphSAGE, Appnp on Cora dataset.

4.7 Visualization

We generated visualizations of the classification results of GraphSAGE, APPNP, CPF
and MLS-GCN on the Cora dataset. To create these visualizations, we embedded the
nodes into a 2-dimensional space using the t-SNE method [35]. The results are shown
in Fig. 5, which reveals a clear separation trend between nodes of different categories in
MLS-GCN, along with an aggregation trend within nodes of the same category. Overall,
the node visualization of MLS-GCN showcases its superior performance compared to
the other models.

5 Conclusion

Compared with the existing single-teacher model, we can learn more comprehensive
knowledge from multiple teacher models. Compared with the existing multi-teacher
model, we distill the local semantics of all hidden layers of the teacher model, and
give the teacher model adaptive weights for integration, making the teacher model more
powerful and further reducing the difference of local knowledge distributions between
the student model and the teacher model. Results show that MLS-GNN has excellent
node classification ability. However, distillation from the local structure may not be
possible if the local structure of the student model differs dramatically from that of the
teacher model, so our method has some limitations. For this issue, we hope to obtain
expansion in our future research career.
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Abstract. Argument mining is to analyze argument structure and
extract important argument information from unstructured text. An
argument mining system can help people automatically gain causal and
logical information behind the text. As argumentative corpus gradually
increases, like more people begin to argue and debate on social media,
argument mining from them is becoming increasingly critical. However,
argument mining is still a big challenge in natural language tasks due
to its difficulty, and relative techniques are not mature. For example,
research on non-tree argument mining needs to be done more. Most works
just focus on extracting tree structure argument information. Moreover,
current methods cannot accurately describe and capture argument rela-
tions and do not predict their types. In this paper, we propose a novel
neural model called AutoAM to solve these problems. We first intro-
duce the argument component attention mechanism in our model. It can
capture the relevant information between argument components, so our
model can better perform argument mining. Our model is a universal
end-to-end framework, which can analyze argument structure without
constraints like tree structure and complete three subtasks of argument
mining in one model. The experiment results show that our model out-
performs the existing works on several metrics in two public datasets.

Keywords: Argument Mining · Information Extraction · Natural
Language Processing

1 Introduction

Argument mining (AM) is a technique for analyzing argument structure and
extracting important argument information from unstructured text, which has
gained popularity in recent years [12]. An argument mining system can help
people automatically gain causal and logical information behind the text. The
argument mining techniques benefit plenty of many fields, like legal [31], public
opinions [19], finance, etc. Argument mining is beneficial to human society, but
there is still much room for development. Argument mining consists of several
tasks and has a variety of different paradigms [12]. In this paper, we focus on
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
X. Yang et al. (Eds.): ADMA 2023, LNAI 14179, pp. 517–531, 2023.
https://doi.org/10.1007/978-3-031-46674-8_36
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the most common argument structure of monologue. It is an argumentative text
from one side, not an argument from two sides. The microscopic structure of
argumentation is the primary emphasis of the monologue argument structure,
which primarily draws out the internal relations of reasoning.

Fig. 1. An example of argument mining result after extraction in the CDCP dataset
[19]. It forms an argument graph. In this graph, every node AC represents an argument
component. Fact, Value, and Policy are three types of ACs. Every edge AR denotes
argument relation, and Reason is one type of AR.

In this setting, an argumentative paragraph can be viewed as an argument
graph. An argument graph can efficiently describe and reflect logical information
and reasoning paths behind the text. An example of AM result after extraction
is shown in Fig. 1. The two important elements in an argument graph are the
argument component (AC) and the argument relation (AR). ACs are nodes in
this graph, and ARs are edges. The goal of an AM system is to construct this
argument graph from unstructured text automatically. The process of the AM
system definition we use is as following steps:

1. Argument Component Identification (ACI): Given an argumentative para-
graph, AM systems will detect ACs from it and separate this text.

2. Argument Component Type Classification (ACTC): AM systems will deter-
mine the types of these ACs.

3. Argument Relation Identification (ARI): AM systems will identify the exis-
tence of a relationship between any ACs.

4. Argument Relation Type Classification (ARTC): AM systems will determine
the type of ARs, which are the existing relations between ACs.

Subtask 1) is a token classification task, which is also a named entity recog-
nition task. This task has a large amount of research work on it. Most of the
previous argument mining works [3,10,25] assume that the subtask 1) argument
component identification has been completed, which is the argument component
has been identified and can be obtained from the argumentative text. Therefore,
the emphasis of argument mining research is placed on other subtasks. Follow-
ing previous works, we also make such assumptions in this paper. On this basis,
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we design an end-to-end model to complete ACTC, ARI, and ARTC subtasks
simultaneously.

ARI and ARTC are the hardest parts of the whole argument mining process.
An AR is represented by two ACs. It is difficult to represent AR precisely and
capture this relation. Most ACs pairs do not have a relationship at all, which
leads to a serious sample imbalance problem. Among the whole process, ARI
and ARTC are parts of ACI and ACTC, so the performance of these tasks will
be influenced. Due to these reasons, many previous works give up and ignore
the classification of ARs. Besides, much research imposes some argument con-
straints to do argument mining. In most normal cases, they assume argument
information is a tree structure, and they can use the characteristic of the tree
to extract information. Tree structure argument information is common in an
argumentative essay. However, argument information with no constraints is more
normal in the real world, like a huge amount of corpus on social media. This
information is just like the general argument graphs mentioned before and needs
to be extracted in good quality.

In this paper, we solve the above problems with a novel model called
AutoAM (the abbreviation of Automactic and Universal Argument Mining
Model). This is an efficient and accurate argument mining model to complete
the entire argument mining process. This model does not rely on domain-specific
corpus and does not need to formulate special syntactic constraints, etc., to con-
struct argument graphs from argumentative text. To improve the performance
of non-tree structured argument mining, we first introduce the argument com-
ponent attention mechanism (ArguAtten) in this model, which can better cap-
ture the relevant information of argument components in an argumentative para-
graph. It benefits the overall performance of argument mining. We use a distance
matrix to add the key distance feature to represent ARs. A stratified learning
rate is also a critical strategy in the model to balance multi-task learning. To the
best of our knowledge, we are the first to propose an end-to-end universal AM
model without structure constraints to complete argument mining. Meanwhile,
we combine our novelty and some successful experience to achieve the state of
the art in two public datasets.

In summary, our contributions are as follows:

– We propose a novel model AutoAM for argument mining which can effi-
ciently solve argument mining in all kinds of the argumentative corpus.

– We introduce ArguAtten (argument component attention mechanism) to
better capture the relation between argument components and improve over-
all argument mining performance.

– We conduct extensive experiments on two public datasets and demonstrate
that our method substantially outperforms the existing works. The experi-
ment results show that the model proposed in this paper achieves the best
results to date in several metrics. Especially, there is a great improvement
over the previous studies in the tasks of ARI (argument relation identifica-
tion) and ARTC (argument relation type classification).
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2 Related Work

Since argument mining was first proposed [16], much research has been con-
ducted on it. At first, people used rule-based or some traditional machine learning
methods. With the help of deep learning, people begin to get good performance
on several tasks and start to focus on non-tree structured argument mining. We
discuss related work following the development of AM.

2.1 Early Argument Mining

The assumption that the argument structure could be seen as a tree or forest
structure was made in the majority of earlier work, which made it simpler to
tackle the problem because various tree-based methods with structural restric-
tions could be used. In the early stage of the development of argument min-
ing, people usually use rule-based structural constraints and traditional machine
learning methods to conduct argumentative mining. In 2007, Moens et al. [16]
conducted the first argument mining research on legal texts in the legal field,
while Kwon et al. [11] also conducted relevant research on commentary texts in
another field. However, the former only identified the content of the argument
and did not classify the argument components. Although the latter one further
completed the classification of argument components, it still did not extract the
relationship between argument components, and could not explore the argument
structure in the text. It only completed part of the process of argument mining.

2.2 Tree Structured Argument Mining with Machine Learning

According to the argumentation paradigm theory of Van Eemeren et al. [6],
Palau and Moens [15] modeled the argument information in legal texts as a
tree structure and used the hand-made Context-Free Grammar (CFG) to parse
and identify the argument structure of the tree structure. This method is less
general and requires different context-free grammars to be formulated for differ-
ent structural constraints of argument. By the Stab and Gurevych [27] [28] tree
structure of persuasive Essay (Persuasive Essay, PE) dataset has been in argu-
ment mining has been applied in many studies and practices. In this dataset,
Persing and Ng [23] and Stab and Gurevych [28] used the Integer Linear Pro-
gramming (ILP) framework to jointly predict the types of argument components
and argument relations. Several structural constraints are defined to ensure a tree
structure. The arg-micro text (MT) dataset created by Peldszus [21] is another
tree-structured dataset. In studies using this dataset, decoding techniques based
on tree structure are frequently used, such as Minimum Spanning tree (MST)
[22], and ILP [1].

2.3 Neural Network Model in Argument Mining

With the popularity of deep learning, neural network models have been applied
to various natural language processing tasks. For deep learning methods based
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on neural networks, Eger et al. [7] studied argument mining as a sequence label-
ing problem that relies on parsing multiple neural networks. Potash et al. [25]
used sequence-to-sequence pointer network [30] in the field of argument mining
and identified the different types of argument components and the presence of
argument relations using the output of the encoder and decoder, respectively.
Kuribayashi et al. [10] developed a span representation-based argumentation
structure parsing model that employed ELMo [24] to derive representations for
ACs.

2.4 Recent Non-tree Structured Argument Mining

Recently, more works have focused on the argument mining of non-tree struc-
tures. The US Consumer Debt Collection Practices (CDCP) dataset [18,19]
greatly promotes the development of non-tree structured argument mining. The
argument structures contained in this dataset are non-tree structures. On this
dataset, Niculae et al. [18] carry out a structured learning method based on a
factor graph. This method can also handle the tree structure of datasets. It can
also be used in the PE dataset, but the factor diagram needs a specific design
according to the different types of the argument structure. Galassi et al. [8]
used the residual network on the CDCP dataset. Mor IO et al. [17] developed
an argument mining model, which uses a task-specific parameterized module to
encode argument. In this model, there is also a bi-affine attention module [5]
to capture the argument. Recently, Jianzhu Bao et al. [2] tried to solve both
tree structure argument and non-tree structure argument by introducing the
transformation-based dependency analysis method [4,9]. This work gained rela-
tively good performance on the CDCP dataset but did not complete the ARTC
task in one model and did not show the experiment results of ARTC.

However, these methods either do not cover the argument mining process
with a good performance or impose a variety of argument constraints. There is
no end-to-end model for automatic and universal argument mining before. Thus,
we solve all the problems above in this paper.

3 Methodology

As shown in Fig. 2, we propose a new model called AutoAM. This model adopts
the joint learning approach. It uses one model to simultaneously learn the ACTC,
ARI, and ARTC three subtasks in argument mining. For the argument compo-
nent extraction, the main task is to classify the argument component type, and
the argument component identification task has been completed by default on
both the PE and the CDCP datasets. For argument relation extraction, the
model regards ARI and ARTC as one task. The model classifies the relation-
ship between the argument components by a classifier and then gives different
prediction results for two tasks by post-processing prediction labels.
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Fig. 2. The framework of our proposed model called AutoAM.

3.1 Task Formulation

The input data contains two parts: a) A set of n argumentative text T =
{T1, T2, ..., Tn}, b) for the ith argumentative text, there are m argument compo-
nent spans S = {S1, S2, ..., Sm}, where every span marks the start and end scope
of each AC Si = (starti, endi). Our aim is to train an argument mining model
and use it to get output data: a) types of m ACs provided in the input data
ACs = {AC1, AC2, ..., ACm}, b) k existing ARs ARs = {AR1, AR2, ..., ARk}
and their types, where ARi = (ACa → ACb).

3.2 Argument Component Extraction

By default, the argument component identification task has been completed.
The input of the whole model is an argumentative text and a list of positional
spans corresponding to each argument component Si = (starti, endi).

We input argumentative text T into pre-trained language models (PLMs) to
get contextualized representations H ∈ R

m×db , where db is the dimension of the
last hidden state from PLMs. Therefore, we represent argumentative text as H =
(h1, h2, ..., hm), where hi denotes the ith token contextualized representation.

We separate argument components from the paragraph using argument com-
ponent spans S. In the PE dataset, the argument components do not appear
continuously. We use mean pooling to get the representation of each argument
component. Specifically, the i argument component can be represented as:

ACi =
1

endi − starti + 1

endi∑

j=starti

hi, (1)
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where ACi ∈ R
db . Therefore, all argument components in the argumentative text

can be represented as ACs = (AC1, AC2, ..., ACn). For each argument compo-
nent, we input it into AC Type Classifier MLPa in order. This classifier contains
a multi-layer perceptron. A Softmax layer is after it. The probability of every
type of argument component can be get by:

p(yi|ACi) = Softmax(MLPa(ACi)), (2)

where yi represent the predicted labels of the ith argument component. We get
the final predicted label of its argument component as:

ŷi = Argmax(p(yi|ACi)). (3)

3.3 Argument Relation Extraction

This model views ARI and ARTC as having the same task and distinguish
them by post-processing predictions. We classify every argument component
pair (ACi → ACj). Argument component pairs are different of (ACi → ACj)
and (ACj → ACi). We add a label, ‘none’ here. ‘none’ represents that there is
no relation of ACi → ACj .

In the argument relation extraction part, we use the enumeration method.
We utilize output results from the ACTC step. We combine two argument com-
ponents and input them into AR Type Classifier to get the predicted output.

First, the model uses ArguAtten (Argument Component Attention mech-
anism) to enhance the semantic representation of argument components. The
self-attention mechanism is first proposed in the Transformer [29]. The core of
this mechanism is the ability to capture how each element in a sequence relates
to the other elements, i.e., how much attention each of the other elements pays
to that element. When the self-attention mechanism is applied to natural lan-
guage processing tasks, it can often capture the interrelationship of all lexical
elements in a sentence and better strengthen the contextual semantic represen-
tation. In the task of argument mining, all argument components in an argu-
mentative text also meet this characteristic. The basic task of argument mining
is to construct an argument graph containing nodes and edges, where nodes are
argument components and edges are argument relations. Before the argument
relation extraction task, the self-attention mechanism of argument components
can be used to capture the mutual attention of argument components. It means
that it can better consider and capture the argument information of the full
text. This mechanism is conducive to argument relations extraction and the
construction of an argument graph. We define ArguAtten as:

ArguAtten(Q,K, V ) = Softmax(
QKT

√
dk

) × V, (4)

where Q, K, V are got by multiplying ACs with WQ, WK , WV . They are three
parameter matrices WQ,WK ,WV ∈ R

db×dk , and dk is the dimension of atten-
tion layer. Besides, we also use ResNet and layer normalization (LN) after the
attention layer to avoid gradient explosion:
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ResNetOut = LN(ACs + ArgutAtten(ACs)). (5)

Through the self-attention of argument components, we obtain a better contex-
tualized representation of argument components and then begin to construct
argument pairs to perform argument relation extraction.

We consider that the relative distance between two argument components
has a decisive influence on the type of argument relations between them. By
observing the dataset, we can find that there is usually no argument relation
between the two argument components, which are relatively far apart. It can
significantly help the model to classify the argument relation types. Therefore,
we incorporate this feature into the representation of argument relations. At
first, the distance vector is introduced, and the specific definition is shown as:

Vdist = (i − j) × Wdist, (6)

where (i−j) represents a relative distance, it can be positive or negative. Wdist ∈
R

1×ddist is a distance transformation matrix, and it can transform a distance
scalar to a distance vector. ddist is the length of the distance vector.

For each argument relation, it comes from the source argument component
(Src AC), the target argument component (Trg AC), and the distance vector
(Dist Vec). We concatenate them to get the representation of an argument rela-
tion as:

ARi,j = [ACi, ACj , Vdist], (7)

where ARi,j ∈ R
db×2+ddist , ddist is the length of distance vector.

Therefore, argument relations in an argumentative text can be represented
as ARs = (AC1,2, AC1,3, ..., ACn,n−1, ), contains n × (n − 1) potential argument
relations in total. We do not consider self-relation like AR = (ACi → ACi).

For each potential argument relation, we separately and sequentially input
them into the AR Type Classifier MLPb. The classifier uses a Multi-Layer Per-
ceptron (MLP) containing a hidden layer of 512 dimensions. The output of the
last layer of the Multi-layer Perceptron is followed by a Softmax layer to obtain
the probability of an argument relationship in each possible type label, as shown
in:

p(yi,j |ARi,j) = Softmax(MLPb(ARi,j)), (8)

where yi,j denotes the predicted label of the argument relation from the ith
argument component to the jth argument component. The final predicted labels
are:

ŷi,j = Argmax(p(yi,j |ARi,j)). (9)

To get the predicted labels of ARI and ARTC, we post-processed the pre-
diction of the model. The existence of an argument relation in the ARI task is
defined as:

ŷARI =

{
0 if ŷAR = 0
1 if ŷAR �= 0

(10)
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where ŷAR is the predicted label from the model output.
When we gain the type of an existing argument relation in the ARTC task,

we assign the probability of ‘none’ to zero and select the other label with the
higher probability. They are represented as:

ŷARTC = Argmax(p(yAR|ARi,j)), ynone = 0, (11)

where ynone is the model output of the label ‘none’.

3.4 Loss Function Design

This model jointly learns the argument component extraction and the argument
relation extraction. By combining these two tasks, the training objective and
loss function of the final model is obtained as:

L(θ) =
∑

i

log(p(yi|ACi)) +
∑

i,j

p(yi,j |ARi,j) +
λ

2
||θ||2, (12)

where θ represents all the parameters in the model, and λ represents the coef-
ficient of L2 regularization. According to the loss function, the parameters in
the model are updated repeatedly until the model achieves better performance
results to complete the model training.

4 Experiments

4.1 Datasets

We evaluate our proposed model on two public datasets: Persuasive Essays (PE)
[28] and Consumer Debt Collection Practices (CDCP) [18].

The PE dataset only has tree structure argument information. It has three
types of ACs: Major-Claim, Claim, and Premise, and two types of AR: support
and attack.

The CDCP dataset has general structure argument information, not limited
to a tree structure. It is different from the PE dataset and is more difficult. The
argument information in this dataset is more similar to the real world. There are
five types of ACs (propositions): Reference, Fact, Testimony, Value, and Policy.
Between these ACs, there are two types of ARs: reason and evidence.

We both use the original train-test split of two datasets to conduct experi-
ments.

4.2 Setups

In the model training, roberta-base [13] was used to fine-tune, and AdamW
optimizer [14] was used to optimize the parameters of the model during the
training. We apply a stratified learning rate to obtain a better semantic repre-
sentation of BERT context and downstream task effect. The stratified learning
rate is important in this task because this multi-task learning is complex and
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have three subtasks. The ARI and ARTC need a relatively bigger learning rate
to learn the data better. The initial learning rate of the BERT layer is set as 2e-5.
The learning rate of the AC extraction module and the AR extraction module is
set as 2e-4 and 2e-3, respectively. After BERT output, the Dropout Rate [26] is
set to 0.2. The maximum sequence length of a single piece of data is 512. We cut
off ACs and ARs in the over-length text. The batch size in each training step
is set to 16 in the CDCP dataset and 2 in the PE dataset. The reason is that
there are more ACs in one argumentative text from the PE dataset than in the
CDCP dataset.

In training, we set an early stop strategy with 5 epochs. We set the min-
imum training epochs as 15 to wait for the model to become stable. We use
MacroF1ARI as monitoring indicators in our early stop strategy. That is because
AR extraction is our main improvement direction. Furthermore, the ARI is
between the ACTC and the ARTC, so we can better balance the three tasks’
performance in the multi-task learning scenario.

The code implementation of our model is mainly written using PyTorch [20]
library, and the pre-trained model is loaded using Transformers [32] library. In
addition, model training and testing were conducted on one NVIDIA GeForce
RTX 3090.

4.3 Compared Methods

We compare our model with several baselines to evaluate the performance:

– Joint-ILP [28] uses Integer Linear Programming (ILP) to extract ACs and
ARs. We compare our model with it in the PE dataset.

– St-SVM-full [18] uses full factor graph and structured SVM to do argu-
ment mining. We compare our model with it in both the PE and the CDCP
datasets.

– Joint-PN [25] employs a Pointer Network with an attention mechanism to
extract argument information. We compare our model with it in the PE
dataset.

– Span-LSTM [10] use LSTM-based span representation with ELMo to per-
form argument mining. We compare our model with it in the PE dataset.

– Deep-Res-LG [8] uses Residual Neural Network on AM tasks. We compare
our model with it in the CDCP dataset.

– TSP-PLBA [17] introduces task-specific parameterization and bi-affine
attention to AM tasks. We compare our model with it in the CDCP dataset.

– BERT-Trans [2] use transformation-based dependency analysis method to
solve AM problems. We compare our model with it in both the PE and the
CDCP datasets. It is also the state of the art on two datasets.

4.4 Performance Comparison

The evaluation results are summarized in Table 1 and Table 2. In both tables,
‘-’ indicates that the original paper does not measure the performance of this
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Table 1. The results of comparison experiments on the CDCP dataset. All numbers in
the table are f1 scores (%). The best scores are in bold. ‘-’ represents that the original
paper does not report.

Methods ACTC ARI ARTC AVG

Macro Value Policy Testi. Fact Refer. Macro Rel. Non-rel. Macro Reason Evidence

St-SVM-strict 73.2 76.4 76.8 71.5 41.3 100.0 – 26.7 – – – – –

Deep-Res-LG 65.3 72.2 74.4 72.9 40.3 66.7 – 29.3 – 15.1 30.2 0.0 –

TSP-PLBA 78.9 – – – – – – 34.0 – – – 18.7 –

BERT-Trans 82.5 83.2 86.3 84.9 58.3 100.0 67.8 37.3 98.3 – – – –

AutoAM (Ours) 84.6 85.0 86.8 86.1 65.9 100.0 68.4 38.5 98.4 71.3 98.1 44.4 74.8

Table 2. The results of comparison experiments on the PE dataset. All numbers in
the table are f1 scores (%). The best results are in bold. The second best results are in
italics. ‘-’ represents that the original paper does not report.

Methods ACTC ARI ARTC AVG

Macro MC Claim Premise Macro Rel. Non-rel. Macro Support Attack

Joint-ILP 82.6 89.1 68.2 90.3 75.1 58.5 91.8 68.0 94.7 41.3 75.2

St-SVM-strict 77.6 78.2 64.5 90.2 – 60.1 – – – – –

Joint-PN 84.9 89.4 73.2 92.1 76.7 60.8 92.5 – – – –

Span-LSTM 85.7 91.6 73.3 92.1 80.7 68.8 93.7 79.0 96.8 61.1 81.8

BERT-Trans 88.4 93.2 78.8 93.1 82.5 70.6 94.3 81.0 – – 83.4

AutoAM (Ours) 88.7 91.9 80.3 93.9 81.6 65.8 98.5 75.4 97.6 53.2 81.9

metric for its model. The best results are in bold, and the second-best results
are in italics.

On the CDCP dataset, we can see our model achieves the best performance
on all metrics in ACTC, ARI, and ARTC tasks. We are the first to complete all
the tasks and get ideal results on the CDCP dataset. Our model outperforms the
state of the art with an improvement of 2.1 in ACTC and 0.6 in ARI. The method
BERT-Trans does not perform ARTC with other tasks at the same time, and it
does not report results of ARTC, maybe due to unsatisfactory performance. In
particular, compared with the previous work, we have greatly improved the task
performance of ARTC and achieved ideal results.

On the PE dataset, our model also gets ideal performance. However, we get
the second-best scores in several metrics. The first reason is that the PE dataset
is tree-structured, so many previous work impose some structure constraints.
Their models incorporate more information, and our model assumes they are
general argument graphs in contrast. Another reason is that the models BERT-
Trans, Span-LSTM, and Joint-PN combine extra features to represent ACs, like
paragraph types, BoW, position embedding, etc. This information will change
in the different corpus, and we want to build an end-to-end universal model.
For example, there is no paragraph type information in the CDCP dataset.
Therefore, we do not use them in our model. Even if our model does not take
these factors into account, we achieve similar results to the state of the art.
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4.5 Ablation Study

Table 3. The results of ablation experiments on the CDCP dataset. All numbers in
the table are f1 scores (%). The best results are in bold.

Methods ACTC ARI ARTC AVG

Macro � Macro � Macro � Macro �
AutoAM (Ours) 84.6 – 68.4 – 71.3 – 74.8 –

w/o stratified learning rate 76.9 –7.7 66.2 –2.2 49.3 –22.0 64.2 –10.6

w/o ArguAtten 82.9 –1.7 69.8 +1.4 57.7 –13.6 70.1 –4.7

w/o Distance Matrix 82.9 –1.7 62.9 –5.5 59.3 –12.0 68.3 –6.5

The ablation study results are summarized in Table 3. We conduct an abla-
tion study on the CDCP dataset to see the impact of key modules in our model.
It can be observed that the stratified learning rate is the most critical in this
model. It verifies the viewpoint that multi-task learning is complex in this model
and ARs extraction module needs a bigger learning rate to perform well. We can
see ArguAtten improve the ACTC and ARTC performance by 1.7 and 13.6.
However, the ARI matric decreases a little bit. Even though the numbers are
small, we think that the reason is the interrelationship between ACs has little
impact on the prediction of ARs’ existence. ArguAtten mainly plays an effect
in predicting the type of ARs. From this table, we can also find that the dis-
tance matrix brings the important distance feature to AR representation with
an overall improvement of 6.5.

5 Conclusion and Future Work

In this paper, we propose a novel method for argument mining and first intro-
duce the argument component attention mechanism. This is the first end-to-end
argument mining model that can extract argument information without any
structured constraints and get argument relations of good quality. In the model,
ArguAtten can better capture the correlation information of argument compo-
nents in an argumentative paragraph so as to better explore the argumentative
relationship. Our experiment results show that our method achieves the state of
the art. In the future, we will continue to explore designing a better model to
describe and capture elements and relationships in argument graphs.
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9. Gómez-Rodŕıguez, C., Shi, T., Lee, L.: Global transition-based non-projective
dependency parsing. In: Proceedings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers), pp. 2664–2675. Associa-
tion for Computational Linguistics, Melbourne, Australia (Jul 2018). https://doi.
org/10.18653/v1/P18-1248,https://aclanthology.org/P18-1248

10. Kuribayashi, T., Ouchi, H., Inoue, N., Reisert, P., Miyoshi, T., Suzuki, J., Inui,
K.: An empirical study of span representations in argumentation structure parsing.
In: Proceedings of the 57th Annual Meeting of the Association for Computational
Linguistics, pp. 4691–4698. Association for Computational Linguistics, Florence,
Italy (Jul 2019). https://doi.org/10.18653/v1/P19-1464,https://aclanthology.org/
P19-1464

11. Kwon, N., Zhou, L., Hovy, E., Shulman, S.W.: Identifying and classifying subjective
claims, pp. 76–81. dg.o ’07, Digital Government Society of North America (2007)

https://doi.org/10.18653/v1/2021.acl-long.497
https://doi.org/10.18653/v1/2021.acl-long.497
https://aclanthology.org/2021.acl-long.497
https://doi.org/10.18653/v1/D19-1291
https://aclanthology.org/D19-1291
https://aclanthology.org/D19-1291
https://doi.org/10.3115/v1/D14-1082,
https://aclanthology.org/D14-1082
https://aclanthology.org/D14-1082
https://doi.org/10.18653/v1/P18-2077,
https://doi.org/10.18653/v1/P18-2077,
https://aclanthology.org/P18-2077
https://doi.org/10.1017/CBO9780511616389
https://doi.org/10.1017/CBO9780511616389
https://doi.org/10.18653/v1/P17-1002,
https://doi.org/10.18653/v1/P17-1002,
https://aclanthology.org/P17-1002
https://doi.org/10.18653/v1/W18-5201,
https://aclanthology.org/W18-5201
https://aclanthology.org/W18-5201
https://doi.org/10.18653/v1/P18-1248,
https://doi.org/10.18653/v1/P18-1248,
https://aclanthology.org/P18-1248
https://doi.org/10.18653/v1/P19-1464,
https://aclanthology.org/P19-1464
https://aclanthology.org/P19-1464


530 L. Cao

12. Lawrence, J., Reed, C.: Argument mining: a survey. Comput. Linguist. 45(4),
765–818 (2020). https://doi.org/10.1162/coli a 00364,https://direct.mit.edu/coli/
article/45/4/765-818/93362

13. Liu, Y., et al.: Roberta: a robustly optimized BERT pretraining approach. CoRR
abs/ arXiv: 1907.11692 (2019)

14. Loshchilov, I., Hutter, F.: Fixing weight decay regularization in adam. CoRR abs/
arXiv: 1711.05101 (2017)

15. Mochales, R., Moens, M.F.: Argumentation mining: the detection, classification
and structure of arguments in text, pp. 98–107 (Jan 2009). https://doi.org/10.
1145/1568234.1568246

16. Moens, M.F., Boiy, E., Mochales, R., Reed, C.: Automatic detection of arguments
in legal texts, pp. 225–230 (Jan 2007). https://doi.org/10.1145/1276318.1276362

17. Morio, G., Ozaki, H., Morishita, T., Koreeda, Y., Yanai, K.: Towards better non-
tree argument mining: proposition-level biaffine parsing with task-specific param-
eterization. In: Proceedings of the 58th Annual Meeting of the Association for
Computational Linguistics, pp. 3259–3266. Association for Computational Linguis-
tics, Online (Jul 2020). https://doi.org/10.18653/v1/2020.acl-main.298,https://
aclanthology.org/2020.acl-main.298

18. Niculae, V., Park, J., Cardie, C.: Argument mining with structured SVMs and
RNNs. In: Proceedings of the 55th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pp. 985–995. Association for Com-
putational Linguistics, Vancouver, Canada (Jul 2017). https://doi.org/10.18653/
v1/P17-1091,https://aclanthology.org/P17-1091

19. Park, J., Cardie, C.: A Corpus of eRulemaking user comments for measuring evalu-
ability of arguments. In: chair), N.C.C., Choukri, K., et al. (eds.) Proceedings of the
Eleventh International Conference on Language Resources and Evaluation (LREC
2018). European Language Resources Association (ELRA), Miyazaki, Japan, 7–12
May (2018)

20. Paszke, A., et al.: Pytorch: an imperative style, high-performance deep learn-
ing library (2019). https://doi.org/10.48550/ARXIV.1912.01703,https://arxiv.
org/abs/1912.01703

21. Peldszus, A.: Towards segment-based recognition of argumentation structure in
short texts. In: Proceedings of the First Workshop on Argumentation Mining,
pp. 88–97. Association for Computational Linguistics, Baltimore, Maryland (Jun
2014). https://doi.org/10.3115/v1/W14-2112,https://aclanthology.org/W14-2112

22. Peldszus, A., Stede, M.: Joint prediction in MST-style discourse parsing for argu-
mentation mining. In: Proceedings of the 2015 Conference on Empirical Methods in
Natural Language Processing, pp. 938–948. Association for Computational Linguis-
tics, Lisbon, Portugal (Sep 2015). https://doi.org/10.18653/v1/D15-1110,https://
aclanthology.org/D15-1110

23. Persing, I., Ng, V.: End-to-end argumentation mining in student essays. In: Pro-
ceedings of the 2016 Conference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Language Technologies, pp. 1384–
1394. Association for Computational Linguistics, San Diego, California (Jun 2016).
https://doi.org/10.18653/v1/N16-1164,https://aclanthology.org/N16-1164

24. Peters, M.E., et al.: Deep contextualized word representations. In: Proceedings of
the 2018 Conference of the North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies, Volume 1 (Long Papers),
pp. 2227–2237. Association for Computational Linguistics, New Orleans, Louisiana
(Jun 2018). https://doi.org/10.18653/v1/N18-1202,https://aclanthology.org/N18-
1202

https://doi.org/10.1162/coli_a_00364,
https://direct.mit.edu/coli/article/45/4/765-818/93362
https://direct.mit.edu/coli/article/45/4/765-818/93362
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1711.05101
https://doi.org/10.1145/1568234.1568246
https://doi.org/10.1145/1568234.1568246
https://doi.org/10.1145/1276318.1276362
https://doi.org/10.18653/v1/2020.acl-main.298,
https://aclanthology.org/2020.acl-main.298
https://aclanthology.org/2020.acl-main.298
https://doi.org/10.18653/v1/P17-1091,
https://doi.org/10.18653/v1/P17-1091,
https://aclanthology.org/P17-1091
https://doi.org/10.48550/ARXIV.1912.01703,
https://arxiv.org/abs/1912.01703
https://arxiv.org/abs/1912.01703
https://doi.org/10.3115/v1/W14-2112,
https://aclanthology.org/W14-2112
https://doi.org/10.18653/v1/D15-1110,
https://aclanthology.org/D15-1110
https://aclanthology.org/D15-1110
https://doi.org/10.18653/v1/N16-1164,
https://aclanthology.org/N16-1164
https://doi.org/10.18653/v1/N18-1202,
https://aclanthology.org/N18-1202
https://aclanthology.org/N18-1202


AutoAM 531

25. Potash, P., Romanov, A., Rumshisky, A.: Here’s my point: joint pointer architec-
ture for argument mining. In: Proceedings of the 2017 Conference on Empirical
Methods in Natural Language Processing, pp. 1364–1373. Association for Compu-
tational Linguistics, Copenhagen, Denmark (Sep 2017). https://doi.org/10.18653/
v1/D17-1143,https://aclanthology.org/D17-1143

26. Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.:
Dropout: a simple way to prevent neural networks from overfitting. J. Mach. Learn.
Res. 15(56), 1929–1958 (2014). http://jmlr.org/papers/v15/srivastava14a.html

27. Stab, C., Gurevych, I.: Annotating argument components and relations in persua-
sive essays. In: Proceedings of COLING 2014, the 25th International Conference on
Computational Linguistics: Technical Papers, pp. 1501–1510. Dublin City Univer-
sity and Association for Computational Linguistics, Dublin, Ireland (Aug 2014).
https://aclanthology.org/C14-1142

28. Stab, C., Gurevych, I.: Parsing argumentation structures in persuasive
essays. Comput. Ling. 43(3), 619–659 (2017). https://doi.org/10.1162/
COLI a 00295,https://aclanthology.org/J17-3005

29. Vaswani, A., et al.: Attention is all you need. In: Guyon, I., Luxburg,
U.V., Bengio, S., Wallach, H., Fergus, R., Vishwanathan, S., Garnett, R.
(eds.) Advances in Neural Information Processing Systems, vol. 30. Cur-
ran Associates, Inc. (2017). https://proceedings.neurips.cc/paper/2017/file/
3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf

30. Vinyals, O., Fortunato, M., Jaitly, N.: Pointer networks. In: Cortes, C., Lawrence,
N., Lee, D., Sugiyama, M., Garnett, R. (eds.) Advances in Neural Information
Processing Systems, vol. 28. Curran Associates, Inc. (2015). https://proceedings.
neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-Paper.pdf

31. Walker, V.R., Foerster, D., Ponce, J.M., Rosen, M.: Evidence types, credibility
factors, and patterns or soft rules for weighing conflicting evidence: argument min-
ing in the context of legal rules governing evidence assessment. In: Proceedings
of the 5th Workshop on Argument Mining, pp. 68–78. Association for Compu-
tational Linguistics, Brussels, Belgium (Nov 2018). https://doi.org/10.18653/v1/
W18-5209,https://aclanthology.org/W18-5209

32. Wolf, T., et al.: Huggingface’s transformers: State-of-the-art natural language pro-
cessing (2019). https://doi.org/10.48550/ARXIV.1910.03771,https://arxiv.org/
abs/1910.03771

https://doi.org/10.18653/v1/D17-1143,
https://doi.org/10.18653/v1/D17-1143,
https://aclanthology.org/D17-1143
http://jmlr.org/papers/v15/srivastava14a.html
https://aclanthology.org/C14-1142
https://doi.org/10.1162/COLI_a_00295,
https://doi.org/10.1162/COLI_a_00295,
https://aclanthology.org/J17-3005
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-Paper.pdf
https://doi.org/10.18653/v1/W18-5209,
https://doi.org/10.18653/v1/W18-5209,
https://aclanthology.org/W18-5209
https://doi.org/10.48550/ARXIV.1910.03771,
https://arxiv.org/abs/1910.03771
https://arxiv.org/abs/1910.03771


Rethinking the Evaluation of Deep Neural
Network Robustness

Mingyuan Fan1, Fuyi Wang2(B), and Bosheng Yan2

1 School of Data Science and Engineering, East China Normal University, Shanghai,
China

2 School of Information Technology, Deakin University, Geelong, Australia
wong_fuyi@outlook.com, yanbo@deakin.edu.au

Abstract. Evaluating the robustness of deep neural networks (DNNs)
is crucial for ensuring the reliability and security of machine learning
systems. Prior approaches quantify the probability of a DNN being
compromised under a specified constraint. Despite their utility, these
techniques suffer from low efficiency and effectiveness in evaluating the
robustness of DNNs. The paper presents a promising evaluation app-
roach, named typeII-EvaA, for accurately and efficiently assessing the
robustness of DNNs against adversarial attacks. The typeII-EvaA over-
comes the limitations of existing evaluation methods by devising sev-
eral new assessment methods, called typeII-AssMs, which use attack suc-
cess rate (ASR) constraints to minimize perturbation magnitudes. Addi-
tionally, we introduce a more effective human imperceptibility metric,
CIEDE2000, which aligns with the human vision system to probe almost
all human-imperceptible areas for obtaining the most threatening adver-
sarial examples. Extensive experimental results corroborate that typeII-
EvaA has practical implications for improving the security of DNN-based
systems. And typeII-AssMs can achieve 100% ASR against various defense
mechanisms. Our intention is for the typeII-EvaA to serve as a benchmark
for future efforts toward developing robust DNNs that can withstand
adversarial examples.

Keywords: Deep neural networks · Robustness evaluation ·
Adversarial attacks · Human imperceptibility metric

1 Introduction

Deep neural networks (DNNs) have garnered significant attention in recent
years due to their superior performance and ability to address complex tasks
across various domains. However, their vulnerability to attacks from adversaries
has limited their deployment in security-critical applications [21]. Specifically,
adversarial attacks exploit the susceptibility of DNNs by introducing human-
imperceptible adversarial perturbations to natural examples, resulting in mis-
classifications from state-of-the-art (SOTA) DNNs [14,15,21]. As a result, there
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are significant incentives for researchers to explore the robustness of DNNs
against adversarial attacks [1,7,9,18].

The task of exploring the robustness of DNNs against adversarial attacks
primarily involves developing effective defense mechanisms and evaluation
approaches that are analogous to the training and validation methods used for
DNNs [2,12,14,17,21]. On the one hand, an ideal evaluation approach should
be capable of accurately and efficiently assessing the ground-truth robustness of
DNNs against adversarial attacks [2,14]. Evaluation methods that lack rigor are
inadequate for evaluating the effectiveness of defenses and can yield misleading
results, hampering progress in this field. On the other hand, evaluation methods
that are overly resource-intensive are impractical for real-world use due to their
high computational overhead.

This paper rethinks the effectiveness and efficiency of the existing evaluation
approaches, named typeI-EvaAs. TypeI-EvaAs generally involve the following two
steps: 1) generating threatening adversarial perturbations as much as possible
via maximizing an attack effectiveness metric, under a certain distance con-
straint (known as the human perceptibility metric) of magnitude ε, where ε has
to enable the resulting perturbations to be human-imperceptible; 2) adopting the
perturbations to produce adversarial examples and estimating the correspond-
ing probability of the DNNs being tricked, i.e., attack success rate (ASR). In
brief, typeI-EvaAs report the probability of the DNNs being fooled under a given
constraint, and we call these kinds of assessment methods typeI-AssMs. However,
typeI-EvaAs are of low efficiency and poor effectiveness.

Low Efficiency. Pre-setting an appropriate constraint magnitude ε is necessary
for typeI-EvaAs: a larger constraint magnitude allows a more broad search space
to be navigated that can in general raise attack effectiveness, but also easily
results in visually noticeable adversarial perturbations, i.e., viotibility; vice versa.
To determine the proper magnitude, empirical observations are typically used.
Evaluators observe and compare the crafted adversarial examples under various
constraint magnitudes and then manually select an optimal magnitude. It is
vastly cumbersome and computationally intensive, as crafting a single adversarial
example may require backpropagation up to hundreds or thousands of times.
Furthermore, many evaluators may not have the necessary expertise to efficiently
tune ε, which can lead to additional overhead, particularly for large-scale datasets
with modern ultra-huge DNNs.

Poor Effectiveness. TypeI-EvaAs commonly use norm-based constraints,
specifically ∞-norm constraint, to resultant adversarial perturbations human-
imperceptible. However, many more threatening and imperceptible adversarial
perturbations are beyond the ∞-norm constraint. Specifically, Fig. 1(b,c) shows
adversarial examples by common attacks with ∞-norm constraint of 16 and 32.
As can be seen, some adversarial ones are considerably different from the original
ones in vision and also cannot completely mislead models. In contrast, TypeII-
EvaA crafts adversarial ones (Fig. 1(d)) which perturbation beyond 16 and 32
but are also significantly effective to models and quite similar to original ones. In
fact, ∞-norm distance treats perturbations of different images, or even different



534 M. Fan et al.

Fig. 1. We craft adversarial examples for images from the leftmost column. (b) and
(c) are produced by PGD with perturbation budgets of 16 and 32. (d) is crafted by
TypeII-EvaA (inner-joint-optim version).

pixels in an image, as equally important, and this is barely established for the
human perceptual system. Therefore, typeI-EvaAs tend to overlook the area with
low human-imperceptible distance and high ∞-norm distance from the original
images, resulting in the failure to detect many threatening adversarial examples
and leading to a false sense of robustness.

To address the two above-mentioned limitations, we revisit typeI-EvaAs which
report ASR with a specified perturbation constraint (called typeI-AssMs) for the
robustness of DNNs. And a natural idea is that can we assess the robustness
of DNNs by estimating how much perturbations need to be imposed to reach a
given ASR? To achieve a specific ASR, we identify the most vulnerable sample
combination with minimal perturbations to induce full misclassification. How-
ever, finding the most vulnerable combination is challenging as enumerating all
combinations equals an NP-hard problem. We simplify the problem into finding
minimal threatening adversarial perturbations for each sample independently
with linear time complexity and the overhead is considerably lower than typeI-
AssMs that craft adversarial perturbations for each constraint magnitude over
all samples. For a specific ASR, the attackers are at least required to add adver-
sarial perturbations above the magnitude to reach the ASR. In a nutshell, our
technical contributions are threefold.

– We develop a novel evaluation approach, dubbed typeII-EvaA, that can effec-
tively and efficiently reap the accurate robustness estimations of DNNs.
TypeII-EvaA is the first work to explore novel and remarkably efficient assess-
ment methods called typeII-AssMs with a specific ASR. For the practicality
of typeII-EvaA, we craft fresh attack paradigms that minimize perturbation
magnitudes with ASR constraints.

– For the effectiveness of typeII-EvaA, we explore an effective human imper-
ceptibility metric compared to norm-based metrics, i.e., CIEDE20001, that
aligns well with the human vision system, such that the adversarial attacks
with CIEDE2000 are allowed to probe almost all human-imperceptible areas
for obtaining most threatening adversarial examples.

1 CIEDE2000 is a perceptual color distance recently released by International Com-
mission on Illumination.
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– We design several proxy functions for finding adversarial examples. Addi-
tionally, we devise four search algorithms with various strategies in order to
determine the perturbations of adversarial examples. We systematically eval-
uate these designs and show that typeII-EvaA can comprehensively evaluate
the efficacy of defense mechanisms.

The rest of the paper is organized as follows. In the following section, we intro-
duce the background, e.g., DNNs and adversarial examples. Section 3 formulates
the challenge for typeII-AssMs. Section 4 develops the human imperceptibility
and attack effectiveness metrics. We design search algorithms consisting of three
ingredients: initialization strategy, search direction, and step size in Sect. 5 fol-
lowed by experimental evaluation of typeII-EvaA in the large-scale CIFAR10 and
ImageNet datasets in Sect. 6. Finally, the conclusion of this paper is made in
Sect. 7.

2 Background

2.1 Deep Neural Networks

Deep neural networks (DNNs) are highly intricate mathematical models com-
posed of numerous layers. Each layer is typically comprised of a linear function
and an activation function. We denote a DNN with parameter θ by Fθ(·) ∈ R

m

and Fθ(x)[i] (i = 1, 2, · · · ,m) denotes the prediction confidence of the DNN for
classifying x into i-th category, where m is the total number of categories. In
order to obtain a probability distribution over all potential categories as the final
prediction result, it is frequently customary to incorporate a softmax function to
standardize the level of confidence in the prediction. Softmax function outputs
the probability of i-th category as follows:

softmax(Fθ(x))[i] =
eFθ(x)[i]

∑m
i=1 eFθ(x)[i]

. (1)

Given a dataset D = {(xi, yi), i = 1, 2, · · · , n, xi ∈ R
c×h×w, yi ∈ R

m} where
c, h, w denote the channel, height, width of the input image, and the performance
of DNNs is quantitated by accuracy as follows:

acc =
∑n

i=1 I((argmaxj=1,··· ,m Fθ(xi)[j]) = yi)
n

, (2)

where I(·) is a characteristic function that outputs 1 when the condition holds
and otherwise outputs 0. Then, to make the optimal performance of the DNN
over D, standard practice is leveraging the mini-batch gradient descent algorithm
or its variants to optimize θ associated with accuracy in an end-to-end fashion.
But the gradient-based optimization algorithms cannot be directly applied to
optimize θ since accuracy blocks the gradient propagation process. Thus, accu-
racy generally is replaced with a differentiable objective function while the most
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frequently-used objective function is the cross-entropy function shortened by
CE(·, ·).

CE(x, y) = −log(softmax(Fθ(x))[y]). (3)

The quality of objective functions has a huge influence on the resultant DNN
and an inferior objective function probably leads to a worse θ.

2.2 Adversarial Examples

Adversarial examples are malicious inputs that are artificially synthesized with
clean inputs and specific perturbations crafted by the attacker. With adversarial
examples, the attacker can fool the target DNN model to output attacker-chosen
(or random) predictions, as defined in Definition 1.

Definition 1 (Adversarial Attacks). Given a DNN model Fθ(x) with param-
eter θ and an input x, the adversarial attack aims to find a specific perturbation
δ for x that satisfies:

δ = argmin
δ

M(x, x + δ), s.t., argmax
j=1,··· ,m

Fθ(x + δ)[j] �= y, (4)

where m is number of classes, the function M(·, ·) evaluates the distance between
x and x + δ, which also reflects the human imperceptibility of the generated
adversarial example [12].

Generally, most adversarial attacks follow the below paradigm to approxi-
mately resolve Eq. 4:

δ = argmax
δ

L(Fθ(x + δ), y), s.t.,M(x, x + δ) ≤ ε, (5)

where L(·, ·) is a proxy function of argmaxj=1,··· ,m Fθ(x+ δ)[j] �= y like CE(·, ·),
and ε is the perturbation budget that constraints the distance between x and
x + δ. Commonly, L(·, ·) is positively correlated with the misclassification rate
of the model and referred to as the attack effectiveness metric.

Definition 2 (Adversarial Perturbations and Examples). Given an input
x with the ground-truth label y and a target DNN, if perturbations δ are crafted
by adversarial attacks, δ and x + δ are referred to as adversarial perturbations
and adversarial examples. Furthermore, if the target DNN misidentifies x+δ, the
δ is threatening adversarial perturbations; otherwise, the δ is weak adversarial
perturbations.

If adversarial perturbations are described as minimal for input x, this implies
that such perturbations result in the lowest possible value for M(x, x + δ).

Different adversarial attacks can be reduced by solving Eq. 4. An intuitive idea of
solving Eq. 4 is to impulse samples to move in the direction that makes the loss of
the sample higher as possible, i.e., Eq. 5, and gradient directions can effectively
match the direction. The fast gradient sign method (FGSM) harnesses the idea
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and approximately solves Eq. 5 by directly setting δ = ε ∇xL(Fθ(x), y), where
L(·, ·) commonly is CE(·, ·) [21]. As suggested in its name, the main merit of
FGSM is efficiently crafting adversarial examples due to backpropagation only
being required to implement once. But, when a bigger tolerance for pertur-
bations is allowed, FGSM performs poorly, as ε is seemingly too big and the
gradient direction only works around the small neighborhood of x. Accordingly,
the basic iterative method (BIM) [11] and projected gradient descent (PGD)
[12] improve FGSM by using an iterative way with a small step size to solve
Eq. 4. In detail, given total iterations T , BIM crafts δ = δT by iteratively updat-
ing δt = Clipε(δt−1 + ∇x+δt−1L(Fθ(x + δt−1), y)) (t = 0, 1, 2, · · · , T ), where
Clipε(·) draws the perturbations back to the constraint domain, where the ini-
tial perturbations δ0 are full-zero vectors. Due to the local extreme points in the
vicinity of x, the PGD incorporates a randomized perturbation into the initial
perturbation δ0 to evade these local extreme points [12]. Apart from the above
adversarial attack methods, another famous and effective adversarial attack is
C&W attack [2]. Rather than optimizing perturbations subject to constraints,
the C&W attack approach entails simultaneous optimization of both the loss
function and perturbations, formulating various loss functions and choosing the
optimal one experimentally to replace the traditional cross-entropy loss function
[3].

3 Assessment Method

3.1 Problem Formulation

The objective of typeII-AssMs is to obtain the least adversarial perturbations
on the dataset D to achieve the specified ASR p. This can be formulated as
optimizing the following task to obtain adversarial perturbations δ1, ..., δn:

δ1, · · · , δn = argmin
δ1,...,δn

n∑

i=1

Ii · M(xi, xi + δi)

s.t.,
∑

Ii(argmax
j=1,··· ,m

Fθ(xi)[j] �= yi) = n · p,

I1 + · · · In = n · p and Ii = 0 or 1,

(6)

where n · p is assumed to be an integer and Ii is an indicator function that
outputs 1 if the input condition establishes otherwise outputs 0. After obtaining
the solution for Eq. 6, d = M(x1, x1 + δ1) + · · · + M(xn, xn + δn) can be used
to assess the robustness of DNNs against adversarial attacks.

3.2 Solution to Equation 6

Before developing the solution to Eq. 6, we consider a special case of it, where
p = 100%. If p = 100%, there is Ii = 1 for ∀i and we then search for the
adversarial perturbations δi that cause the misclassification of xi from the DNN
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Fθ(·) and minimize M(xi, xi + δi). Since searching for adversarial perturbations
δi for different xi is independent, Eq. 6 can be simplified to solve the following
optimization task for each xi.

δi = argmin
δi

M(xi, xi + δi)

s.t., argmax
j=1,··· ,m

Fθ(xi)[j] �= yi.
(7)

Assuming that the adversarial perturbations δi for ∀i, are obtained by solving
Eq. 7 with p = 100%. The objective is to find the most vulnerable combination of
n·p′ instances after resetting p to a new value p′. To achieve this, one can greedily
set n ·(p−p′) elements with the maximum M(xi, xi+δi) in {δ1, · · · , δn} to zero,
which results in a minimal

∑n
i M(xi, xi + δi) among all combinations of size

n · p′ as the generation of each δi is independent. The resulting perturbations
{δ1, · · · , δn} are exactly the solution of Eq. 6 with p′. Furthermore, shrinking
δi results in an increase in M(xi, xi + δi), implying that the model Fθ(·) will
correctly identify xi.

Time Complexity Comparison. Supposing that the time complexity of gen-
erating δi is O(1). Then, the expected time complexity of solving Eq. 6 with our
method is O(n), whereas the expected time complexity of directly solving Eq. 6
is O(Ck

n) = O(n!).

The Relationship to typeI-AssMs. We demonstrate that the results of typeI-
AssMs can be readily obtained from the results of typeII-AssMs. Specifically,
for typeI-AssMs, the objective is to determine the maximum achievable ASR
under a given perturbation budget ε. By leveraging the fact that typeII-AssMs
with ASR=100% generates the minimal magnitude of threatening adversarial
perturbations for each instance xi, imposing perturbations below this magnitude
ensures that xi is classified correctly. Therefore, the maximum achievable ASR
can be computed as the ratio of samples for which the minimal magnitude of
the threatening adversarial perturbations is smaller than ε. Consequently, we
conclude that leveraging typeII-AssMs for evaluations is always preferable to
typeI-AssMs, as the latter can be effortlessly derived from the former, but not
vice versa. Furthermore, typeII-AssMs eliminate the significant burden of tuning
the hyperparameter ε.

3.3 Solution to Equation 7

To simplify the notation, we omit the subscript i in Eq. 7. The problem we need
to solve can be stated as follows:

δ = argmin
δ

M(x, x + δ)

s.t., argmax
j=1,··· ,m

Fθ(x)[j] �= y.
(8)

Intuitively, except directly optimizing M(x, x + δ) under the opti-
mization constraint, an alternative is to slack the constraint, putting
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argmaxj=1,··· ,m Fθ(x)[j] �= y into objective function as a punishment term, for-
mulated as follows:

δ = argmin
δ

M(x, x + δ) − αL(Fθ(x + δ), y), (9)

where Fθ(x + δ) �= y is substituted by differentiable L(Fθ(x + δ), y) for making
gradient-based optimization methods applicable to this task.

Equation 9 is a more efficient and effective way of searching for δ compared
to Eq. 8 for generating adversarial examples that are both effective and imper-
ceptible to humans. The search direction2 used in Eq. 9 is informed by both the
attack effectiveness metric and human imperceptibility metric, while the search
direction in Eq. 8 only considers one of the two metrics. Therefore, crafting δ via
Eq. 9 appears to be a better option.

However, a significant challenge in solving Eq. 9 is determining an appropriate
value of α that balances the effectiveness of the attack and the human imper-
ceptibility metrics. We discuss the corresponding solution to this challenge in
Sect. 5. In the next section, we define the metrics for measuring the effectiveness
of the attack and the human imperceptibility of the perturbation.

4 Metric Design

Threatening adversarial examples possess two crucial characteristics: human
imperceptibility and attack effectiveness, which dominate the quality of resultant
adversarial examples.

4.1 Human Imperceptibility Metrics

The fundamental objective of human imperceptibility metrics is to approximate
the ground-truth human perception distance3 between two different images.
However, most previous works have conveniently adopted norm-based distance
functions as the similarity distance function as M(x, y) = ||x − y||a. The ∞-
norm distance function is the most widely used method, which calculates the
maximum absolute difference between the elements of two images |x − y|.

The primary flaw of norm-based distance functions is insufficiently aligned
closely with the human perceptible distance function. Therefore, we introduce
CIEDE2000, which has been shown to have better alignment with human per-
ception than norm-based distance functions, to replace norm-based distance
functions [19]. CIEDE2000 maps the two images from RGB space to CIELAB

2 Gradient-based optimization methods are commonly used and effective for solving
such tasks and we also follow it. Furthermore, the search direction of optimization
methods is the gradient direction of the objective function.

3 The similarity distance function in this paper is a loose version of the distance
measure defined in mathematics, as a strict distance measure should satisfy non-
negativity, symmetry, and triangle inequality but sometimes human perception dis-
tance may violate triangle inequality.
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space since the human perceptible distance between two images is not uni-
formly affected by the RGB space distance. Specifically, it computes the dis-
tance between the two images as a weighted sum of the differences in lightness,
chroma, and hue in CIELAB space. This mapping results in a distance metric
that more accurately reflects the human visual system’s response to differences
in color and brightness.

4.2 Attack Effectiveness Metrics

Proxy functions for ASR considerably influence the crafted adversarial examples,
motivating us to explore a variety of potential proxy functions to get better
results. We design 7 proxy functions, expressed as follows:

f1(x, y) = F (x)[y],
f2(x, y) = softmax(F (x))[y],
f3(x, y) = log(f2(x, y)),

f4(x, y) =
1

1 − f2(x, y)
f2(x, y),

f5(x, y) = f2(x, y) − argmax
j �=y

{f2(x, j)},

f6(x, y) = max{f4(x, y) + C, 0}, C ≥ 0,

f7(x, y) =
f2(x, y)

argmaxj �=y,j=1,··· ,m, f2(x, j)
.

(10)

Functions f1 and f2 directly penalize the prediction confidence, normalized pre-
diction confidence, and probability of the ground-truth label for input x. Func-
tion f3 is a negative cross-entropy loss function commonly used in many adver-
sarial attacks, such as FGSM, BIM, and PGD. Function f4 is an improved version
of f2, taking into account the observation that higher values of f2(x, y) indicate a
higher probability that x is correctly classified by the DNN. To account for this,
we scale the magnitude of f2(x, y) by a regulatory factor 1

1−f2(x,y) , which ampli-
fies the value of f2(x, y) when it is high. This weight tuning can be interpreted
as implicitly adjusting the step size during the search process.

The proxy functions f1 ∼ f4 have a limitation in that they only take into
account the correct category of the input and do not consider other category
information that could guide the search direction for effective adversarial exam-
ples. This can be addressed by incorporating similar information between cate-
gories. Therefore, we propose proxy functions f5 ∼ f7, which consider the cat-
egory most similar to the ground-truth label y that the model predicts as the
target category for the adversarial attack. To further improve the performance
of the proxy functions, we introduce an adaptive magnitude function in f6 and
f7 that takes into account the model’s confidence C in its misclassification of
x. Specifically, f6 disregards the attack effectiveness if the model confidently
misclassifies x while f7 always considers the attack effectiveness throughout the
search process.
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Notably, we derive f4 ∼ f7 based on f2 instead of f1 or f3 because we can
easily tune the hyperparameter C and observe the prediction change trend of
the model for x when the prediction is in probability form.

5 Search Algorithm Design

In the context of solving Eq. 8 and Eq. 9, the design of search algorithms is a
crucial step that involves three main components: initialization strategy, search
direction, and step size. The initialization strategy plays a critical role in deter-
mining the success of the search algorithm. There are two main types of ini-
tialization strategies: interior initialization and exterior initialization. For Eq. 8,
we use inner-optim and outer-optim to refer to the search algorithm with inte-
rior initialization and exterior initialization, respectively. Similarly, the terms,
inner-joint-optim and outer-joint-optim, are used for Eq. 9.

5.1 Inner-Optim

Initialization Strategy. In the inner-optim search algorithm, the initialization
of adversarial perturbations δ needs to conform to the restrict condition Fθ(x+
δ) �= y, which implies that the model should identify x+ δ as belonging to other
categories. To achieve this, a simple way is to initialize δ such that x+δ becomes
a sample belonging to a category different from y. Here, x′ can be extracted from
Dtrain and then δ = x′ − x.

Search Direction. We employ the gradient descent algorithm to move δ in
the direction that M(x, x + δ) decreases the most, i.e., the negative gradient
direction of M(x, x+ δ) with respect to δ. However, simply using this algorithm
can cause a violation of the optimization constraint since the similarity between
x and x + δ increases with the number of iterations, leading to the increasing
probability of x being correctly identified by the model. To prevent this issue,
before updating δ in each iteration, the algorithm examines whether this update
can result in Fθ(x + δ) = y. If Fθ(x + δ) = y, the update is abandoned, and the
search process is terminated. Otherwise, the algorithm runs normally.

Adative Step Size Strategy. The appearance of Fθ(x + δ) = y may be
attributed to the large initialization step size and the smaller step size is worth
exploring for searching more human-imperceptible δ. Therefore, the adaptive
step size strategy is introduced into the search process and the strategy allows
decreasing step size to implement more fine-grained search. In detail, if a certain
update leads to Fθ(x + δ) = y, the step size will be reduced to half of the origi-
nal one, and then examining the condition again. Also, the procedure is usually
implemented several times. If all attempts fail, the search process is terminated.

5.2 Outer-Optim

Initialization Strategy. In the outer-optim algorithm, the initialization of δ
should ensure that Fθ(x + δ) = y for δ, and not allow Fθ(x + δ) �= y. A simple
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approach to achieve this is to set δ as a full-zero vector, so that x + δ = x and
Fθ(x + δ) = y.

Search Direction. With the above initialization strategy, the objective function
can directly obtain the optimal value 0, but the perturbations are not threaten-
ing. Hence, outer-optim algorithm should move the perturbations towards the
direction that induces Fθ(x+ δ) �= y with minimal perturbations and this direc-
tion should be the optimal search direction. However, the gradient direction of
M(x, x + δ) alone is not sufficient to suggest the optimal direction because the
gradient direction of M(x, x+ δ) not contain any information about Fθ(·), con-
sidering the desired perturbations can give rise to Fθ(x + δ) �= y. There are two
alternatives to intuitively approximate the optimal direction. The first one is
to jointly optimize two metrics for attack effectiveness and human impercepti-
bility and this is our inner-joint-optim and outer-joint-optim search algorithms;
the last one is alternatively optimizing the two metrics and we discuss it in the
next section. Here we more focus on leveraging the gradient direction of one of
the two metrics as the search direction. The initial δ is the perturbations that
enable x and x+ δ to be most similar and thus we should attach more attention
to the constraint, i.e., how move δ to obtain Fθ(x + δ) �= y. If Fθ(x + δ) �= y is
differentiable, the most effective direction is its gradient direction, but, unfortu-
nately, it is not differentiable; thus, we use the gradient direction of the proxy
function of Fθ(x + δ) �= y. In addition, if x + δ is misclassified by the model,
the search process should be ended as earlier as possible, because intuitively the
move probably can increase M(x, x + δ).

Step Size Strategy. Similarly, we employ the adaptive step size strategy dis-
cussed in Sect. 5.1 to efficiently search for better adversarial perturbations.

5.3 Inner-Joint-Optim and Outer-Joint-Optim

Equation 9 generally performs better than individually optimizing one of the
metrics. However, a key challenge is determining an appropriate value for the
weighting parameter α. Setting a small α prioritizes human imperceptibility over
attack effectiveness, potentially leading to ineffective adversarial perturbations.
For instance, if α = 0, the algorithm will exclusively focus on making δ = 0.
Intuitively, there are two approaches to solving the problem: 1) Setting a large α
focuses solely on attack effectiveness and ignores human imperceptibility, result-
ing in overly perceptible perturbations; 2) An alternative approach of alternating
between optimizing the two metrics based on whether the adversarial example
is correctly classified has been proposed. Specifically, if the adversarial exam-
ple is correctly classified, we optimize the attack effectiveness metric, otherwise,
we optimize the similarity metric. This method still fails to fully explore the
relationship between the two metrics.

We propose an adaptive method to find the optimal value of α that balances
attack effectiveness and human imperceptibility. As α is increased, the model
transitions from correctly classifying the sample to misclassifying it. This indi-
cates that there is a tipping point to cause misclassification and the tipping point
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is the optimal value for α. With the optimal value for α, the produced adver-
sarial perturbations are most human-imperceptible and also remain threatening.
However, the optimal value of α is unknown in advance. Therefore, in each iter-
ation, we increase the weight of the human-imperceptible metric if the sample
with adversarial perturbations is misclassified, and we increase the weight of
the attack effectiveness metric otherwise. This adaptive approach enables us to
determine the optimal value of α and generate the optimal adversarial pertur-
bations.

Initialization Strategy and Step Size. We introduce two variations of
the joint optimization approach: inner-joint-optim when using the initialization
strategy of inner-optim, and outer-joint-optim otherwise. We additionally incor-
porate a step size tuning strategy into the optimization process, which linearly
decreases the step size to zero with iterations.

6 Experimental Evaluation

We implement a PyTorch-based prototype of typeII-EvaA based on CIEDE2000
to evaluate its performance on two commonly used benchmark datasets, CIFAR10
[10] and ImageNet [5]. We assess the effectiveness of typeII-EvaA attack meth-
ods against SOTA defense mechanisms, as Huang2021Exploring [8], Srid-
har2021Robust [20], Pang2022Robustness [13] and Dai2021Parameterizing [4]
for CIFAR10, and Standard, Wong2020Fast [22], Salman2020Do [16], and
Engstrom2019Robustness [6] for ImageNet. To ensure fairness, the experimen-
tal model settings are consistent with those used in prior works and the step
size is 0.005. Additionally, four advanced attacks are considered as baselines to
estimate the effectiveness of our typeII-EvaA: FGSM [21], BIM [11], PGD [12],
and C&W [2]. For all experiments, ASR, indicating the accuracy success rate, is
regarded as the evaluation metric of typeII-AssMs. The typeII-AssMs’ goal is to
maximize ASR.

Evaluation of Attacks. We leverage four perturbation δ search algorithms
of typeII-EvaA to evaluate the performance of SOTA defense mechanisms. We
report the ASR in Fig. 2 over CIFAR10 and Fig. 3 over ImageNet along with var-
ious proxy functions. The results of Fig. 2 almost reaffirm the fact that, as the
perturbation δ increases, the ASR of typeII-EvaA also increases. Obviously, The
inner-joint-optim and outer-joint-optim outperform the inner-optim and outer-
optim, respectively. This means that the strategy of slacking the constraint is
more effective when against the defense mechanisms. For ImageNet dataset, we
concentrate on inner-joint-optim and outer-joint-optim with the f4 and f7 func-
tions. The effectiveness of inner-joint-optim with f4 is dramatically improved.
More specifically, when δ = 6.16, the ASR of inner-joint-optim search algorithm
with f7 is 0.46, while when δ = 1.13, the ASR of inner-joint-optim search algo-
rithm with f4 is up to 0.89. Additionally, the trend in ASR of outer-joint-optim
search algorithm is the same as that over CIFAR10.
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Fig. 2. The performance of SOTA defense mechanisms against typeII-EvaA over
CIFAR10 dataset.

Fig. 3. The performance of SOTA defense mechanisms against typeII-EvaA over Ima-
geNet dataset.
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Table 1. Evaluation between typeII-EvaA and advanced attacks with various pertur-
bation parameter (para.) δ and proxy functions (ASR: %).

CIFAR10 Para. [4] [8] [13] [20] Attack Para. [4] [8] [13] [20]

FGSM δ = 1 14.96 11.27 14.84 17.3 PGD δ = 1 14.96 11.27 14.84 17.3
δ = 2 16.18 14.06 15.74 19.08 δ = 2 16.18 14.17 15.85 19.2
δ = 4 20.76 17.86 20.65 21.99 δ = 4 20.98 18.97 21.54 22.66
δ = 8 29.24 26.79 29.58 30.8 δ = 8 33.93 33.26 33.37 36.05
δ = 12 40.4 33.04 39.4 38.17 δ = 12 50.22 53.68 48.88 50.56
δ = 16 47.1 40.07 45.76 44.53 δ = 16 65.74 70.31 67.3 66.18

BIM δ = 1 14.96 11.27 14.84 17.3 C&W δ = 1 15.18 11.72 15.07 17.52
δ = 2 16.18 14.06 15.85 19.2 δ = 2 16.52 14.4 16.63 19.31
δ = 4 20.98 18.97 21.54 22.66 δ = 4 21.76 19.87 22.54 23.21
δ = 8 33.82 33.15 33.15 35.71 δ = 8 35.94 34.6 36.5 38.5
δ = 12 50.22 52.79 48.66 50.33 δ = 12 52.23 57.03 53.79 54.13
δ = 16 65.62 69.53 66.96 65.62 δ = 16 68.86 75.22 71.54 70.65

Inner-joint f1 100 100 100 99.33 Outer-joint f1 100 100 100 99.89
f2 100 100 100 97.43 f2 100 100 100 100
f3 100 100 100 99.33 f3 100 100 100 99.89
f4 90.4 100 97.54 99.78 f4 91.29 100 100 100
f5 100 100 100 97.77 f5 99.89 100 100 100
f6 96.88 98.1 100 96.65 f6 99.89 100 100 100
f7 100 100 100 98.44 f7 98.88 100 100 100

ImageNet Para. Standard [22] [6] [16] Attack Para. Standard [22] [6] [16]
FGSM δ = 16 93.15 92.64 88.51 94.46 PGD δ = 16 100 98.89 98.89 99.19
BIM δ = 16 100 98.89 98.79 99.19 C&W δ = 16 100 99.4 99.6 99.7
Inner-joint f4 100 100 100 100 Outer-joint f4 100 100 100 100

f7 100 99.9 99.9 100 f7 100 100 100 100

Comparison with SOTA. We report the evaluation results compared with
existing attacks against defense mechanisms and demonstrate the superiority of
the typeII-EvaA in Table 1. We evaluate the quality of the adversarial examples
found on the CIFAR10 and ImageNet datasets. The parameters, like proxy func-
tions and perturbation δ are identical between the two datasets, so for brevity, we
report partial results for ImageNet. For CIFAR10, all of the previous attacks fail
to find adversarial examples. In contrast, our inner-joint-optim and outer-joint-
optim can achieve 100% ASR when against various defense mechanisms. For
ImageNet, prior work achieves approximate 99% ASR against advanced defense
mechanisms when δ = 16. While our inner-joint-optim and outer-joint-optim
succeed with 100% success probability for each of the seven proxy functions.

7 Conclusion

The vulnerability of deep learning models to adversarial examples presents a
major challenge for their practical application in security-critical domains. In
order to ensure the reliability and safety of these models, it is crucial to evaluate
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their robustness against adversarial attacks. In this paper, we propose power-
ful attacks typeII-EvaA that defeat advanced defense mechanisms, demonstrating
that typeII-EvaA more generally can be used to evaluate the efficacy of poten-
tial defenses. By systematically comparing many attack approaches, we settle
on one that can consistently find better adversarial examples than all existing
approaches with linear time complexity. We encourage those who create defenses
to perform the four evaluation approaches with various proxy functions we use
in this paper.
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Abstract. The successful application of large pre-trained models such
as BERT in natural language processing has attracted more attention
from researchers. Since the BERT typically acts as an end-to-end black
box, classification systems based on it usually have difficulty in interpre-
tation and low robustness. This paper proposes a visual interpretation-
based self-improving classification model with a combination of virtual
adversarial training (VAT) and BERT models to address the above prob-
lems. Specifically, a fine-tuned BERT model is used as a classifier to clas-
sify the sentiment of the text. Then, the predicted sentiment classification
labels are used as part of the input of another BERT for spam classifi-
cation via a semi-supervised training manner using VAT. Additionally,
visualization techniques, including visualizing the importance of words
and normalizing the attention head matrix, are employed to analyze the
relevance of each component to classification accuracy. Moreover, brand-
new features will be found in the visual analysis, and classification perfor-
mance will be improved. Experimental results on Twitter’s tweet dataset
demonstrate the effectiveness of the proposed model on the classifica-
tion task. Furthermore, the ablation study results illustrate the effect of
different components of the proposed model on the classification results.

Keywords: Visual Interpretation · Self-Improved Classification ·
Spam Detection · Virtual Adversarial Training

1 Introduction

Deep learning is a machine learning technique that has been widely applied in
various fields, such as natural language processing (NLP) [8,17], recommenda-
tion systems [16,21], and prediction tasks [15,18]. In the field of spam email
classification, deep learning models such as Recurrent Neural Networks, espe-
cially the Long Short-Term Memory [31] and Gated Recurrent Unit [19], have
made significant progress in classifying emails and identifying spam.
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Finding suitable labels for domain-specific classification models trained using
deep learning is challenging for researchers. Previous research has shown that
sentiment analysis can be used in combination with pre-trained models for spam
detection in tweets, as spammers often use emotional expressions to increase
users’ trust in their messages [29]. However, determining effective tags for other
types of social media content remains a challenge in this field [7]. In recent years,
large pre-trained language models such as the BERT have achieved high accuracy
when fine-tuning supervised tasks [5]. Additionally, some past work has partly
studied the learning of linguistic features and examined the internal vector by
probing the classifier [25].

This paper uses spam detection as an example scenario. First, a fine-tuned
BERT model is used for the sentiment classification of tweet texts. The sentiment
label is then input for another BERT model to determine whether it is a spam
tweet. In the training process of this model, a semi-supervised training approach
using virtual adversarial training (VAT) is introduced to improve accuracy and
system robustness. Ablation experiments demonstrate its effectiveness. Secondly,
relevant tools are used to interpret the internal workings of the BERT model. By
comparing various models used in the experiment and visualizing word impor-
tance attribution, the contribution of each token in each layer, and the attention
matrices of each layer, the reasons for the accuracy differences between differ-
ent models are found, explaining the models. Furthermore, more suitable URL
tags are identified through internal analysis of the model. Further training of
the model results in system improvement, as demonstrated by experiments. The
main contributions of this paper are as follows:

– A BERT-based model for semi-supervised learning: The first BERT
is employed for text sentiment classification. The obtained sentiment tags are
combined with the text in another BERT for spam classification via VAT.

– Self-improved visual interpretation: Word attention scores are analyzed
with visual interpretation tools, and the parts with high feature weights are
used to improve the system’s classification performance.

– Performance improvement: Experimental results and ablation studies on
the Twitter tweets dataset have demonstrated the effectiveness of the pro-
posed model for spam classification in a semi-supervised learning task.

2 Related Work

2.1 Spam Detection

Major social media sites (e.g., Twitter, Facebook, Quora) face a massive dilemma
as many fall victim to spam. This information induces users to click on mali-
cious links or uses bots to spread false news, seriously adding to the chaos in
the Internet space. In recent years, many studies have been on spam detection
for tweets, and many suitable and outdated features have been summarized [12].
Many studies have shown that sentiment analysis technology can enhance the
differentiation of spam tweets [2]. Therefore, many studies have used traditional
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machine learning methods to detect spam tweets based on sentiment features
[23,24,27]. In [1], the authors use an LDA model to find the sentiment and topic
of tweets, suggest features that identify spam tweets more accurately than pre-
vious methods, and predict how widely spam spreads on Twitter. In [11], the
author first used the pre-trained BERT model to perform sentiment analysis
on tweets, extracting various sentiment features. Then, an unsupervised GloVe
model was used for Twitter bot detection, resulting in high accuracy. In addi-
tion, adversarial training has also been widely used in spam detection tasks. For
example, in [6], the author utilized several adversarial strategies to enhance the
spam classifier and achieved good results, laying the foundation for adversarial
training in classification tasks. [9] used an attention mechanism for movie review
spam detection and employed GAN models for adversarial training, achieving
state-of-the-art results.

2.2 Model Interpretability

In today’s era of widespread use of deep learning and neural network technology,
the demand for their interpretability is also gradually increasing. Such models
are usually black boxes in their organizational structure, where users input spe-
cific information into the model and can obtain specific outputs. However, the
model still needs to answer how the outputs are obtained. Model interpretabil-
ity aims to transform black-box models into white-box models so that users
can understand why the model makes relevant predictions and identify ways to
improve its validity. In addition, it eliminates ethical issues when AI models are
used on a large scale in society.

Interpretability on machine learning models has long been proposed, such
as SHAP [20] and LIME [26]. The SHAP (SHapley Additive exPlanations)
model produces a prediction value for each prediction sample, and the SHAP
value is the value assigned to each feature in that sample. Lime (Local Inter-
pretable Model-Agnostic Explanations) is an approach that uses a trained local
proxy model to explain individual samples. However, when dealing with large
pre-trained deep learning models with hundreds of hidden states, the situation
becomes different, and simple local explanations of the model are difficult to
fit. The BERT model, for example, introduced the attention mechanism [3],
which became a very successful neural network component but increased the
difficulty of interpreting the model. Clark et al. [4] strongly emphasize analyzing
the attention head in BERT. They studied its behavior and directly extracted
sentence representations from the BERT model without fine-tuning. They dis-
covered that the attention head exhibits recognizable patterns, such as focusing
on a fixed position offset or paying attention to the entire sentence.

3 Model

To identify spam tweets, we used the public dataset “Spam Detection on Twitter”
[30] posted by YASH, which contains 82,469 legitimate tweets and 97,276 spam
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Fig. 1. Overview architecture of the proposed spam classification system. First, a fine-
tuned BERT (the Sentiment Analysis Component) is used as a classifier to classify
the sentiment of the text. Then, the predicted sentiment classification labels are used
as part of the input of another BERT (the Spam Detection Component) for spam
classification via a semi-supervised training manner using VAT. Additionally, visual-
ization techniques, including visualizing the importance of words and normalizing the
attention head matrix, are employed to analyze the relevance of each component to
classification accuracy. Moreover, brand-new features are detected in the Visual Anal-
ysis Component. Finally, the classification system can be self-improved via the newly
imported.

tweets. To classify the sentiment of tweets, we utilized the Sentiment140 dataset
[10], which comprises 1.6 million tweets, half positive and half negative. The
model architecture is shown in Fig. 1. First, the tweets will be tagged with sen-
timent labels after a BERT model fine-tuned by the Sentiment140 dataset, the
Sentiment Analysis Component. Then, after two fully connected layers, the Spam
Detection Component will output whether the tweet is spam. Semi-supervised
learning and VAT are used here to improve the training accuracy. We utilize
the Twitter dataset as unlabeled data for semi-supervised learning in sentiment
analysis. Finally, the interpretation method will interpret the models.

3.1 Sentiment Analysis Component

Sentiment analysis of tweets helps to comprehend public opinion on topics preva-
lent on social media. Twitter’s usage has increased as users share news and
personal experiences. Hence, analyzing tweet sentiment is crucial. Despite its
popularity, sentiment analysis of tweets is challenging due to the 280-character
limit and irregularities in tweets (e.g., spelling variations and abbreviations).
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BERT is a pre-trained deep bidirectional transformer, a powerful model for
language understanding. We employed BERT for sentiment polarity classification
using the Sentiment140 dataset. This dataset contains tweet content and is for a
binary sentiment classification task. It includes 1.6 million tweets collected from
the Twitter API and annotated as negative (0) or positive (4), making it useful
for sentiment detection. Unlike previous work [11] by Heidari et al., who used
the SST-2 movie review dataset for training, the Sentiment140 dataset is in the
same domain as the target task, thus leading to improved accuracy in sentiment
analysis of tweets.

The Sentiment Analysis Component categorizes tweets as positive, neutral,
or negative. BERT is trained on 1.6 million tweets. After the tokens are input
into the model, the model performs word embedding processing. Among the 12
hidden layers in the BERT model, the next layer’s multi-head attention calcu-
lates the attention scores of each word in the previous layer. The BERT model’s
training results will be presented in the next section.

This component finally extracts sentiment features from the text of tweets
through fine-tuned BERT. At the end of the model, the softmax layer outputs
the sentence’s sentiment polarity value score X (0 < X < 1). Then it divides
the sentence into three categories: positive, neutral, and negative, according to
this value. If X < 0.3, the tweet sentiment is negative. If X > 0.7, the tweet
sentiment is positive. The rest are neutral.

3.2 Spam Detection Component

The Spam Detection Component also uses the fine-tuned BERT to determine
if the tweet is spam. We use the SpamDetectionOnTwitter dataset in [30] to
learn whether a tweet is a spam. To embed emotional features into tweets and
better explain the model, we add sentiment tags into each piece of data, namely
TAGPOS, TAGNEU, and TAGNEG, and add these three tags to the dictionary
of the BERT model. After exporting the BERT model, it includes two fully con-
nected layers. The final layer with softmax will output the final result indicating
whether the tweet is spam.

At the same time, we also use several adversarial learning methods for train-
ing enhancement to find the best one. Adversarial training can be summarized
as the following max-min formula:

min
θ

E(x,y)∼D[ max
||δ||≤ε

L(fθ(X + δ), y)]. (1)

The inner layer (in square brackets) is a maximization, where X represents
the input representation of the sample, δ represents the perturbation superim-
posed on the input, fθ() is the neural network function, y is the label of the
sample, and L(fθ(X + δ), y) represents the loss obtained by superimposing a
disturbance δ superimposed on the sample X. max(L) is the optimization goal,
that is, to find the disturbance that maximizes the loss function. The outside
minimization refers to finding the most robust parameters θ, such that the pre-
dicted distribution conforms to the distribution of the original dataset.
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The Fast Gradient Method (FGM) is implemented by L2 normalization,
which divides the value of each gradient dimension by the L2 norm of the gra-
dient. Theoretically, L2 normalization preserves the direction of the gradient.

δ = ε • (g/| |g| |2) . (2)

Among them, g = ∇ X (L (fθ (X) , y)) is the gradient of the loss function L
with respect to the input X. Unlike a normal FGM that only performs iteration
once, PGD performs multiple iterations to find the optimal perturbation. Each
iteration projects the disturbance into a specified range each time a small step
is taken. The formula of the loss function in step t in PGD is shown as follows:

gt = ∇Xt (L (fθ (Xt) , y)) . (3)

Although PGD is simple and effective, there is a problem that it is not compu-
tationally efficient. Without adversarial training, m iterations will only have m
gradient calculations, but for PGD, each gradient descent must correspond to
the K steps of gradient boosting. Therefore, PGD needs to do m(K+1) gradient
calculations compared with the method without adversarial training. In VAT,
the loss function for adversarial training can be expressed as [22]:

Ladv(xl, θ) := D[q(y|xl), p(y|xl + radv, θ)], (4)

radv := argmax
r;||r||≤ε

D[q(y|xl), p(y|xl + r, θ)], (5)

where D[p, q] is a non-negative function that measures the divergence between
two distributions p and q. The function q(y|xl) is the true distribution of the
output label, which is unknown. This loss function aims to approximate the
true distribution q(y|xl) by a parametric model p(y|xl, θ) that is robust against
adversarial attack to labeled input xl. A “virtual” label generated by the p(y|x, θ)
probability is used in VAT to represent the user-unknown p(y|x, θ̂) label, and the
adversarial direction is calculated based on the virtual label. Unlabeled input xul

and labeled input xl will be unified as x∗. The formula is calculated as follows:

LDS(x∗, θ) := D[p(y|x∗, θ̂), p(y|x∗ + rqadv, θ)], (6)

rqadv := argmax
r;||r||2≤ε

D[p(y|x∗, θ̂), p(y|x∗ + r)], (7)

where the loss function of LDS(x∗, θ) indicates the virtual adversarial perturba-
tion. This function can be considered a negative indicator of the local smoothness
of the current model at each input data point x. A reduction in this function
would result in a smoother model at each data point.

3.3 Visual Interpretation Component

In this part, we begin by creating visual representations of the significance of
individual words in differentiating between spam and non-spam content. Addi-
tionally, we normalize the attention head matrix to visualize all attention matri-
ces and identify distinctions between various models, thereby demonstrating the
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efficacy of our proposed model. We will delve into further details in the following
part, accompanied by relevant examples.

Word Importance Attribution. Integrated Gradients [28] are used to com-
pute attributions concerning the BertEmbeddings layer to obtain the importance
of words. In simple terms, Integrated Gradients define the attribution of the ith

feature of the input as the path integral of the straight line path from the baseline
x′

i to the input xi from [28]:

IGi(x):: = (xi − x′
i) ·

∫ 1

α=0

∂F (x′ + α(x − x′))
∂xi

dα, (8)

where ∂F (x)
∂xi

is the gradient of F along the ith dimension at input x and baseline
x′. In the NLP task described in this paper, we use the zero vector as the baseline.

Attribution in Attention Matrix. We visualize the attention probabilities
of 12 attention heads in all 12 layers, totaling 144. It represents the softmax nor-
malized dot product of key and query vectors. In [4], it is an essential indicator,
indicating how related a token is to another token in the text.

4 Experiments

To demonstrate the effectiveness of the proposed model, this section first pro-
vides empirical evidence through ablation experiments, demonstrating the effec-
tiveness of the relevant components, including the sentiment analysis component
and the adversarial training component. Secondly, visualization tools are used
to analyze the model’s interpretability to identify the reasons for the effective-
ness of the relevant components. Finally, using the above analysis, more suitable
labels are identified, and the system is further trained to achieve improvements.

4.1 Dataset

Spam Dataset. We use the SpamDetectionOnTwitter dataset in [30] to learn
whether a tweet is spam. This dataset contains 82,469 legitimate tweets and
97,276 spam tweets. Each tweet is tagged with user_id, tweet_id, tweet_text,
time, and spam_label to show whether it is a spam tweet. Here we only select
the text and spam_label for training. We select 68,919 legitimate tweets and
58,866 spam tweets as the training set, and the rest is divided into a validation
set and a test set.

Sentiment Dataset. We used the Sentiment140 dataset [10] as the train-
ing dataset for the part of the tweet sentiment polarity analysis component.
This dataset contains 1.6 million sentiment-labeled tweets, half positive and
half negative, and each tweet is accompanied by tweet_id, time, username, and
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tweet_text. Similar to the last part, only the tweet_text and spam_label are
selected for training at this stage. We select 1.46 million tweets as the training
set, and the rest are divided into the validation and test sets.

4.2 Hyperparameter Setting

In both Sentiment Analysis Component and Spam Detection Component, we
used the bert-base-multilingual-cased model, which is Google’s new and recom-
mended BERT model. We set the batch size to 16 and the dropout rate to 0.1 in
both Sentiment Analysis and Spam Detection Components. The learning rates
of the Adam optimizer are 2e-5 in the sentiment part and 1e-5 in the spam part.
According to the size of the two datasets, we set the steps of the sentiment part
as 10000, while 1000 in the spam part. All experiments used Pytorch version
1.13.1, bert4torch 0.2.4, and Captum 0.6.0.

4.3 Spam Detection

After fine-tuning, Sentiment Analysis is performed on the existing spam dataset,
and the sentiment distribution of the dataset can be seen, as shown in Fig. 2. The
number of spam tweets with positive sentiment is the largest, followed by neutral
sentiment and the least negative sentiment, with 42547, 32291, and 7629, respec-
tively. In the non-spam tweets, the tweets with neutral sentiment are the most,
and the positive and negative sentiment is both less, among which the negative
sentiment is the least, the numbers 27619, 52049, and 17606, respectively.

Fig. 2. Sentiment distribution in spam dataset.

To show the effectiveness of the proposed model, we performed ablation
experiments on the model proposed in this paper, using the same training param-
eters and random seed. Since PGD is an evolutionary algorithm of FGM, here
we omit the experiment of FGM and only keep PGD. The results are shown
in Table 1. It can be seen that the precision of the proposed model is the high-
est, proving its effectiveness. This part only analyzes the model’s effectiveness
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from the model experimentation perspective. Although the proposed model has
achieved the highest accuracy and recall, as a black box model, we cannot know
the reasons for the differences in the experiment results inside the different mod-
els. This issue leads us to introduce model interpretability (or XAI). The next
part will study this issue in depth.

Table 1. Experiment results of all models.

Precision Accuracy Recall F1 Score

BERT 76.06 75.32 79.95 77.96
BERT+Sentiment 79.14 77.43 79.65 79.39
BERT+Sentiment+PGD 83.21 76.83 72.10 77.25
BERT+Sentiment+VAT 82.61 76.68 79.54 78.47
Proposed Model
(1 dense layer) 82.58 77.81 75.41 78.83

Proposed Model 85.97 77.60 74.92 78.49

4.4 Visual Interpretation

In this section, we use the Captum [14] tool to perform visual interpretability
analysis on the BERT model in the Spam Detection Component of all six mod-
els in the previous chapter. This tool is a Pytorch-based model interpretation
library released by Facebook. The library provides interpretability for many new
algorithms (such as ResNet, BERT, and some semantic segmentation networks),
helping everyone better understand the specific features, neurons, and neural
network layers that affect the model’s prediction results. For text translation
and other problems, it can visually mark the importance of different words and
use a heat map to display the correlation between words.

Here, we first visualize the importance of words to distinguish which words
play a role in judging spam or not. Then, we visualize all the attention matrices
to find the differences between different models to prove the effectiveness of
the proposed model. Here is an example of the tweet “19 year old genius shares
Twitter tool free. Nice guys rock! http://ow.ly/Ul1t”, a spam tweet with positive
sentiment.

Word Importance Attribution. With the formula (8), we can obtain the
Word Importance Attribution of the input sentence, as shown in Fig. 3. In this
case, the actual label of the input sentence is “Spam.” This figure’s “Predicted
Label” represented the model output result and predicted probability. The right-
most is a visual explanation of the contribution value of the input sentence, green
represents a positive contribution to the Predicted Label, and red represents the

http://ow.ly/Ul1t
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opposite. Additionally, the deeper the color, the higher the level of contribution,
and vice versa.

It can be seen from the figure that when the sentiment tag is not added, only
the word year is a positive contribution, so the final probability is only 0.52, and
the model is difficult to distinguish. After adding the sentiment tag, although
the contribution of the tag is less, the contribution of many words, especially
the URL part, is significantly improved, thereby increasing the final probability.

Fig. 3. Word importance attribution.

Attribution in Attention Matrix. The order of the following figures is simple
BERT model and the proposed model. The x-axis and y-axis of the matrix are
tokens, and each cell represents the attention score between different tokens, that
is, the degree of attention obtained from the weight of attention. The brighter
the cell, the higher the attention score, or level of attention, from the token on
the x-axis to the token on the y-axis, and vice versa.

In most attention heads, the overall trend of words is to pay more attention
to themselves or the next word. Still, in Head 2–5, 3–3, 3–4, 3–6, 3–8, 3–12,
and 4–2, the [CLS] token will pay more attention to the added sentiment tag,
which we can see the brightest point appears in the upper left corner, such
as Head 3–6 (Fig. 4). According to [13], each sequence’s initial [CLS] token is
used as the sentence representation in a labeled classification task. Therefore,
in the Spam Detection Component of this paper, the [CLS] token represents
whether the sentence is spam. Therefore, these results show the validity of the
sentiment tag. Entering layer 9, it can be seen that, as shown in Fig. 5, the
attention matrix divides the token into two parts, the text, and the URL. This
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Fig. 4. Attention Head 3–6 of BERT and the proposed model.

Fig. 5. Attention Head 9–12 of BERT and the proposed model.

phenomenon is more evident in Head 9–12, and the attention matrix is divided
into four prominent parts, especially in the model after adding the adversarial
training method.

Other examples can also demonstrate the effectiveness of the proposed model.
In Head 2–12, shown in Fig. 6, we can see the part of the URL that pays more
attention to http://, indicating that the model has detected the URL.

4.5 Model Improvement

Based on the analysis in the previous section, we found that the URL part can
be detected in some attention heads. Inspired by this, we operate similarly to the
sentiment tags above for the URL part, using a regular expression to extract the
URL part as separate data labels. To distinguish between short and long links,
we set the URL label with less than 24 characters as TAGURLS, indicating short
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Fig. 6. Attention Head 2–12 of BERT and the proposed model.

Fig. 7. Attention Head 3–6 of the proposed model and improved model.

URL links, and the rest as TAGURLL. We add these labels after the sentiment
label. We used the optimized data to retrain the proposed model, resulting in
the modified model, as shown in Table 2. We found that after adding the URL
tag, the accuracy, F1 score, and precision of the modified model were improved.

Next, we analyze the BERT model using interpretability methods and
directly examine the corresponding attention head of the original model. In
Fig. 7–8, the left part is the proposed model, and the right is the improved
model. In Fig. 7, Head 3–6 is the same as before, with [CLS] paying the most
attention to the sentiment tag, but the URL tag has become the second most
attention token, which to some extent, proves the validity of the URL tag. In
Fig. 8, Head 9–12, the URL part is more prominent than the original model,
indicating that the model is paying more attention to the URL part, proving the
URL tag’s reliability for improving precision and accuracy.
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Fig. 8. Attention Head 9–12 of the proposed model and improved model.

Table 2. Experiment results of the proposed model and modified model

Precision Accuracy Recall F1 Score

Proposed Model 85.97 77.60 74.92 78.49
Improved Model 87.13 77.85 75.78 78.88

5 Conclusion

The main contributions of this paper can be summarized in two points. First,
using sentiment analysis and adversarial training methods, we proposed a new
model for spam detection, which is better than the traditional models. Secondly,
applying the visual interpretability analysis method to the model, we studied
the principle of internal classification of the model, found the reasons for the
difference in precision in different models, and proved the effectiveness of the
proposed model at the same time, further improving its performance.

The large-scale pre-trained BERT model based on VAT can be extended to
other tasks. The attention mechanism can analyze the in-depth features with
heavy weights, and these features can effectively improve the accuracy and pre-
cision of the task. In future work, we will utilize the VAT and visual interpreta-
tion method in other pre-trained language models (e.g., ALBERT, XLNET) to
further improve the performance of spam classification.
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Abstract. Currently, large-scale vision and language models has sig-
nificantly improved the performances of cross-modal retrieval tasks.
However, large-scale models require a substantial amount of comput-
ing resources, so the execution of these models on devices with limited
resources is challenging. Thus, it is paramount to reduce the model size
and minimize computing costs of a model without sacrificing its per-
formance. In this paper, we improved TERAN by dividing cross-modal
retrieval into two stages: image-text coarse-grained matching and image-
text fine-grained matching. Specifically, we present a novel approach
called Two-Stage Cross-Modal Retrieval network(TSCMR). To reduce
model size after model training, our approach utilized a new knowl-
edge distillation method for Transformer-based models. Experiments
have shown that our approach maintains a performance comparable to
TERAN on the MS-COCO 1K test set, while being 2x smaller and 3.1x
faster on inference.

Keywords: Cross-modal · Two-Stage Retrieval · Knowledge
Distillation

1 Introduction

The rapid development of mobile internet has fueled an explosive growth in
the volume of multimodal data comprised of images, text, and videos. Cor-
respondingly, the demands from users with regard to data modalities have
become increasingly diversified. Consequently, a significant shift towards cross-
modal retrieval from single-modal retrieval has been observed in users’ retrieval
requests. For instance, corporations like Google have recently attempted to
utilize textual descriptions to achieve cross-modal retrieval between text and
images. The concept of cross-modal retrieval is aimed at promoting information
interaction between different modalities, and as such, is focused on retrieving
other modality samples with similar semantics through a modality sample. Given
this aim, the presence of semantic relations between modalities becomes pivotal.
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In recent years, the mainstream method for cross-modal retrieval has been to
train large-scale pre-training models based on the Transformer [1] architecture to
learn the semantic relationships between different modalities. These models can
be divided into single-stream and dual-stream structures. However, to extract
meaningful information from highly redundant datasets, complex models and a
large amount of computational resources are required, regardless of the structure
used. At present, many models have billions of parameters and demand more
than 10GB of GPU memory for deployment, so it is difficult to efficiently execute
them on resource-restricted devices. Furthermore, retrieving information using
such models takes a long time. In light of these challenges, minimizing the stor-
age and computation costs of the model while ensuring optimal performance is
crucial.

TERAN utilizes the cosine similarity to generate the similarity score between
each region and word, thus forming a region-word similarity matrix. By applying
a pooling technique to the matrix, a global similarity score is obtained for the
image and text. Notably, the computational time involved in calculating the sim-
ilarity between an image and text is significantly higher than that of extracting
the features for both. Constructing a matrix for a single image and text pairing is
not time-consuming, but for a corpus of a hundred or more, the process becomes
protracted.

To optimise the inference speed. This paper proposes a two-stage cross-modal
retrieval model. Specifically, the two-stage cross-modal retrieval model divides
the retrieval task into coarse-grained and fine-grained matching stages. In the
first stage, global features representing images and text are added, and scores are
derived from these features to identify top-performing candidates for the second
stage. In the second stage, the model uses regional features of the images and
word-level features of the text to calculate fine-grained similarity scores, which
form the final basis for determining image-text similarity. By selecting top k
scoring items from the coarse-grained phase, the model can also attain infer-
ence acceleration. Notably, this two-stage process is designed to reduce time and
computational resource consumption during the fine-grained matching phase.
After training, this paper use a discussion of a newly-developed Transformer
distillation method to reduce model size.

2 Related Work

This section provides a comprehensive discussion of prior research on cross-
modal retrieval through the use of joint image and text processing. The main
architecture of this model, which is the Transformer Encoder architecture, was
introduced. Furthermore, we elaborated on knowledge distillation and its imple-
mentation in models employing the Transformer Encoder architecture.

2.1 Joint Image and Text Processing for Cross-Modal Retrieval

At present, Transformer-based pretrained models are highly esteemed in both
academia and industry for understanding visual and textual information due
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to their excellent performance in cross-modal retrieval, attracting attention of
researchers. These models are classified into two categories: single-stream struc-
ture models and dual-stream structure models, based on the current research.

The mainstream method for cross-modal retrieval is to train large-scale pre-
trained models based on the Transformer architecture to learn the semantic
correspondence between different modalities. These models are divided into
single-stream [2–4] and dual-stream [5–7] structures. Before inputting the model,
image-text pairs require image and text feature extraction. Image features may
be region features based on object detection [8], CNN-based global features or
patch features like ViT [9] whereas text features usually follow the preprocess-
ing method of BERT [10]. Single-stream structures combine text and image
features, inputting them into a single Transformer block, and fusing multiple
modality inputs through self-attention mechanisms. The final output value, iden-
tified by the cls token, determines the similarity of the inputted image-text pair.
Single-stream structures learn cross-modal feature information more effectively,
leading to better performance in the final evaluation metrics. Dual-stream struc-
tures input text and image features separately into two different Transformer
blocks. One block processes image features, the other processes text features,
and they each output the cls token representing the global feature for both
image and text, respectively. Cosine similarity is then utilized to calculate the
similarity between image-text pairs. However, the lack of interaction between
image and text features diminishes accuracy. To solve this problem, some mod-
els include additional Transformer blocks within the dual-stream structure to
achieve interaction between different modality features. Nevertheless, while per-
formance improves, model complexity and parameters increase as well.

The TERAN [11] model proposed by Nicola et al. belongs to a dual-stream
architecture that deals with cross-modal retrieval tasks via word-region align-
ment in image-text matching. The supervision is only employed at a global
image-text level in this model. Fine-grained matching is implemented between
the low-level components of images and texts, which includes matching of image
regions and words to maintain the richness of information in both modalities.
TERAN performs as well as single-stream models in image and text retrieval
tasks. The fine-grained alignment method from TERAN provides new ideas for
large-scale cross-modal information retrieval research.

2.2 Transformer Encoder

The model architecture we propose is mainly composed of Transformer [1]
Encoder. Specifically, as shown in Fig. 1, the Transformer Encoder layer mainly
includes two sub-layers: multi-head attention(MHA) layer and fully connected
feed-forward neural network(FNN) layer.

The Multi-Head Attention (MHA) is constructed by combining multiple self-
attention layers altogether. The objective of the attention layer is to gather
information on the connection between each token and other tokens to determine
their significance in the input sequence. We adopt three input vectors, namely,
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Fig. 1. Overview of Transformer Encoder.

the query(Q) vector, the key(K) vector, and the value(V) vector for our attention
layer. The attention function can be expressed as the following formula:

Attention (Q,K, V ) = softmax
(

QKT

√
dk

)
V (1)

where dk is the dimension of keys and acts as a scaling factor, and the factor√
dk is used to mitigate the vanishing gradient problem of the softmax func-

tion in case the inner product assumes too large values.In essence, querying is
akin to searching for information on a browser. The matching pages returned by
the browser are keys, but what we require are the values that carry the desired
information. By analyzing specific tokens and other tokens in a given sequence,
we can determine their relevance and interdependencies with respect to another
token. The self-attention mechanism involves multiple calculations, where differ-
ent weight matrices are used for Q, K, and V, to facilitate this analysis.

The Transformer encoder incorporates a feedforward neural network layer,
comprising of two linear transformation layers and a Rectified Linear Unit
(ReLU) activation function, to acquire more comprehensive information.

2.3 Knowledge Distillation

Large-scale models are typically constructed using a single intricate network, or
a composite of multiple networks. While these models demonstrate impressive
performance and generalizability, small-scale models are often less expressive due
to their smaller size. Knowledge distillation involves using knowledge gained from
large-scale models to aid training of small-scale models, achieving comparable
performance as large-scale models with reduced parameter size, thereby enabling
model compression and acceleration.

Hinton et al. introduced the concept of “knowledge distillation” in [12]. The
central idea is to improve the training of a small model by utilizing the knowl-
edge learned by a large model. Therefore, the knowledge distillation framework
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generally comprises a large model (known as the teacher model) and a small
model (known as the student model). To enhance the quality of distilled knowl-
edge and improve the performance of the student model, [13] proposed using an
ensemble of models as the teacher model. [14] presented a knowledge distillation
method based on the Transformer model structure that compresses and acceler-
ates the pre-trained BERT model. Although it introduced a new loss function,
[15] conducted experiments on the BERT model. In [16], a task-agnostic model
compression method based on the BERT model was proposed.

In the field of natural language processing, the scale of pre-trained lan-
guage models has been continuously expanding, and model compression has thus
become increasingly important. To address this, [17] introduced a structured
pruning method specifically designed for certain tasks called CoFi (Coarse and
Fine-grained Pruning). The method combines pruning of coarse-grained units,
such as self-attention layers and feedforward layers, with that of fine-grained
units, such as heads and hidden dimensions. In addition, the authors proposed
a hierarchical distillation method to dynamically learn the layer mapping rela-
tionship between the teacher and student models, which improves model perfor-
mance. CoFi-compressed models achieve more than 10 times model acceleration,
95% parameter pruning, and maintain an accuracy rate of over 90% of the orig-
inal model.

3 Method

In this section, we firstly introduce the model architecture. Then, we delin-
eate the training objectives of the TSCMR. Lastly, we provide a comprehensive
description of the knowledge distillation technique that was employed after com-
pleting the TSCMR training.

3.1 Model Architecture

Figure 2 displays TSCMR that includes the initial processing of images and
text, an image encoder, a text encoder, and a method for calculating image and
text similarity. Fast-Rcnn [8] is used for initial image processing and encodes
input image I into an embedding sequence: {r1, · · · , rn}. An image encoder
consisting of four transformer encoders and one transformer encoder with two
layers is used. The sequence is converted to {Icls, r1, · · · , rn}, where the token
Icls represents the global representation of the image, before inputting it into
the image encoder. The text encoder adopts a combination of a 6-layer BERT
model and one transformer encoder with two layers, converting input text T into
an embedding sequence {Tcls, w1, · · · , wn}. The token Tcls signifies the global
representation of the text.

3.2 Training Objectives

TSCMR has two training objectives: image-text coarse-grained matching task
(ITCG) and image-text fine-grained matching task (ITFG).
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Fig. 2. The proposed TSCMR architecture. ITFG stands for image-text fine-grained
matching, ITCG stands for image-text fine-grained matching. The orange boxes repre-
sents image region features and the green boxes represents word features. (Color figure
online)

Image-Text Coarse-Grained Matching. In contrast to the TERAN, our new
model architecture employs Icls and Tcls for two-stage retrieval in order to reduce
model inference time. After passing through the image and text encoders, we
obtain the final image embedded sequence {Icls, r1, · · · , rn} and text embedded
sequence {Tcls, w1, · · · , wn}. In the image-text coarse-grained matching stage,
the SIT similarity score is given by the cosine similarity between Icls and Tcls,
thus assigning higher scores to matched image and text pairs. The formula is as
follows:

SIT =
ITclsTcls

‖Icls‖‖Tcls‖
(2)

After computing the coarse-grained similarity between image and text, we
can employ the identical approach as described in [18] to compute the loss.
This approach involves utilizing the hinge-based triplet ranking loss and direct-
ing attention towards hard negatives. The formula for calculating the loss is
presented below:

LITCG = max
T ′

[α + SIT ′ − SIT ]+ +max
I′

[α + SI′T − SIT ]+ (3)

where [x]+ ≡ max (0, x) and α is a margin that defines the minimum separation
that should hold between the truly matching image-text pairs and the negative
pairs, and calculates the negative examples T ′ and I ′ using the following method:

T ′ = argmax
z �=T

S (z, T ) (4)

I ′ = argmax
y �=I

S (y, I) (5)
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where (I,T ) is a positive pair,z and y is negatives. During training, the dataset
is divided into batches, thus negative examples are sampled from each batch.

Image-Text Fine-Grained Matching. At this stage, we drew upon the simi-
larity matrix method employed in the TERAN, albeit abstaining from employing
the Icls and Tcls used in the previous phase. Cosine similarity is utilized to assess
the similarity between the i -th region in I and the j -th word in T. Furthermore,
the following approach is taken to compute the similarity matrix A:

Aij =
rTi wj

‖ri‖‖wj‖ ri ∈ I, wj ∈ T (6)

To calculate the global similarity between image and text, we used an appro-
priate pooling function to pool the similarity matrix. Inspired by [19,20], we
adopted the max-sum pooling method, which selects the maximum value of each
row in the similarity matrix A and sums them up. The specific formula is as fol-
lows:

SIT =
∑
wj∈T

max
ri∈I

Aij (7)

During this stage, we drew inspiration from the TopK algorithm. For each
image I, we selected the finest K texts from the image-text coarse-grained match-
ing scores to proceed to this stage. We calculated the fine-grained matching scores
between I and the selected texts by employing a similarity matrix. Likewise,
for each text T, we opt for the top M images with image-text coarse-grained
matching scores, enter this stage, and calculate the fine-grained matching scores
between T and these M images using similarity matrix. If the matching similar-
ity scores of the text or image that genuinely matches are not in the top K or
M sequence, we replace the lowest score with the newly found score. The hinge-
based triplet ranking loss method is also implemented in this phase to calculate
the loss, while the formula remains identical as follows:

LI2T−ITFG = max
T ′

[α + SIT ′ − SIT ]+ T ′ ∈ K (8)

LT2I−ITFG = max
I′

[α + SI′T − SIT ]+ I ′ ∈ M (9)

The full training objective of two-stage retrieval model is:

L = LITCG + LI2T−ITFG + LT2I−ITFG (10)

3.3 Distilling After Training

To minimize the model size, we utilized a Transformer-based knowledge distil-
lation method to compress TSCMR. Drawing from [14], this work employs a
hierarchical distillation technique to distill the multi-head self-attention mod-
ules, feedforward neural network modules, and embedding layers of every layer
in the model, which is shown in Fig. 3.
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Fig. 3. The details of distillation

Embedding-Layer Distillation. The loss calculation for the embedding layer
is as follows:

Lembd = MSE
(
ESWe, E

T
)

(11)

where ES and ET respectively represent the embeddings of the student network
and the teacher network. Since the embedding layer of the teacher network is
usually smaller than that of the teacher model to reduce model size, the embed-
ding of the student model is generally linearly transformed to project onto the
space where the embedding of the teacher model is located. Finally, the mean
squared error method is used to calculate the loss.

Transformer Encoder Distillation. We propose adopting the method of
distillation every k layers for the Transformer encoder. Specifically, the loss is
calculated every 3 layers when the teacher model consists of 12 layers while the
student model has only 4 layers. Correspondingly, the first layer of the student
model is aligned with the third layer of the teacher model, the second layer of the
student model with the sixth layer of the teacher model, the third layer of the
student model with the ninth layer of the teacher model, and the fourth layer of
the student model with the twelfth layer of the teacher model. The loss of each
Transformer encoder layer includes both the loss of the self-attention layer and
the feedforward neural network layer.

The loss calculation of the self-attention layer follows the method below:

Lattn =
1
h

h∑
i=1

MSE
(
AS

i , AT
i

)
(12)

where h denotes the number of attention heads, AS
i represents the attention

score matrix of the i -th attention head in the student model, and AT
i represents

the attention score matrix of the i -th attention head in the teacher model.
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The loss calculation method for the feedforward neural network layer is as
follows:

LFFN = MSE
(
HSWh,HT

)
(13)

where the matrices HS and HT refer to the hidden states of student and teacher
networks respectively. Similar to embedding-layer distillation, the output of the
student model is mapped to the same space as the output of the teacher network.
This mapping enables the student model to learn from the teacher network and
improve its performance.

Finally, by implementing the previously stated distillation objectives, we can
calculate the overall distillation loss:

L = Lembd + Lattn + LFFN (14)

4 Experiments

This section introduces the datasets, evaluation metrics, and training process
settings. The efficacy and efficiency of the cross-modal retrieval in TSCMR are
evaluated. Moreover, we investigates the performance of TSCMR with the imple-
mentation of knowledge distillation in retrieval tasks, and the reduction in model
size is also evaluated.

4.1 Datasets and Metric

This work employs two popular datasets, Microsoft COCO (MS-COCO) [21]
and Flickr30K (F30K) [22], to train and test cross-modal retrieval tasks and
investigate their effectiveness and efficiency. The MS-COCO dataset comprises
123,287 images, and each image has five corresponding texts. We utilize 113,287
images, 5,000 images, and 5,000 images for training, validation, and testing,
respectively. The F30K dataset consists of 31,000 images, with five correspond-
ing texts for each image. We select 29,000 images, 1,000 images, and 1,000 images
for training, validation, and testing, respectively. For evaluation, this study uses
Recall@K, a widely-used metric that precisely assesses the model’s performance.
The Recall@K value falls between 0 to 1 and indicates the proportion of appro-
priately identified positive samples in the model.

4.2 Settings

In the training of TSCMR, we use a image encoder consisting of a 4-layer trans-
former encoder and a 2-layer transformer encoder, and a text encoder consisting
of a 6-layer BERT and a 2-layer transformer encoder. Image features and text
features are projected into a common space of 1024 dimensions through a linear
transformation for the final similarity calculation. In the experiment, we set the
dropout rate to 0.1, use the Adam optimizer, set the epoch to 30, set the batch
size of the MS-COCO dataset to 40, and set the batch size of F30K to 30. The
learning rate is set to 1e−5 during the first 20 epochs of training and 1e−6 during
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the remaining 10 epochs. When selecting the top-k images and texts with high
similarity scores before entering the second stage, the k value is set to 15 for the
MS-COCO dataset and 10 for the F30K dataset. After completing the training
of TSCMR, we performed knowledge distillation. In the image encoder, we use
a combination of 2-layer transformer encoder and 1-layer transformer encoder,
while in the text encoder, we use a combination of 3-layer BERT and 1-layer
transformer encoder. The dimensions and hyperparameters are kept unchanged
during model training.

4.3 Results and Analysis

We compare our TSCMR method against the following baselines:VSRN
[23],CAMERA [24],PFAN [25],MMCA [26],and TERAN. For the MS-COCO
dataset, we present the result on the 1k test set. For 1k images, we computed
the result through five-fold cross-validation on the 5k test set while averaging
the obtained results.

Table 1. Results on the MS-COCO dataset,on the 1k test set

Image Retrieval Text Retrieval
Model R@1 R@5 R@10 R@1 R@5 R@10 SpeedUp

VSRN 62.8 89.7 95.1 76.2 94.8 98.2 -
CAMERA 63.4 90.9 95.8 77.5 96.3 98.8 -
PFAN 61.6 89.6 95.2 76.5 96.3 99 -
MMCA 61.6 89.8 95.2 74.8 95.6 97.7 -
TERAN 65 91.2 96.4 77.7 95.9 98.6 1.0x
TSCMR-100 63.6 90.1 95.6 75.2 95.1 98.5 6.7x
TSCMR-300 64.8 91.1 96.7 77.2 95.6 98.8 3.1x
TSCMR-500 64.9 91.3 96.8 77.4 95.8 98.9 1.9x

Table 1 reports the results on the MS-COCO dataset. The result reveals that
the recall value of our method has experienced a significant downfall particularly
in image retrieval with a drop of over a point in Recall@1, and over two points
in text processing, when k is fixed to 100. Despite our model furnishing a 6.7
times higher retrieval speed compared to TERAN’s method at k=100, our recall
value suffered a huge setback. Nevertheless, when k is 300, the recall accuracy
closely approximates that TERAN while maintaining a good balance between
efficacy and viability. At k = 500, there is a minor improvement in recall value,
however, the inference speed is only 1.9 times faster than TERAN.

Table 2 demonstrates that selecting at k of 100 results in a significant drop in
the recall value, particularly for text retrieval, similar to the MS-COCO dataset.
At k of 300 provides a well-balanced performance between recall value and effi-
ciency that is not significantly different from TERAN. Increasing the value of k
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Table 2. Results on the F30K dataset

Image Retrieval Text Retrieval
Model R@1 R@5 R@10 R@1 R@5 R@10 SpeedUp

VSRN 54.7 81.8 88.2 71.3 90.6 96 -
CAMERA 58.9 84.7 90.2 76.5 95.1 97.2 -
PFAN 50.4 78.7 86.1 70 91.8 95 -
MMCA 54.8 81.4 87.8 74.2 92.8 96.4 -
TERAN 59.5 84.9 90.6 75.8 93.2 96.7 1.0x
TSCMR-100 57.6 83.1 90.2 72.7 92.5 96.2 6.7x
TSCMR-300 59.2 84.8 90.7 74.9 93 96.6 3.2x
TSCMR-500 59.4 85 90.9 75 93.1 96.8 2x

to 500 does not substantially improve the recall value, but it significantly slows
down the inference speed when compared to k set at 300.

During the testing phase, we made multiple selections of the optimal value
of K for the MS-COCO and F30k datasets. Ultimately, we found that selecting
a K value around 33 % of the size of the test set achieved an optimal balance
between effectiveness and efficiency.

Table 3. Results on the MS-COCO dataset,on the 1k test set

Image Retrieval Text Retrieval
Model R@1 R@5 R@10 R@1 R@5 R@10 model size

TSCMR-300 64.8 91.1 96.7 77.2 95.6 98.8 100%
KL-TSCMR-300 64.1 91 96.5 76.2 94.8 98.3 50%

After the completion of the training phase for the two-stage retrieval model,
knowledge distillation was conducted on the MS-COCO dataset. Table 3 of the
report indicates that while the recall rate decreased slightly after the application
of knowledge distillation, the size of the model reduced by 50%. Overall, this is a
commendable achievement, especially for devices with GPU memory limitations.

5 Conclusions and Future Works

This paper proposes a new model architecture TSCMR for cross-modal retrieval,
which is different from TERAN. The model consists of two stages: a image-text
coarse-grained matching stage, based on global feature extraction, to filter irrel-
evant content before image-text fine-grained matching between word and image
regions. Moreover, knowledge distillation is employed to reduce the model size
after the training of the retrieval model. The experimental results demonstrate
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that our model is capable of achieving outcomes comparable to those of TERAN
on the MS-COCO 1K test set, with a 3.1x increase in inference speed and a 50%
decrease in model size.

For the future work, the similarity calculation method has space for further
improvement, and we plan to optimize it to enhance inference speed. We have
currently tested our method on two datasets, and we intend to extend the test-
ing to additional datasets in the future. To reduce model size, we will explore
combining knowledge distillation, quantization, and pruning with our method.
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Abstract. Recently due to the advent of the Web, the ubiquity of search
engines, and the widespread use of social media, the modern world has
been witnessing technologies that can mimic human behavior. With the
rise of Internet usage among youth and the prevalence of cyberbully-
ing, mental health has become a global issue. It is one of the great
convictions that newer technologies can also make a valuable contribu-
tion to creating an efficient and empathic model which will depend less
on computation power and provide the same output as bigger models.
This paper presents a novel approach to address a fundamental mental
health aspect by leveraging knowledge distillation to generate positive
and highly empathic feedback. The proposed method “Effi-Emp”, is a
hybrid approach that utilizes transformers and attention layers to gener-
ate empathic dialogues which closely mimic human dialogues. Sentence
coherence and rate of change during sentence generation have been given
special attention so that the model generates high-quality empathic sen-
tences. By utilizing the last layer of the model Knowledge Distillation
was achieved with about 20% improved run time in comparison with the
State-of-Art model. Automatic and baseline evaluation methods demon-
strate that the proposed model outperforms all other models by a decent
margin.

Keywords: empathy · knowledge distillation · encoder · decoder ·
Effi-Emp

1 Introduction

1.1 Motivation

In this contemporary time, digitization can be observed with the introduction
of the Web, the growing impact of search engines, and the spread of social
media. In addition, some of the platforms are trying to mimic human behavior
[8]. Nonetheless, social media platforms can be useful in terms of examining
mental health and providing mental support as both of these issues are identified
as global challenges, especially due to the rise of usage of the internet among
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teenagers and increased cyberbullying as well. One of the critical components
for mental support is “empathy,” which is one of the complex concepts that
entails caring about others, sharing, comprehending their emotions, and feeling
motivated to help them. Evidence refers to the fact that a positive correlation
in terms of treating depression in mental health assistance can be found with
empathic interactions [17].

1.2 Challenges

Even though it is possible to describe empathy yet, traditional methods of detect-
ing empathy are based on training and through peer review [7]. Most of the
methods to detect empathy are generated from scratch. In terms of a few thou-
sand sentences, it scales properly but in terms of millions of sentences these
ideas are not feasible [26]. Research on transforming empathy from low to high
has been conducted which replaces a certain context of the sentence instead of
generating from scratch [18]. However, the number of them is quite a few and
proved to be complex [2]. The second challenge is to transform lower empathy
into higher empathy with the given expression from the user. The response posts
might display warmth and affection, but they still lack the understanding of the
feelings that are required to support individuals. Another challenge is to make
the model lightweight so that it can work with less power-hungry workstations.

The proposed method Effi-Emp must qualify or accomplish certain specific
goals to enhance discourse or relate to empathy in order to develop meaningful
empathic phrases.

1.3 Solution and Contribution

To address this existing challenge, a novel approach Effi-Emp is introduced. The
proposed model generates a dataset that is more empathic and categorizes the
output of the response post. The model is then converted into a lightweight
model to improve computational time. Our contribution to this experiment is
given below :

1. Generating a cleaner and more empathic dataset which produces better
results by using a certain percentage of drop model rate.

2. Relabelling output of generated sentences which are generated by respective
models.

3. Implemented knowledge distillation to produce a lightweight version of the
complex model to avoid dependencies on hardware and complex neural net-
works to a certain extent.

To be precise, Sect. 1 provides an overall view of the existing challenge, contri-
butions are portrayed. Section 2 describes the previous works related to empathy
and positive emotions. The procedures of the model, functions, and substitutions
which were made to cope with hardware are described in Sect. 3. Experiments
and results are described in Sect. 4 and Sect. 5, respectively. Finally, Sect. 6 dis-
plays an overall review of this experiment and concludes the research work in a
future direction.
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2 Related Works

This section describes earlier work on Natural Language Processing (NLP) cor-
relation with empathy, creating empathy-based discourse, and knowledge distil-
lation.

2.1 Mental Support and Empathy

Natural Language Processing (NLP) for online mental health support initiatives
have mostly concentrated on studying conversational support seeking and giving
strategies like context adaptability and answer diversity which is the key fac-
tors of this research [1]. Researchers have developed techniques for recognizing
therapeutic acts, assessing counsellor’s language development, extracting con-
versational engagement patterns, examining moderation, and spotting cognitive
reorganisation in supportive talks [2]. Majumdar et al. stated that most tech-
niques for generating empathetic communication have the propensity to facilitate
empathic dialogues by using emotional grounding or emotion mimicry [13]. Cas-
tonguay et al. emphasised the conversational skill of empathy, which is essential
in counselling and providing mental health care [4]. Hence, this paper heavily
revolves around the key concept “empathy” which is one of the foundations of
mental support.

This study is built on prior work to understand and create computational
methods for identifying empathy in social platforms and text-based peer support.
By utilising a hybrid empathic approach, this study has been made even more
useful in order to elevate the level of empathy.

2.2 Dialogue Generation Based on Empathy

Vaswani et al. [24] introduced a simple network architecture named transformer
which made a huge impact in terms of sentence generation. Model architecture is
straightforward. In terms of dataset, they have used WMT 2014 English-German
and WMT 2014 English-French datasets. By an estimated sequence length, sen-
tence pairs were grouped together. The usage of self-attention mechanism is
displayed.

In order to generate a conversational task, Jacky et al. [3] used two powerful
GPUs which trained GPT2 model with 110 million parameters and stack of 12
decoding blocks which employs transformers and attention mechanism to pro-
duce semantically sounded text. DailyDialog (DD) dataset was infused with an
emotional classifier named DeepMoji which exhibits an unbalanced distribution
of emotions. Additionally, they stated that the larger models tend to perform
better.

Wenxu et al. [21] used NLPCC2017 dataset which has annotated and labeled
dataset with post and response. Wang et al. [25] suggested, combining Bidirec-
tional long-short-term memory(Bi-Lstm) and attention. The emotional expres-
sion module will receive these labeled conversation data and respond with the
appropriate emotion in accordance with the posting’s sentiment [21].
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EMPATHETICDIALOGUES (ED), the first empathetic conversation
dataset with 25K conversations in 32 emotions, was proposed by Rashkin et
al. [15]. Models trained on non-empathetic datasets were less empathic than
conversational models, which were trained on the dataset’s listener role.

FastText tries to resolve this by considering each word as a collection of
subwords. It is more useful for morphologically rich languages where a given
word may have a larger number of morphological forms, making it difficult to
train good word embeddings [28].

Dataset were gathered from [3,15,21] for this experiment. The usage of word
embedding was done to find a correlation between words. Extension of this work
was accomplished further by implementing a pre-trained dataset in order to
achieve and generate positive empathic sentences and label them into indepen-
dent categories. Furthermore, label word mapping would be implemented using
pre-trained model and a comparison of the legacy model would be displayed.

2.3 Knowledge Distillation

Knowledge distillation uses a certain amount of processing power which can be
used on the low-end computational units which turns out to be one of the popular
methods in this contemporary time [10]. The idea of teaching cheaper, smaller
models (referred to as “students”) to imitate more expensive ones (referred to as
“teachers”) is an old one that was first introduced based on model compression.
Nearly right out of the gate, this method can be used with deep neural networks
[5]. By distilling knowledge in both directions at each epoch, Zhang et al. trained
a pair of models [29]. According to Tarvainen et al., training steps that aver-
age multiple student models tend to produce better-performing students [23].
Romero et al. suggested transferring knowledge using both the earlier layers and
the logit one. They proposed a regressor to link the intermediate layers of the
teacher and student in order to account for the width difference. [16]. Instead of
going through the intermediate layer, fetching data from the last k-layer provides
better output in terms of training and compressing the model [22].

Yu et al. used a shared representation of layers to address this issue, but it is
not simple to select the right layer for matching [27]. Maroto et al. found out that
even when both models are on par with each other, a pupil might occasionally
outperform a teacher by a slight margin. This result has been linked to the
presence of concealed information about the teacher’s learned representations in
its outputs (such as the similarity between classes), which the student can use
more effectively than the original labels [14].

The goal of this research utilizes the usage of Knowledge Distillation(KD)
and demonstrates how the student model compares favorably to the original
teacher model.

3 Effi-Empathy-Gen

In this section, we first represent the Empathy Generative Architecture in
Sect. 3.1 which represents the left section which is used for generating the sen-
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tences. In Sect. 3.2, the working mechanism of Rationale Identifier is provided
which is used for identifying whether the sentence is rationale or non-rationale.

Fig. 1. Empathy Generator and Rationale identifier architecture uses two indepen-
dently pre-trained RoBERTaBASE encoders for encoding uploaded post and response
post respectively. We leverage attention between them for generating uploaded-context
aware representation of the response post, used to perform rationale extraction.

3.1 Empathy Generator

Our empathy generation is based on the full transformer model [24], which con-
sists of a single pair of encoder and decoder.

At first, input data will be tokenized and represented using dx1 .... dxn based
on previous utterances then encoded and stored into hx vector by the context
encoder. hx will be used as an input to the decoder to generate the start symbol
< /st > and tokens dy1, dy2 till dyn. The Transformer decoder is trained to
reduce the negative log-likelihood of the target sequence and uses the encoder
output to predict a sequence of words ȳ. Through this model prediction of the
next sequence of occurrence is possible.

Assuming a given dialogue context dx of previous occurrences hi concate-
nated and tokenized as dx1 till dxn followed by target sequence bar y. It will
maximize the likelihood p(ȳ|x) of producing the target sequence. Afterward,
based on the given output path a new file would be generated and it will be used
as an input for Rationale Identifier.

3.2 Rationale Identifier

Objective of the Model. Rationale Identifier needs to achieve a specific task.
Assuming extracted rationale is a sub-sequence of words of w i in response posts
Ri. This sub-sequence can be represented as mask mk i = mk i1, ... , mk in over
the words in Ri where mijε{rationale, non − rationale}.
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Mechanism of the Model. Data generated from the previous model would
have uploaded and corresponding response post. We can denote uploaded text
Ui and its corresponding responded texts Ri. This model uses two independently
pre-trained transformer encoders from RoBERTaBASE .

Let U i = ui1, ... , uin be an uploaded post and Ri = ri1, ..., rin be the
responded post of the corresponded uploaded post. For the pair (Ui ,Ri), our
experiment determines rationale categorization such as empathy or non-empathy
which would be determined by 1 and 0 respectively.

eU
i = U − Encoder([ST ], Ui, [EN ]) (1)

eR
i = R − Encoder([ST ], Ri, [EN ]) (2)

In order to change the model weights during training, cross-entropy loss is
used. The goal is to reduce loss; hence, the better the model, the smaller the
loss. At first softmax function is implemented to get the probabilities. Logits are
transformed into probabilities by softmax. Cross-Entropy is used to calculate
the deviation from the truth values by using the output probabilities ui.

D(u, h) =
∑

i

hi log(f(ui)) (3)

The prediction-making result of our softmax function is s. hi is factorial.
Only one entry in the true class’s single hot-encoded label is a one; all the others
are zeros.

ai(eR
i , eU

i ) = softmax(
eR
i eU

i√
d

)eU
i (4)

In terms of Attention layer, single-headed attention layer is used. Queries
can be denoted with response post encoding eRi .Usage of the attention layer
takes place to generate uploaded-context aware representations of the response
post. Key and values are the uploaded post encoding eUi . The hidden size of
RoBERTaBASE is denoted as d where d = 768.

To achieve the final seeker context-aware representation of the response post,
we sum encoded response eRi with its representation of attention layer ai(eRi , eUi )
to generate residual mapping hR

i .
To generate rationale or non-rationale predictions mi, usage of final repre-

sentation from the individual tokens in Ri [hR
i (ri1 , ...rin)] and passing it through

a linear layer was done.
Using Fastext [27] word embedding, the correlation between the words has

been portrayed. It can be observed that some of the words such as “sad, like,
happy, angry” are some of the common words which can represent different
things based on various scenarios. To automatically mark the emotional cate-
gories of posts and responses, which will be labeled as one of the categories of
“happy, like, sad, disgusted, angry, and other,” a pre-trained sentiment classifier
(BiLSTM+Attention classifier) and NLPCC2017 dataset have been utilized with
the final representation of the output.
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3.3 Teacher Student Model

In terms of Knowledge Distillation, assuming the teacher model Effi-Emp is
denoted as f (x ; θ) and student model Effi-Emp(lite) is denoted as s(x ; θ′). Since
we need to work on the k-layers we denote a model with k -layers which is Effi-
Empk

Let (kdxi, kdyi)N
i = 1 refers to training sample of N, where kdxi is the ith

input instance for f (x , θ) and ground truth label is denoted as kdyi . Our model
starts by computing contextualized embedding kdhi = Effi-Emp(kdxi) εRd. d
indicates the number of hidden layers in the model. Afterward, we will apply a
softmax layer kdŷ into the embedding of Effi-Emp output to get classification [22].

kdŷ = P (kdyi|kdxi) = softmax(Wkdhi) (5)

Over here W refers to the weight matrix which needs to be learned. Learned
parameter θt can be calculated as :

θt = arg min
θ

∑

iε[N ]

Lt
CE(kdxi, kdyi; [θEffi−Emp,W ]) (6)

Parameters of the teacher model are denoted as superscript t. N refers to the
set of 1, 2, ...N and LCE refer to cross-entropy loss function.

Objective of KD Models. The first step of Distilling Knowledge is to train the
teacher model. Based on the softmax layer given above to compute any output
layer of kdxi the formula can be calculated as :

kdŷ = P t(kdyi|kdxi) = softmax
(W ∗ Effi − Emp(kdxi; θt)

T
(7)

From the equation above, P t(.|.) denotes as probability output from the Effi-
Emp model. T refers to temperature which controls the reliability of the teacher’s
soft prediction and kdŷi is fixed as soft labels.

Similarly, for the student model, P s(.|.) can be denoted as the corresponding
probability output for the student model and θs can be denoted as learned
parameters. Let C be denoted as a set of class labels and c as a single class
label. Then the formula can be calculated as :

Ls
DS =

∑

iε[N ]

∑

cε[C]

[P t(kdyi = c|kdxi; θt). log P s(kdyi = c|kdxi; θs)] (8)

In order to fine-tune the target task for the student model, cross-entropy loss
is also included. Then the formula stands :

Ls
CE =

∑

iε[N ]

∑

cε[C]

[1[kdyi = c]. log P s(kdyi = c|kdxi; θs)] (9)



Effi-Emp: An AI Based Approach Towards Positive Empathic Expressions 583

With α denoted as the hyper-parameter which is responsible for balancing
cross-entropy and distillation loss, the final objective function can be calculated
as :

LKD = (1 − α)Ls
CE + αLDS (10)

Model Compression. The student model is cultivated to imitate the presenta-
tions only for the [ST ] tokens in the intermediate layers, following the intuition
aforementioned that the [ST ] token is important in terms of predicting final
labels. For an input kdxi the outputs of the [ST ] tokens for all the layers are
denoted as :

hi = [hi1, hi2....hik] = Effi − Empk(kdxi)εRk×d (11)
As for the intermediate layer which is to be distilled, it is denoted as Ipt.

For our model, Ipt = 2, 4, 6, 8, 10. For this experiment k = 5, because the output
from the last layer is connected to the softmax layer which is mentioned in Eq. 9.
In addition, the teacher model introduces training loss which is defined as the
mean-square loss between normalized hidden states :

LT =
N∑

i=1

M∑

j=1

∥∥∥∥∥∥∥

hi, I
t
ptj∥∥∥hi, It

ptj

∥∥∥ 2

∥∥∥∥∥∥∥
(12)

In this equation, M denotes to the number of layers in the student network,
and super scripts t in h refers to student and teacher parameters respectively.
Like α, β is also used as a hyper-parameter. Combining Eq. 12 to the Eq. 10 we
can get :

LKDN = (1 − α)Ls
CE + αLDS + βLT (13)

4 Experimental Setup

4.1 Selection of Dataset

For Twitter Dataset Gathering dataset proved to be time-consuming in compar-
ison with other procedures. In order to fetch dataset [3] from Twitter, snscaper
package was used. Based on time and given the specific parameter, 1.8 million
tweets were gathered. For Reddit Dataset, A number of sub-communities, also
known as subreddits, are hosted by Reddit (reddit.com), such as r/depression.
We make use of threads from 55 Reddit subreddits dedicated to mental health
[20]. Approximately 4 million interactions and 1 million threads are in this
publicly available dataset. For in-domain pre-training, the entire dataset is uti-
lized, and annotate a subset of 10 thousand interactions on empathy. Empathy
Dialogue (ED) Dataset [15], which is publicly accessible through the Par-
lAI framework, consists of 24,850 conversations about a situation description
that were collected from 810 different participants. Conversations were roughly
divided into three partitions: 80% train, 10% validation, and 10% test.
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4.2 Training Details and Experimental Setup

For Effi-Emp, the weights discovered by RoBERTaBASE are used to initialize
both the U- and R-Encoders. We also implement a domain-adaptive pre-training
method for the two encoders [9] so that they can adjust to conversational and
mental health contexts. We employ the datasets of 1M seeker posts and 800K
responder posts, respectively, provided from [20], for this additional pre-training
of the two encoders. For pre-training, we employ the masked language modeling
task (3 epochs, batch size = 8).

For knowledge distillation, the first k layers of parameters are being pre-
trained with RoBERTaBASE , where k ε (3, 6) are transformer layers, are used
to initialize Effi−Empk. We set the number of hidden units in the final softmax
layer at 768, the batch size at 32, and the number of epochs at 4 for all trials,
with learning rates ranging from (1e − 5, 2e − 5, 5e − 5) in order to minimize the
hyper-parameter search space. From all the parameters which need to be learned,
we hard-coded the number of α and T to search over β and learning rate. We
set α = 0.2, 0.5, 0.7, temperature T = 5, 10, 20 and β = 10, 100, 500, 100. A grid
search was performed over T, α and learning rate to achieve an accuracy rate.

For the experimental setup, all three of our dataset was divided into train,
validation, and test sets 70%, 10%, and 20% respectively. Effi-Emp model was
trained based on 4 epochs at a learning rate of 2e − 5, with a batch size of 32.
The weight of empathy identification loss is set to 1 and weight of rationale
extraction loss is set to 0.5.

5 Result and Discussion

The first subsection provides details about the baseline methods. Later sections
provide the comparison data, results from automated, ablation evaluation, and
computational results of lightweight models and the state-of-art models.

5.1 Baseline Methods

As the task of empathic rewriting has not been explored before, we compare it
against baseline approaches [18]. Our baselines are:

1. PARTNER [18]: Empathic dialogue generation model, usage post-edit
method.

2. RoBERTa [12]: RoBERTa has the same architecture as BERT, but uses a
byte-level BPE as a tokenizer (same as GPT-2) and uses a different pre-
training scheme

3. BERT [6]: Bi-directional transformer for pre-training over a lot of unlabeled
textual data to learn a language representation

4. DialoGPT [30]: A large dialogue generation model, based on GPT-2 and pre-
trained on Reddit conversations.

5. MIME [13]: An empathic dialogue generation model which exploits emotion
mimicking while accounting for emotion polarity (positive or negative).

6. BART [11]: An encoder-decoder model for sequence-to-sequence language
generation.
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Fig. 2. Deviation of Training and Testing models based on different dataset

5.2 Baseline Comparison

Figure 2 portrays the deviation of training and testing scores for each dataset.
Results from Table 1 outperforms other existing State-of-Art model in terms of
comparison which was achieved using model dropout. In terms of the Twitter
dataset Effi-Emp and PARTNER scored an accuracy rate of 89.04%, 85.81% for
accuracy, and 87.34%, 82.98% for the f1 score respectively. Other State-of-Arts
achieved over 78% in both f1 and accuracy scores. As for Reddit and ED dataset
Effi-Emp scores accuracy rate of 87.51% and 86.06% and f1 score of 87.46% and
80.47% respectively. Other State-of-Art models produced 71% to 86% scores for
both Reddit and ED dataset in terms of accuracy and f1 score.

Table 1. Table represents the comparison of accuracy between SOAT models and
Effi-Emp for Twitter, Reddit, and ED datasets. The higher accuracy rate refers to the
model performing better.

Twitter Reddit ED

Model F1 Accuracy F1 Accuracy F1 Accuracy

Effi-Emp 87.3498 ± 0.0248 89.0381 ± 0.0239 87.46982 ± 0.0023 87.5093 ± 0.0192 80.4765 ± 0.0159 86.0901 ± 0.3333

PARTNER 82.9876 ± 0.0661 85.8083 ± 0.6389 82.0176 ± 0.2612 86.8575 ± 0.1812 78.8264 ± 0.0206 81.9999 ± 0.2110

DialoGPT 81.9218 ± 0.4129 85.6698 ± 0.3764 72.9042 ± 0.2119 77.4566 ± 0.1573 79.3314 ± 0.5333 80.0777 ± 0.0201

MIME 82.4193 ± 0.2544 87.0976 ± 0.2515 78.7572 ± 0.0073 83.6382 ± 0.0398 72.6551 ± 1.0913 78.2431 ± 0.0067

BART 79.3601 ± 0.0732 85.9751 ± 0.3828 76.8717 ± 0.3485 82.9012 ± 0.5107 69.2286 ± 0.4996 77.0181 ± 0.1762

BERT 78.0285 ± 0.0040 83.5121 ± 0.6127 80.9498 ± 0.0218 81.0986 ± 0.0118 70.5887 ± 0.0484 76.9276 ± 0.0394

RoBERTa 80.9082 ± 0.3185 83.7809 ± 0.2961 74.2186 ± 0.0042 76.8564 ± 0.0026 71.8699 ± 0.5561 77.9832 ± 0.3368
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5.3 Representation of Responded Post

Figure 3 displays the generated response of the models based on previous
uploaded and response posts as well as the emotional category of those responded
posts. Effi-Emp, PARTNER, DialoGPT produces more empathic sentences in
comparison with other existing models. The outcome generated by Effi-Emp,
“Have you considered any medications?” sounds more empathic and humane in
comparison with sentences generated by other models. However, from Fig. 3 it
can be seen that output produced by BERT and BART seems to be completely
irrelevant as they produce the output stating “Congrats on your new job”, “Con-
grats” for the first example and “disgusting”, “it’s so disgusting” for the second
example respectively. The emotional category also displays that PARTNER, Effi-
Emp, and DialoGPT produces empathic sentence while other models tend not
to do it.

Fig. 3. Comparison of responses based on Effi-Emp and State-of-Art models. The
comparison shows either the sentence is rationale or non-rationale. Rationale posts
are denoted as empathic posts and Non-Rationale posts are denoted as not empathic
posts.

5.4 Automated and Ablation Results

A number of automated metrics are used in order to obtain preferred results such
as coherence, changes in empathy, and diversity. Calculating empathic change
using the classification model for empathy created in [19]. The model generates
scores for empathy that range from 0 to 6. Using the scoring system created
in [18], a coherence measuring method is implemented. For this experiment,
assessing the number of changes between the original response and the rebuilt
response using the edit rate was done [20]. Ablation results were evaluated based
on the same metrics as automated metrics evaluation. It displays the results
without an attention layer, no uploaded post, and no pre-training. In terms of
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experiments without using the attention layer, we concatenate uploaded and
response posts and use concatenated representation as an input for the linear
layer.

Table 2. Performance of Effi-emp and comparisons with SOAT baselines on the set of
automatic metrics. Eff-Emp outperforms all baselines in terms of empathy change (↑),
coherence (↑), and rate of changes(↓). (↑) indicates higher is better, (↓) indicates lower
is better.

Model Change in Empathy(↑) Coherence (↑) Rate of change (↓)

Effi-Emp 1.6890 0.7987 0.8381

PARTNER 1.6410 0.7961 0.8654

DialoGPT 1.3992 0.4887 1.8193

BERT 1.1381 0.2556 5.8923

MIME 1.3871 0.3897 1.9821

BART 0.7876 0.1958 2.9849

RoBERTa 0.7812 0.3917 2.0087

Table 2 portrays the outcome of different models and the new approach
described in the paper. In terms of sentence coherence, Effi-Emp, and PARTNER
performed better scoring 0.7987 and 0.7961 respectively. DialoGPT performed
better than other existing models. Other models such as MIME, BART, and
BERT scored less than 0.5. From Effi-Emp The rate of change is 0.8981 which
is significantly lower than other models. For the change in empathy, both Effi-
Emp and PARTNER produced respectable scores which are 1.6980 and 1.6410
respectively.

Ablation results in Table 3 imply the fact that the attention layer has less
impact when it comes to sentence generation. However, if the model has to pro-
duce results without uploaded post or without prior pre-training, the produced
results are significantly lower.

Table 3. Ablation results for empathy change (↑), coherence (↑), rate of changes(↓).
Effi-Emp produces decent results without attention layer. However, the results are
relatively low if the model is run without uploaded posts and pre-training. (↑) indicates
higher is better, (↓) indicates lower is better.

Twitter Reddit ED

Model Change in Empathy(↑) Coherence (↑) Rate of change (↓)

Effi-Emp 1.6890 0.7987 0.8381

no attention layer 1.2833 1.6408 0.9866

no uploaded post 0.8912 3.5671 5.0781

no pre-training 0.6791 3.6512 5.3287
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Table 4. Comparison of KD method with other State-of-art methods. We compare
the computation time of SOAT baselines with the Lightweight model of Effi-emp. (↓)
indicates lower is better for computational time. For accuracy (↑) indicates higher is
better.

Computational Time (↓) Accuracy (↑)

Model Twitter Reddit ED Twitter Reddit ED

Eff-Emp(student) 320 409 302 87.0988 ± 0.1836 86.2339 ± 0.1862 84.3411 ± 0.2404

Effi-Emp 380 460 340 89.0381 87.5093 86.0901

PARTNER 410 480 360 85.8083 86.8575 81.9999

BERT 430 500 390 83.5121 81.0986 76.9276

DialoGPT 466 550 410 85.6698 77.4566 80.0777

BART 472 588 418 85.9751 82.9012 77.0181

RoBERTa 486 590 420 83.7809 76.8564 77.9832

MIME 520 600 460 87.0975 83.6382 78.2431

5.5 Results for Knowledge Distillation

The result of Knowledge distillation plays an important role in terms of state-
of-art model comparison. As it can be seen from Table 4 among all the models,
the Original Effi-Emp model, PARTNER, and Effi-Emp(Student Model) models
have the least computation time. Since the unit for computational time is minute
in this experiment, Effi-Emp(Student Model) takes the lead with a computa-
tional time of 320 min, 409 min, and 302 min while running on Twitter, Reddit,
and ED datasets respectively. It proves to be 17.5% to 20% faster in compari-
son with the State-of-Art models. Apart from that, the Lightweight version of
Effi-Emp produces accuracy closer to the teacher model and it is around 1.14 %
– 2% efficient in comparison with other State-of-Art Models.

6 Conclusion

Overall, mental health has emerged as one of the serious threats in contem-
porary society. Existing resources supporting mental health or illness tend to
lack the most important aspects of support which is empathy. Without feeling
empathic toward the peer solving this emerging problem would be an issue. Effi-
Emp solves the problem by decoding the dataset into an empathic dataset that
contains uploaded post and their corresponding response. Afterward, provides
the required feedback if they are being rationale or non-rationale. Accuracy and
f1 score display improvement of 5%–7% over the State-of-Art methods. Auto-
mated and ablations results portray the rate of change, coherence, and results
without using pre-training which are satisfactory for Effi-Emp model. To run the
model with fewer dependencies and fewer network layers, knowledge distillation
is implemented. Student model displays improvement of 17%–20% over other
existing methods. However, the model is trained with given parameters only. If
the model is tested with a different dataset which is not modified specifically for
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empathy, it does not produce satisfactory scores. The most important aspect of
Effi-Emp is that self-harm or insensitive words can be detected. Through exten-
sive automated and baseline evaluations, it can be proven that Effi-emp is able to
create and identify higher levels of empathic sentences in comparison with other
methods. Nonetheless, with the invention of chatGPT and GPT3 empathy gen-
eration is aimed to reach great heights. In the near future, empathy generation
might generate sentences that might be on par with human-generated empathic
sentences.
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Abstract. Digital image processing has garnered significant attention and exten-
sive research in both civilian andmilitary domains. Image segmentation serves as a
fundamental component of image processing, directly influencing the outcomes of
subsequent image processing steps. Hence, it holds immense research value to effi-
ciently and accurately extract target regions from diverse and complex images. In
recent years, numerous image segmentation algorithms have been proposed. How-
ever, traditional segmentationmethods fall short in fully addressing challenges like
topological changes in image contours, limiting their applicability across various
image types. To enhance the adaptability and universality of image segmentation
algorithms, this study employs the level set method to transform the curve evolu-
tion problem into a numerical solution involving partial differential equations. This
paper initially surveys the research trends in level set-based image segmentation. It
then elucidates the characteristics of several classical level set image segmentation
algorithms, including CV, RSF, LGIF, LRCV, and RABFLR, while also provid-
ing recursive methodologies for the LGIF model, LRCV model, and RABFLR
model. Subsequently, an enhanced LGIF model is proposed, which incorporates
bilateral filtering for image preprocessing and effectively integrates global and
local information. Experimental results demonstrate a significant improvement in
segmentation effectiveness compared to existing algorithms.

Keywords: level set · image segmentation · active contour model

1 Introduction

1.1 Overview of Image Segmentation

Image segmentation is an important research direction of computer vision [1], as it
significantly impacts the outcomes of subsequent image processing tasks [2]. Therefore,
efficiently processing diverse and complex images while accurately extracting the target
regions holds immense research significance.

Among the essential image segmentation methods [3], level set has gained
widespread adoption in the field of medical image segmentation [4]. The level set
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image segmentation technique employs evolving closed curves to indirectly segment
the images, transforming the intricate curve evolution process into a numerical solution
problem involving partial differential equations [5].

1.2 The Classical Model of Level Set

The CV model [6] is a classical level set approach that utilizes energy functional min-
imization for curve evolution, demonstrating favorable performance in noisy image
segmentation. However, the CV model is less suitable for images with complex back-
grounds and uneven grayscale. To address this limitation, the RSF model [7] introduces
the Gaussian kernel function as the energy term, leveraging scalable regions to pro-
cess local image information. Nonetheless, the RSF model heavily relies on the initial
position of the evolving curve and exhibits suboptimal performance in noise image pro-
cessing. The LGIF model [8], building upon the CV and RSF models, combines global
energy data elements with local energy data elements to exploit both global and local
information within an image. This integration yields commendable convergence rates
and segmentation accuracy [9]. However, the LGIF model entails more complex calcu-
lations and is sensitive to the initial contour of the evolution curve and image noise [10].
Taking inspiration from the CV model, the RABFLR model filters the image using an
adaptive bilateral filter before iteratively minimizing the defined energy functional [11].
This approach drives the evolution curve towards approximating the target boundary.
TheRABFLRmodel exhibits strong noise reduction capabilities but proves less effective
for images with uneven intensity.

To mitigate the sensitivity to image noise and enhance segmentation efficiency [12],
this paper proposes an improved LGIF model. Building upon the LGIF model, the
image undergoes preprocessing, including noise reduction through the addition of a
bilateral filter. This modification ensures the model maintains segmentation speed while
reducing its sensitivity to noise-containing images. The proposed model, along with
several classical models, is employed to segment real and composite images. The results
demonstrate the effectiveness of the proposed model in accurately segmenting images
with uneven intensity.

2 Related Work

2.1 LGIF Model

To enhance the image segmentation performance for images characterized by complex
backgrounds and uneven grayscale, as well as reduce reliance on the nature of the
evolution curve, the LGIF model incorporates a fusion of global energy data elements
and local energy data elements. The weights of the global energy fitting items and local
energy fitting items are adjusted using a weight coefficient. This adjustment ensures
the comprehensive utilization of both global and local image information during the
evolution process.
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The data fitting energy functional of LGIF model is defined as follows:

E(φ, f1, f2, c1, c2) = (1 − ω)

(∫ (∫
K(x − y)(I(y) − f1(x))

2Hε(φ(y))

)
dy

)
dx

+
∫ (∫

K(x − y)(I(y) − f2(x))
2(1 − Hε(φ(y)))dy

)
dx

)
+

ω

(
λ1

∫
|I − c1|2Hε(φ)dx + λ2

∫
|I − c2|2(1 − Hε(φ))dx

)
(1)

In Formula (1), the weight parameter is a constant value employed in the image
segmentation process. The formula harnesses both global and local image information
to facilitate the evolution of the initial curve towards the target region.

To enhance the accuracy of level set function calculations, Formula (2) introduces
the distance penalty function as a regularization term. The formulation is as follows:

P(φ) =
∫

�

1

2
(|∇φ(x) − 1|)2dx (2)

In order to maintain smoothness throughout the entire evolution process, an addi-
tional length term is incorporated into the energy functional, as depicted in Formula
(3):

L(φ) =
∫

�

|∇H (φ(x))|dx (3)

The complete energy functional definition is shown in Eq. (4):

F(φ, f1, f2, c1, c2) = E(φ, f1, f2, c1, c2) + μP(φ) + vL(φ) (4)

In Formula (4), the level set function ϕ is kept unchanged, and f 1, f 2, c1 and c2 are
minimized, as shown in Formula (5–8):

f1(x) =
∫
K(y − x)I(y)H (φ(y))dy∫
K(y − x)H (φ(y))dy

(5)

f2(x) =
∫
K(y − x)I(y)(1 − H (φ(y)))dy∫
K(y − x)(1 − H (φ(y)))dy

(6)

c1(φ) =
∫
�
I(x)Hε(φ)dx∫
�
Hε(φ)dx

(7)

c2(φ) =
∫
�
I(x)(1 − Hε(φ))dx∫
� (1 − Hε(φ))dx

(8)

The expression of the level set function with respect to time is obtained by using
variational method and gradient descending flow, as shown in Formula (9):

∂φ

∂t
= −δε(φ)(F1 + F2) + μ

(
∇2φ − div

( ∇φ

|∇φ|
))

+ vδε(φ)div

( ∇φ

|∇φ|
)

(9)
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In Formula (9), Fi is defined as shown in Formula (10 and 11):

F1 = (1 − ω)

(∫
Kσ (x − y)(I(y) − f1(x))

2 −
∫

Kσ (x − y)(I(y) − f1(x))
2
)

(10)

F2 = ω
(
λ1(I − c1)

2 − λ2(I − c2)
2
)

(11)

In the LGIF model, the local fitting term plays a dominant role near the target
boundary, attracting the curve contour around the desired region. On the other hand, the
global intensity fitting term incorporates global image information and becomes more
influential when the curve is far from the target area, thereby enhancing the model’s
robustness. Additionally, the LGIF model can effectively handle images with uneven
intensity and is not constrained by the initial contour.

However, the LGIF model encounters certain challenges. Firstly, the determination
of optimal weight parameters directly impacts the final segmentation results, yet the
ideal values may vary for each image, resulting in significant computational overhead.
Secondly, the LGIF model employs the fitting energy from the CV model for its global
intensity fitting component, leading to suboptimal segmentation outcomes when pro-
cessing images with similar target areas and backgrounds. The bilateral filter used in
this context is defined as follows:

h(x) = k−1
r (x)

∫
�

f (ξ)c(ξ , x)s(f (ξ), f (x))dξ (12)

The regularization term is defined as:

k(x) =
∫

�

c(ξ , x)s(f (ξ), f (x))dξ (13)

where c(ξ , x) represents the geometric proximity between the local region centered on
each point x and its nearby point ξ ; s(f (ξ), f (x)) is an unbiased function representing
the luminosity similarity between the central pixel point x and its neighboring point ξ .
In the above formula, c(.) And s(.) Are defined as follows:

c(ξ, x) = exp

(
−1

2

(‖ξ − x‖
σd

)2
)

(14)

s(ξ, x) = exp

(
−1

2

(‖f (ξ) − f (x)‖
σr

)2
)

(15)

The standard bilateral filter may encounter challenges when accurately estimat-
ing edge gradient information in images that contain noise. To address this issue, the
RABFLR model employs a range-based adaptive bilateral filter for processing noisy
images. The key distinction between this filter and the basic bilateral filter is the definition
of the s(.) function, which is as follows:

sr(ξ, x, ζ ) = α exp

(
−1

2

(‖f (ξ) − f (x) − ζ(x)‖
σr

)2
)

+ k (16)
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ζ(x) =
{∣∣f (x) − Mean

(
�y

)∣∣, |x − y| ≤ ρ

= 0, otherwise
(17)

In the above equation, α and k are two positive parameters, and �y represents the
pixel set in the (2N + 1) × (2N + 1) window of the pixel center point x. Mean(�y)
represents the average value of the pixels in �y. ρ is a constant that controls the size of
the local neighborhood. The function ζ (x) is range-based and designed to ensure that
the adaptive bilateral filter effectively preserves image edges and exhibits robustness
when processing noisy images.

The model defines the following data-driven local area energy functional:

Ex(C, f1, f2) =
2∑

i=1

λi

∫
�i

Kρ(x − y)|J (y) − fi(x)|2dy (18)

Kρ(x − y) =
{= 1, |x − y| ≤ ρ

= 0, otherwise
(19)

where λ1 and λ2 are two constant parameters, respectively. The functions f 1(x) and f 2(x)
approximate the image intensity of x processed with a radius ρ in the region centered at
point J(x), respectively. Kρ(.) is an eigenfunction of the region Ox: |x-y| ≤ ρ.

To obtain the target boundary, the objective is to minimize the energy functional E
across all points x in the entire image region. To ensure a smooth evolution of the curve,
a length penalty term is added to the energy functional of the model. The overall energy
functional is defined as follows:

E(C, f1(x), f2(x)) =
∫

�

(C, f1(x), f2(x)) + v|C| (20)

In order to deal with the topological changes of curves in the image, the evolution
curveC is implicitly represented by the level set function. Formula (21) can be redefined
as:

E(φ, f1(x), f2(x)) = λ1

∫ (∫
Kρ(x, y)|J (y) − f1(x)|2H ′(φ(y)dy)

)
dx

+λ2

∫ (∫
Kρ(x, y)|J (y) − f2(x)|2

(
1 − H ′(φ(y))dy

))
dx

+
∫

δ′|∇φ|dx + μRp(φ)

(21)

where H ′(.) is the approximate estimate of Heaviside function, and δ′(.) is the
approximate Dirac function, which is defined as follows:

H ′(x) = 1

2
cos

(
π

2
− a tan

(
x − ε

ε

))
+ 1

2
(22)

δ′(x) = 1

2
sin

(
π

2
− a tan

x − ε

ε

)
· ε

ε2 + (x − ε)2
(23)
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A regularization term is constructed to maintain the regularity and smoothness of
curve evolution, which is defined as follows:

Rp(φ) =
∫

�

p(|∇φ(x)|)dx (24)

p(s) =
{

1
2 s

2
(
s2 − 1

)2
, 0 ≤ s ≤ 1

1
2 (s − 1)2, s ≥ 1

(25)

In the above equation, the regularization term p(.) is denoted as Rp(.) and serves the
purpose of not only smoothing the curve but also maintaining it as a signed distance
function throughout its evolution. Consequently, the energy functional incorporating the
regularization term is expressed as Formula (26):

E(φ, f1(x), f2(x)) = λ1

∫ (∫
Kρ(x, y)|J (y) − f1(x)|2H ′(φ(y)dy)

)
dx

+λ2

∫ (∫
Kρ(x, y)|J (y) − f2(x)|2

(
1 − H ′(φ(y))dy

))
dx

+
∫

δ′|∇φ|dx + μ

∫
�

p(|∇φ(x)|)dx

(26)

The gradient descent method is employed to solve the minimum energy functional
described in Formula (26). Initially, the functionals for f 1(x) and f 2(x) in Formula (26)
are derived while keeping the level set function φ unchanged. Through the variational
method, the following Euler equations for f 1(x) and f 2(x) are obtained:∫

Kρ(x − y)M ε
i (φ(y))(J (y) − fi(x))

2dy = 0, i = 1, 2 (27)

In the above equation,M ε
1 (·) = H ′(·) andM ε

2 (·) = 1−H ′(·) represent parameters.
Through the derivation of f i (x), the weighted average strength of the neighborhood
around the central point x is obtained, with the size determined by the radius of the area
C. This yields the expression for f i(x):

fi(x) = Kρ(x) ∗ [M ε
i (φ(x))J (x)]

Kρ(x) ∗ M ε
i (φ(x))

, i = 1, 2 (28)

Therefore, the gradient downflow looks like this:

∂φ

∂t
= −δ′(φ)(λ1d1 − λ2d2) + vδ′(φ)div

( ∇φ

|∇φ|
)

+ μdiv
(
dp(|∇φ|)∇φ

)
(29)

In Formula (29), the first term represents the data fitting term, The second term
corresponds to the length smoothing term,the last term denotes the regularization term.
The variable di is defined as follows:

di(x) =
∫

Kρ(y − x)|J (x) − fi(y)|2dy, i = 1, 2 (30)
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In summary, when applying the RABFLR model for image segmentation, the first
step involves using an adaptive bilateral filter to preprocess the image. Subsequently, an
iterative process is employed to minimize the defined energy functional and guide the
evolution curve towards the desired boundary.

Compared to the RSF model, the RABFLR model demonstrates superior anti-noise
capabilities through the utilization of range-based adaptive bilateral filters and the incor-
poration of local intensity clustering characteristics. Consequently, it successfully seg-
ments images containingnoise.However, the accuracyof theRABFLRmodel diminishes
when confronted with images exhibiting uneven intensity and complex segmentation
structures. Moreover, since the RABFLRmodel solely relies on local image information
during the segmentation process, its segmentation speed is comparatively slower.

3 Improved LGIF Model

The LGIF model combines the global energy data item from the CVmodel and the local
energy data item from the RSFmodel, thereby incorporating both global and local infor-
mation of the image. This integration enhances the convergence speedwhile maintaining
a high segmentation accuracy. However, the model exhibits sensitivity to images with
noise due to the absence of filtering. In contrast, the RABFLR model improves upon the
RSF model by employing an adaptive bilateral filter for image preprocessing. This filter
effectively reduces noise while preserving edge information. Nonetheless, the RABFLR
model’s reliance on local information leads to slower segmentation speeds.

In this study, a preprocessing step that applies a bilateral filter to the input image
was proposed, effectively eliminating image noise and reducing the model’s sensitivity
to noise-containing images without sacrificing segmentation speed. By introducing the
global energy fitting item into the local fitting data item and incorporating a weight
coefficient to adjust the balance between global and local energy fitting during curve
evolution, we ensure that both global and local information are considered in the image
processing stage. As a result, the model achieves a higher segmentation accuracy while
maintaining a fast convergence speed, ultimately leading to improved segmentation
outcomes.

Bilateral filters used in this model are defined as follows:

h(x) = k−1
r (x)

∫
�

f (ξ)c(ξ , x)s(f (ξ), f (x))dξ (31)

where the regularization term is defined as:

k(x) =
∫

�

c(ξ , x)s(f (ξ), f (x))dξ (32)

In the given equation, the term c(ξ , x) represents the geometric proximity between
the local region centered on each point x and its neighboring point ξ . Meanwhile,
s(f (ξ), f (x)) is an unbiased function that quantifies the luminosity similarity between
the central pixel point x and its neighboring point ξ . . The definitions of c(.) and s(.) are
as follows:

c(ξ, x) = exp

(
−1

2

(‖ξ − x‖
σd

)2
)

(33)
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sr(ξ, x, ζ ) = α exp

(
−1

2

(‖f (ξ) − f (x) − ζ(x)‖
σr

)2
)

+ k (34)

ζ(x) =
{∣∣f (x) − Mean

(
�y

)∣∣, |x − y| ≤ ρ

= 0, otherwise
(35)

where α and k are two positive parameters, and �y represents the pixel set in the (2N
+ 1) × (2N + 1) window of the pixel center point x. Mean(�y) represents the average
value of pixels in �y. ρ is a constant that controls the size of the local neighborhood. ζ
(x) is a range-based function.

The energy functional of this model incorporates the global energy fitting term into
the local fitting data term. Additionally, a weight coefficient is defined to adjust the
relative importance of the global energy fitting term and the local energy fitting term
during the curve evolution process.

The data fitting energy functional is defined as follows:

E(φ, f1, f2, c1, c2) = (1 − θ)

(∫ (∫
Kσ (x − y)(I(y) − f1(x))

2Hε(φ(y))

)
dy

)
dx

+
∫ (∫

Kσ (x − y)(I(y) − f2(x))
2(1 − Hε(φ(y)))dy

)
dx

)

+θ

(
λ1

∫
|I − c1|2Hε(φ)dx + λ2

∫
|I − c2|2(1 − Hε(φ))dx

)

(36)

In the given equation, the weight parameter, denoted by θ , is a constant value. This
formula effectively integrates both global and local information from the image to guide
the evolution of the curve towards the desired target region.

To ensure that the level set function remains consistent throughout the iterative
process and to maintain a smooth and coherent curve evolution, a distance penalty
function is introduced as a regularization term in the energy functional.

P(φ) =
∫

�

1

2
(|∇φ(x) − 1|)2dx (37)

In order to ensure that the curve is always smooth during thewhole evolution process,
a length term is added to the energy functional, which is defined as follows:

L(φ) =
∫

�

|∇H (φ(x))|dx (38)

The complete energy functional is defined as follows:

F(φ, f1, f2, c1, c2) = E(φ, f1, f2, c1, c2) + μP(φ) + vL(φ) (39)

Keep the level set function ϕ unchanged in the above formula, and minimize f 1, f 2,
c1 and c2, then the following expressions can be obtained:

f1(x) =
∫
Kσ (y − x)I(y)H (φ(y))dy∫
Kσ (y − x)H (φ(y))dy

(40)
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f2(x) =
∫
Kσ (y − x)I(y)(1 − H (φ(y)))dy∫
Kσ (y − x)(1 − H (φ(y)))dy

(41)

c1(φ) =
∫
�
I(x)Hε(φ)dx∫
�
Hε(φ)dx

(42)

c2(φ) =
∫
�
I(x)(1 − Hε(φ))dx∫
� (1 − Hε(φ))dx

(43)

Then using variational method and gradient downflow, the level set is obtained as
follows:

∂φ

∂t
= −δε(φ)(F1 + F2) + μ

(
∇2φ − div

( ∇φ

|∇φ|
))

+ vδε(φ)div

( ∇φ

|∇φ|
)

(44)

Fi is defined as follows:

F1 = (1 − ω)

(∫
Kσ (x − y)(I(y) − f1(x))

2 −
∫

Kσ (x − y)(I(y) − f1(x))
2
)

(45)

F2 = θ
(
λ1(I − c1)

2 − λ2(I − c2)
2
)

(46)

4 Experiments and Results

This section evaluates the reliability and effectiveness of the proposed model using
medical images, comparing its performance against the CV model, RSF model, LGIF
model, LRCV model, and RABFLR model. The experimental results substantiate the
effectiveness of the proposed model.

4.1 Dataset and Evaluation Metrics

To validate the efficacy of the proposed model, this study assesses the segmentation
results by comparing them with the standard segmentation results using the differ-
ence method. Three skin cancer medical images are employed for testing purposes,
enabling an evaluation of the segmentation outcomes produced by each model. This
comprehensive analysis aims to identify the strengths and limitations of the proposed
model.

This paper employs several evaluation metrics to assess the experimental results,
including the Dice coefficient, Jaccard similarity, accuracy, recall, and precision. These
indices are defined as follows [13]:

Precision is calculated by dividing the number of pixels that are correctly predicted
as positive by the total number of pixels predicted as positive.

precision = TP/(TP + FP) (47)
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Fig. 1. . Fig. 2. . Fig. 3. .

Recall is the number of pixels that are predicted to be positive and are actually
positive divided by the number of pixels that are actually positive

recall = TP/(TP + FN ) (48)

Accuracy is predicting the correct number of pixel points divided by all pixel points:

accuracy = (TP + TN )/(TP + TN + FP + FN ) (49)

Jaccard coefficient is the number of pixels in the intersection of segmentation result
and ground truth image set divided by the number of pixels in the union of segmentation
result and ground truth image set:

Jaccard = TP/(TP + FP + FN ) (50)

Dice coefficient is the ratio of the intersection of segmentation result and ground
truth and the sum of them. That is:

Dice = 2 ∗ TP/(2 ∗ TP + FP + FN ) (51)

4.2 Comparative Experiment

This study employed the CV model, RSF model, LGIF model, LRCV model, RABFLR
model, and the proposedmodel to partition the skin cancer images. Figures 4, 5, 6, 7, 8 and
9 illustrate the visualization of the three medical images through different stages of the
segmentation process. Each column in the figures showcases the addition of the initial
contour, the intermediate iterative segmentation process, and the final segmentation
results achieved by the six models. Each row corresponds to a distinct image undergoing
processing.
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Fig. 4. Segmentation results of improved CV
model

Fig. 5. Segmentation results of improved
RSF model

Fig. 6. Segmentation results of improved
LRIF model

Fig. 7. Segmentation results of improved
LRCV model

Fig. 8. Segmentation results of improved
RABFLR model

Fig. 9. Segmentation results of improved
LGIF model

The following is the evaluation index obtained by the segmentation of three images
by the above six models (the first five models are iterated 1000 times, and the improved
LGIF model is iterated 500 times):

Table 1 shows the segmentation evaluation results of CV model:
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Table 1. Segmentation evaluation results of CV model

Image Dice Jaccard accuracy recall precession

Fig. 1 0.93134904 0.87824143 0.94589992 0.8739287 0.98371

Fig. 2 0.99224963 0.99732876 0.99924134 0.9999573 0.93182

Fig. 3 0.97986847 0.94946239 0.98403278 0.9497463 0.89983

Table 2 shows the segmentation evaluation indexes of the RSF model:

Table 2. Segmentation evaluation results of the RSF model

Image Dice Jaccard accuracy recall precession

Fig. 1 0.78736889 0.5551432 0.80012994 0.55502938 0.67576483

Fig. 2 0.69984761 0.5985431 0.69956481 0.64791243 0.76323532

Fig. 3 0.69865012 0.6978864 0.59985549 0.59709024 0.86783646

Table 3 shows the segmentation evaluation results of LGIF model:

Table 3. Segmentation evaluation results of LGIF model

Image Dice Jaccard accuracy recall precession

Fig. 1 0.96393744 0.938472637 0.93832747 0.98647323 0.987492348

Fig. 2 0.93328301 0.921412432 0.91298456 0.92131486 0.913241211

Fig. 3 0.98632432 0.943128431 0.93434121 0.94153879 0.989741313

Table 4 shows the segmentation evaluation results of LRCV model:

Table 4. Segmentation evaluation results of LRCV model

Image Dice Jaccard accuracy recall precession

Fig. 1 0.9746975 0.95985385 0.97013578 0.97543705 0.9643367

Fig. 2 0.9597643 0.94987537 0.95884556 0.91986584 0.9403421

Fig. 3 0.8709774 0.93864368 0.94187546 0.94209353 0.9875465

Table 5 shows the segmentation evaluation results of RABFLRmodel:
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Table 5. Segmentation evaluation results of RABFLRmodel

Image Dice Jaccard accuracy recall precession

Fig. 1 0.6897654 0.54875396 0.80531468 0.540864715 0.7598644

Fig. 2 0.6575379 0.80743681 0.71975378 0.701532686 0.7964327

Fig. 3 0.7176489 0.79245781 0.69853356 0.699217535 0.7601466

Table 6 shows the segmentation evaluation results of the improved LGIF model:

Table 6. Segmentation evaluation results of the improved LGIF model

Image Dice Jaccard accuracy recall precession

Fig. 1 0.9685314 0.9843102 0.98147038 0.98535885 0.9927643

Fig. 2 0.9446853 0.9175369 0.91864792 0.91975032 0.9376428

Fig. 3 0.9902181 0.9486535 0.95308657 0.94642894 0.9896531

The evaluation results of the five models in the table indicate notable differences.
When comparing the CV model, LGIF model, LRCV model, and the new model, it
becomes evident that the RSFmodel and RABFLRmodel yield lower evaluation indexes
after 1000 iterations. This can be attributed to their reliance solely on local image infor-
mation, resulting in slower curve evolution processes and longer iterative convergence
times. Conversely, it is noteworthy that the improved LGIF model achieves comparable
evaluation indexes to the CVmodel, LGIF model, and LRCVmodel after 500 iterations.
This observation suggests that the improved LGIF model exhibits faster convergence
speed and delivers more accurate segmentation results.

Furthermore, the evaluation index of the LRCVmodel, LGIF model, and newmodel
aligns more closely with a value of 1 compared to the fundamental CV model. The
LRCV model combines local image information with the foundations of the CV model,
resulting in enhanced segmentation accuracy. Similarly, the LGIF model and newmodel
leverage both global data elements from the CV model and local data elements from the
RSF model, thereby achieving superior segmentation effects.

5 Conclusion

This paper introduces a novel image segmentationmodel that addresses several key chal-
lenges. The proposed model incorporates a bilateral filter for image preprocessing and
integrates a global energy fitting term into the local fitting data term within the energy
functional. This integration effectively considers both global and local information of
the image, thereby reducing sensitivity to image noise and improving image segmenta-
tion speed. Experimental results demonstrate the model’s exceptional performance on
medical images, exhibiting high sensitivity and achieving robust segmentation results
even in the presence of non-uniform image intensity distributions.
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Abstract. Massive Open Online Courses (MOOCs) have gradually
become a dominant trend in online education. However, due to the large
number of learners participating in MOOCs, teachers usually cannot
accurately know the learning outcomes of each MOOC user. In addition,
many learners did not take the corresponding quiz after watching the
MOOCs’ videos, and some MOOC videos even did not contain a quiz,
which makes it difficult to evaluate the learners’ performance. In the
absence of learners’ test scores, how to evaluate learners’ performance
has become a huge challenge. In this paper, we build a MOOC platform
and collect user clickstream data in course videos, and propose a novel
approach for predicting learners’ performance based on MOOC click-
stream. We use MOOC clickstream data to define handcrafted features
and embedding features of user learning behavior, which are used to infer
learners’ performance. Experimental results show that the performance
of the proposed method exceeds that of the state-of-the-art methods.

Keywords: Learners’ performance · Learning outcome · Clickstream ·
MOOC · E-learning

1 Introduction

With the popularization of online education, more and more people acquire
knowledge through the Internet. Massive Open Online Courses (MOOCs) [9]
are also gaining popularity as an important online learning resource. MOOC
refers to the establishment of learning communities through unrestricted partic-
ipation and readily available online courses. In the MOOC platform, students are
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not limited by time and place, and can flexibly arrange their own study plans.
Especially, in traditional classrooms, if students are distracted, they will miss
what the teacher taught, and they will have to spend a lot of time reviewing
after class. MOOC is different from these traditional courses. If students do not
understand the content of the course, they can understand the knowledge by
playing the course video repeatedly. In general, in the MOOC learning process,
there is no teacher supervision, no entry threshold, and no need to pay expensive
fees, which is very convenient for students to carry out personalized learning.
Currently, MOOC platforms such as Coursera [13], edX [1], and XuetangX [18]
have registered more than 10 million people.

However, the MOOC learning mode also faces some problems. On the one
hand, learning in MOOC is mainly based on watching course videos. The number
of students participating in a MOOC is much higher than that of a traditional
course. It is difficult for teachers to take care of each student. Many students do
not continue to participate in the study after enrolling in the course, and the low
course completion rate is a common problem faced by MOOC platforms [8,11].

On the other hand, there are many learners who just watch the course video
of a MOOC without taking the quiz in the course, and some MOOCs even do not
provide a quiz, which made it difficult for MOOC users to know the effect of their
learning. Since many MOOCs lack student test scores, it is obviously impossible
to directly evaluate their learning outcomes. How to accurately evaluate the
learning outcomes of MOOC users has become an urgent problem to be solved
in the current MOOC research. Some researchers try to predict the learning
outcomes of MOOC users by analyzing the learning history records left by users,
and provide early guidance for the users who need help [2,3,5,10].

In fact, it is not easy to obtain the learning history information of students
from each MOOC platform, because it is the private data of each platform after
all. In this study, we built a MOOC platform using open source code, and col-
lected the learning history information of students, i.e. clickstream data, from
the MOOC platform to support the task of prediction of learning outcomes
of MOOC users. By analyzing the characteristics of MOOC users’ clickstream
actions and combining them, we define the handcrafted features of user learning
behaviors; in addition, we also input the clickstream data into recurrent neu-
ral networks according to time series, and extracted the embedding features of
user learning behaviors. Both of the two types of features are used to predict
the learning outcomes of MOOC users. Experimental results on four datasets
demonstrate effectiveness and robustness of the proposed approach on predict-
ing learning outcomes. Additionally, our approach also significantly outperforms
the state-of-the-art methods.

Our main contributions include:

• A novel approach that leverages MOOC users’ clickstream data to predict
their learning performance. This is useful for assessing student performance
in MOOCs that lack student test scores.
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• A MOOC platform and four clickstream datasets. The datasets come from
four videos of a MOOC and contain all the clickstream actions of MOOC
users when watching videos.

The remainder parts of this paper are organized as follows: Sect. 2 discusses
related work. In Sect. 3, we introduce the MOOC platform and the process of
collecting user clickstream data. We present the architecture of our approach and
the definitions of user learning behavior features in Sect. 4. Detailed experimental
results and analysis are given in Sect. 5. Section 6 summarizes our work with a
brief discussion of future work.

2 Relate Work

In the beginnings of MOOC growth, related researches primarily focused on the
quality of MOOC videos such as the length of the video and presentation [7,17].
Later, researches on online learning analytics centered on creating a predictive
model to predict dropout rate by examining their participation in MOOC course
video events [8,11]. Recently, researchers are beginning to focus on how to evalu-
ate students’ performance in MOOCs. Sinha et al. [14] presented the first study
that describes usage of detailed clickstream information to form cognitive video
watching states that summarize student clickstream.

Brinton et al. [2] studied student behavior and performance in two MOOCs.
They presented two frameworks by which video-watching clickstreams can be
represented: one based on the sequence of events created, and another on the
sequence of positions visited. With the event based framework, they extracted
recurring subsequences of student behavior, and they found that some of these
behaviors were significantly associated with whether a user would be Correct on
First Attempt (CFA).

Chu et al. [3] developed a methodology for predicting student performance on
in-video quizzes from their associated video watching behavior. They modelled
student video-watching behavior through deep learning operating on raw event
data. They developed a clustering guided meta-learning-based training proce-
dure that optimizes the prediction model based on inferred similarities within
student behavioral clusters.

Crockett et al. [4] focuses on analysis of clickstream data from the textbook in
search of viewing patterns among students. It was found that students typically
fit one of three viewing patterns. These patterns can be used in further research
to inform creation of new interactive texts for improved student success.

Aouifi et al. [6] analyzed how learners interact with the pedagogical sequences
of educational videos, and its effect on their performance. In their study, the
video courses were segmented on several pedagogical sequences. They focalized
on the interpretation of the path followed by a learner watching an educational
video, and the way they navigate the pedagogical sequences of that video, in
order to predict whether a learner can pass or fail the video course.
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Mubarak et al. [12] exploited a temporal sequential classification problem by
analyzing video clickstream data and predicted learner performance by address-
ing their issues and improving the educational process. They employed a LSTM
network on a set of implicit features extracted from video clickstream data to
predict learners’ weekly performance and enable instructors to set measures for
timely intervention.

Yu et al. [15] established a series of learning behaviors using the video click-
stream records of students of a MOOC platform to identify seven types of cogni-
tive participation models of learners. They subsequently built practical machine
learning models by using KNN, SVM, and ANN algorithms to predict students’
learning outcomes via their learning behaviors. Besides, their approach of com-
bining basic clickstream actions into user learning behavioral features has given
us great inspiration.

Yurum et al. [16] focuses on the study which is to investigate the predictive
relationship between video clickstream behaviors and students’ test performance
with two consecutive experiments. The first experiment was performed as an
exploratory study with 22 university students using a single test performance
measure and basic statistical techniques. The second experiment was performed
as a conclusive study with 16 students using repeated measures and comprehen-
sive data mining techniques. The findings show that a positive correlation exists
between the total number of clicks and students’ test performance.

Some of the above methods are similar to our proposed approach, but they
only rely solely on handcrafted or embedding features of user learning behavior
to predict learners’ performance. In this article, we will combine both of the two
types of features to predict their learning outcomes.

3 MOOC Platform Construction

We built a MOOC website using the source code provided by the EduSoho1

platform. Then we upload the video files of courses such as “Software Design
and Architecture”, “JAVA Application Development”, “PHP Technology” of a
software engineering major in a Chinese university to the platform. These courses
are taught in Chinese, and there are corresponding quizzes in each course video.
In this paper, we only choose the data of the MOOC “Software Design and
Architecture” for the experiment. Compared with other courses on the MOOC
platform, this course has the largest number of students. The number of students
currently enrolled in other courses is not large, so the clickstream data of these
courses was not used.

In this MOOC platform, various clickstream actions of users watching course
videos will be recorded in real time, such as the start play action, the pause
action, the forward skipping action, the backward skipping action, accelerating
the playrate action, decelerating the playrate action and the ending action. By
recording these actions, it will help us analyze the learning behavior of MOOC
users, and then predict their performance based on learning behavior.
1 https://www.edusoho.com/open/show.

https://www.edusoho.com/open/show
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4 Proposed Approach

The work of this research is to serve the online education platforms such as vari-
ous MOOC platforms. Generally speaking, students’ performance are evaluated
through quizzes. This study uses students’ learning behaviors to evaluate their
learning outcomes. No matter for the students who did not take the quizzes in
videos or the students who have not finished watching the videos, our proposed
method can be used to evaluate their performance, so that teachers can provide
help to the students with poor learning effect as soon as possible. Furthermore,
we define both handcrafted features and embedding features of MOOC users’
learning behaviors to predict their learning performance. Handcrafted features
can better reflect the intention of learners’ clickstream actions when watching
videos, while embedding features can better reflect the time-series characteris-
tics of clickstream data. The combination of the two can help us more accurately
infer learners’ performance. The architecture of the proposed approach is shown
in Fig. 1.

Fig. 1. The architecture of the proposed approach.
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4.1 Handcrafted Features

Inspired by [15], our MOOC platform records seven types of clickstream actions:
the start play action of the video (Pl), the pause action of the video (Pa), the
forward skipping action of the video (Sf), the backward skipping action of the
video (Sb), accelerating the playrate action of the video (Rf), decelerating the
playrate action of the video (Rs) and the ending action of the video (St).

Most clickstream actions are recorded directly, but Rf and Rs are not. When
MOOC users change the playback speed, we only record the action and the
changed speed. Then, we know whether the playback speed has increased or
decreased by comparing it with the speed before the action occurred.

However, a single clickstream action often cannot reflect the current intention
of a MOOC user. Only by observing his or her continuous multiple clickstream
actions, will we know what the user wants to do at the moment. Therefore,
we define six handcrafted features for user learning behavior, each feature is
composed of three clickstream actions. Each feature represents an event that
occurs while the user is watching the video, and also reflects the intention of the
MOOC user at that time. The six features are as follows.

(1) Rewatch: It is the number of times the user rewatches any part of the video.
If a MOOC user wants to replay a part of a video, they usually perform two
actions: Sb action and Pl action. In other words, when a user clicks the start
play button after performing the backward skipping action, it means that
the user wants to rewatch the part of the video at the moment. Here, we
define the event rewatch as a clickstream action sequence of Sb and Pl, such
as “PlSb*”. Besides, “*” can represent any clickstream action.

(2) Skipping: It is the number of times the user skips forward in the video. The
event skipping usually indicates that the MOOC user has already mastered
the knowledge of the current part of the video, and he or she looks forward
to the correct time point of a video they want to watch. Moreover, it usually
requires multiple forward skipping actions (Sf) to find an accurate position.
Therefore, we define the event skipping as a combination of multiple Sf
actions.

(3) Fast watching: It is the number of times the user watches any part of the
video at a faster speed. The event fast watching may indicate that a MOOC
user has already watched the current part of a video. If the user skips for-
ward directly, it may not be possible to accurately locate the correct position
at once. Consequently, we define the event fast watching as a sequence com-
posed of Pl action and Rf action.

(4) Slow watching: It is the number of times the user watches any part of the
video at a slower speed. The event slow watching may suggest that the
MOOC user wants to watch the current part of the video carefully. This
may be because the current content is more important, so users need to
watch this part slowly. We define the event slow watching as a sequence of
Pl action and Rs action.

(5) Checkback reference: It is the number of times the user skips backward in
the video. The event checkback reference is similar to the event skipping.
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The MOOC user may want to find an accurate playback point backwards.
So, we define this event as a combination of multiple Sb actions.

(6) Playrate transition: It is the number of times the user chooses the play-
back speed when watching a video. The event playrate transition indicates
that a MOOC user is selecting the optimal playback speed for the video.
Accordingly, we define this event as a sequence of Rf action and Rs action.

Table 1 shows the details of grouping clickstream action sequences to form
MOOC user behavioral features.

Table 1. Grouping clickstream action sequences to form user behavioral features.

Features Clickstream action sequences

Rewatch SbPl*, *SbPl, PlSb*, *PlSb, Sb*Pl, Pl*Sb

Skipping SfSf*, *SfSf, Sf*Sf

Fast watching PlRf*, *PlRf, RfPl*, *RfPl, Pl*Rf, Rf*Pl

Slow watching Pl*Rs, Rs*Pl

Checkback reference SbSb*, *SbSb, Sb*Sb

Playrate transition RfRf*, *RfRf, Rf*Rf, RfRs*, *RfRs, Rf*Rs, RsRs*,

*RsRs, Rs*Rs, RsRf*, *RsRf, Rs*Rf

It should be noted that Pa and St did not appear as key elements in the
above-mentioned action sequences. They may appear in the action sequences as
non-critical factors denoted by “*”.

4.2 Embedding Features

When we use the above handcrafted features, we only record the number of
occurrences of corresponding feature events, such as when users watch course
videos, their Rewatch times and their Fast Watching times, etc. However, the
clickstream data generated by MOOC users while watching videos is a typical
time series data. Analyzing the time series data directly can also help predict
students’ performance. The above mentioned handcrafted features only reflect
the number of times of the of certain feature events, and do not reflect the
characteristics of this time series.

In order to make full use of the hidden information in MOOC users’ click-
stream data, we use recurrent neural network (RNN) to extract user learning
behavior features from user clickstream data. Derived from feedforward neural
networks, RNNs can use their internal state (memory) to process variable length
sequences of inputs. However, due to the gradient exploding problem and van-
ishing gradient problem, RNNs can only learn short-term dependencies, and it is
difficult to model long-distance dependencies. In order to solve these problems, a
better solution is to introduce a gating mechanism to control the accumulation
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speed of information, including selectively adding new information and selec-
tively forgetting previously accumulated information. Two typical variants of
Gated RNN are Long Short-Term Memory Network (LSTM) and Gated Recur-
rent Unit (GRU). LSTM uses three gates to control the path of information
transmission, namely input gate, forget gate and output gate. Among them, the
input gate and the forget gate are complementary and have certain redundancy.
The GRU network directly uses a gate to control the balance between input gate
and forget gate, i.e. reset gate. In addition, GRU also uses an update gate to
control how much information the current state needs to keep from the historical
state, and how much new information needs to be accepted from the candidate
state. In this paper, we will choose the GRU network to extract user learning
behavior features from MOOC clickstream data.

In a course video, the number of clicks performed by different users is usually
not the same. Taking the video “Introduction to the Unified Modeling Language”
in the course “Software Design and Architecture” as an example, the average
number of clicks in this video by users is 31. Among them, 91% of the users
have no more than 100 clicks. The user with the most clicks made 494 clicks.
In addition, there are very few users who have less than 3 clicks. To solve this
problem, we only selected the first 100 clicks of each user in a video for the
analysis of user learning behavior. For each click operation, we will use one-hot
encoding to generate its vector. If the user clicks less than 100 times in a video,
the insufficient part is treated as all-zero. If the user clicks less than 3 times in
the video, the learning record of the user will be discarded.

The vector sequence of these clickstream actions will be sequentially input
into a GRU network to generate the user’s embedding feature vector. The gen-
erated embedding features are a 64-dimensional vector. After the handcrafted
features and embedding features are concatenated, they will be input into a
dense layer to predict the MOOC users’ performance. The activation function is
sigmoid.

5 Experiments

5.1 Datasets

We selected four course videos from the course “Software Design and Archi-
tecture” to build user clickstream datasets, including “Introduction to Unified
Modeling Language” (D1), “Object-Oriented Design Principles” (D2), “Factory
Patterns” (D3), “Decorator Pattern” (D4). The “Factory Patterns” contains
three design patterns: simple factory, factory method and abstract factory. The
code and data are available at https://github.com/PxYAN/Clickstream.

We provide ten exercises in each video, all of which are one-choice questions.
If a MOOC user answers 9 out of 10 questions correctly, we consider the user to
have passed the quiz and mastered the knowledge of the video; otherwise, the
user is considered to have failed the quiz and not mastered the knowledge of
the video. The test scores of these students will be used as the ground truth for

https://github.com/PxYAN/Clickstream.
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our experiments to evaluate the performance of the proposed approach. Table 2
shows the statistics of the four datasets.

Table 2. Statistics of the four datasets.

D1 D2 D3 D4

Total number of users 223 194 172 127

Number of users who passed the quiz 111 69 61 85

Number of users who failed the quiz 112 125 111 42

Clicks per capita 31.0 42.5 84.1 48.1

Most clicks 494 779 3138 1637

Number of users with more than 100 clicks 18 20 28 13

Average study time of students (min) 65.27 123.32 169.73 113.07

5.2 Experimental Settings

The evaluation is performed using a 5-fold cross validation. The latent embedding
dimension in our model is set to k = 64. During training, the batch size is set
to 512, the learning rate to 0.001, and the weight decay to 0.03. We train the
proposed model using the Adam optimizer for 100 epochs. And our model is
implemented with keras.

To evaluate the performance of the proposed approach, we apply two com-
monly used classification metrics: prediction accuracy (ACC) and F1 score. ACC
measures the average accuracy of students’ performance on the test datasets. The
F1 score is the harmonic mean of precision and recall.

5.3 Baselines

We compare our approach with the following state-of-the-art methods:

1) kNN model: Aouifi et al. [6] focalized on the interpretation of the path fol-
lowed by a learner watching an educational video, and the way they navigate
the pedagogical sequences of that video, in order to predict whether a learner
can pass or fail the video course. They applied educational data mining tech-
nique using K-nearest Neighbours and Multilayer Perceptron algorithms to
predict learner’s performance. In our experiments, we represent the baseline
as “kNN”.

2) n-gram model: Jeon and Park [8] presented a binary classification model that
encodes clicking events as n-gram vectors of event types and uses them as
input to GRU networks. In our experiments, we use n = 3 and denote the
baseline as “3-gram”.

3) HFs model and EFs model: We also use the proposed handcrafted features
and embedding features separately to predict the learning outcomes of MOOC
users, and name these two models “HFs” and “EFs” respectively.
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5.4 Comparison with Baselines

Table 3 lists the performance comparison of different methods on accuracy, pre-
cision, recall and F1 score. We can see that the performance of the HFs, EFs,
and the proposed method (HFs + EFs) on the four datasets is generally better
than that of the 3-gram and kNN models. All three proposed models perform
better than 3-gram and kNN except that HFs perform slightly worse than kNN
on the dataset “Factory Patterns” (D3) in terms of accuracy and F1. Closer
observation shows that the performance of proposed method and EFs is signif-
icantly better than that of HFs and kNN, while the performance of HFs and
kNN is significantly better than that of 3-gram.

Among all the methods, the proposed method beats others with best accu-
racy and F1 across all four datasets. Its average accuracy outperforms 3-gram,
kNN, HFs and EFs by 21.94%, 20.47%, 16.48% and 0.56%, respectively. Also,
its average F1 outperforms the four state-of-the-art methods by 17.16%, 12.24%,
7.92% and 0.81%, respectively. It suggests that using GRU to analyze time-series
clickstream data is of great help in predicting the performance of MOOC users.

Table 3. Comparison proposed approach with baseline methods.

D1 D2 D3 D4

3-gram Acc 60.21 50.34 48.73 59.82

P 68.21 60.34 51.42 70.14

R 74.39 52.98 50.00 71.47

F1 70.64 54.27 50.31 70.26

KNN Acc 61.68 58.45 56.45 70.14

P 87.21 76.26 65.00 91.32

R 65.80 62.01 57.88 72.47

F1 74.84 67.86 61.17 80.72

HFs Acc 65.67 61.48 53.42 70.94

P 65.84 62.72 53.94 73.25

R 99.26 85.09 70.00 92.50

F1 79.16 71.87 60.70 81.44

EFs Acc 81.59 75.19 74.34 79.49

P 83.25 77.10 75.26 81.00

R 90.09 80.64 77.50 92.57

F1 86.27 78.76 75.82 86.32

Proposed method Acc 82.15 80.74 75.08 81.27

P 82.95 81.40 77.15 83.27

R 91.71 87.13 76.25 92.72

F1 87.08 83.98 76.31 87.30
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5.5 Discussion

Let’s go back to the question of greatest concern: what kind of learning behaviors
do MOOC users have that are more likely to pass the quiz in a course video?
From the experimental results, we can see that there are two types of learners
who are more likely to pass the quiz in a video. The first type of people are those
who learn faster than normal, and the second type of people are those who learn
slower than normal.

For the first type of people, during their learning process, there are usually
events such as “Skipping” or “Fast watching”. In other words, when they watch
a MOOC video, they skip forward multiple times, or play fast multiple times.
We suppose that these MOOC users have already learned relevant knowledge
in traditional classrooms or textbooks before watching the videos. Watching the
video is just a review of previously learned knowledge for them, so they watch
the video faster than normal.

For the second type of people, when they start watching a course video, there
will always be multiple pause actions (Pa), or the decelerating the playrate action
(Rs) and then the pause action (Pa). In our opinion, these learners may not have
learned the knowledge in the video before, but they feel that the knowledge at the
beginning of the video is more important. Once they miss it, the later knowledge
will be difficult to understand, so their learning speed at the beginning of the
video is very slow. These learners can watch the course videos with a very humble
attitude, and the learning outcomes will naturally be very good.

6 Conclusions and Feature Work

Early prediction of the performance of MOOC users will help teachers and edu-
cational experts analyze and understand the learning behavior of the users. It is
very difficult to identify the learning outcomes of MOOC users without knowing
their quiz scores. In this paper, we build a MOOC platform and propose a click-
stream based approach that predicts the performance of MOOC users through
their learning history records. On the one hand, we combine basic clickstream
actions into handcrafted features of users, and on the other hand, we input
clickstream data into the GRU network to generate embedding features. Exper-
iments on four datasets show that the performance of the proposed method is
significantly better than the state-of-the-art methods.

As for future work, we want to increase the number of courses in the MOOC
platform and the number of learners participating in the experiment. In addition,
we will also analyze the amount of time learners spend watching each course
video and the difficulty of the content. We believe that these factors will help
improve the accuracy of MOOC user performance prediction.

Acknowledgement. This work is supported by the Ministry of Education’s Youth
Fund for Humanities and Social Sciences Project (No.19YJC880036),the National Nat-
ural Science Foundation of China (Nos.62102136, 61902114, 61977021), the Key R & D
projects in Hubei Province (Nos.2021BAA188, 2021BAA184, 2022BAA044), the Sci-
ence and Technology Innovation Program of Hubei Province (No.2020AEA008).



618 K. Xiao et al.

References

1. Breslow, L., Pritchard, D.E., DeBoer, J., Stump, G.S., Ho, A.D., Seaton, D.T.:
Studying learning in the worldwide classroom research into edX’s first MOOC.
Res. Pract. Assess. 8, 13–25 (2013)

2. Brinton, C.G., Buccapatnam, S., Chiang, M., Poor, H.V.: Mining MOOC click-
streams: video-watching behavior vs. in-video quiz performance. IEEE Trans. Sig.
Process. 64(14), 3677–3692 (2016)

3. Chu, Y.W., Tenorio, E., Cruz, L., Douglas, K., Lan, A.S., Brinton, C.G.: Click-
based student performance prediction: a clustering guided meta-learning approach.
In: 2021 IEEE International Conference on Big Data (Big Data), pp. 1389–1398.
IEEE (2021)

4. Crockett, B.: Measuring students’ engagement with digital interactive textbooks by
analyzing clickstream data. In: Proceedings of the AAAI Conference on Artificial
Intelligence, vol. 36, pp. 13132–13133 (2022)

5. El Aouifi, H., El Hajji, M., Es-Saady, Y., Douzi, H.: Predicting learner’s perfor-
mance through video viewing behavior analysis using graph convolutional net-
works. In: 2020 Fourth International Conference On Intelligent Computing in Data
Sciences (ICDS), pp. 1–6. IEEE (2020)

6. El Aouifi, H., El Hajji, M., Es-Saady, Y., Douzi, H.: Predicting learner’s perfor-
mance through video sequences viewing behavior analysis using educational data-
mining. Educ. Inf. Technol. 26(5), 5799–5814 (2021)

7. Guo, P.J., Kim, J., Rubin, R.: How video production affects student engagement:
an empirical study of MOOC videos. In: Proceedings of the First ACM Conference
on Learning@ Scale Conference, pp. 41–50 (2014)

8. Jeon, B., Park, N.: Dropout prediction over weeks in MOOCs by learning repre-
sentations of clicks and videos. arXiv preprint arXiv:2002.01955 (2020)

9. Kay, J., Reimann, P., Diebold, E., Kummerfeld, B.: MOOCs: so many learners, so
much potential... IEEE Intell. Syst. 28(3), 70–77 (2013)

10. Li, X., Xie, L., Wang, H.: Grade prediction in MOOCs. In: 2016 IEEE Intl Confer-
ence on Computational Science and Engineering (CSE) and IEEE Intl Conference
on Embedded and Ubiquitous Computing (EUC) and 15th Intl Symposium on
Distributed Computing and Applications for Business Engineering (DCABES),
pp. 386–392. IEEE (2016)

11. Liang, J., Li, C., Zheng, L.: Machine learning application in MOOCs: dropout pre-
diction. In: 2016 11th International Conference on Computer Science & Education
(ICCSE), pp. 52–57. IEEE (2016)

12. Mubarak, A.A., Cao, H., Ahmed, S.A.: Predictive learning analytics using deep
learning model in MOOCs’ courses videos. Educ. Inf. Technol. 26(1), 371–392
(2021)

13. Severance, C.: Teaching the world: Daphne Koller and Coursera. Computer 45(8),
8–9 (2012)

14. Sinha, T., Jermann, P., Li, N., Dillenbourg, P.: Your click decides your fate: Infer-
ring information processing and attrition behavior from MOOC video clickstream
interactions. arXiv preprint arXiv:1407.7131 (2014)

15. Yu, C.H., Wu, J., Liu, A.C.: Predicting learning outcomes with MOOC click-
streams. Educ. Sci. 9(2), 104 (2019)
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Abstract. Blockchain has been widely applied these years. As its vol-
ume of data is greatly increasing, it is necessary to shard the data to
utilize hardward storage efficiently. After sharding, however, the vali-
dated data are stored in different nodes and read cross-shardingly, which
is inefficient because of extra communication time. To solve this prob-
lem, the authors use the Mp-tree (Merkle Path Tree) structure to replace
the Merkle tree in the traditional blockchain, and then shard the blocks
according to the Mp-tree architecture. The Mp-tree can validate the
accuracy of data to avoid cross-sharding so as to improve the efficiency
of validation. It has some advantages: first, it can reduce the volume of
storage space by fine-grained slicing; second, it can improve the valida-
tion efficiency of blockchain slicing by independent validation. This study
demonstrates that our design can optimize the generation efficiency in
existing sharding systems, and also exploiting its independent verifica-
tion feature to improve verification efficiency.

Keywords: Blockchain · Sharding · Merkle Path

1 Introduction

Blockchain is a new type of distributed basic structure. It uses a blockchain
data structure to verify and store data, a distributed node consensus algorithm
to generate and update data, and a Merkle tree to generate a Hash function
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to secure data transmission and access [1] [2]. This new distributed basic struc-
ture and computing paradigm provides a more secure, efficient, transparent, and
reliable solution for data management in finance, healthcare, and other fields.

As the volume of data increases, current hardware systems are gradually
unable to support independent storage, so blockchain storage expansion has
become a popular technology [3]. Among them, sharding is widely used in
blockchain systems as it can greatly improve hardware utilization and enable
more nodes to participate in the overall blockchain system. In recent years,
platforms such as ETH and Hyperledger have also been exposed to and inves-
tigated various methods of storage expansion [4,5].ETH shards Ethernet to be
multiple concurrent channels to expand the network so as to solving network
congenstion due to the large volume of data. Another one, Hyperledger uses an
endorsement/consensus model where simulation execution and block validation
are performed separately in nodes with different roles. Simulation execution is
concurrent, which improves expansion and throughput [6].

However, existing sharding architectures ignore the fact that random shard-
ing leads to more communication costs in subsequent verification, to be more spe-
cific, inefficient verification, which is a contradiction between speed and expan-
sion in blockchain [7]. In current sharding systems, validation transactions often
require cross-shard communication to query the corresponding validation infor-
mation, a process that is affected by the network environment and physical
distance; the larger the data volume, the slower the connecting speed, so the
longer the duration of validation process. Accordingly, it is necessary to find a
sharding architecture that can meet the storage expansion requirements while
avoiding the extra communication cost caused by cross-sharding verification.

In this paper, a Merkle path-based sharding architecture is designed as shown
in Fig. 1. This structure is used to replace the original Merkle tree when the
blocks are generated and to parallelize the sharding when the transaction infor-
mation is packaged to generate the blocks so that the sharding time is parallel
to the block generation time and the sharding cost is reduced. In addition, com-
mon sharding techniques can lead to severe validation delays later on as shown in
Fig. 2, requiring reading the data cross-shardingly each time during the valida-
tion, which leads to inefficient validation. Based on the features of the Mp-tree,
storing the corresponding validation information in each shard separately, so the
data can be independently validated at the storage node, avoiding communica-
tion delays caused by cross-sharding reading during the validation process, which
improves validation efficiency. While, this mothod faces two major challenges.

Challenges: 1) How to design the Mp-tree sharding architecture to shard it
in the block when its generating, so that the operation cost of system sharding
is minimized. 2) How to save the verification information after Mp-tree shard-
ing into each shard independently. In the validation process, the Merkle tree is
located along the leaf nodes, one by one and finally to the root, and the whole
process goes through multiple branches. It is therefore a challenge to indepen-
dently determine the validation information for the leaf node data.
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Fig. 1. Structure diagram for fine-grained verification of blockchain data based on
Merkle path slicing. Blue block is the Genesis block, and yellow block is a new created
block. (Color figure online)

Contributions. 1) To address the problem of large cost of sharding opera-
tions, the authors port the Mp-tree inside block generation, so that sharding
can be conducted in parallel with block generation. 2) Using Mp-tree to copy
the corresponding data validation nodes under the same shard while establish-
ing the tree to ensure independent validation within the shard. (3) Based on the
Mp-tree architecture, this study conducts controlled experiments compared to
traditional blockchain systems and sharding systems.

Section 2 reviews the related work and provides some necessary backgrounds.
Section 3 explains the problem statement. Section 4 presents the design of the
Mp-tree. Section 5 proves the correctness of our design and presents a complete
set of experiments, and Sect. 6 concludes the paper.

2 Related Work

2.1 Blockchain Sharding

Blockchain sharding research has evolved rapidly over the years, from grouping
by features at the beginning gradually to sharding from physical nodes. Many
existing blockchain sharding systems have been studied and proposed [8–13]. A
new concept called consensus unit (CU) has been proposed by Zihuan Xu [14] et
al., which organizes different nodes into a unit and lets them store at least one
copy of the blockchain data in the system, but they does not have a complete
sharding structure. For the sharding method, Jiaping Wang [15] et al. proposed
the Asynchronous BFT Protocols, and Hung Dang [16] et al. used TEE+PBFT
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to improve the consensus algorithm. They applied inter-block coarse-grained
sharding, The former one divides the blockchain into multiple independent and
parallel zones, each zone is mining independently with each other in parallel.
They designed Relay Transaction, a method for cross-group transactions, which
can pack information interaction between zones. The latter one, considering a
consortium blockchain platform, proposes that using SGX to additionally de-
allocate committee members, and by using Rnd to dynamically shuffle each
committee to go about solving the problem of throughput degradation due to
node allocation during the sharding process. However they are all affected by
network latency when communicating across blocks, and the overall experiment
is based on a more ideal environment going forward, without considering the cost
of chunked communication after latency. Xiaodong Qi [17] et al. proposed using
Honey Badger BFT consensus protocol, using RS erasure code check blocks to
store the blockchain chain code in shards, and using distributed key generation
protocol to ensure communication security, so finally making all nodes reach
consensus on the information. However, each time a new node is generated, the
entire erasure code system needs to be regenerated, which increases the cost
of communication and worsens the impact of network latency on the response
speed of the system in a sharding environment.

2.2 Blockchain Verification

Blockchain validation efficiency has been a popular researching direction. Cheng
Xu [18] et al. proposed an accumulator-based validation data structure, ADS,
which supports the dynamic aggregation of arbitrary query attributes, further
developing Vchain using two new indexes to aggregate data records within or
between blocks for efficient query validation. Christian ReitwieBner [19] et al.
proposed Truebit, a scalable computational framework based on incentive and
validation games, which allows arbitrary computational tasks to be conducted
under the chain and guarantees the accuracy of the results. Meanwhile, they
also designed an adaptable difficulty adjustment mechanism to prevent mali-
cious collaboration between the perpetrators and the verifiers. Schwartz David
[20] et al. propose Ripple, a Byzantine fault-tolerant consensus protocol based
on groups of trusted subnetworks, which aims at low latency, high throughput,
and low-cost transaction processing. By using voting sets and a joint Byzantine
protocol, the protocol can reach consensus in the presence of (n-1)/ 5 malicious
participants, while also providing a way to dynamically adjust the network topol-
ogy to accommodate network changes. These studies are all optimized from a
verification approach and cannot reduce the cost of cross-sharding communica-
tion in sharding verification. As verification efficiency improves, the inefficiency
of verification due to communication delays in the sharding system can also be
improved. Zhongteng Cai [21] et al. use Benney to decouple functions so that the
verification part is chained separately while keeping an additional root part of
each verification tree to reduce the verification cost. coSplit [22] et al. maximizes
parallelisation. Ethernet proposes a Danksharding scheme based on evidence
consistency, where there are no disjoint shards. Validators check the availability
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of the same block by sampling data availability, so they do not have to download
the entire contents of the block to check its availability. Though, there is still
inter-block communication latency due to the problem of the sharding structure,
which does not inherently address the problems caused by sharding.

3 Problem Statement

3.1 Preliminary Knowledge

Node. A node is a group of devices that store, generate and update blocks
in a blockchain system. In this experiment block B=be0,..., b

e
m is saved to node

N=ne
0,..., n

e
m and data is saved to each block according to Sdata=data1,...,datam

to be saved into each block. Nodes are divided into two types in this experiment,
normal nodes and shard nodes for Mp-tree sharding generation. The Mp-tree
based shard nodes are Peer nodes and are placed to different positions in the
blockchain system, allowing for parallel processing when data is collected, so
enhancing the efficiency.

Verification. To ensure system validity and data consistency, a series of com-
puted query costs are required. In traditional sharding systems, validation
requires reassembling the corresponding several sharding structures and then
traversing them. Frequent cross-sharding requests can significantly increase the
cost of validation as the volume of data increases and the bandwidth of the sys-
tem is delayed. By creating a fine-grained sharding structure C=ce0,..., c

e
m within

a block via Mp-tree, the Hash verification information vj ∈ {V } required for
each shard part is saved to a separate tree ssharding structure C=ce0,..., c

e
m for

the corresponding shards. Realizing independent validation data for each shrad
during the validation process avoids increasing the cost of validation due to the
communication cost of reading across chunks.

3.2 Problem Description

Blockchain sharding technology is a possible system function optimization solu-
tion that does not compromise the degree of decentralization and security. The
purpose of sharding is to relieve the pressure on nodes to process information, but
it may then lead to additional communication costs for major nodes during the
broadcast process, further leading to verification delays. The common validation
mechanism used in the blockchain is Merkle tree validation, which starts from the
bottom data leaf node and cascades upwards. In a sharded system, as multiple
messages are scattered across different blocks, this verifying process requires the
sharded clusters to be reassembled into complete blocks before validation is per-
formed as shown in Fig. 2. This process of verification under sharding increases
the cost of verification, so verification under the Mp-tree structure has to be
satisfied without the need to reassemble the blocks after sharding and can be
achieved under one shard. However, the coarse-grained sharding system does not
support saving verification information under the same shard, so a fine-grained
sharding system is proposed here to ensure the efficiency of Mp-tree verification.
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Fig. 2. Inter-block communication in the sharding structure.

4 Systems Models

4.1 Fine-Grained Sharding

A sharding system can theoretically improve the storage function of the whole
system, but it may cause some performance loss due to sharding operations.
Especially when multiple transactions are concentrated in one node at the same
time, if the node then shards, blocking may occur. As the Mp-tree architecture
is a fine-grained sharding process included in block generation, it is possible
to parallelize the slicing process in the block generation process, thus further
reducing the loss caused by the sharding system. The blocks are sharded and
saved to physical addresses for subsequent data validation.

The algorithm is shown in the diagram, where the incoming transaction data
is packaged into a block and no further data is added to the block when the
volume of transaction data reaches a threshold. At the same time, in the process
of packing data, Mp-tree is constructed, and the validation information of the
data is now saved to the Mp-tree, then pruning and dividing.

The transaction data Sdata=data1,...,datam transmitted by the node is pack-
aged and allocated to each node that performs the Mp-tree construction, which
is used to build a dynamic parallel division during block generation. As shown
in Fig. 1, the eight transactions are validated and sorted, including checking
whether each transaction conforms to the smart contract rules and conditions
and whether the digital signature is valid. These transaction records are then
packaged and distributed into individual blocks to build the Mp-tree. In this
case, there are eight transactions, and the intra-block sharding is tentatively set
to two shards. When constructing the left and right subtrees of the Mp-tree, the
left subtree is kept at one physical address and the right subtree and its root
node are kept at another address. Since the sharding is done in parallel, multiple
blocks can be processed at the same time, thus increasing processing efficiency.
A cross-copy operation is performed when the left and right subtrees require
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Algorithm 1. Block Encoding of Mp-tree
Input: Bundle transactions into blocksnew block data Sdata=data1,...,datam.
Output: Mp-tree after sharding MP
1: if c > a then
2: while hashList.length == 1 do
3: return hashList[0];
4: for each i < hashList.length do
5: const left = hashList[i]
6: const right = i + 1;
7: newHashList.push(hash(left + right))
8: end for
9: end while

10: end if

cross-tree validation information to be saved, and the exact saving process will
be described in detail later. Finally, when all nodes have finished processing and
verifying their own sharding blocks, they will be merged into the final blockchain.
During the merging process, a consensus algorithm operation will also be per-
formed to determine which block will become the latest block on the main chain
(Fig. 3).

4.2 Independent Verification

In the traditional block generation process, a Merkle tree is constructed within
the block. The Merkle tree itself has a certain segmentation effect on the data.
For a transaction, it is possible to separate out the parent nodes associated
with that from the leaf node upwards. For intra-block fine-grained sharding,
the process of building a Merkle tree is essentially a fine-grained sharding of
transactions. However, the traditional Merkle tree requires multiple data from
the left and right subtrees to jointly compute the validation in order to verify
the son node, and if the sharding is done according to the Merkle tree it will
cause a common problem to that of consistent sharding between blocks - the
increasong communication cost caused by reading across shards. This is why the
Mp-tree architecture is proposed, which has similar validation and generation
capabilities as the Merkle tree, but additionally stores the information about
the nodes to be validated in a separate subtree, so that intra-chunk independent
validation can be achieved after sharding.

Figure 4 shows an example of an Mp-tree, in which each node divides the
block into H=Ha,...,Hh in this process. If the sharding is done after the block
Mp-tree construction process, it will additionally increase the sharding cost and
reduce the system performance. Therefore, during the MP-tree construction pro-
cess, whenever the parent biparent node is constructed upwards, storing the
information of the corresponding transaction data node in a direct shard into
the storage node will enable parallel sharding and reduce the post-sharding cost.
Figure 4 represents the Mp-tree sharding method within a single block, which
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Fig. 3. Fine-grained sharding process.

Fig. 4. Mp-tree based independent verification process.

allows parallel sharding when multiple blocks are generated at the same time,
improving the sharding efficiency and reducing the cost. In the MP-tree gener-
ation process, the root node and another node validation information is saved
additionally in the other side, in Fig. 4, Habcd additionally saves the information
of Hefgh, and then the Mp-tree is sharded. Each shard corresponds to a sub-tree,
and the root node is always saved in the last shardd sub-tree to facilitate data
reduction. As in Fig. 4, the example root-based shard is then divided into two
parts. When verifying the transaction Td, it can be seen that every parent node
storing verification information is in the same shard, avoiding cross-sharding
communication.
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Algorithm 2. Block Encoding of Verification
Input: Mp-tree Hashlist(root, leafhash, proof).
Output: Confirm the information.
1: if computedhash = leafhash then
2: for each p ∈ Proof do
3: if p == L then
4: computedhash = hash(p + computedhash);
5: else
6: computedhash = hash(computedhash + p[1]);
7: end if
8: end for
9: end if

5 Experimental Evaluation

This experiment designs an Mp-tree sharding architecture, through which a
sharding structure based on intra-block Merkle trees is implemented in this new
architecture. The data transaction information is packed within the block in a
fine-grained spanning tree shard, and the stored data is sharded into individual
storage units to improve storage efficiency. The verification information in the
storage unit then makes it possible to conduct independent verification, reducing
communication costs and improving verification efficiency.

This experiment uses a Windows operating system with an Intel Core i7-
8750H CPU and 16 GB of RAM. The experiment uses ZJChain [18], an open-
source blockchain platform implemented in Java, which uses the PBFT protocol
to achieve consensus, computes Hashes, and generates Mp-trees via SHA256.
Two datasets are used in this experiment, which are blockchain transaction data
and Ethernet transaction data.

5.1 Block System Generation Experiments

Figure 5 shows the entire block system generation time for the original system
and the slice generation using Mp-tree. The whole experimental environment was
first validated by using two data sets for block generation, with groups of 20,
40, 60, 80, and 100 nodes for the experiments, from transaction data packaging
validation to block generation, recording the original system time and the Mp-
tree system time. As can be seen from the experiments, the split system increases
the system generation time by a small amount relative to the original system, but
for throughput, it is much more efficient due to the improved storage efficiency,
and the experiments demonstrate that the improved system does not cost more
for system generation and has system advantages in general.
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Fig. 5. Validation of the experimental environment.

5.2 Data Processing Time

As shown in Fig. 6, the data processing time within the whole block is experi-
mented. The larger the data volume and the more transactions, the longer the
processing time within the block. While the process of slicing increases the data
processing time, it can be seen that the Mp-tree structure used in this paper
increases the generation time by a small amount compared to the traditional
system, but not by much in terms of generation time compared to the tradi-
tional system, which is to say that the new construction method we have invoked
does not impose a greater cost on the overall transaction processing; and it can
be seen that due to the fine-grained slicing, the parallel generation within the
block time is less than the time spent on slicing after the entire block has been
generated in traditional slicing systems. The experiments show that the Mp-tree
architecture-based sharding system outperforms the traditional sharding struc-
ture in terms of sharding processing time and does not incur a greater cost than
the traditional system.

Fig. 6. VIntra-block slice processing time.

5.3 Blockchain Validation Trials

As shown in Fig. 7, the experiment mainly compares the time on re-verification
between the Mp-tree structure and the traditional sharding structure. The
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traditional system is more efficient in verification than the sharding structure
because the verification of inter-block sharding requires cross-sharding message
passing, which is partly affected by network bandwidth and latency. Therefore,
the independent verification adopted by the Mp-tree structure is as close as pos-
sible to the verification of the traditional system at the level of the slice structure,
avoiding the consumption of cross-slice information transfer and improving the
verification efficiency. As can be seen from the figure, with the increase of data
volume, the verification efficiency of the direct block slice is better than the
traditional slice, and the experimental latency is 49ms and the bandwidth is
30Mbps, which is a relatively ideal environment. So there is an improvement
in verification time but not significant. If the environment network is poor, the
MP-tree-based independent verification speed is better than traditional coarse-
grained inter-block sharding.

Fig. 7. Verification time.

6 Conclusion and Future Work

Blockchain sharding expansions have always belonged to coarse-grained inter-
block sharding, and this structure has a great impact on verification efficiency. In
order to enable independent verification within storage units after sharding, this
paper proposes a fine-grained intra-block sharding structure to avoid communi-
cation delays between shards in the verification process. Based on this system,
the authors propose the Mp-tree sharding model, which uses the time synchro-
nization of block generation for sharding. The contribution points of this paper
include: (1) using Mp-tree to achieve fine-grained shard storage and improve
storage efficiency; (2) proposing intra-block independent verification to improve
the efficiency of post-sharding verification. The Mp-tree fine-grained structure
designed in this paper has some potentials, and the generated packed data will be
further processed in the future to exploit the advantages of fine-grained querying.
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Abstract. Trajectory data contains rich space-time information. Analysis and
research on it can provide important information for location-based services.
However, these data are usually private to users, and there will be serious pri-
vacy leakage if they are directly published to a third party. Therefore, privacy
preserving should be carried out before the data is published. Aiming at the prob-
lems of existing research in terms of low privacy preserving degree and data
utility, a privacy preserving algorithm for trajectory data publishing based on
Geo-indistinguishability is proposed. The algorithm mainly includes two parts of
constructing a noise trajectory set and selecting the optimal noise trajectory. n
constructing a set of noise trajectories, the total noise value of each trajectory is
first calculated using a planar Laplace function, so that the algorithm satisfies geo-
graphical indistinguishability as a whole. Then, the total noise value is randomly
decomposed and assigned to the position points of the trajectory to generate noise
trajectories. Then, based on the trajectory uncertainty model, calculate the Man-
hattan distance between each noise trajectory at each time, obtain the number of
indistinguishable trajectories for each noise trajectory, and preferentially select a
noise trajectory with the largest number of indistinguishable trajectories to replace
the real trajectory for publishing. The experimental results show that compared
with other methods, the algorithm proposed in this paper has a higher degree of
privacy preserving and better data utility.

Keywords: trajectory privacy preserving · Geo-indistinguishability · differential
privacy · trajectory uncertainty

1 Introduction

Nowadays, with the development of information technology, a variety of sensor devices
such as smart phones, wearable devices, car navigators, etc. are increasingly pouring
into our lives [1]. Especially in the Internet of Vehicles, a large number of population
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mobility data have been generated. The research on these data can be used for com-
mercial organizations, traffic management departments, some legal information inquiry
agencies, and other location-based services to provide important values [2], such as
traffic monitoring, route planning, hot spot tracking, targeted advertising and accident
warning, etc. Due to the fact that this trajectory information is usually private to the user
and sensitive, directly publishing these data will have serious privacy leakage problems.
Relevant studies have shown that due to the high recognizability of the original trajec-
tory, four spatiotemporal points are enough to uniquely identify 95% of individuals [3].
When some attackers have already mastered certain background information through
some means, analyzing the published trajectory data may reveal more privacy of users.
Therefore, privacy preserving before the publishing of trajectory data has become a
research hotspot.

Researchers have carried out a lot of research work on the privacy preserving issue
of trajectory data publishing, and have also achieved many meaningful research results.
Dong et al. [4] proposed an obfuscation method for privacy preserving, by adding differ-
ent data in the trajectory social graph. The random noise is achieved, but only when the
noise level is high enough, they can resist the record link attack. Iwata et al. [5] proposed
a segmentation technique, that is, to segment each trajectory and use a different pseudo
identifier for each trajectory segment. But this simple technique cannot significantly
reduce monotonicity. Based on this, Xu et al. [6] proposed a location privacy preserving
method based on the trajectory segmentation of the starting point and ending point. Salas
et al. [7] proposed to iteratively exchange partial trajectories between users, and finally
output a trajectory composed of multiple user trajectory fragments. This can effectively
resist recording link attacks, but greatly reduces the utility of data.

K-anonymity is the first privacy standard proposed by Sweeney [8] in relational
databases. It has also been widely used in trajectory databases. Zang and Bolot [9]
proposed to realize K-anonymity through spatiotemporal point generalization, which
became the most basic method to realize K-anonymity in trajectory database. Mehta
et al. [10] proposed l-Diversity, the idea behind it is that the sensitive attributes con-
tained in any query result have at least l different values, so that the attacker can only
obtain the user’s sensitive information with a probability of 1/l. Furthermore, Li et al.
[11] proposed t-proximity, which imposes statistical constraints on sensitive attributes,
rather than numerical attributes defined by l-diversity. Mehta [12] proposed differential
privacy, which has become an important method of privacy preserving, and has been
well received by everyone. However, due to the sparsity of trajectory data and other
characteristics, it cannot be used directly for privacy preserving, so many studies have
extended differential privacy. Ye et al. [13] designed differential privacy and sliding
window model The combined method achieves privacy preserving for the publishing
of real-time trajectory statistical data. Wei et al. [14] successfully extended differential
privacy to two-dimensional space and proposed geographic indistinguishability.

Aiming at the existing research issues, in order to improve the degree of data pri-
vacy preserving and the effectiveness of data, this paper utilizes geographical indistin-
guishability to achieve privacy preserving for trajectory data publishing and proposes a
trajectory data publishing privacy preserving algorithm.
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2 Related Definitions

The trajectory is a spatiotemporal sequence in which the position information of the
moving object is arranged in chronological order, which can be expressed as: tr =
{l1, l2, . . . , ln}. Where li = (xi, yi, ti) represents the i-th spatiotemporal point of tr, the
sampling time is ti, , the position is (xi, yi), 1 ≤ i ≤ n, t1 < t2 < · · · < ti < · · · < tn,
and n is the length of the trajectory. For the need of calculation accuracy, we discretize
the geographic area covered in dataset D into m × n units. As shown in Fig. 1, the
trajectory after the change is still the original representation, but its xi and yi are now
represented as the discretized x-axis and y-axis coordinates. For example, the trajectory
tr can be expressed as tr = {<1, 1, t1>, <2, 2, t2>, <3, 3, t3>, <4, 3, t4>}, where ti is
its sampling time, and then convert it to latitude and longitude as needed. The trajectory
database D is a collection of trajectories, expressed as: D = {tr1, tr2, …, trm}, where m
is the number of trajectories.

Fig. 1. Trajectory

Definition 1. ε-differential privacy [12]. Given a random algorithmM, for any adjacent
dataset D and D′, that is, the two are different at most in one record, for all sets S ⊆
Range(M) satisfies the Eq. (1), it is said that the algorithm M satisfies ε-differential
privacy.

Pr[M (D) ∈ S] ≤ eε · Pr[M (
D′) ∈ S

]
(1)

Among them, Range (M) is all possible outputs ofM, ε is the privacy budget, which
represents the degree of privacy preserving provided by algorithm M. The smaller ε,
the higher the degree of privacy preserving, and the greater the data disturbance and the
worse the data utility.

There are two commonly used implementation mechanisms for differential privacy:
Laplace mechanism [12] and Exponential mechanism.
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Definition 2. Geographical indistinguishability [14]. For all x, x′ ∈ X , z ∈ Z, where
X is the set of real locations and Z is the set of possible disturbed locations. If the
mechanism K satisfies ε-geography indistinguishability, for all x, x′, that is:

K(x)(z) ≤ eεd(x,x′) (2)

where d(x, x′)≤ r, r is the privacy radius, K(x)(z) represents the probability that the real
position point is x but the disturbed position point is z. Equation (2) means if the input
is x, the probability of output z is p, then input x′, and the probability of output z is in
the range of (p − eεd(x,x′), p + eεd(x,x′)).

Kacha et al. [15] improved Laplace, and proposed the Planar Laplace function to
make it suitable for two-dimensional space and satisfy geographic indistinguishability.

Definition 3. Planar Laplace function [15]. Given ε ∈ R+, the original position x0 ∈
R2, the perturbation position x ∈ R2 generated by a certain noise-adding mechanism, its
probability density function is:

Dε(x0)(x) = ε2

2π
e−εd(x0,x) (3)

Among them, ε
2π is the normalization factor, and Eq. (3) is the plane Laplace function

centered on x0. From Eq. (3), it can be seen that the probability density function of the
Planar Laplace function is only related to the distance, so it will be more convenient
to use the polar coordinate system. According to the conversion equation, the Planar
Laplace function of the polar coordinate system with x0 as the origin is:

Dε(r, θ) = ε2

2π
re−εr (4)

where, the included angle θ and the radius r are independent of each other. Through
derivation, the generation method of the two can be obtained. θ is relatively simple, and
the random value is directly taken in the interval [0, 2π]. The generation of the radius r
is more complicated. The calculation equation is:

r = C−1
ε (p) = −1

ε
(W−1

(
p − 1

e

)
+ 1) (5)

where, p is a uniformly distributed random number in the interval (0,1), and theW−1(X )

function is the part of the Lambert functionW (X ) in the interval (−∞, −1). This paper
will generate the total noise of the trajectory based on thismethod, perturb it, and generate
the noise trajectory.

Definition 3. Manhattan distance. The Manhattan distance between two space-time
points at the same time li = (xi, yi, ti) and l′i = (x′

i, y
′
i, ti) is:

d
(
li, l

′
i

) = ∣∣xi − x′
i

∣∣ + ∣∣yi − y′
i

∣∣ (6)
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3 Privacy Preserving Algorithm Based on Geographic
Indistinguishability

3.1 The Overall Design of the Algorithm

A privacy preserving algorithm for trajectory data publishing based on geographic indis-
tinguishability (GTP for short) is proposed. The algorithmmainly includes twomodules:
building a set of noisy trajectories and selecting trajectories to be output. The former
generates noise for each trajectory, and each trajectory in the set is geographically indis-
tinguishable from the real trajectory. At the same time, in order to preserve the utility of
the data, only trajectories with similar trends to the real trajectory are selected. The latter
selects the noise trajectorywith the highest number of indistinguishable trajectories from
the noise trajectory set and publishes it instead, which better protects the privacy of the
trajectory. The overall flow of the algorithm is shown in Algorithm 1.

In Algorithm 1, the BNT algorithm (Algorithm 2) is used firstly to construct a
set of noise trajectories for each real trajectory, and merge these sets into a set of noise
trajectories S. After creating a set of noise trajectories, use theCNTalgorithm (Algorithm
3) for each real trajectory to select an optimal noise trajectory for publishing.

3.2 Construction Method of Noise Trajectory Set

The main purpose of this section is to generate a set of noise trajectories that meet
the conditions for each real trajectory, and a noise trajectory set building algorithm
(Building Noise Trajectory, BNT) is proposed (Algorithm 2). The algorithm is based on
the geographic indistinguishability perturbation mechanism to achieve the purpose of
adding noise to trajectory data. Among them, the polar coordinate representationmethod
is used to generate noise that satisfies the planar Laplacian random number.
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The specific process of constructing the noise trajectory set is as follows:

1) Firstly, define the noise value vector noise and the direction vector d of the noise with
a length of 2n, and initialize it to 0 (line 3–4), where n is the length of the trajectory.

2) Calculate the total noise totleNoise (line 5–7). Firstly, randomly select the value p
from the uniform distribution of [0, 1), and then obtain a random value r that satisfies
the planar Laplace distribution by Eq. (4). The total noise value that can be added to
the trajectory tr is r * 2n.

3) Randomly select the totleNoise number of positions to construct the noise vector, and
calculate the number of 1 in the direction vector of the noise (line 8–15).

4) Calculate the set of noise trajectories generated by the noise value vectors and the
noise direction vectors. There are q positions in the noise direction vector d that are
1, so there is 2q combinations for adding noise to these q positions. To construct the
j(1 ≤ j ≤ 2q) noise vector as an example.

Firstly, make a copy of d to get dcopy, convert the value j to q-bit binary b, and traverse
each bit in b. If the i-th bit is 1, then the i-th 1 in dcopy will be changed to −1. If the i-th
bit of b is 0, then the i-th 1 in dcopy will not be changed. After the traversal is completed,
noise is added to the trajectory tr according to noise and dcopy to generate a noise-
added trajectory trnoise. In actual implementation, the position point of the noise-added
trajectory will be judged whether it exceeds the boundary. If it exceeds the boundary,
displacement processing is performed to make the position point just on the boundary.
Finally, the correlation between the noise trajectory trnoise and the real trajectory tr is
calculated. If u> α, it is considered that the trends of the two trajectories are similar. The
noise trajectory trnoise can be published instead of tr, and fill it in the noise trajectory set
of trajectory tr. On the contrary, it is considered that the trends of these two trajectories
are not similar. If it is used instead of tr, it will have poor effectiveness, so it will not be
added to the noise trajectory set.
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5) Return the set of noise trajectories.
When the algorithm is implemented, this paper also has a certain limit on the

number of noisy trajectories. If the number of noisy trajectories is less than 4, then
regenerate the random value p, that is, rerunning the algorithm. If the number of noisy
trajectories is greater than 10, it is sorted according to the correlation value, and only
the top ten most correlated trajectories are taken to reduce the complexity of the next
step.

The above is only the noise trajectory set of a real trajectory, that is, the NS
in Algorithm 1. The BNT algorithm must be applied to each real trajectory in the
dataset T, and then adding its noise trajectory set to a set again to form the entire
noise trajectory set, that is, S in Algorithm 1.

3.3 Optimal Noise Trajectory Selection Algorithm

The uncertainty of the trajectory is objective, and Kacha et al. [15] defined the uncertain
trajectory and proposed the (k, δ)-anonymity problem. Based on the inspiration of the (k,
δ)-anonymity problem, this paper designs an algorithm on how to select a more private
trajectory from a collection of noise trajectories to be published.
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The main purpose of this section is to select a noise trajectory from the set of noise
trajectories of each real trajectory. For this purpose, an optimal noise trajectory selection
(Choosing Noise Trajectory, CNT for short) algorithm is designed, which is based on the
idea of (k, δ) to select an optimal trajectory. The specific steps are shown in Algorithm
3.

When the distance between two trajectories at a certain time is less than δ, the two
positions are called indistinguishable. When the number of indistinguishable positions
of the two trajectories is greater than the product of β and the length of the trajectory,
the two trajectories are called indistinguishable.

The algorithm extracts a real trajectory noise trajectory set (denoted as NS) from
the noise trajectory set S constructed in the previous step, and extracts a noise trajectory
trnoise fromNS, and calculates theManhattan distance between it and all the noise trajec-
tories in S exceptNS at each time of trnoise. If the distance between a noise trajectory and
trnoise exceeds a certain ratio (for example, half), the distance is less than the threshold
δ, then this noise trajectory is considered to be similar to trnoise, and the trajectory can be
regarded as trnoise indistinguishable trajectories. After that, count the number of indis-
tinguishable trajectories of trnoise, calculate the number of indistinguishable trajectories
for each trajectory with added noise in NS, and preferentially select a trajectory with the
largest number of indistinguishable trajectories to replace the real trajectory of NS for
publication, and delete all trajectories from NS except for this one. Repeat the above
operation until the noise trajectory set S is traversed.

Among them, a dictionary type map is defined, where the key is the identifier of
the noise trajectory, and the value is the number of positions that satisfy the indistin-
guishability between the noise trajectory and trnoise. Themap is calculated by the CNIT
(Calculate the Number of Indistinguishable Location of the Trajectory, CNIT) function,
which calculates the distance between the trajectory trnoise and each trajectory in the
S-NS set at each moment. When the distance between trajectory tr′ and trnoise at certain
moment is less than the threshold δ, and if the map already contains the identifier of
this trajectory, add 1 to the value and re-add it to the map, otherwise, set this trajectory
identifier as the key, and add the value 1 to themap. After trnoise is traversed, then return
map.



A Privacy Preserving Method for Trajectory Data Publishing 641

4 Experimental Analysis

4.1 Experimental Data and Environment

This experiment is based on an environment with a processor of 3.20 GHz and amemory
of 8 GB in Java language. The experiment is based on the classic algorithms GNoise [16]
and PNoise [16] in the same application scenario, and use three real datasets T-Drive
and Geolife for comparative analysis. Among them, the T-Drive dataset describes the
GPS trajectories of 10,357 taxis in Beijing within a week, including about 15 million
location points, and the total distance of the trajectory is about 9 million kilometers.
Geolife dataset is the trajectory of 182 users collected by Microsoft Research Asia in
five years, the sampling interval is about 5s, and the total distance is 1,292951 km. Data
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preprocessing steps mainly includes: Keep the time to minutes, and keep the latitude,
longitude, and precision to a few decimal places according to the data situation. Remove
the repeated time and the data whose latitude and longitude are not much different from
the previous moment. According to the length of the user’s trajectory, the dataset is
divided into three parts with lengths between 5–10, 10–15 and 15–20.

The number of trajectories in the dataset after processing is shown in Table 1.

Table 1. Number of trajectories in datasets

datasets trajectories length

5–10 10–15 15–20

T-Drive 379 34 80

Geolife 20 20 39

4.2 Security Analysis

In this paper, the security of the algorithm is evaluated by the probability of sub-trajectory
link attack. The probability of sub-trajectory link attack means that the attacker knows
the location of the user at a certain moment, and the dataset published by the trajectory
collection server contains the user. The attacker passes through these time and space.
The points infer the probability of the user corresponding to the trajectory in the dataset.

Given stator trajectory tr′ = {l′1, l
′
2, . . . , l

′
m}, trajectory tr, positioning error δ. If tr

contains all the sampling moments in tr′. And for each spatiotemporal point l
′
i (i ∈ [1,

m]) in tr′, it satisfies dis(tr(ti), li) ≤ δ,it is said that tr contains tr′. Otherwise, it is said
that tr does not contain tr′. Based on the above definition, given a sub-trajectory, the
number of sub-trajectories contained in the trajectory dataset T can be calculated (see
Eq. (7) and (8)).

num
(
tr, tr′

) =
{
1 ∀l ∈ tr′ → dis(tr(ti), li) ≤ δ

0 otherwise
(7)

num
(
T , tr

′) =
∑

tr∈T num(tr, tr
′
) (8)

The sub-trajectory link attack is carried out from this point in time and space, and
the probability of success is shown in Eq. (9).

p
(
T , tr′

) = 1/nmu(T , tr′) (9)

In this experiment, the lengths of three sub-trajectories are set to 2, 5, and 7. Among
them, the sub-trajectories with lengths 2 and 5 run on all datasets, and the sub-trajectories
with length 7 are only tested in the range of 10–15 and 15–20. The privacy budget
parameters ε = 0.1, trajectory similarity threshold α = 0.7, positioning error δ = 1,
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which is much larger than the noise added by the position point, ensuring that the sub-
trajectory will be linked to the real trajectory. But this will also make the number of
trajectories linked to the sub-trajectory increase, and the probability of success of the
attack will decrease. Figure 2 and Fig. 3 show the results of our algorithm and GNoise,
PNoise running on datasets T-Drive and Geolife, when the sub trajectory lengths are 2,
5, and 7. a, b, and c indicate that the trajectory length is between 5–10, 10–15 and 15–20,
respectively.

(a) n [5,10) (b) [10,15) (c) [15,20)

Fig. 2. Experiments based on the T-Drive dataset

(a) [5,10)
(b) [10,15) (c) [15,20)

Fig. 3. Experiments based on Geolife dataset

From the experimental results of the two datasets, it can be found that the algorithm
GTP in this paper is better than the GNoise and PNoise algorithms in resisting sub-
trajectory link attacks, that is, the probability of success of the attack is lower. This is
because the algorithm in this paper randomly decomposes the total noise into a few
copies, and then randomly select a few spatiotemporal points to add noise, and the
position where the noise is added is more disturbed. And when selecting and outputting
a noise trajectory from the set of noise trajectories, the distance between the noise
trajectory and other noise trajectories will be calculated. Distinguish the noise trajectory
with the most trajectories, so that more trajectories are close in distance, so there will be
more trajectorieswhen using sub-trajectories to link attacks, the probability of successful
attack is lower.

Secondly, in the same dataset, the greater the length of the sub-trajectory, the higher
the probability of successful attack. Since the longer the length of the sub-trajectory,
the fewer trajectories can satisfy the condition, so the probability of linking to the real
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trajectory is higher. Taking the length range of 5 to 10 as an example, the T-Drive dataset
has a sampling time interval of one week, and the time span is not very large. Moreover,
this length interval contains 379 trajectories, with a large number. Therefore, several
spatiotemporal points may be linked to multiple trajectories, and the probability of sub
trajectory linking attacks is not very high or particularly small. The sampling interval of
the Geolife dataset is four years, with a large span, and only 20 trajectories are included
in the 5 to 10 length range. Therefore, many trajectory time points may not intersect.
Therefore,when conducting sub trajectory linking attacks, therewill be fewer trajectories
containing the time requirements at that time point. In these fewer trajectories, there may
be fewer trajectories that meet the position distance requirements, so the probability of
sub trajectory linking attacks is higher.

4.3 Usability Analysis

In this paper, Mean Absolute Error (MAE) is used to evaluate the performance of
the algorithm. Assume the original dataset T = {tr1, tr2, . . . , trm}, m is the number
of trajectories, where tri = {<x1, y1, t1>, <x2, y2, t2>,…, <xin, yin, tin>}, in is the
length of the trajectory tri. The dataset published after running the algorithm is T ′ =
{tr

′
1, tr

′
2, . . . , tr

′
m},tr

′
i = {<x′

1, y
′
1, t

′
1>, <x′

2, y
′
2, t

′
2>,…, <x′

m, y′
m, t′m>}, then the MAE

of these two datasets is shown in Eq. (10).

MAE
(
T ,T

′) = 1

n

∑m

i=1

1

in
·
∑in

j=1
(

∣∣∣xj − x
′
j

∣∣∣
∣∣∣yi − y

′
i

∣∣∣) (10)

Next, the error evaluation and comparison analysis of the algorithm GTP (this paper
proposed), GNoise and PNoise will be carried out from the two aspects of privacy budget
parameters and trajectory similarity threshold.

(1) The influence of privacy budget parameter ε on error
In this experiment, the trajectory similarity threshold α = 0.7, and the value of ε is
from 0.1 to 1, increasing by 0.1. Figure 4 shows the results of our algorithm, GNoise
and PNoise on the datasets T-Drive and Geolife, respectively. Since the total noise is
calculated by multiplying the Lambeau value of a random number by the trajectory
length, and the error calculation is divided by the trajectory length, the trajectory length
does not have much influence on the average absolute error of the entire dataset. In this
experiment, these two datasets are no longer divided into three parts according to the
length of the trajectory.

From the experimental results, it can be seen that the MAE of our algorithm is much
lower than the other two algorithms. This is because GNoise and PNoise randomly
allocate noise according to the privacy budget parameters, and then directly output the
trajectory of the added noise. After generating noise based on privacy budget parameters,
our algorithm GTP decomposes the noise and constructs multiple noise trajectories that
meet the parameters, forming a set of noise trajectories for the real trajectory. The
algorithm also sets a trajectory similarity threshold, retaining only trajectories that have
a similar trend to the real trajectory, further preserving the utility of the data. In addition,
theMean absolute errorMAE varies with the privacy budget parameter ε. This is because
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(a) T-Drive dataset (b) Geolife dataset

Fig. 4. The influence of privacy budget parameter ε on data error

the availability of data is directly proportional to the privacy budget, thus, the lager ε,
the larger the noise added, the smaller the data error.

The algorithm in this paper is generating according to the privacy budget parameters.
After the noise, the noise is decomposed, and a number of noise trajectories meeting the
parameters are constructed to form a set of noise trajectories of the real trajectory, and
the trajectory similarity threshold is set, and only trajectories that are not much different
from the real trajectory are retained. The utility of the data is preserved. In addition, the
average absolute error MAE decreases as the privacy budget parameter ε increases. This
is because the availability of data is directly proportional to the privacy budget, so the
larger ε, the smaller the added noise, and the smaller the data error.

(2) The influence of trajectory similarity α on error
In the experiment, set the privacy budget ε = 0.1, and the similarity threshold α is 0.4 to
1, increasing by 0.1. GNoise and PNoise have no correlation with α, so they are always
fixed values. Figure 5 respectively show the running results of our algorithm andGNoise,
PNoise based on datasets T-Drive and Geolife.

From Fig. 5, it can be seen that no matter what the value of α is, the MAE of our
algorithm is smaller than the other two algorithms, and as α increases, the MAE of the
proposed algorithm gradually becomes smaller. This is because when generating a set of
noise trajectories, the greater the trajectory similarity α, the more stringent requirements
on the similarity between the noise-added trajectory and the real trajectory. When α

increases to a certain value, the change in MAE is no longer obvious. This is because as
α increases, the number of trajectories in the noise trajectory set decreases. In this way,
when selecting the noise trajectory to be output from the noise trajectory set, there will
be few trajectories selected, which makes the probability of successful sub-trajectory
link attacks increase. When α reaches a certain level, the MAE will no longer decrease
significantly.
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(a) T-Drive dataset (b) Geolife dataset

Fig. 5. The influence of trajectory similarity α on error

5 Conclusion

Aiming at the privacy preserving problem of trajectory data publishing, a privacy pre-
serving algorithm for trajectory data publishing based on geographic indistinguishability
is proposed. The algorithmmainly includes two parts of constructing a set of noise trajec-
tories and optimal noise trajectory selection. In the first part, the planar Laplace function
is used to calculate the total noise value, randomly decompose it to the trajectory position
points to generate a noise trajectory, which effectively guarantees the data utility. In the
selection of noise trajectories to be published, based on the (k, δ)-anonymous model, the
noise trajectory with the largest number of indistinguishable trajectories is selected for
each trajectory to replace it for publication. Finally, the algorithm is compared with the
classic algorithms GNoise and PNoise. Analysis and experimental results verify that the
proposed algorithm has good performance in terms of data utility and privacy preserving.
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Abstract. Vehicle-cargo matching is a key task in freight O2O plat-
form, which involves the complex interactions of drivers, vehicles, cargos,
cargo owners and environmental context. Many existing works mainly
study the matching of vehicle routing problems, the matching based on
the credit evaluation of both drivers and cargo owners, and the match-
ing based on game theory from the perspective of management. Since the
freight O2O platform is also the producer of big data, this study proposes
a driver CTR prediction model for vehicle-cargo matching task from the
perspective of data mining. Specifically, we first use the bottom-level
attention network to model fine-grained preferences in driver historical
behaviors, such as route interest and search interest, as well as fine-
grained preferences such as vehicle type and vehicle length interest, and
route interest in cargo owner historical behaviors. Then, the driver basic
profile vector, cargo owner basic profile vector, cargo description vector,
driver preferences vector and cargo owner preferences vector are feeded
into the neural network composed of two deep components for feature
interactions learning, and then a top-level attention network is used to
learn the influencing factors of different information on the vehicle-cargo
matching task. Finally, a multi-classifier is used for matching predic-
tion. We conduct comprehensive experiments on real dataset, and the
results show that, compared with the existing solutions, considering user
preferences and adopting deep components collaborative modeling can
improve the performance of vehicle-cargo matching to a certain extent,
which verifies the effectiveness and superiority of the proposed model.
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1 Introduction

In China, individual truck drivers undertake a significant portion of the road
freight volume, but these truck drivers have low loading efficiency due to
asymmetric logistics and distribution information, resulting in waste of social
resources such as road resources and energy consumption. In order to eliminate
the pain point of information asymmetry in the industry, freight O2O, a “Inter-
net +logistics” model, has emerged. Freight O2O is a vehicle and cargo informa-
tion matching platform for road logistics, in which cargo owners release vehicle
demand (including route, time, cargo type, weight and volume, etc.) on the Inter-
net and vehicle owners choose whether or not to receive orders. This platform
makes use of huge industry information resources on the Internet and integrates
supply chains by connecting “empty vehicles” and “cargo sources” based on big
data technology. The intermediate link is omitted and the transportation cost
and logistics management cost are reduced. Typical examples include intercity
freight platforms such as YMM and Huochebang, and intra-city freight platforms
such as Huolala.

As a key module of freight O2O platform, vehicle-cargo matching determines
its stowing efficiency. Accurate and efficient vehicle-cargo matching can quickly
find the most suitable vehicle owner to serve the cargo owner, which not only
improves the operation efficiency of the vehicle owner, but also saves the time and
cost of the cargo owner, effectively achieving the optimal allocation of resources.
However, due to the complexity of the matching process involving multiple fac-
tors such as drivers, cargos, cargo owners, road transportation, and freight rates,
existing researchers in the logistics field mainly focus on route optimization [1,2],
multi-objective programming [3,4], credit evaluation [5–7], and freight rate pre-
diction. The industry is paying more attention to the architecture and support
technology of the freight O2O platform, their research on vehicle-cargo matching
mainly focuses on mechanical matching using first-level indicators such as “loca-
tion+route+freight”. Therefore, the existing matching mode cannot fully meet
the needs of both sides of the stow, and the matching accuracy and efficiency
still need to be improved.

Even a small improvement in the accuracy of vehicle-cargo matching can
effectively improve the experience of drivers and cargo owners, better connect
“empty vehicles” with “cargo sources”, and improve logistics costs and trans-
portation efficiency to a certain extent. Based on the large-scale data accumu-
lated by freight O2O platform, this study design an intelligent matching model
considering user preferences to mine the potential rules contained in the histor-
ical information of freight data. Specifically, on the basis of traditional selection
of first-level indicators such as “location+route+freight”, we focus on explor-
ing the potential interests of both drivers and cargo owners, and then adopt
multi-component collaborative feature interactions learning module to obtain
high-order abstract feature vectors containing complex correlation relationships,
and finally feed them into the prediction module to calculate the final predicted
value.

The main contributions of this paper are summarized as follows:
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– In order to improve the matching efficiency between drivers and cargos on the
freight O2O platform, we propose a personalized recommendation algorithm
for cargos to drivers, named HA-CMNet. This model can not only mine the
potential preference information of drivers and cargo owners, but also learn
the complex correlation relationships between multiple features by using the
fitting ability of deep components, which will help improve the accuracy of
vehicle-cargo matching.

– We design a special multi-party information fusion module considering user
preferences. Specifically, the bottom-level attention network is first used to
model various fine-grained preferences in drivers’ historical behaviors and
cargo owners’ historical behaviors, and then the top-level attention network
is used to learn the influence factors of different information on vehicle -cargo
matching task.

– We conduct extensive experiments on real world dataset, the results show that
the proposed model achieves better results on the current task compared to
the advanced and most relevant mainstream baselines. In addition, in order to
verify the effectiveness of the proposed model, the influence of key parameters
and model structure on performance is studied extensively and deeply.

The rest of this paper is organized as follows. In Sect. 2, the problem studied
are briefly stated and the proposed model and its architecture are described in
detail. In Sect. 3, the comprehensive experiments are conducted to verify the
performance of the proposed model. In Sect. 4, the related work is introduced.
In Sect. 5, the study work is summarized and the future work is prospected.

2 Our Approach

2.1 Problem Statement

On the premise that both driver and cargo owner are registered as members of
the freight O2O platform, our study takes the driver as the reference point, and
the matching module in the system pushes appropriate cargos information to
the driver. This process involves the following steps:

Step 1: The driver logs in to the platform and release the information related
to vehicle source. The system selects cargos from the original database that
meet the first level indicators such as “origin-destination”, “vehicle type-vehicle
length”, and “transportation cost” based on the driver’s target route;

Step 2: If the cargos information obtained in Step 1 is too much, the intelligent
matching model will further select the accurate target cargos from the sources set
satisfying Step 1 by combining multiple second-level indicators of driver, cargos,
cargo owner and context, and then push them to the driver after sorting.

Step 3: If the cargos information obtained in Step 1 is too little, the intelli-
gent matching model will select relevant target cargos from the original source
database by combining the driver’s location information and a variety of second-
level indicators such as driver, cargos, cargo owner, and context, and push them
to the driver after sorting.
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This study mainly focuses on Step 2 and Step 3, and the second-level indi-
cators will vary according to specific scenarios.

2.2 Architecture of the Proposed HA-CMNet Model

In this section, we describe the proposed HA-CMNet model, which consists
of four functional modules, namely input data representation module, multi-
party information fusion module considering user preferences, feature interac-
tions learning module and matching calculation and loss function module. The
complete model is a hybrid structure composed of these four modules, as shown
in Fig. 1.

Fig. 1. Architecture of the HA-CMNet model.

The role of each module is as follows:
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(1) Input data representation module: corresponding to the light red part at the
bottom of Fig. 1, it is a embedding mapping layer, which is used to convert
sparse features of input data into low-dimensional dense embedding vectors.
See Sect. 2.3 for a detailed description.

(2) Multi-party information fusion module considering user preferences: corre-
sponding to the light gray part in the middle of Fig. 1, it is a two-layer
attention network, which is used to obtain the user preferences representa-
tion and the influence factors of different information on the vehicle -cargo
matching task. See Sect. 2.4 for a detailed description.

(3) Feature interactions learning module: corresponding to the light blue part
in the middle of Fig. 1, it consists of a cross network [8] and multilayer
perceptron(MLP), which is used to learn potential correlation relations from
multi-party information and obtain higher-order feature representation. See
Sect. 2.5 for a detailed description.

(4) Matching calculation and loss function module: corresponding to the light
yellow part at the top of Fig. 1, it is a Softmax classifier with three output
nodes, which is used to calculate and output the final prediction results. See
Sect. 2.6 for a detailed description.

The above modules and their functions are described in detail later in this
section.

2.3 Input Data Representation

We sort out five types of information from the original data files: driver basic
profile, driver historical behaviors, cargo owner historical behaviors, cargo owner
basic profile, and cargo description. This information contains a large number of
categorical field features such as the driver ID, gender, age, vehicle type, vehicle
length, etc. There are search times, order number, order days, order freight and
other numerical features. And the shipping routes and other text features.

As for the categorical field features, we first represent them as One-hot vec-
tors, and then convert the One-hot vectors into low-dimensional dense embed-
ding vectors via the embedding mapping layer. For example, the embedding
mapping network of the feature “the city where the driver installs the app” can
be represented by a matrix V = [eapp1, eapp2, ..., eappK ] ∈ RK×dv , where K is the
total number of different cities, and eappj ∈ Rdv is the embedding vector with
dimension dv of item j, and the corresponding embedding vector can be obtained
by looking up the table. The numerical features can be used directly after being
normalized. For text features such as historical routes, we use word2vec to rep-
resent as xb = [el1, el2, ..., elt, ..., elT ] ∈ RT×de , where elt is the vector of the t-th
route, de is the dimension of elt, and T is the number of routes.

Finally, the complex information contained in each sample is summarized
into driver basic profile vector xdbp, driver historical behaviors vector xdhb, cargo
owner historical behaviors vector xcohb, cargo owner basic profile vector xcobp,
and cargo description vector xcd after primary key association. These vectors are
concatenated into the joint input vector xinput = [xdbp,xdhb,xcohb,xcobp,xcd] of
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the sample . In addition, the class label of each sample is a One-hot vector
represented by three kinds of tags: browse cargos, click cargos and make phone
calls.

2.4 Multi-party Information Fusion Considering User Preferences

For driver users, whether the transaction of the target cargo is finally concluded
is not only related to the first-level index of “location + route + freight rate”,
but also involves the actual willingness of both the driver and the cargo owner.
Understanding and restoring the potential intentions of both the driver and the
cargo owner is the key issue to be addressed in this section. The attention mecha-
nism can consider the weight relationship between different elements on the basis
of a global perspective. Taking advantage of this advantage, we adopt hierarchi-
cal attention network [9] to first model the fine-grained preferences of driver and
cargo owner, and then learn the influence factors of different information on the
vehicle-cargo matching task, and finally incorporate them into the subsequent
matching prediction calculation.

2.4.1 The Bottom-Level Attention Network Based User Preferences
Modeling
• Driver Preferences Modeling
We design a specialized driver behavior attention network to model driver pref-
erences, in order to obtain driver preferences representation vector. The input of
this part comes from the joint input vector xinput. First, we extract each behavior
xdhbi from the driver historical behaviors vector xdhb = [xdhb1, ...,xdhbM ], and
then concatenate it with the driver basic profile vector xdbp, the cargo owner
basic profile vector xcobp, and the cargo description vector xcd to obtain the
input vector [xdbp,xcobp,xcd,xdhbi] for this part. The output is the learned driver
preferences representation vector x

′
dhb.

Firstly, we model the attention score αm for each driver behavior, as shown
in Eq. (1),

αm = wT
1 · s (W1[xdbp,xcobp,xcd,xdhbi]) , (1)

where w1 ∈ Rd2 and W1 ∈ Rd2×d1 are parameters of the driver behavior atten-
tion network, d1 is the dimension of the input vector of the attention network,
d2 is the dimension of the output vector of the attention network, and s(x) is
the nonlinear activation function.

Then, by normalizing the attention score αm in Eq. (1), we obtain the final
attention score α

′
m as follows,

α
′
m =

exp(αm)
∑M

l=1 exp(αl)
, (2)
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Finally, we concatenate the driver behavior vectors weighted by the final
attention scores into a driver preferences representation vector as follows,

x
′
dhb =

M∑

m=1

α
′
mxdhbm. (3)

• Cargo Owner Preferences Modeling
Similarly, we design a specialized cargo owner behavior attention network to
model cargo owner preferences, in order to obtain cargo owner preferences repre-
sentation vector. The input of this part comes from the joint input vector xinput.
First, we extract each behavior xcohbi from the cargo owner historical behaviors
vector xcohb = [xcohb1, ...,xcohbN ], and then concatenate it with the driver basic
profile vector xdbp, the cargo owner basic profile vector xcobp, and the cargo
description vector xcd to obtain the input vector [xdbp,xcobp,xcd,xcohbi] for this
part. The output is the learned cargo owner preferences representation vector
x

′
cohb.

Firstly, we model the attention score βn for each cargo owner behavior, as
shown in Eq. (4),

βn = wT
2 · s (W2[xdbp,xcobp,xcd,xcohbi]) , (4)

where w2 ∈ Rd3 and W2 ∈ Rd4×d3 are parameters of the cargo owner behavior
attention network, d3 is the dimension of the input vector of the attention net-
work, d4 is the dimension of the output vector of the attention network, and
s(x) is the nonlinear activation function.

Then, by normalizing the attention score βn in Eq. (4), we obtain the final
attention score β

′
n as follows,

β
′
n =

exp(βn)
∑M

l=1 exp(βl)
, (5)

Finally, we concatenate the cargo owner behavior vectors weighted by the
final attention scores into a cargo owner preferences representation vector as
follows,

x
′
cohb =

N∑

n=1

β
′
nxcohbn. (6)

2.4.2 The Top-Level Attention Network Based Influence Modeling
of Different Information
Information from different sources has different activity distribution and is of dif-
ferent importance to vehicle-cargo matching. We adopt the top-level attention
network to model the influence of different information on the final matching
task. The input of this part is six kinds of information, including driver basic
profile vector xdbp, cargo owner basic profile vector xcobp, cargo description vector
xcd, driver preferences representation vector x

′
dhb and cargo owner preferences
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representation vector x
′
cohb obtained in Sect. 2.4.1, and higher-order abstract fea-

ture representation hj obtained in the deep components of subsequent Sect. 2.5.
The output is the corresponding influence factor of various information and the
higher-order feature representation qj .

Firstly, we model the attention score δjj′ for each kind of information, as
shown in Eq. (7),

δjj′ = wT · tanh (Vsj′ + Whj) , (7)

where w, V and W are parameters of the top-level attention net-
work, sj′ (j′ = 1, 2, 3, 4, 5) is the vector representations of five kinds of
information obtained from the bottom-level attention network. Specifically,
s1 = xdbp, s2 = xcobp, s3 = xcd, s4 = x

′
dhb, s5 = x

′
cohb. And hj is the high-level

feature representation obtained by subsequent feature interactions learning mod-
ule when predicting the j-th classification.

Then, by normalizing the attention score δjj′ in Eq. (7), we can obtain the
final attention score δ

′
jj′ for predicting the above five aspects of information in

multiple classifications, which is the impact factor of different information on
the vehicle-cargo matching task. The calculation formula is as follows,

δ
′
jj′ =

exp(δjj′)
∑M

l=5 exp(δjl)
, (8)

Finally, when predicting the j-th class tag, the higher-order feature represen-
tation vector qj obtained from the top-level attention network can be calculated
as:

qj =
5∑

j′=1

δ
′
jj′ · sj′ . (9)

2.5 Feature Interactions Learning

In order to fully explore the potential correlation relationships between multiple
features, we use cross network and MLP for collaborative modeling, and learn
higher-order abstract feature representation in both explicit and implicit ways.
The input of this part is a joint vector x0 = [xdbp,xcobp,xcd,x

′
dhb,x

′
cohb] concate-

nated by the driver basic profile vector xdbp, the cargo basic profile vector xcobp,
the cargo description vector xcd obtained in Sect. 2.3, and the driver preferences
representation vector x

′
dhb and the cargo owner preferences representation vector

x
′
cohb obtained in Sect. 2.4.1. The output is a joint vector hj concatenated by the

higher-order feature representations obtained from the cross network and MLP.
• Cross Network based Explicit Feature Interactions Learning
We use a cross network [8] to explicitly learn vector-level higher-order cross fea-
tures, and the input of cross network is the joint vector x0 mentioned above. The
cross network is composed of cross layers, with each layer having the following
Eq. (10):

xl+1 = x0xT
l wl + bl + xl = f(xl,wl,bl) + xl, (10)
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where xl,xl+1 ∈ Rd are column vectors denoting the outputs from the l-th and
(l + 1)-th cross layers, respectively, wl,bl ∈ Rd are the weight and bias parame-
ters of the l-th layer, and l ∈ [1, .., L1]. Each cross layer adds back its input after
a feature crossing f , and the mapping function f : Rd �→ Rd fits the residual of
xl+1 − xl. A visualization of one cross layer is shown in Fig. 2.

Fig. 2. Visialization of a cross layer.

The output xL1 of the cross network is the feature representation vector
obtained from its last layer, which will be concatenated with the higher-order
feature representation vector obtained from the last layer of the MLP network
to form a joint vector hj .
• MLP based Implicit Feature Interactions Learning
We use MLP network to implicitly learn bit-level high-order cross features. The
input of MLP is also the joint vector x0 mentioned above.

The forward propagation process of the network can be formally described
as:

xl = σ
(
Wlx0 + bl

)
, (11)

xl+1 = σ
(
Wl+1xl + bl+1

)
, (12)

where l ∈ [1, .., L2] is the number of hidden layer, Wl is the connection weight
matrix of the (l − 1)-th and l-th layers of MLP network, bl is the offset of the
l-th layer of the MLP network, σ is the nonlinear activation function, and xl is
the output vector of the l-th layer.

The output xL2 of the MLP network is the feature representation vector
obtained from its last layer, which will be concatenated with the higher-order
feature representation vector obtained from the last layer of the crossover net-
work to form a joint vector hj .

2.6 Matching Calculation and Loss Function

The task studied in this paper belongs to the multi-classification problem. We use
the Softmax classifier for matching prediction calculation. The input of this part
is the higher-order feature representation vector qj obtained from the top-level
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attention network in Sect. 2.4.2, and the output is a predicted value calculated
by the following Eq. (13),

ŷ = P (y = j) = Softmax(qj) =
exp(qj)

∑2
j′=0 exp(qj′)

, j ∈ {0, 1, 2}, (13)

In addition, we use the cross entropy loss function with regularization term to
optimize the model parameters,

L = P (y = j) = − 1
N

N∑

i=1

⎛

⎝
2∑

j=0

yilog(ŷi)

⎞

⎠ + λ
∑

l

‖wl‖2, (14)

where ŷi is the predicted value calculated according to Eq. (13), yi is the label
value, N is the total number of samples, and λ is the penalty factor for the
regularization term.

3 Experiments

In this section, we introduce the experiments in detail, including the dataset,
evaluation metrics, baselines, comparative study, hyperparameters setting and
sensitivity analysis, and ablation study.

3.1 Dataset

This study use a dataset provided by China’s largest intercity freight O2O plat-
form, Full Truck Alliance Co. Ltd [10]. We sort out five types of information from
the original file of the dataset by means of primary key association: driver basic
profile including driver ID, gender, age, registration time, vehicle type, vehicle
length, APP platform, device brand, etc.; driver historical behaviors including
the cargos sent by the driver, recent search routes in different time periods,
number of browsing sources, number of clicks on sources, and number of phone
calls made; cargo owner historical behaviors including their historical shipping
routes, categories, total recent shipments in different time periods, number of
days shipped, the quantity of goods complained, etc.; cargo owner basic profile
including ID, gender, age, authentication time, activation date, APP platform,
device brand, package type, and other features; cargo description including fea-
tures such as cargo ID, cargo owner ID, origin, destination, weight, volume, type,
freight rate, required vehicle type, required vehicle length, etc.

3.2 Evaluation Metrics

The prediction task of this study belongs to the multi-classification problem,
and we use three evaluation metrics, macro-precision, macro-recall and macro-F1
score, for evaluation [11]. Among them, macro F1-score is a balanced compre-
hensive index. The larger the value of these metrics, the better the classification
effect.
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3.3 Baselines

In order to fully verify the effectiveness of the proposed model, we compare it
with several state of the art intelligent vehicle-cargo matching methods. The
details of the baselines are as follows:

LightGBM [12]: This method can well model the feature interactions and is
widely used in industry.

XGBoost [13]: This method can also better model the potential interactions
between different features in vehicle and cargo information, and obtain valuable
and interpretable high-order features, and has a good effect in industry.

DNN based competition plan [14]: This method can fit the potential law
among the features, and currently some leading enterprises begin to exploit the
deep learning technology for intelligent matching of vehicle, cargo and context
information.

A-SENet [15]: This method introduces SENet and attention on the basis of
the DNN based competition plan, which is currently a relatively novel solution.

3.4 Comparative Study

For HA-CMNet trained from scratch, we use Gaussian distribution (mean value
is 0, standard deviation is 0.01) to randomly initialize model parameters. The
training loss of the proposed model on the dataset is shown in Fig. 3, and the
hyperparameters setting is shown in Sect. 3.5. In this section, we compare HA-
CMNet with the baselines on the same task.

Fig. 3. Training loss of HA-CMNet on this dataset.

• Parameters Setting of Baselines
In a consistent experimental environment, in order to make baselines reach their
best states, we also optimize them through many experiments. Finally, for Light-
GBM, we set learning_rate to 0.05, min_child_sample to 18, and max_depth
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to 5. For XGBoost, we set booster to gbtree, max_depth to 3, learning rate
to 0.001, objective to multi:softprob, eval_metric to mlogloss, early_stop is 15.
For the DNN based competition plan and A-SENet, we adopt an MLP structure
of 100-100-100, a learning rate of 0.0001, and an optimizer of Adam. To avoid
overfitting, L2 regularization is adopted and the dropout is set at 0.5.
• Results and Comparative Analysis

Table 1. Performance comparison of all models.

Model Macro-precision Macro-recall Macro-F1 score

LightGBM 0. 8104 0.7712 0.7834
XGBoost 0.7936 0.8074 0.8011
DNN based competition plan 0.8272 0.8322 0.8273
A-SENet 0.8372 0.8410 0.8351
HA-CMNet 0.8593 0.8465 0.8502

Table 1 shows the experimental results of all models on the current predic-
tion task. LightGBM and XGBoost are traditional methods used in the industry,
which train multiple decision trees to fit the association relationships in multi-
party information, and mining the potential association relationships between
features is proven to be helpful for prediction. Compared with XGBoost, Light-
GBM has faster training speed and lower computational overhead, but we find
that its accuracy is slightly lower than XGBoost, which may be due to its decision
tree node splitting method and tree growth method.

DNN based competition plan achieve better results than LightGBM and
XGBoost, demonstrating that the DNN based solution outperforms the tradi-
tional tree based model due to its superior extraction ability of complex asso-
ciation relationships compared to the tree based model. Compared with DNN
based competition plan, A-SENet adds SENet modules to the left and right tow-
ers, which can dynamically represent the importance of different features and
improve the prediction accuracy to a certain extent.

And our proposed HA-CMNet achieve better results than DNN based com-
petition plan and A-SENet, mainly due to the following two advantages: (i)By
introducing the hierarchical attention network, selecting significant latent infor-
mation from different levels is helpful to improve the modeling ability of the
model; (ii) By combining cross network and MLP to learn multi-party feature
interactions, prediction accuracy can be improved more effectively than sepa-
rately learning the driver latent vector and the cargo owner latent vector.

In conclusion, by sufficient comparison with the mainstream baselines, the
proposed model can achieve better results on the experimental dataset, which
proves the validity of the HA-CMNet model design.
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3.5 Hyperparameters Setting and Sensitivity Analysis

In this section, we mainly study the influence of hyperparameters setting on the
performance of HA-CMNet, including: (i) MLP network structure; (ii) Number
of cross network layers; (iii) Learning rate; (iv) Activation function; (v) Penalty
factor; (vi) Optimizer. We adopt control variable method to conduct experi-
ments, that is, first fix the values of other hyperparameters, and then change the
value of a hyperparameter to be understood within a certain range to observe
its influence on the prediction results.

Fig. 4. Hyperparameters setting and sensitivity analysis.

As shown in Fig. 4, we test the influence of four network structures [Diamond,
Constant, Incrementing, and Decreasing] on the final performance. It can be
observed that when the MLP network structure is Constant, the performance
of HA-CMNet is relatively best, which may be because this structure is more
suitable for the current prediction task. We also find that if the number of hidden
layers continues to increase, the model performance will not be significantly
improved, and this phenomenon is caused by excessive parameters leading to
overfitting.

For the cross network, we find that the effect is relatively stable when the
number of cross layers is 6, and increasing the number of cross layers no longer
improves the effect. This indicates that introducing a higher degree of feature
interactions is not helpful. Finally, we choose the MLP network structure as
100-100-100, and the number of layers of the cross network is 6.

As for the learning rate, we test in four values [0.0001, 0.001, 0.01, 0.1], and
find that 0.001 is better in convergence speed and accuracy. By comparing three
activation functions: Sigmoid, ReLU and Tanh, it is found that ReLU is slightly
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better than the other two. This may be because ReLU is a left saturation func-
tion, which alleviates the problem of gradient disappearance of neural network
to a certain extent, and can accelerate the convergence rate of gradient decline.

Based on experience, the penalty factor for the regularization term is tested
among four values: [0.0001, 0.001, 0.01, 0.05], and it is found that 0.0001 is
slightly better. The effect is relatively good when the optimizer is Adam. The
dropout rate is set to 0.5, and we find that this value matches the ReLU activa-
tion function in the experiment.

3.6 Ablation Study

In the ablation test, in order to further evaluate the design rationality and valid-
ity of the proposed model, we will analyze the influence of different components
in HA-CMNet in detail.

Fig. 5. The effect of the proposed models with different components.

• The Influence of Hierarchical Attention Network on Prediction
We test the effect of models with and without hierarchical attention networks,
respectively. From Fig. 5, we can see that the former achieve significantly bet-
ter results, which can be explained by the fact that it contains two levels of
improvement: first, the low-level attention network focuses on fine-grained user
preferences; second, the top-level attention network strengthens the influence of
different information on matching prediction. This is attributed to the fact that
the attention network can effectively select significant latent information from
the feature level, which helps improve the proposed model’s expressive ability.
• The Influence of Cross Network and MLP on Prediction
We test the effect of feature interactions learning modules using three different
methods: cross network+MLP, cross network, and MLP. It can be observed
from Fig. 5 that the effect of MLP is relatively low, while that of cross network
is significantly higher, and cross network +MLP achieves the best effect. We
also find that combinations including cross network can achieve better results,
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which is an interesting phenomenon that explicit modeling of high-order feature
interactions has a better effect on matching prediction, and can be regarded as
an experience or rule.

In conclusion, theoretically and practically, the proposed model can effec-
tively select significant latent information by using hierarchical attention net-
work, and can simultaneously learn feature interactions from different perspec-
tives by using cross network and MLP, which is a reasonable and effective design
mode for vehicle-cargo matching task.

4 Related Work

As a new supply and demand stowing mode, vehicle-cargo matching in the freight
O2O platform attracts researchers and engineers at home and abroad to study
from different perspectives due to its complexity and importance in the current
logistics transportation.

Li et al. studied the one vehicle multi-point delivery service [1] in the freight
O2O platform and the supply-demand matching and route planning of the zero-
carload cargo business [2]. Some researchers also use intelligent algorithms such
as semantic web and evolutionary algorithm to study the vehicle-cargo matching
problem. For example, Gu constructed an ontology in the field of vehicle-cargo
matching, studied the matching rate of road freight vehicles and cargos, and
implemented the basic intelligent reasoning function of the highway freight infor-
mation platform and semantic based matching between vehicles and cargos [3].
Liu constructed an information index system and vehicle-cargo matching model
based on multi-objective programming, proposed a solving algorithm for vehicle-
cargo matching model based on genetic algorithm, and optimized and analyzed
the vehicle-cargo matching problem of Chuanhua Logistics Highway Port [4].

Some researchers also use game theory and credit evaluation methods to
study problems related to vehicle-cargo matching. For example, Jia et al. con-
structed a bilateral user transaction game model for the vehicle-cargo matching
platform, exploring the control problem of platform users evolving from multi
attribution to single attribution [5]. Shao et al. selected four platforms such as
huochebang, YMM as the analysis object, first constructed the competitiveness
evaluation index system for the vehicle-cargo matching platform, and then used
analytic hierarchy process to determine the weights of each evaluation index,
finally, used the fuzzy comprehensive evaluation method to evaluate the selected
platform and obtained its competitiveness level [6]. Bing used analytic hierarchy
process and fuzzy comprehensive evaluation to construct a credit evaluation sys-
tem for vehicle owners and cargo owners, and established a one-to-one vehicle-
cargo matching scheduling model and a one-to-many vehicle-cargo matching
scheduling model with the goal of minimizing matching costs [7].

The industry also begins to explore solutions based on big data technology.
They adopted the embedding mapping layer and DNN to model driver latent
vector and cargo latent vector, and then adopted softmaxclassifier for classifi-



HA-CMNet 663

cation [14]. On this basis, Fang et al. proposed a driver CTR model A-SENet,
which differed in that SENet was used to calculate the cargo latent vector, while
attention and SENet were used to calculate the driver latent vector [15].

5 Conclusion and Future Work

This paper proposes a driver CTR model named HA-CMNet, which aims to
improve the efficiency and accuracy of vehicle-cargo matching task in freight
O2O platform. The model has the following advantages: (i)It can effectively
mine the preferences information of drivers and cargo owners; (ii) It can learn
the influence factors of different information on the vehicle-cargo matching task;
(iii) It can learn the higher-order feature interactions at both the bit-level and
the vector-level, and obtain the cross features containing rich semantic informa-
tion. Detailed and comprehensive experiments are conducted on the real dataset
provided by Full Truck Alliance Co. Ltd., and the results show that the proposed
model can achieve a certain degree of better performance than the baselines.

There are two directions for future work. Firstly, we explore the introduction
of graph comparison learning [16], graph convolutional networks [17], and other
graph methods [18,19] to improve item representation accuracy; Secondly, we
consider extending our solution to the order-rider matching problem in O2O
platforms for life services.
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Abstract. In the collaborative production environment of manufacturing tasks,
the evaluation of enterprise technical capability in advance has a direct impact
on the high-performance collaboration between the supplier and the demander
of production tasks. In order to solve the problem of efficiency and accuracy in
the past evaluation methods, this paper applies the adaptive neuro fuzzy inference
system (ANFIS) to the field of enterprise technical capability evaluation for the
first time, and proposes an improved hybrid intelligent model SFAHP-ANFIS-
PSO based on fuzzy theory. The model takes the four key indexes which have the
deepest impact on enterprise technical capability evaluation as the input variables
of the model, and the input data are evaluated by ANFIS with high accuracy.
Spherical fuzzy analytic hierarchy process (SFAHP) calculated the weight of each
evaluation index to preprocess the ANFIS model. Particle swarm optimization
algorithm (PSO) continuously optimized the model parameters in the training
process, shortened the model training time, improved the evaluation efficiency,
and further improved the accuracy of the evaluation results. The experimental
results show that the SFAHP-ANFIS-PSO model has high convergence speed
and accuracy of results, and can be used to evaluate the technical capability of
enterprises with high efficiency and high accuracy.

Keywords: Technical Capability Evaluation · ANFIS · Spherical Fuzzy
Analytic Hierarchy Process · Particle Swarm Optimization

1 Introduction

As knowledge becomes more and more specialized and decentralized, more enterprises
choose to achieve complementary advantages and resource sharing through good cooper-
ation with other enterprises [1]. High-performance collaboration maximizes the benefits
of all stakeholders [2]. In collaborative networks, the in-depth study of the relevant
factors affecting collaboration performance is of great significance for optimizing the
selection of collaboration partners and improving the collaboration efficiency between
enterprises. In recent years, domestic and foreign researchers have widely mentioned
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the importance of enterprise technical capability on collaboration performance in the
fields like collaborative supplier selection and evaluation, collaborative innovation per-
formance and collaborative result performance evaluation [3–5]. Therefore, how to eval-
uate the technical capability of enterprises is an extremely important problem. Enterprise
technical capability evaluation is a decision problem with great uncertainty or fuzziness.
In previous research on capability evaluation, a two-stage approach is often adopted.
Firstly, key indicators for the evaluation problem are determined, followed by the use
of different evaluation methods to obtain evaluation results. Commonly used evaluation
methods include questionnaire survey, multi-criteria decision method, fuzzy compre-
hensive evaluation method, Back Propagation (BP) Neural Network, etc. Most of these
evaluation methods are characterized by strong subjectivity, low accuracy of evaluation
results, complicated calculation and low efficiency of evaluation process. BP neural net-
work introduces intelligent algorithms into the evaluation process, but BP neural network
has high requirements for data samples and parameter Settings. From a mathematical
perspective, it is highly prone to getting trapped in local extrema and suffers from slow
convergence speed. In addition, the ability of BP neural networks to handle uncertainty
problems is inadequate.

In this paper, an improved hybrid intelligent model SFAHP-ANFIS-PSO based on
fuzzy theory is proposed to evaluate the technical capability of enterprises accurately
and efficiently. The SFAHP-ANFIS-PSO model combines neural network and fuzzy
reasoning, quantifies the technical capability of enterprises based on fuzzy rules, and
effectively solves the evaluation of uncertainty problems. To further enhance the effi-
ciency and accuracy of the assessment results, the SFAHP algorithm [6] is used to
calculate the weights of evaluation indicators. Preprocessing is performed on the model
before training, and the PSO algorithm [7] is utilized to optimize the model parameters
during the training process.

2 Related Work

In the field of capability evaluation, reference [8] aims at the maturity evaluation of intel-
ligent manufacturing capability in the chair industry, proposes a multi-level evaluation
index system, and uses the analytic network process (ANP) and SD software to complete
the maturity evaluation of industrial intelligent manufacturing capability. Reference [9]
addresses the evaluation of technological innovation capabilities in Chinese prefabri-
cated construction companies. They propose an evaluation indicator system and utilize
information entropy to determine the weights of the evaluation indicators. Finally, they
quantitatively assess the technological innovation capabilities of the companies using
Gray Relational Analysis (GRA). Reference [10] combines BP neural networks with the
FireflyAlgorithmandSparrowSearchAlgorithm in the field of intelligentmanufacturing
capability maturity assessment. Aiming at improving enterprise performance and ven-
ture capital management, reference [11] studied the positive impact of optimizing supply
chain technology innovation and venture capital on enterprise performance improve-
ment, and proposed an enterprise performance evaluation index system. Reference [12]
proposed a supplier evaluation method, which takes factors such as cost and enterprise
technical capability as evaluation criteria, and uses expert scoring method to quantify
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qualitative indicators. Previous research methods rely on strong subjectivity in the eval-
uation process, the calculation process is complex, and the ability to deal with uncertain
problems is insufficient. These methods have resulted in lower accuracy of assessment
results and low efficiency in the evaluation process. ANFIS [13] has been widely applied
to various evaluation and prediction problems and has demonstrated strong advantages
in handling uncertainty. Reference [14] proposed four hybrid neural network models
for spatial prediction of wildfire probability. The four models combined ANFIS with
metaheuristic optimization algorithms GA, PSO, SFLA and ICA respectively. Refer-
ence [15] proposed an ANFIS-PNN-GAmodel to predict the air overpressure caused by
blasting, in which the GA algorithm was utilized to optimize the ANFIS-PNN structure
and improve the model efficiency. Reference [16] developed prediction models for com-
pressive strength (CS) of ordinary concrete (NC) and high-performance concrete (HPC)
using a combination of ANFIS and Grey Wolf Optimization (GWO) algorithm. The
results demonstrated that the hybrid approach of ANFIS and GWO effectively improved
the performance of the models and enhanced the accuracy of predicting CS.

In summary, the evaluation of technological capabilities in enterprises requires an
evaluation method that is efficient, accurate, and capable of handling uncertainty or
ambiguity. The combination of ANFIS and intelligent optimization algorithm can solve
a variety of evaluation and prediction problems. Therefore, this paper proposes a SFAHP-
ANFIS-PSO model for high-efficiency and high-accuracy evaluation of enterprise
technical capability.

3 Implementation of the Enterprise Technological Capability
Evaluation Model

3.1 Enterprise Technical Capability Evaluation Problem

The evaluation of technological capabilities in enterprises is a systematic evaluation pro-
cess that assesses their strength, potential, and other aspects in the field of technology.
When evaluating the technological capabilities of manufacturing enterprises, factors
such as technical personnel, research and development capabilities, and technological
infrastructure need to be considered to determine key evaluation indicators. In the actual
production environment, each indicator may have a different impact on the evaluation
results of technological capabilities. Based on this, scientificmethods are used to analyze
and calculate the data of each indicator, leading to the final evaluation results. In the con-
text of collaborative networks and supply-demand relationships, the evaluation results
of technological capabilities in enterprises can help demand-side enterprises understand
the technical strength of the supply-side enterprises before cooperation. It facilitates
the evaluation of the feasibility and reliability of collaboration, thereby ensuring the
successful completion of high-performance collaborative processes.

3.2 Determine the Evaluation Index and Index Weight

Evaluation Index. Based on the characteristics of manufacturing enterprises, expert
experience and an analysis and summary of previous relevant literatures, this paper has
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determined the main factors for considering enterprise technical capability, including
the number of senior technical engineers, the number of product patents, the proportion
of R&D investment, and the degree of technology intensity.

Determine Index Weights Based on SFAHP. The impact of different indexes on the
evaluation of enterprise technical capability varies. This paper combines expert opinions
with spherical fuzzy analytic hierarchy process to determine index weights. An index
weight evaluationmodel based on SFAHP [10] is designed. The combination of spherical
fuzzy set and traditional AHP in the model allows decision makers to express their
uncertainty in the decision-making process through a nine-level spherical fuzzy scale,
which effectively improves the scientific and accuracy of the evaluation results.

3.3 Construct the Improved Hybrid Intelligent Model SFAHP-ANFIS-PSO

Feasibility Analysis of ANFIS for Technical Capability Assessment. ANFIS is a
hybrid fuzzy inference system that combines neural networks with fuzzy logic. FIS
transforms the fuzzy human experience and knowledge into the rule base of the system,
which maps the nonlinear relationship between a set of inputs and outputs by using
the past experience. Neural network makes ANFIS have the ability of self-learning,
which determines that even without enough prior experience to construct the rule base of
ANFIS, based on reasonablemembership function setting, a set of rules that approximate
the provided data set can be generated by learning. Based on the above advantages,
ANFIS can effectively simulate the reasoning process of experts when dealing with
imprecise problems related to assessing technological capabilities in enterprises. By
learning from historical data of technological capability assessments, ANFIS is capable
of capturing the expertise and knowledge inherent in the data. Using evaluation indicator
data as input to the model, ANFIS transforms the input data into membership degrees
of different fuzzy sets. Through rule operations, it ultimately maps to a specific value
representing the technological capability of the enterprise.

Preprocess theANFISModel. TheANFISmodel has a five-layer network hierarchy, in
which the adjustable parameters are in the first layer and the fourth layer. The parameters
of Layer1 are all the membership function parameters, called the premise parameters,
and the consequence parameters of the model are included in Layer4. This paper uses
the evaluation index weights obtained by SFAHP method to preprocess all consequence
parameters of the model. The index weights obtained by SFAHP combined with expert
experience are much closer to the optimal solution of consequence parameters compared
to random numbers. Preprocessing can effectively improve the evaluation accuracy and
convergence speed of the model.

Construct the SFAHP-ANFIS-PSOModel. Particle SwarmOptimization (PSO) algo-
rithm is an intelligent optimization algorithm that finds the optimal solution through the
cooperation and information sharing between individuals in the swarm. The algorithm
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is simple and easy to understand and implement, which has strong global search ability
to avoid falling into local optimal solution.

Fig. 1. Work flowchart of constructing improved hybrid intelligent model SFAHP-ANFIS-PSO

In this paper, PSO algorithm is applied to ANFIS model optimization, and an
improved hybrid intelligence model, SFAHP-ANFIS-PSO, was constructed (Fig. 1) to
assess the technical capabilities of enterprises quantitatively. In the construction pro-
cess of the SFAHP-ANFIS-PSO model, the model parameters are preprocessed using
the SFAHP algorithm to calculate the weights of the indicators. Then, leveraging the
advantages of the PSO algorithm, the model continuously searches for the global opti-
mal solution for all adjustable parameters, leading to model updates. Ultimately, the
model achieves optimality in terms of convergence speed and assessment result accuracy.
The pseudo-code of the SFAHP-ANFIS-PSO model construction algorithm is shown in
Algorithm 1.
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SFAHP-ANFIS-PSO Evaluate Enterprise Technical Capability. The SFAHP-
ANFIS-PSO model takes four indicators as input data: the number of senior technical
engineers in the enterprise, the number of product patents, the proportion of research and
development investment, and the technological intensity. The overall evaluation process
of the model consists of five hierarchical steps. Firstly, fuzzy membership assignment:
For each input variable in the model, a corresponding number of fuzzy sets and their
optimized membership functions are defined. This step determines the degree of mem-
bership for the input data in the fuzzy sets. Then, rule triggering strength calculation:
Based on the obtainedmembership degrees from the previous step, the triggering strength
of each evaluation rule is calculated. The number of rules is determined by multiplying
the number of fuzzy sets for each input variable. Then, normalization of rule triggering
strengths: The triggering strengths of each rule are normalized to ensure their consis-
tency and comparability. completed optimal linear function. The output of each rule is
then calculated by optimizing the completed optimal linear function. Finally, the final
enterprise technical capability score is obtained by summing the output of each rule.
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4 Experimental Results

To verify the superiority of the proposed model in this paper, MAE and RMSE were
selected as performance parameters to quantitatively evaluate the model performance.
The SFAHP-ANFIS-PSO model and the ANFIS-PSO model were compared from two
aspects: model convergence speed and evaluation result accuracy. The program for the
proposed model is implemented using the Python programming language, specifically
version 3.8.0. The execution environment is set as follows: 16 GB of memory and the
Windows 10 operating system. For the experimental setup, the parameters are as follows:
the population size is set to 50, the number of iterations is set to 300, and each input
variable has 4 fuzzy sets. The experimental comparison results are shown in Table 1 and
Fig. 2.

Table 1. Comparison between the performances of the assessment models.

Assessment model Train dataset Test dataset

RMSE MAE RMSE MAE

ANFIS-PSO 0.0493 0.1948 0.0954 0.2471

SFAHP-ANFIS-PSO 0.0199 0.1260 0.0381 0.1744

Fig. 2. Model convergence process

As shown in Table 1, both SFAHP-ANFIS-PSO andANFIS-PSOmodels can achieve
high accuracy evaluation of enterprise technical capabilities. Among them, the error
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of the evaluation results of SFAHP-ANFIS-PSO is significantly smaller. The highest
evaluation accuracy on the training and test datasets is (RMSE = 0.0199 and MAE =
0.1260) and (RMSE = 0.0381 and MAE = 0.1744). In terms of convergence speed,
Fig. 2 reflects that the technical capability evaluation models based on ANFIS all have
extremely fast convergence speed. The ANFIS-PSO model converges after about 160
iterations, and the SFAHP-ANFIS-PSOmodel converges after about 60 iterations thanks
to the preprocessing of SFAHP.

5 Conclusion

In order to achieve high efficiency and precision evaluation of enterprise technical capa-
bility, this paper proposes a SFAHP-ANFIS-PSOmodel for enterprise technical capabil-
ity evaluation. Firstly, four key evaluation indexes of enterprise technical capability were
determined as the input parameters for the model. Then, the SFAHP-ANFIS-PSOmodel
is constructed to complete the evaluation of technical ability. By utilizingANFIS’s ability
to convert human experiential knowledge into fuzzy logic and its efficient self-learning
capability, input data can be transformed into membership degrees of different fuzzy
sets that closely resemble human experience. This enables efficient rule learning to take
place. The SFAHP is used to calculate the weight of the evaluation indexes for model
preprocessing, and the intelligent optimization algorithm PSO is used to optimize the
model. The optimal solution of the model parameters is constantly searched in the train-
ing process to further improve the convergence efficiency of the model and the accuracy
of the evaluation results. The experimental results show that the SFAHP-ANFIS-PSO
model converges after about 60 iterations, which greatly improves the evaluation effi-
ciency. After the validation data set test, the results show that the model evaluation
results have extremely high accuracy, and the evaluation accuracy is (RMSE = 0.0381
and MAE = 0.1744).
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Abstract. With the ongoing integration of industrialization and informatization,
enterprise information infrastructure has been steadily advancing, leading to a
substantial surge in data volume generated within organizations. Military enter-
prises, in particular, face unique challenges such as distributed data sources, data
confidentiality concerns, and limited data sharing capabilities. The traditional
approach of manually transferring data using physical media yields low trans-
mission efficiency and requires significant human resources. Furthermore, the
lack of comprehensive planning and standardized frameworks during the initial
stages of enterprise information system development has resulted in data silos
throughout the organization. Consequently, the seamless integration of data links
and efficient data management has emerged as a critical priority for enterprises.
This research paper presents a comprehensive methodology for data exchange and
management in the military industry sector. It encompasses key aspects such as
establishing data links, designing top-level architectural plans, constructing and
implementing robust data models, implementing effective data warehouse man-
agement, and ultimately achieving a unified and centralized data display process.
Through the implementation of this methodology, the aim is to facilitate efficient
data flow, provide users with clear visualizations of data processing outcomes,
enable streamlined data management, and enhance the value of data assets within
the enterprise.

Keywords: Data Architecture · Data Visualization · Data Transmission · Data
Processing

1 Introduction

1.1 A Subsection Sample

As the enterprise’s digital transformation efforts gradually unfold, the advancement
of information construction has become a key focus. In response to diverse business
requirements, numerous information systems have been established, resulting in sub-
stantial data accumulation. While these information systems have brought operational
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convenience, they have also uncovered underlying challenges. Military enterprises, in
particular, face the need to maintain data confidentiality, leading to data barriers among
different units. As information is transmitted across systems, data redundancy becomes
evident. The lack of correlation and traceability between systems hampers database
access and increases the risk of crashes. Furthermore, the absence of top-level archi-
tecture and institutional processes within the enterprise contributes to fragmented data
management and a lack of centralized control, resulting in duplicated data definitions
and difficulties in realizing its value.

To address these issues, this research paper proposes a comprehensive method for
data exchange and management in the military industry domain. This method offers
robust support for enterprises in designing top-level data architectures, establishing
related management systems, facilitating data interface connectivity between systems
and different locations, building data warehouses, and creating data visualization plat-
forms. By implementing this approach, enterprises can achieve enhanced data man-
agement capabilities, improved data correlation, and more effective data utilization,
ultimately driving the success of digital transformation initiatives.

2 Key Technology Research

2.1 Data Architecture

Data architecture plays a crucial rolewithin the broader context of enterprise architecture.
It encompasses the business architecture and serves as the foundation for designing appli-
cation architecture [1]. The diagram provided illustrates the comprehensive structure of
the data architecture [2].

Fig. 1. Data Architecture

The diagram illustrates the data architecture’s comprehensive structure, which can
be divided into four main components: subject domain, data classification, data model,
and data application (Fig. 1).
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a) Subject Domain
The subject domain serves as the foundational structure of the data classification

systemwithin the enterprise architecture. It establishes a fundamental alignment with
the business domain and provides the basis for defining the data architecture.

b) Data Classification
Data classification entails the systematic categorization of all essential data

objects. It involves dividing the data objects into distinct groups based on their
respective topic domains and conducting analysis and classification within each
domain.

c) Data Model
The data model encompasses the definition of conceptual and logical models for

data. These models represent the content and relationships of data objects, providing
a framework for understanding and organizing the data within the architecture.

d) Data Application
Data application involves the strategic planning of the top-level architecture and

implementation approach for data application systems. It is driven by the enter-
prise’s vision and guides the construction and implementation of data management
application systems throughout the organization.

2.2 Data Warehouse Construction

A data warehouse [3, 4] is a strategic repository that facilitates comprehensive data
support for decision-making processes across all levels of an enterprise. It serves as a
centralized data store specifically designed for analytical reporting and decision support,
offering valuable insights to enhance business process optimization and enabling enter-
prises to monitor aspects such as time, cost, quality, and control. This dedicated data
resource plays a crucial role in empowering organizations with business intelligence
capabilities.

2.3 Data Visualization Technology

Data visualization [5, 6] refers to the process of visually representing location-based
information within a vast dataset using graphics or images, leveraging data analysis and
development tools to their full potential.

Finereport, a leading provider of big data BI and analysis platforms in China, special-
izes in the fields of business intelligence and data analysis. Offering a user-friendly inter-
face and robust features, Finereport caters to various requirements such as diverse report
display, interactive analysis, data entry, permission management, scheduling, print out-
put, portal management, and large screen display. Its extensive range of features reduces
implementation costs while meeting the daily management needs of enterprises.

2.4 Data Exchange

Data exchange [7, 8] is the procedure of establishing a transient interconnection pathway
for data communication between multiple data terminal devices. It enables the seamless
transfer of data between any two terminal devices. Data exchange encompasses various
modes, including circuit exchange, message switching, packet exchange, and hybrid
exchange.
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3 Design and Implementation

3.1 Enterprise Model Management Platform

After investigating and analyzing the current basic situation of the enterprise, the pro-
posed approach is the “1+ 2+N” framework. This framework focuses on developing a
robust data management system as the core, while simultaneously nurturing the capabil-
ities to construct a comprehensive data architecture and data platform. The data is then
empowered through the implementation of various value-added initiatives.

a) Building Data Management System
By establishing high-level data management entities such as data management

committees and data management offices. Defining top-level systems and depart-
mental standards and developing data management processes, the enterprise can
effectively govern the operations of data management.

b) Data Architecture and Data Management Platform
Utilizing the new era quality management system, the business processes within

the enterprise are thoroughly examined. This includes organizing business objects,
mapping them to corresponding data entities, constructing conceptual and logical
data models, and establishing a comprehensive, distinct, and authoritative definition
of business objects in the enterprise’s data landscape. This standardized founda-
tion serves as a reference for subsequent information system development, database
design, data integration, and data sharing initiatives.

3.2 Data Warehouse Construction

In order to store and use date more efficiently, the enterprises build their own data
warehouse, which contains stage layer, CDM (Common Dimension Model) layer and
ADS (Application Data Service) layer. The CDM layer includes DWD (DataWarehouse
Detail) layer and DWS (Data Warehouse Service) layer. The model hierarchy is shown
in the figure.

The different layers of the system serve distinct functions as outlined below:

1) Stage
The primary role of the stage layer is to facilitate data synchronization by directly

storing data from various information systems within the enterprise into a centralized
data warehouse. Additionally, it involves the archival or cleansing of historical data
based on the specific requirements of data operations (Fig. 2).

2) CDM
Within the CDM layer, the data from the stage layer undergoes processing to

generate detailed fact data and dimension table data. Subsequently, this processed
data is further transformed to generate summarized public indicator data.

3) ADS
The application data layer (ADS) functions as a repository for personalized sta-

tistical indicator data derived from processing activities based on the stage layer and
the common dimension model (CDM) layer (Fig. 3).
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Fig. 2. Model Hierarchy

Fig. 3. Circulation relationship

When constructing a data warehouse, it adheres to the principles of data architecture
design and aligns with the data management standards established within the enterprise.
This approach aims to manage the growth trajectory of data volume, thereby enhancing
the efficiency of data exploration and development while optimizing data storage space
and reducing associated costs.
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3.3 Big Data Center

In order to unlock the inherent value of data, transform it into tangible insights, and
enhance the enterprise’s data-driven capabilities, an enterprise big data center is estab-
lished utilizing the Finereport tool. Tailored to cater to diverse user groups, the big data
center offers varying types of foundational data information. Recognizing the confiden-
tiality requirements of military enterprises and the need for access control, the big data
center implements a dual-layer authorization mechanism. This approach grants autho-
rization to data visualization pageswithin Finereport, while alsomanaging user visibility
through the data center management system’s menu access privileges. The dual-layer
control ensures robust data security measures are in place.

3.4 Remote Data Transmission

During the initial construction phase, the decentralized generation of data across multi-
ple locations resulted in a lack of unified and standardized data. This led to a complex
network of data transmission, as illustrated in the diagram. The intricate mesh of data
transmission links gave rise to issues such as redundant transmissions, duplicated require-
ments, missing attributes, and unclear process records. To address these challenges, our
enterprise will establish dedicated data centers in various regions. These centers will
serve as centralized hubs, consolidating and harmonizing the data requirements. Con-
sequently, the complex mesh of data transmission links will be transformed into a more
efficient “dual star data link” configuration (Fig. 4).

Fig. 4. Old Data Link
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Fig. 5. New Data Link

4 Prospect

This article presents a comprehensive approach to data exchange and management in the
military industry (Fig. 5). It outlines a systematic method that encompasses various com-
ponents such as data management system planning, data model management platform
development, data warehouse establishment, big data center construction, and remote
data transmission connectivity. By implementing this approach, it enables standardized
definition management, efficient storage, unified display, and seamless data exchange
and sharing among individual information systems within enterprises.
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Abstract. Computed Tomography (CT) images are widely used due to their low
cost and high effectiveness. However, artifacts caused by human motion lead
to a decline in image quality, which affects diagnostic accuracy and prognosis.
Recently, significant progress has been made in motion blur detection using Con-
volutionalNeuralNetworks (CNNs).However, theseCNN-basedmethods still fall
short of meeting the requirements of the medical field. Furthermore, CNN-based
artifacts can only handle the regular node, but do not suitable for the irregular node
distribution scenario, which result in ignorance of the relationship between CT
images. In this paper, a novel construction method for head CT images based on
complex networks theory has been proposed. Firstly, the spatial-temporal infor-
mation is utilized to construct the graph of head CT images. The relationship
between different head CT images is depicted from a comprehensive perspec-
tive. The head CT images are mapped to a topology of CT image network. Sec-
ondly, structural differences are reflected by comparing topological characteristics
between graph construction based on spatial-temporal domain and spatial infor-
mation. Finally, multi-region image quality is classified using spatial-temporal
community detection. Experimental results demonstrate that the spatial-temporal
community detection method significantly improves the performance of multi-
region quality assessment, achieving an accuracy of up to 99.79%. Moreover, it
better satisfies the clinical requirement for the interpretability.

Keywords: Head Computed Tomography Images · Spatial-Temporal Domain ·
Multi-region · Graph Theory · Community Detection · Quality Assessment

1 Introduction

Computed Tomography (CT) image is drawing increasing attention and playing a crucial
role in diagnosis and prognosis, due to its low cost and non-invasive nature. To achieve
high diagnostic accuracy, the prerequisite is the high quality of CT images. However,
CT image may be affected by individual motion, such as shaking, breathing, and other
factors, leading to a decline in image quality that may not meet the requirements of clin-
ical scenes, ultimately resulting in decreased diagnostic accuracy. Therefore, effective
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detection of motion artifacts which may affect the diagnosis is of great necessity [1]. It is
challenging that it requires extensive clinical experience and comprehensive knowledge
to evaluate the quality of CT images, which is time-consuming, subjective and labori-
ous. It is rather difficult to automatically quantify the decline in image quality caused by
motion artifacts for the complexity of the CT image quality declination. Consequently,
the academia and industry have been in a race to automatically classify the quality of CT
images and determine whether a CT image has motion artifacts to increase the diagnosis
efficiency and relieve repetitive workloads.

As an important task in medical imaging classification task, researchers have con-
ducted a significant amount of valuable works for accurate quality assessment. Several
research mainly focus on handcrafted features designation. Although substantial pro-
gresses have beenmade to extractmanual featuresmore exactly, the selected featuresmay
result in poor generality as they are lack of robustness due to the complexity and uncer-
tainty of formation mechanism, especially for deterioration situations. On the contrary,
deep learning methods [2–5], particularly, Convolution Neural Networks (CNNs), have
achieved unprecedented superior performance. However, CNN-based methods need a
great deal of annotated samples, which is not applicable in the medical domain where
the cost of manual annotation is high. CNNs are effectively opaque black boxes and
there is no way to understand how they generate decisions, which makes it challenging
to troubleshoot them when necessary. Additionally, CNNs do not take the relationship
between the CT images into account, and may not comprehensively depict the topologi-
cal structure characteristics of the CT image from a global perspective. It is usually hard
to embed priors such as physical and topological properties into CNN-based methods,
which may neglect useful relationship for classification. Furthermore, CNNs lack gen-
erality and interpretability, failing to meet the practical clinical requirement as they do
not provide any hint when used to classify medical images. Features are extracted in
an implicit manner, few hints about how to make the decision have been demonstrated,
resulting in a wonder why the algorithms predict a label for domain experts who care
the interpretability most. Moreover, CNNs can only handle regular nodes, and are not
suitable for complex scenes with irregular node distributions. Another challenge in head
CT image quality classification is that decrease in image quality at different regions vary
substantially.

The motivation of this paper is that, from the above analysis, the core issues of
medical image classification are how to model the relationship of the head CT images,
and how to efficiently fuse domain knowledge to improve the classification accuracy.
To achieve these goals, in this paper, as it is essential to take region heterogeneity into
account, we introduce complex network theory to model the relationship between head
CT images based on anatomical prior knowledge. Great efforts have been dedicated
to facilitate the understanding the relationship between topology and function and the
network characteristics in a systematic manner. The relationship may help to understand
the images of different qualities, thereby providing better explainability. It is intuitively
showed that by examining the content of each slice and analyzing the relationship among
slices comprehensively, informative representations could be learned, the quality of CT
images could be predicted in a more interpretable fashion, and since then diagnosis and
treatment plans may be better formulated (Fig. 1).
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Fig. 1. Framework of the spatial-temporal community detection method.

The main contributions are as follows.
Firstly, in order to comprehensively characterize the relationship betweenCT images,

a novel construction method of CT image networks based on spatial-temporal domain
is proposed.

Secondly, network features of hybrid quality of CT images have been explored by
analyzing the complex network topology. The effectiveness of temporal information
has been validated by comparing the spatial-temporal domain construction method and
spatial information method.

Third, by utilizing community detection, multi-region quality assessment is imple-
mented based on the spatial-temporal domain.

2 Related Works

To better present and understand the relationship, complex networks have attracted
increasing attention due to the powerful capability, great flexibility and generality, many
cross-disciplinary applications based on complex networks have been made, including
transportation networks, social networks, biology, earthquake networks and so on.

Graph theory [6, 7] has demonstrated effective in understanding and recognizing the
complexity of real systems, which represents the relationship of topology and function
of complex systems from an overall perspective and investigates the internal mechanism
of the system in a new way. In recent years, the application of graph theory has been
extensively explored and has made significant progress. Researchers have applied graph
theory to study the characteristics of themacro-topological dynamicnodes of the Internet,
and reveals the internal evolution law of the Internet [8, 9]. In [10], spatio-temporal
influence domain has been utilized to construct the seismic network, which provides
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an interpretable basis for the prediction of seismic activity. In [11], from the macro
and micro manner, head CT image topology characteristics has been analyzed and the
intrinsic features and formation mechanism of motion artifact have been explored, help
us to better understand CT image motion artifact recognition in an innovative way. As
complex network is a general method of recognizing topology of different systems,
researchers focus on transferring real system to complex network topology, analyzing
topological feature to recognize the properties and functions in essence [12–15].

Inspired by the applications based on complex networks among cross-disciplines,
head CT image network has been constructed using complex network theory, the topol-
ogy and the relationship between different images have been figured out, we intro-
duce spatial information to understand the relationship among individuals, and temporal
information to understand the relationship among different images of an individual.
This deepened our understanding of CT images and provided an interpretable basis for
multi-region quality assessment in the medical domain.

3 Methods

3.1 Problem Description and Basic Assumptions

Artifacts may lead to a sharp decline in image quality, compromise the post-processing
and dramatically affect the diagnosis accuracy, which brings significant confusion in the
diagnostic process, and results in the bias of diagnosis, treatment planing and prognosis.
CT image artifacts, including motion artifacts, metal artifacts, stripe artifacts, and so on,
have degraded the quality of CT image severely.

In this paper, we make several assumptions to simplify the investigation.
Firstly, the quality is evaluated based on whether motion artifacts has affected the

diagnosis process.
Additionally, each single ST scan consists of multiple slices, with a maximum of

32 slices. Each slice is composed of multiple pixels, and all the slices have a consistent
resolution.

Furthermore, it is assumed that the qualities and anatomical prior knowledge are
correctly labeled.

Figure 2 Shows typical artifacts-free CT images and artifacts-affected CT images.

Fig. 2. Typical CT images of different qualities. (a) artifacts-free CT image (b) artifacts-affected
CT image.

The Image acquisition log provided below includes information such as acquisition
time, slice location information, and image quality annotations. The image quality is
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divided into two categories, one is artifact-free image with image quality marked "high"
and the other is with image quality marked "low". It is assumed that the data collected
at the same time belong to the same individual. There are differences in the number of
images at the same acquisition time, resulting in the absence of some region belonging
to a certain individual. Thus, the acquired images are heterogeneous. Table 1 depicts the
information of CT images.

Table 1. Acquisition information.

Image ID Acquisition time Image quality Region ID

1 T1 high S5

2 T2 low S2

3 T2 high S5

4 T3 low S2

5 T3 low S7

6 T4 low S2

7 T4 high S5

8 T5 low S5

9 T5 low S6

10 T5 high S2

11 T5 low S4

12 T6 low S2

13 T6 low S3

14 T6 low S4

15 T6 low S5

16 T6 low S6

17 T6 low S7

18 T7 high S2

19 T7 high S3

20 T7 high S6

3.2 CT Image Graph Construction Based on Spatial-Temporal Domain

Suppose G (V, E), where G denotes the undirected unweighted graph, V denotes node,
which represent head CT image, and E denotes edge between head CT images. When
the artifact identification problem of CT images is transformed into a complex network
node classification problem, [11] constructed the relationship between images based on
region information, which provides a topological basis for artifacts identification. In
order to characterize the relationship between CT images more comprehensively, this
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paper integrates temporal information, which reflects individual information, and then
displays the relationship between images more comprehensively.

Each CT image can be seen as a node, and the relationship between the CT images
can be seen as the edges. For simplicity, in this paper, an undirected unweighted graph
has been constructed.

If two CT images are acquired at the same time and share the same label or the
two CT images have the same spatial information and share the same label, an edge is
generated between two CT images.

The network topology constructed from the log information in Table 1 has been
shown in Fig. 3 below.

Fig. 3. Network topology of spatial-temporal domain.

By taking temporal information into consideration, image 2 and image 3 are con-
nected, however, the edge does not exist in the construction of network topology based
on merely spatial information. Graph construction based on spatial information, image
13,14,19,20 are isolated.

3.3 Topological Features of Complex Networks

Complex network topological features [16–18] contain node-level features and graph-
level features. By investigating network topology characteristics, network structure can
be recognized and the function of network can be understood in a topological way. The
implications of the topological features are as follows.

Degree [19]: degree belongs to the node-level network characteristics, which depicts
the properties of a single node.

Average degree: average degree belongs to the graph-level characteristics, which
can be used to describe the overall characteristics of the network.

Number of edges: graph-level features which can be used to characterize network
size.

Average path length [20]: the average distance between any two nodes.
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Network diameter: the maximum distance between any two nodes in the network.
Clustering Coefficient [20]: the degree of clustering of the network. Average

clustering coefficient is a measure of how closely a node connects to its neighbors.
Coreness: the hierarchy can be recognized by k-core decomposition.

3.4 Construction of CT Image Network Topology Based on Spatial-Temporal
Domain

The annotation of head CT images used in this paper includes both spatial and temporal
information, and the number of images collected at the same time varies. An undirected
and unweighted graph has been constructed, as depicted in Fig. 4.

Fig. 4. CT image network topology based on spatial-temporal domain.

The topological characteristics were investigated after constructing the graph based
on the spatial-temporal domain, as shown in Table 2 below.

Table 2. The network topological characteristics of spatial-temporal graph.

Dataset Average clustering
coefficient

Average Path length Average Degree

Hybrid CT images 0.588 2.159 23.238

CT images without
artifacts alone

0.567 2.072 19.765

CT images with
artifacts alone

0.601 2.195 25.454
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4 Experiments and Results

4.1 Effectiveness of Temporal Information

This paper compares the network topological characteristics based on spatial-temporal
information with those based solely on spatial information.

Fig. 5. Number of edges of spatial-temporal and spatial information construction.

As can be seen from Fig. 5, when considering temporal information, and the network
size has been enlarged. That is to say, isolated nodes may decrease, and the influence of
node may increase.

Fig. 6. Average degree of spatial-temporal and spatial information construction.

As can be seen from Fig. 6, average degree has increased when taking temporal
information into consideration, indicating that node becomes more important.
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Fig. 7. Average path length of spatial-temporal and spatial information construction.

Fig. 8. Average path length of spatial-temporal and spatial information construction.

Fig. 9. Average clustering coefficient of spatial-temporal and spatial information construction.
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According to the information presented in Fig. 7 and Fig. 8, it can be seen that a
larger average path length and network diameter has been obtained in the graph based on
spatial-temporal information, indicating that multi-region quality assessment capability
has been enhanced.

Combining the results of Fig. 7 and Fig. 9, we can see that the graph constructed by
taking temporal information into consideration, “small world” effect weakens and the
size of the “circle” increases.

Fig. 10. Coreness of spatial-temporal and spatial information construction.

As can be seen from Fig. 10, the coreness is larger in the spatial-temporal
information-based graph than that of spatial information-based one, indicating an
increased complexity of the constructed graph when taking temporal information into
account.

4.2 Community Detection Based on Spatial-Temporal Domain

The community structure is the characteristic that the whole network consists of several
groups or clusters. The connections between the nodes within each group are relatively
close. The discovery of communities, which are closely connected elements in real
systems, plays a key role in understanding structure and functional characteristics of
various networks.

Community size: If the network G is divided into n subgroups according to a certain
community division algorithm, the community size of the network is n.

Modular: The modular is closer to 1, the network community structure is more
obvious.

Through the community detection, the graph construction based on spatial-temporal
information is divided into 9 communities, as shown in Fig. 11.

The artifacts-free CT images are divided into the same community, as shown in the
purple part of Fig. 11. The artifacts ones are divided into 8 different communities.

As can be seen from Fig. 11-Fig. 13, when taking temporal information into con-
sideration, smaller modular has occurred, indicating that cliques are no longer obvious
and information may flowed across different regions by studying other images of a
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Fig. 11. Community detection in CT network.

Fig. 12. Community detection with spatial information.

certain individual. In contrast, the spatial information-based graph (Fig. 12) shows 44
communities, suggesting a more refined and less generalized community division. The
graph constructed based on the spatial-temporal information may be more suitable for
multi-region quality assessment in the clinical practices.

Table 3 gives comparisons of accuracy and specificity among different methods,
indicating that the spatial-temporal domain community detection achieves the best
performance in terms of accuracy and specificity.
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Fig. 13. Modular of spatial-temporal and spatial information construction.

Table 3. Accuracy and specificity of quality assessment

Method Accuracy Specificity

Spatial-Temporal Domain 99.79% 99.59%

Spatial Domain 96.67% 96.77%

MADM-CN + SVM [11] 98% 96%

MADM-CN + RF [11] 97% 98%

CNN [4] 76.67% 66.67%

Furthermore, the community detection results demonstrate that the network topology
construction based on the spatial-temporal domain ismore suitable for the study ofmulti-
region quality assessment. Quality assessment from the perspective of complex network
can be helpful to provide clinicians with interpretable results.

5 Conclusions

HeadCT image quality assessment is a critical part of image classification. In the process
of head CT image graph construction, combining domain knowledge with complex
networks theory, the graph constructed based on the spatial-temporal domain depicts the
relationship between CT images from a comprehensive perspective. Network features
of hybrid qualities of CT images have been explored by analyzing the complex network
topology.The influence and closeness betweennodes are represented by the edges.Multi-
region quality classification problem has been solved by spatial-temporal community
detection when taken the individual differences into consideration, which validates the
effectiveness of the temporal information. Understanding these relationships between
nodes and the influence on each other help us to recognize the intrinsic mechanism of
image quality assessment. Experimental results on a real-world dataset demonstrate the
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effectiveness of the spatial-temporal community detection method. This paper provides
scientific guidance for the study of motion artifacts identification and CT image quality
assessment.
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