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Abstract. With the progress of the times, the ever-advancing and
improving Internet technology and the ever-generating social media net-
work platforms have made the amount of information in the network
explode, which contains a massive scale of redundant content. Then how
to quickly extract the key information from the huge amount of data
becomes crucial. In this paper, we propose a novel enhanced hierarchi-
cal summarization model SUMOPE for long texts, which combines both
extractive and abstractive methods to deal with long texts. Our model
first uses an extractive method called SUMO to select key sentences
from the long text and form a bridging document. Then, our model uses
an abstractive method based on PEGASUS with a copy mechanism to
generate the final summary from the bridging document. Our model
can effectively capture the important information and relations in the
long text and produce coherent and concise summaries. We evaluate our
model on two datasets and show that it outperforms the state-of-the-art
methods in terms of ROUGE scores and human evaluation.

Keywords: Text summarization · Transformer · Natural language
processing

1 Introduction

Text summarization has been a well-established focus of research in the field
of natural language processing, involving the creation of concise and coherent
summaries for lengthy texts while preserving essential information. With the
growing volume of online information, there is an increasing demand for efficient
and accurate methods to summarize large amounts of textual data.

Currently, text summarization is approached through two primary method-
ologies: extractive and generative. Extractive summarization is based on statis-
tical methods. It involves calculating the relevance of each sentence in the text
based on certain extraction rules, such as keywords, position, and similarity to
the overall text. It also involves selecting the top-ranked sentences as a sum-
mary. This method is relatively simple and has strong interpretability since the
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extracted summary is faithful to the original text. However, extractive summa-
rization depends largely on the quality of the source text. It may suffer from
incoherent semantics and repetition in poorly structured text. Generative sum-
marization methods can overcome these issues by not simply using the words
and phrases from the source text to create the summary, but rather by extract-
ing the meaning from the text and generating the summary one word at a time.
Generative summarization is typically achieved through sequence-to-sequence
models, but it may encounter problems such as out-of-vocabulary (OOV) and
long-distance dependency issues. Furthermore, the encoding phase of summary
generation can lead to a notable information loss due to the challenge of long-
distance dependencies.

To address these challenges, we propose a enhanced hierarchical summariza-
tion model for long text, called SUMOPE. The first stage uses a hierarchical
encoder-decoder architecture to extract salient sentences from the input text,
and the second stage refines the selected sentences to produce a high-quality sum-
mary. Our model incorporates attention mechanisms and reinforcement learning
to improve sentence selection and refinement. We evaluate SUMOPE on bench-
mark datasets and compare it with state-of-the-art models. Our experiments
show that SUMOPE outperforms existing methods in automatic metrics and
human evaluations.

The contributions of this paper can be summarized as follows:

– The paper proposes a novel enhanced hierarchical summarization model
SUMOPE for long text, which addresses the challenge of generating high-
quality summaries for lengthy texts.

– The enhanced hierarchical summarization model integrates both extractive
and abstractive methods, leveraging the advantages of both to improve the
quality of the generated summaries.

– The proposed model achieves state-of-the-art performance on two datasets,
demonstrating its effectiveness and practicality for real-world applications.

2 Related Work

In the initial stages, extractive summarization methods were mostly unsuper-
vised and based on statistics. These methods mainly relied on calculating the
word frequency and the position of sentences to determine the score of each sen-
tence in the text. Subsequently, they amalgamated the sentences with the most
elevated scores to formulate a summary. Luhn, Jones et al. [1,2] completed the
task of text summarization by identifying keywords with significant information
content in the text.

As research in machine learning and deep learning advances, supervised
extractive summarization has become the mainstream research approach. In
2015, Can et al. [3] proposed a ranking framework for multi-document summa-
rization. It uses Recursive Neural Networks to perform hierarchical regression
and measure the salience of sentences and phrases in the parsing tree. The model
learns ranking features automatically and concatenates them with hand-crafted
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features of words to conduct hierarchical regressions. In 2017, Nallapati et al. [4]
proposed an extractive summarization model based on Recurrent Neural Net-
works, which enables visualization of its predictions based on abstract features
such as information content, salience, and novelty. Additionally, the model can
be trained abstractively using human-generated reference summaries, eliminat-
ing the need for sentence-level extractive labels. In 2019, Liu et al. [5] pre-
sented a comprehensive framework for applying BERT, a pre-trained language
model, to text summarization, covering both extractive and abstractive models.
A document-level encoder based on BERT is introduced to capture the seman-
tics of a document and obtain sentence embedding vector. For extractive sum-
marization, inter-sentence transformer layers are stacked on top of the encoder.
For abstractive summarization, a new fine-tuning schedule is proposed to han-
dle the mismatch between the pre-trained encoder and the decoder. In 2021,
Huang et al. [6] proposed an approach for extractive summarization that inte-
grates discourse and coreference relationships by modeling the relations between
text spans in a document using a heterogeneous graph. The graph contains three
types of nodes, each corresponding to text spans of different granularity.

With further research into extractive summarization, researchers have dis-
covered problems such as repetitive generation and lack of semantic coherence.
In contrast, abstractive summarization, which generates new words and expres-
sions based on the understanding of the text, is closer to human summarization
thinking and emphasizes consistency and coherence [7]. In 2019, Dong et al. [8]
proposed a comprehensive pre-trained language model capable of fine-tuned for
both natural language comprehension and generation tasks. It utilizes a shared
Transformer network along with specific self-attention masks to manage contex-
tual information. In 2020, Zhang et al. [9] proposed a large Transformer-based
encoder-decoder model that is pre-trained on massive text corpora with a new
self-supervised objective tailored for abstractive text summarization. It gener-
ates summaries by removing/masking important sentences from the input docu-
ment and generating them together as one output sequence from the remaining
sentences. In 2020, Liu et al. [10] proposed a training paradigm for abstractive
summarization models, which assumes a non-deterministic distribution to assign
probability mass to different candidate summaries based on their quality.

While generative summarization models are capable of generating more accu-
rate and readable summaries, they are limited by deep-learning techniques in
obtaining text representations for long documents. In 2018, chen et al. [11] pro-
posed a summarization model that follows a two-stage approach where salient
sentences are selected and then rephrased to generate a concise summary. A
sentence-level policy gradient method bridges the computation between the two
neural networks while maintaining fluency. In 2021, Li et al. [12] proposed an
extractive-abstractive approach to address the interpretability issue in abstrac-
tive summarization while avoiding the redundancy and lack of coherence in
extractive summarization. The framework uses the Information Bottleneck prin-
ciple to jointly train extraction and abstraction in an end-to-end fashion. It first
extracts a pre-defined amount of evidence spans and then generates a summary
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using only the evidence. In 2022, Xiong et al. [13] proposed a summarization
model that uses elementary discourse units (EDUs) as the textual unit of con-
tent selection to generate high-quality summaries. The model first uses an EDU
selector to choose salient content and then a generator model to rewrite the
selected EDUs into the final summary. The group tag embedding is applied to
determine the relevancy of each EDU in the entire document, allowing the gen-
erator to ingest the entire original document.

3 Proposed Technique

Inspired by SUMO [14] and PEGASUS [9], in this paper, we design a novel
framework named SUMOPE to implement long text summarization, depicted in
Fig. 1. Specifically, the extraction model based on SUMO extracts key sentences
from long texts. These extracted sentences are then used as inputs to the gener-
ation model to produce the final summary. The transition document represents
the set of extracted sentences from the extraction model. Its length falls between
that of the original text and the summary, encompassing a significant portion of
the crucial information found in the input document.

Fig. 1. The overview architecture of our proposed SUMOPE framework is with two
modules: extraction model based on SUMO and generative model based on PEGASUS.

3.1 Extraction Model Based on SUMO

The extraction model based on SUMO is an approach to single-document sum-
marization that uses tree induction to generate multi-root dependency trees that
capture the connections between summary sentences and related content. This
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technique hinges on the concept of framing extractive summarization as a tree
induction challenge, where each root node within the tree symbolizes a sum-
mary sentence and the attached subtrees to it represent sentences whose content
is related to and covered by the summary sentence.

The module comprises three main components: a sentence classifier, a tree
inducer, and a summary generator. The sentence classifier uses a Transformer
model with multi-head attention to classify each sentence in the input docu-
ment as summary-worthy or not. The tree inducer then induces a multi-root
dependency tree that captures the relationships between summary sentences
and related content through an iterative refinement process that builds latent
structures while using information learned in previous iterations. Finally, the
summary generator selects the highest-scoring summary-worthy sentences from
the induced tree and ensures that the selected sentences are coherent and cover
all relevant aspects of the input document.

The SUMO algorithm generates these subtrees through iterative refinement
and builds latent structures using information learned in previous iterations.

First, we decompose the input document D into individual sentences si. We
then compute a score s∗

i for each sentence si, which reflects its importance for
generating the summary. Precisely, we use the subsequent formula to calculate
the score:

s∗
i =

n∑

j=1

wjfj(si) (1)

where n is the number of features, wj is the weight of feature j, and fj(si)
is the value of feature j on sentence si.

Next, we select the highest-scoring sentence as a new root node and add all
sentences dependent on it to form a new subtree. We then remove all sentences
in this subtree from the document and add them to the summary set S. This
process is repeated until all documents have been processed and all relevant
subtrees have been added to S.

Finally, we use gradient descent to optimize feature weights and latent struc-
tures for generating more accurate, coherent, and diverse summaries. Specifically,
we use a loss function L that balances coherence and diversity across documents
and subtrees:

L =
m∑

i=1

αiLi + βLdiv (2)

where αi is the weight of document i, Li is its loss function, β is a balancing
factor, and Ldiv is the diversity loss function across all subtrees in S. We use the
following formula to calculate Ldiv:

Ldiv =
k∑

i=1

k∑

j=i+1

1
d(Ti, Tj)

(3)
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where k is the number of subtrees in S, Ti and Tj are the i-th and j-th
subtrees, and d(Ti, Tj) is the distance between them.

One of the key advantages of this module is its ability to capture complex
relationships between sentences in an input document. By inducing multi-root
dependency trees, this approach can identify not only which sentences are most
important for summarization but also how they relate to each other. This allows
for more informative summaries that capture all important aspects of an input
document while still being concise and easy to read.

3.2 Generative Model Based on PEGASUS

The generative model built upon the PEGASUS is a sequence-to-sequence
architecture with gap-sentences generation as a pre-training objective tailored
for abstractive text summarization. This technique involves the pre-training
of expansive Transformer-based encoder-decoder models using extensive text
datasets, all guided by a novel self-supervised objective.

The module architecture is based on a standard Transformer encoder-
decoder. The encoder processes the input text, producing a sequence of hid-
den states that the decoder subsequently utilizes to produce the summary. The
pre-training objective of PEGASUS involves generating gap-sentences, which
are sentences that have been removed from the original text and replaced with
special tokens. The module is trained to predict these gap-sentences given the
surrounding context.

Formally, let X = {x1, x2, ..., xn} be an input document consisting of n sen-
tences, and let Y = {y1, y2, ..., ym} be its corresponding summary consisting of
m sentences. The goal of the PEGASUS algorithm is to learn a conditional prob-
ability distribution p(Y |X) that generates a summary given an input document.
This distribution can be factorized as follows:

p(Y |X) =
m∏

i=1

p(yi|y<i,X) (4)

where y<i denotes the previously generated summary sentences.
To pre-train the model using gap-sentences generation, we first randomly

select some sentences from the input document and replace them with special
tokens. We then use this modified document as input and train the model to gen-
erate the missing sentences given the remaining context. The objective function
used for pre-training is the negative log-likelihood of the ground-truth missing
sentences:

Lpre = −
k∑

i=1

log p(y∗
i |y∗

<i,X) (5)

where y∗
i denotes the ground-truth missing sentence and k is the number of

missing sentences.
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After pre-training, the model is fine-tuned on a specific summarization task
using supervised learning. During fine-tuning, we use a similar objective function
as in pre-training, but with the ground-truth summary sentences as targets:

Lfine = −
m∑

i=1

log p(yi|y<i,X) (6)

where yi denotes the ground-truth summary sentence.
The copy mechanism allows for direct copying of certain segments from the

original text to the generated summary, thereby avoiding simple summarization.
By preserving more original text information and avoiding information loss, espe-
cially for rare or non-existent words, the use of copy mechanism enhances the
completeness and accuracy of the generated summary. In the decoder, a new
label distribution is added for each token, as shown below:

p (yt, zt | y�t, x) = p
(
yt | y〈t, x

) · p (
zt | y〈t, x

)
(7)

where B represents the token copied from the source text, I represents the token
copied from the source text and forming a continuous segment with the previous
tokens, and O represents the token not copied from the source text.

During the training phase, the model adds a sequence prediction task, and by
calculating the longest common subsequence between the original text and the
summary, corresponding BIO tags are obtained. During the prediction phase,
for each step, the label Zt is predicted first. If Zt is O, no further processing is
needed. If Zt is B, it means that words that have never appeared in the original
text need to be masked. If Zt is I, it means that all corresponding n-grams
unrelated to the original text need to be masked.

4 Experimental Evaluation

4.1 Experimental Setting

Data. In order to verify the effectiveness of our proposed approach, we conduct
extensive experiments on two datasets, which are TTNews [15] and Scholat-
News1. As our model is designed for medium to long text, we controlled the
length and clarity of the TTnews and SchoaltNews datasets by filtering out all
articles with a length of less than 800 words. The datasets used in the experi-
mentation are listed in Table 1.

Baselines

– LEAD is a classic method for text summarization that relies on the assump-
tion that the first few sentences of a document contain the most important
information. It involves selecting the first N sentences of a document as the
summary, where N is a pre-defined number.

1 https://www.scholat.com/.

https://www.scholat.com/
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Table 1. Data statistics.

Datasets docs avgArt maxArt minArt avgSum maxSum minSum

TTNews train 21359 1916 22312 800 42 78 21

test 862 1909 17204 800 35 65 21

SchoaltNews train 5988 3024 202089 800 41 122 2

test 1216 1612 80831 800 45 98 2

– BertSum [5] is a text summarization approach that makes use of the Bidirec-
tional Encoder Representations from Transformers (BERT) model. It intro-
duces a document-level encoder rooted in BERT, capable of encoding an
entire document and obtain deriving sentence representations. The extractive
model is constructed atop this encoder by layering multiple inter-sentence
Transformer layers, effectively capturing document-level attributes for sen-
tence extraction.

– LongformerSum [16] is a text summarization method that leverages the Long-
former model, which is designed to handle long sequences, for generating
summaries of text documents.

– PGN [17] is a sequence-to-sequence framework that employs a soft attention
distribution to generate an output sequence comprising elements sourced from
the input document. PGN combines extractive and abstractive summariza-
tion methods by allowing the model to copy words directly from the source
document while also generating new words to form a coherent summary.

– UniLM [8] is a pre-trained language model adaptable for tasks involving both
comprehension and generation of natural language. The model is pre-trained
via three distinct forms of language modeling tasks, making use of a common
Transformer network alongside targeted self-attention masks, all strategically
employed to regulate contextual understanding.

– BART [18] is a pre-training technique tailored for sequence-to-sequence mod-
els, seamlessly merging bidirectional and auto-regressive transformers. It uses
a denoising autoencoder architecture, where text is corrupted with an arbi-
trary noising function and a sequence-to-sequence model is learned to recon-
struct the original text.

– SUMO [14] is an extractive text summarization method that generates a
summary by identifying key sentences in a document and organizing them
into multiple subtrees. Each subtree consists of one or more root nodes, which
are sentences relevant to the summary.

– PEGASUS [9] is a pre-training algorithm for abstractive text summarization
that uses gap-sentences generation as a self-supervised objective. The model
is trained to generate missing sentences given the remaining context, which
allows it to capture the salient information in the input document. During
fine-tuning, the model is optimized to generate a summary that captures the
most important information in the input document.
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Evaluations. ROUGE-N and ROUGE-L are two commonly used evaluation
metrics for measuring the quality of text generation, such as machine translation,
automatic summarization, question answering, and so on. They both compare
the model-generated output with reference answers and calculate corresponding
scores. In this paper, we use ROUGE-1, ROUGE-2, and ROUGE-L as evaluation
metrics, where a higher score indicates higher quality of the generated text.

Environment and Parameter. The computer used in this study is equipped
with an Intel(R) Xeon(R) Gold 5218 CPU @ 2.30 GHz and 256 GB of memory,
with a Tesla V100 GPU with 32 GB of memory. Pycharm 2022 was used as
the compiler, and Pytorch was adopted as the deep learning framework, with
Python version 3.7. Experimental analysis and comparison were conducted using
third-party libraries, including jieba2, bert4torch3, and Fengshenbang-LM4.

In the extraction model based on SUMO, the vocabulary size is 30,000, the
maximum number of sentences is 200, the batch size is 256, the learning rate is
0.1, and the size of both EMD and hidden layers is 128. The transformer layers
used to obtain sentence representations are set to 3, and the model is trained
for 5 iterations.

In the generative model based on PEGASUS, we use the Chinese version of
PEGASUS-BASE as the pre-trained model and adopt the Adam optimizer with
a learning rate of 2e−5. The batch size for training is 32, the epoch is 10, and
the beam search width is 3. The maximum length of the generated summary is
set to 90.

4.2 Result Analysis

As shown in Table 2 and Table 3, our model outperforms other models in terms
of ROUGE-1, ROUGE-2, and ROUGE-L evaluation metrics on the TTnews and
ScholatNews datasets.

Compared to the LEAD algorithm, BertSum demonstrates better perfor-
mance, indicating that using Bert for summarization can greatly improve extrac-
tion accuracy. When comparing LongformerSum and BertSum, results show that
replacing Bert with the Longformer model leads to improvement in evaluation
metrics on two different long-text datasets. This is mainly due to the fact that
Bert only retains the first 512 tokens, while Longformer can allow input with up
to 4096 tokens, allowing the model to obtain more information. The results of
LongformerSum and SUMO models demonstrate that treating extractive text
summarization as a tree induction problem can produce results comparable to
methods that use large-scale pre-trained models. Furthermore, the SUMO model
outperforms LongformerSum in terms of training time and parameter size.

The performance of generative summarization models is excellent on text
summarization tasks. Compared to BART and UniLM, the PEGASUS model
has better performance, which demonstrates that specialized pre-training models
may be more effective for specific tasks than general pre-training models. There-
fore, the generation phase of our proposed model is optimized based on PEGA-
SUS. Comparison of PEGASUS and our proposed model shows that SUMOPE
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Table 2. Performance evaluation based on TTNews dataset.

Method ROUGE-1 ROUGE-2 ROUGE-L

LEAD 21.63 7.2 16.97

BertSum 32.53 18.01 30.7

LongformerSum 37.45 21.76 31.91

PGN 30.91 16.88 28.47

UniLM 46.52 33.12 42.34

BART 54.8 39.14 51.33

SUMO 37.23 22.14 30.96

PEGASUS 55.54 41.34 52.81

SUMOPE 56.19 43.32 54.59

Table 3. Performance evaluation based on ScholatNews dataset.

Method ROUGE-1 ROUGE-2 ROUGE-L

LEAD 37.27 26.44 32.67

BertSum 35.63 24.6 33.72

LongformerSum 38.33 27.4 32.73

PGN 36.36 28.75 32.89

UniLM 51.68 42.12 46.91

BART 60.59 54.05 57.92

SUMO 38.1 27.61 33.22

PEGASUS 63.23 58.37 62.06

SUMOPE 65.39 59.49 63.23

has improved to some extent in the three evaluation dimensions of Rouge-1,
Rouge-2, and Rouge-L. Although most of the key information in the article is
concentrated in the first 512 words, some critical information still exists in the
second half of the article (contrasts and conclusions). Since our proposed model
first preserves the key information of the article through extraction, the score of
the generated summary will be higher.

Considering the limitations of solely using ROUGE metrics to evaluate the
quality of generated summaries, as it cannot comprehensively assess whether the
summary corresponds to the main theme of the article, this chapter adopts a
subjective approach to evaluate the fidelity and fluency of the generated sum-
maries. The study invites 20 students to subjectively evaluate the generated
summaries based on fidelity and fluency, among other criteria. The participants
are required to rate the summaries generated by different models for 9 randomly
selected articles from the TTNEWS and ScholatNews test sets.
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Fig. 2. The human evaluation results of the model are presented.

Based on the data presented in Fig. 2 it can be concluded that the summaries
generated by the proposed model in the NLPCC and ScholatNews datasets are
more in line with the main content of the articles, with a higher degree of match-
ing with the standard summaries, more complete retention of key information,
smoother semantic flow, and lower redundancy. Therefore, to some extent, it
validates the effectiveness of the proposed model in generating high-quality sum-
maries.

5 Conclusion

In this paper, we have proposed a enhanced hierarchical summarization model
for long texts, SUMOPE, which combines extractive and abstractive methods
to deal with long texts. The first stage of our model, called SUMO, selects
key sentences from the input text to form a bridging document, and the second
stage uses an abstractive method based on PEGASUS with a copy mechanism to
generate the final summary. Our model has been evaluated on two datasets and
has been shown to outperform the state-of-the-art methods in terms of ROUGE
scores and human evaluation.

In future work, we plan to investigate the effectiveness of our model in other
languages and domains. Additionally, we aim to explore the possibility of improv-
ing the performance of the model by incorporating other advanced techniques,
such as reinforcement learning, to further enhance the selection and refinement
of sentences. Overall, we believe that the proposed model has significant poten-
tial for improving the efficiency and accuracy of text summarization in various
applications.
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