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Preface 

It is with great pleasure that we present this conference book, showcasing research 
articles presented at the “First International Conference on Engineering Solu-
tions Toward Sustainable Development.” This conference book focuses solely on 
engineering solutions that promote sustainable development, encompassing the latest 
trends and advancements in sustainable engineering practices. Engineering Solutions 
Toward Sustainable Development (ESSD) is a comprehensive guide for engineers 
and professionals interested in sustainable development, covering a wide range of 
topics, including renewable energy, green building design, water conservation, and 
waste management. With practical examples and case studies, readers will learn 
how to apply engineering principles to develop sustainable solutions that balance 
economic, social, and environmental needs. Written by experts in the field, this book 
is a must-read for anyone interested in creating a sustainable future for our planet. 
The book takes an interdisciplinary approach, combining insights from engineering, 
environmental science, social science, and other relevant fields to comprehensively 
understand sustainable development, their challenges and proposed solutions. 

The selected articles in ESSD reflect the high quality of research work accepted 
and presented at the conference, highlighting the innovative approaches and cutting-
edge technologies researchers employ worldwide. The contributions cover various 
parts, addressing various challenges and opportunities in engineering solutions for 
sustainability. 

The first part presented in this book is “Clean Energy”. Within this part, 
researchers examined the advancement of renewable energy sources, such as solar, 
wind, and hydroelectric power, to reduce our dependence on fossil fuels and lower 
greenhouse gas emissions. Another area of investigation is energy storage technolo-
gies, which can enhance the stability and reliability of renewable energy systems. 
Additionally, exploring sustainable urban planning and smart grid technologies is 
essential to optimize energy consumption, reduce waste, and foster environmentally 
friendly communities. Other research investigates bioenergy, including biofuels that 
play a crucial role in achieving sustainable energy solutions. Moreover, understanding 
and improving the life cycle assessment of clean energy technologies ensures that 
these technologies’ overall environmental impacts are minimized.
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vi Preface

The part “Clean Water” focuses on diverse studies related to water distillation, 
wastewater treatment, and environmental sustainability. Addressing water scarcity 
challenges through water reuse and desalination technologies is a critical area of 
research in this part. Research in this area focuses on developing efficient and eco-
friendly treatment methods to remove pollutants and pathogens from wastewater 
before its safe release or reuse. Another research topic investigated in this part is 
sustainable water resource management aimed at developing innovative strategies to 
conserve and protect water sources, ensuring a reliable and clean water supply for 
present and future generations. 

“Climate Action” is another part covered in ESSD, presenting research inves-
tigating climate-resilient infrastructure design: developing engineering practices to 
design and retrofit infrastructure, such as communities, buildings, and universities, 
to withstand changing climate conditions. 

The part “Smart Cities and Communities” encompasses many critical topics 
aimed at harnessing technological advancements to create environmentally friendly 
and efficient urban environments. This includes recent technologies, concepts, 
and trends involved in green and sustainable building practices required to maxi-
mize resource efficiency, minimize environmental impact, and foster a high quality 
of life. One of the key areas of investigation is the development and integra-
tion of smart infrastructure and Internet of things (IoT) technologies to optimize 
energy consumption, resource management, communication systems, and health-
care services. Research also focuses on implementing data analytics and artificial 
intelligence to monitor and manage resources effectively. Another research area is 
the study of citizen engagement, participatory governance, and risk management in 
smart cities. 

The final part of “Industry, Innovation and Infrastructure” encompasses 
studies on sustainable material processing, recyclable materials, innovation in devel-
oping eco-friendly materials and technologies. These studies tend to optimize 
resource utilization, reduce waste generation, and promote circular economy prin-
ciples. Other studies investigate innovations in ship design to support green ship 
recycling and green gas reduction. Other studies explore optimizing the opera-
tion of Petroleum Refineries and Gas-Oil separation plants to develop cleaner 
refining processes, biofuels, and sustainable alternatives that can lead to more 
environmentally friendly solutions. 

Last but not least, the editors want to extend their deepest gratitude to all the 
authors for their exceptional contributions to this conference book, as their unwa-
vering dedication, expertise, and passion have rendered this publication an invalu-
able resource for researchers, practitioners, stakeholders, and enthusiasts alike. Their 
fervent aspiration is that the knowledge imparted within these pages will ignite inspi-
ration for continued progress and foster fruitful collaborations in Engineering Solu-
tions and Practices for Sustainability. We gratefully acknowledge the continuous 
help and support of the editor of the “Earth and Environmental Sciences Library 
series,” Prof. Abdelazim M. Negm for their invaluable contributions, including the 
precise review of articles of the conference proceedings and unwavering support 
throughout the entire lifecycle of the conference proceeding publication. Thanks are
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also extended to include Springer’s team, starting from the evaluation of the proposal 
till the end of the publication processes. 

Zagazig, Egypt 
Port Fouad, Egypt 
Port Fouad, Egypt 
Port Fouad, Egypt 
July 2023 

Abdelazim M. Negm 
Rawya Y. Rizk 

Rehab F. Abdel-Kader 
Asmaa Ahmed
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Ventilation Systems for Efficient Energy 
Use 

Asmaa Ahmed, Mohamed Elsakka, and Ayman Mohamed 

1 Introduction 

Any indoor space must be properly ventilated in order to maintain a healthy envi-
ronment. During ventilation, contaminated indoor air is replaced with fresh air from 
outside to maintain good air quality by removing pollutants and circulating fresh air 
[1]. When airflow is inadequate, harmful gases and particles can build up, causing 
headaches, dizziness, or respiratory problems [2]. Additionally, proper ventilation 
can help regulate temperature and humidity levels, creating a more comfortable and 
productive environment. This can be done by reducing the build-up of humidity and 
removing excess heat from the indoor environment. According to ASHRAE Stan-
dard 62.1 [3, 4], the amount of outdoor air required in the breezing zone should not 
be less than the minimum rate (Vbz) that is calculated by the following equation: 

Vbz = Rp × Pz + Ra × Az (1) 

where Rp, Ra, Pz, Az are the outdoor airflow rate required per person, outdoor airflow 
rate required per area, number of people during space use, and floor area, respec-
tively. The ventilation can be natural, mechanical, or a combination of both through 
cracks, windows, or openings in the building envelope (air infiltration) or persistently 
provided through natural or mechanical means (hybrid or mixed-mode ventilation)
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[5]. Mechanical ventilation distributes airflow throughout the building through fans 
and ductwork, with air terminals or diffusers conducting the air into the room. In some 
cases, however, this process requires high levels of energy consumption, particularly 
if mechanical systems are used as part of the process. This power is used to move 
air in and out of buildings and to condition that air to the desired temperature and 
humidity levels. Depending on the building’s size and number of occupants, and the 
level of indoor air quality desired, the amount of energy required can vary. Properly 
designing and maintaining ventilation systems can minimize energy consumption, 
and adequate ventilation can still be provided. Consequently, balancing energy effi-
ciency with adequate ventilation is essential. In some cases, providing the system 
with the needed energy requirements can be done by different types of renewable 
energy resources. The system can be supplied with the required energy levels in some 
cases using a variety of renewable energy resources. Renewable energy plays a crucial 
role in mitigating climate change. Unlike fossil fuels, renewable energy sources such 
as solar and wind do not emit greenhouse gases that contribute to global warming 
[6]. Additionally, renewable energy technologies have become more cost-effective 
and efficient in recent years, making them a viable, sustainable alternative. Several 
solar and wind energy technologies can be exploited for building ventilation [7–9]. 
In this paper, a comprehensive review of different types of ventilation methods that 
are being utilized in buildings is presented. This includes reviewing numerous types 
of natural ventilation systems, mechanical ventilation systems, hybrid ventilation 
systems, and renewable energy-based ventilation systems. 

2 Natural Ventilation 

Natural ventilation (NV) is the process of supplying and removing air from an indoor 
space without the use of mechanical systems [10]. It relies on natural forces such as 
wind and temperature differences to create airflow. This method can improve indoor 
air quality and reduce energy consumption. NV can be achieved by opening windows, 
using vents, and creating air pathways. However, it should be designed in accordance 
with the climate, orientation of the building, and needs of occupants [11]. Several 
decades ago, scientists studied, analysed, and refined natural ventilation techniques 
[12]. Pabiou et al. [13] mentioned in their study that natural cross-ventilation is 
considered a promising solution to fulfil thermal comfort conditions in the summer 
season. However, in order to utilize this technique in hot climatic regions, the heat 
rate that should be dissipated must be predicted first for system effectiveness. NV 
schemes are an effective way to improve indoor air quality and reduce energy deple-
tion. They work by using natural airflow to circulate fresh air throughout a building, 
reducing the need for mechanical ventilation systems. This can lead to significant 
energy savings and a healthier indoor environment. Some common natural venti-
lation strategies include single-sided ventilation, high-level roof ventilation, cross-
ventilation, and ventilation chimneys. Figure 1 shows schematic diagrams of each 
of those methods. The effectiveness of these strategies depends on factors such as
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building design, climate, and occupancy patterns. However, when implemented prop-
erly, natural ventilation schemes can provide a cost-effective and sustainable solution 
for improving indoor air quality. 

Fig. 1 Natural ventilation schemes: a single-sided ventilation, b high-level roof ventilation, 
c crossflow ventilation, d ventilation chimneys, e wind scoop
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2.1 Single-Sided Ventilation 

In single-sided ventilation, openings are generally placed on one side of the external 
wall, facing the wind as presented in Fig. 1a. This method can naturally venti-
late spaces with limited areas [14]. Single-sided ventilation systems are commonly 
utilized in construction projects where cross-ventilation is not feasible due to various 
restrictions such as structural or environmental factors. These systems allow for satis-
factory air circulation and exchange, ensuring a comfortable and healthy indoor envi-
ronment. Additionally, single-sided ventilation systems are often more cost-effective 
and energy-efficient compared to other ventilation options. Gan [15] predicted theo-
retically the temperature distribution, airflow profile, and depth of air distribution 
of a single-sided ventilation scheme in a building. The findings revealed that the 
air distribution depth can be defined by using the internal heat of the building and 
outdoor temperature. Aflaki et al. [16] studied single-sided ventilation for high-level 
buildings in tropical climates as it is favourable in comparison with the crossflow 
type. The study considered the investigation of the impact of this scheme on the 
humidity, indoor temperature, and air velocity. At an air velocity of 0.52 m/s, the 
highest floor’s thermal comfort conditions have been obtained by 90%. 

2.2 High-Level Roof Ventilation 

High-level roof ventilation is a system that is located in the upper part of a roof. 
It is designed to allow air to circulate through the roof space (Fig. 1b), which can 
help in reducing the temperature and humidity levels inside the building. The system 
typically consists of a series of vents or louvers that are placed at strategic locations 
along the roofline. These vents can be opened or closed, depending on the weather 
conditions and the needs of the building [17]. High-level roof ventilation effectively 
improves indoor air quality and reduces the risk of moisture damage to the roof 
structure. 

2.3 Crossflow Ventilation 

Crossflow ventilation is a method of natural ventilation that involves the movement 
of air through a building, from one side to the other [18]. It is achieved by opening 
windows or vents on opposite sides of the building (Fig. 1c), which allows air to 
enter one side and exit from the other. This method of ventilation is often used 
in buildings where mechanical ventilation is not practical or desirable, such as in 
residential homes or small commercial buildings. Crossflow ventilation can help to 
improve indoor air quality, reduce the risk of mould and mildew growth, and lower 
energy costs by reducing the need for air conditioning. It is important to ensure that
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the windows or vents used for crossflow ventilation are properly sized and located to 
maximize airflow and minimize the risk of drafts. Chu and Chiang [19], investigated 
theoretically and experimentally the crossflow scheme of a building and the validation 
of a rule of thumb stating that the building length should be five times the building 
height for better ventilation rates. The findings revealed proof of the rule of thumb. 
However, ventilation rates decreased when increasing the building length further. 

2.4 Ventilation Chimneys 

The chimney effect, also called the stack effect, is constantly used in vertical buildings 
to provide ventilation through vertical airflow. It is a natural phenomenon that occurs 
in buildings. It is caused by the temperature, pressure, and densities differences 
between indoor and outdoor air [20]. It involves ushering cool air in and warm air 
out with help from strategically placed openings in a building. Warm air rises and 
escapes through openings in the upper part of the building (Fig. 1d), clerestory, 
zenithally openings, or wind exhausts. On the other hand, cooler air is drawn in 
through openings in the lower part of the building. This creates a continuous flow 
of air through the building and guarantees the building’s natural ventilation. The 
chimney effect can positively and negatively affect a building’s energy efficiency 
and indoor air quality. Proper ventilation and insulation can help to mitigate the 
negative consequences of the chimney effect. Ding et al. [21] studied theoretically 
and experimentally the possibility of integrating the solar chimney with a double-skin 
façade. The study revealed that increasing the solar chimney height would lead to 
rising the ventilation rate and ensure better pressure difference distribution. However, 
the authors recommended that the height should exceed two-floor high. 

2.5 Wind Scoop 

A Wind Scoop is a passive ventilation system that can be installed on the roof of a 
building to improve indoor air quality and thermal comfort. It captures the natural 
wind flow and directs it into the building, creating a cooling breeze [12] as presented 
in Fig. 1e. Wind Scoops are particularly effective in hot and dry climates, where air 
conditioning can be expensive and energy intensive. They are also environmentally 
friendly, as they do not require any electricity or mechanical components. Studies 
have shown that buildings with wind scoops have lower indoor temperatures and 
reduced energy consumption. Khan et al. [22] have reviewed various types of wind 
scoops in their recent study and suggested one with the ability to rotate with the 
wind direction. Overall, Wind Scoops are a cost-effective and sustainable solution 
for improving indoor air quality and thermal comfort in buildings.
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3 Mechanical Ventilation 

Mechanical ventilation (MV) is a system used in buildings to provide fresh air and 
remove stale air by means of mechanical devices [23, 24]. It is typically used in build-
ings where natural ventilation is not sufficient or not possible. Mechanical ventilation 
systems can be either central or local. Central systems are designed to serve the entire 
building, while local systems are designed to serve individual rooms or areas. The 
type of system used depends on the building’s size, layout, and occupancy. They 
can be designed to provide a variety of airflows, depending on the building’s needs. 
These systems are typically designed to meet specific standards and codes to ensure 
that they are safe and effective.

• Central ventilation systems are an imperative component of prevailing buildings. 
They serve to circulate fresh air throughout the building and remove stale air, 
odours, and pollutants. These systems typically consist of a network of ducts and 
vents that are connected to a central unit. A centralized ventilation system usually 
uses fewer, but larger, air handling units (AHUs) as shown in Fig. 2a. These 
are usually located on the roof of the building or indoors in technical rooms. 
The system’s size and capacity depend on the building’s size and the number of 
occupants. Regular maintenance and cleaning are essential to ensure the system 
operates efficiently and effectively. 

• In terms of local ventilation systems, help to maintain a healthy and comfortable 
indoor environment by removing pollutants and excess moisture from the air. 
These systems are typically designed to meet specific requirements based on the 
size and usage of the building. They can be installed in a variety of locations, 
including bathrooms, kitchens, and industrial workspaces such as fans. Several 
points should be taken into consideration when selecting a suitable fan such as 
power consumption, current consumption, air volume, fan speed, noise, and the 
net fan weight. Proper maintenance and regular cleaning are necessary to ensure 
that these systems continue to function effectively.

Fig. 2 a Central ventilation system, and b local system: wall-fan
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4 Hybrid Ventilation Systems (Mixed Mode) 

Hybrid ventilation (HV) technology depends on utilizing both natural and mechan-
ical ventilation systems to ensure the thermal comfort conditions of the indoor space 
are met [24, 25]. Sometimes, a switch between different technologies can be made 
depending on the year’s season. Therefore, by implementing this method, the capital 
cost and energy consumption can be reduced in comparison with the MV systems. 
In addition, vigorous indoor air quality (IAQ) and air conditioning conditions can 
be met. As a result, hybrid ventilation systems are becoming increasingly popular. 
Utilizing HV technologies in the building is subject to two main approaches. The 
contingency approach depends on the use of natural ventilation and utilizing mechan-
ical systems to provide further cooling and ventilation to the building. Usually, this 
approach can be implemented when an old building is being renovated and strict 
policies should be met. On the other hand, a complementary approach is when both 
natural and mechanical systems are designed and integrated for operation. However, 
this approach takes the advantage of the outdoor ambient conditions to maintain the 
required indoor air quality and thermal conditions when the outside air conditions are 
not suitable. Figure 3 shows different configurations of HV systems for improving 
air quality.

5 Renewable Energy-Based Ventilation Systems 

Renewable energy-based ventilation systems are becoming increasingly popular due 
to their many benefits. These systems use clean energy sources such as wind and solar 
power to operate, reducing reliance on non-renewable sources. Additionally, they are 
environmentally friendly as they do not emit harmful pollutants into the atmosphere. 
Furthermore, they can help reduce energy costs in the long run as they require less 
maintenance and have a longer lifespan compared to traditional ventilation systems. 
They are, also, a practical and sustainable solution for modern buildings. Figure 4 
shows different possible renewable energy options that can be implemented for venti-
lating a building. However, a combination of these technologies can be used under 
specific design conditions. The next subsections will discuss different renewable 
energy applications for building ventilation.

5.1 Solar Energy Systems 

5.1.1 Photovoltaics 

Photovoltaics (PV) are semi-conductor devices that absorb incident solar energy 
and convert it into electrical energy [26–29]. The PV system consists of a PV panel,
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Fig. 3 Different 
configurations of HV 
systems when utilizing 
a wall fan, b ceiling fan

Fig. 4 Different scenarios of renewable energy-based ventilation systems
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Fig. 5 Solar powered exhaust fan 

inverter, and battery if it is not connected to the grid. This system is most suitable to be 
established in locations that have high levels of incident solar irradiances for reliable 
operation. The geographical location of the building, and PV installation to prevent 
the shadowing which may occur to the solar cells are crucial parameters for system 
feasibility. Overall, the best operating conditions are when the PV system faces the 
south and the optimum tilt angle is assured. Using the power produced by the PV 
system, some ventilation system components can be powered [30]. These compo-
nents may be actuators as they require low energy demand. Therefore, small PV 
modules may be suitable. However, fans require high energy consumption, involving 
larger PV modules and a battery bank (Fig. 5). 

5.1.2 Other Solar Systems 

The ventilation system may involve different solar energy technology in addition to 
the photovoltaic technology discussed above [30, 31]. In glazed balconies, the air 
enters and is heated by the sun directly in a closed space. However, this method may 
cause air overheating especially in summer. Therefore, regions with shorter summer
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Fig. 6 Solar chimney concept 

seasons are favourable for implementing this option. In addition, the heated moist 
air may be condensed on the building’s window which is counted as an additional 
limitation. However, this method is believed to be a cost-effective option that doesn’t 
require regular maintenance. Another option is by using a solar collector in which 
the air absorbs the heat of the incident solar energy. Usually, a fan is used to force 
the air to pass through the solar collector and is then reheated in the central heating 
system of the building to increase the heat further. The system cost depends mainly 
on the building location and the heating level requirements (Fig. 6). 

5.2 Wind Energy Systems 

By using a wind turbine, the kinetic energy due to the air movement can be converted 
into electrical power or mechanical energy [32–34]. This technique depends mainly 
on wind direction and speed. The enclosed space can be ventilated by placing this 
small wind turbine in the attic or the rooftop of the building. Fresh air can flow and 
enter through the building by using intake and exhaust vents as shown in Fig. 7a. This 
can reduce the temperature of the internal space, recirculate the air to ensure indoor 
air quality is obtained, and certain comfort conditions have been met. The type of 
intake vent that is used depends on the building structure, the system design criteria, 
and the area where the system is to be installed. To ensure a balanced process and a 
sufficient flow of air through an attic, exhaust vents must be applied simultaneously 
with intake vents.
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Fig. 7 a Principles of using wind turbine with or without a fan for air ventilation, examples of 
b straight vane turbines with a curved side [12], c straight vane turbines, and d curved vane turbines 

Several types of wind turbines can be utilized in ventilation systems [35] such 
as straight vane turbines with a curved side, straight vane turbines, and curved vane 
turbines as shown in Fig. 7b–d. Designed for light winds, straight vane turbines with 
a curved side consist of polycarbonate blades with vertical vanes and an aluminium 
neck. On the other hand, straight vane turbines have a vertical design made from 
lightweight aluminium. They work efficiently for extracting smoke. Curved vane 
turbines are manufactured from galvanized mild steel or lightweight aluminium. A 
slight breeze or convection current will activate these types of vents. Sometimes these 
turbines cannot be effective in providing enough air circulation. Therefore, several 
researchers have proposed integrating wind turbines with a fan to increase the air 
change rate. In some cases, this may require a power supply that can be supplied 
by photovoltaic panels as presented in Fig. 8. In some scenarios, the wind turbine 
can be integrated with photovoltaics such as a study provided by [36]. The authors 
suggested this prototype to enhance the ventilation rate. The system consists of a 
wind turbine and an inner fan powered by a photovoltaic panel as shown in Fig. 8. 
This combination has been found to be more effective in low wind speeds than the 
original design, which relies solely on wind turbines. Another study was introduced 
by [37] where they developed a prototype of a conventional wind turbine with the 
integration of a solar-driven extractor fan. The results revealed that the air temperature 
was reduced by about 1 °C in comparison with the original case. Overall, it might
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Fig. 8 Different 
configurations of a 
wind-solar ventilation 
system [36] 

be the most efficient way to achieve energy efficiency is to integrate different types 
of renewable energy for building ventilation which still needs further research. 

6 Conclusion 

This paper reviews air ventilation technologies to achieve proper indoor air quality 
and reduce heat stress. Previous research studies of each ventilation method and 
its working principles have been covered. From the literature, it seems that relying 
on mechanical ventilation technologies alone may require high levels of energy 
consumption. However, natural ventilation methods may also be not sufficient, partic-
ularly at low wind speeds. Therefore, a combination of these two methods may be 
a more efficient and reliable option. However, for a more sustainable way to reduce 
greenhouse gas emissions and save more energy. The paper has suggested that inte-
grating two or more renewable energy resources to provide electrical power for the 
mechanical parts would be the best way as it saves energy, reduces carbon emissions, 
and provides a uniform airflow and temperature distribution according to the season. 
This is considered a new direction and reliable way to achieve energy efficiency in 
buildings. 

7 Recommendation 

Based on this review, it is recommended to employ a combination of mechanical and 
natural ventilation methods for efficient and reliable ventilation in buildings. Integra-
tion of multiple renewable energy resources to power the mechanical parts is the most 
energy-efficient and eco-friendly option. To achieve sustainable ventilation, building
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stakeholders must adopt integrated design and management practices that prioritize 
indoor air quality, energy consumption, and environmental impact. Implementing 
these recommendations can significantly contribute to the Sustainable Development 
Goal of affordable and clean energy. 
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1 Introduction 

Affordable and clean energy is one of the major topics in the Sustainable Devel-
opment Goals (SDGs), and the search for sustainable energy sources is a crucial 
concern [1]. At present, humanity suffers from two main issues; the first issue is
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the growing levels of pollution and waste generated, and the other is the increased 
need for energy sources [2–7]. Food waste for example has increased dramatically 
as the world population has grown. According to the United Nations, the estimated 
worldwide food loss at roughly 1.6 billion tons. This is predicted to rise by 32% 
during the following ten years [8–10]. Energy is considered a vital product, and its 
need has expanded with global economic activity and population growth, particu-
larly in emerging countries [10–13]. Petroleum crude fuels provided barely 4% of the 
whole world’s power requirements at the turn of the twentieth century. Nonetheless, 
crude fuels are now the utmost essential source of energy, accounting for around 
40% of global power needs and generating 96% of all passage fuels. Even so, crude 
fuels are a non-renewable source, and fossil fuel supplies are rapidly diminishing. 
Furthermore, the usage of petroleum fuels has an impact on the environment by 
emitting large quantities of carbon dioxide and additional contaminants such as SOx 
and NOx. As a result, finding renewable and ecologically friendly feedstocks for a 
sustained supply of fuels and energy is critical [14–18]. Biofuels are environmentally 
friendly alternatives to fossil fuels, and their production is being pushed hard due to 
the hazard of climate change [15]. Table 1 shows the difference between the features 
of bio-oil and crude oil. 

Of all renewable resources, biomass is desirable because it is a plentiful forestry 
resource that can be converted into biofuels, bio-based products, and chemicals using 
various operating technologies. Because of the diminution of fossil fuels and the 
effluence associated with their usage, the conversion of biomass into liquid fuels 
is gaining popularity [9]. Pyrolysis is a simple thermochemical method without 
the presence of oxygen that transforms solid biomass into non-condensable gases, 
charcoal, and a liquid product called bio-oil. Non-condensable gases are combustion 
and may be utilized as gaseous fuels to power the endothermic pyrolysis procedure 
[17, 18]. Table 2 illustrates the pyrolysis process operating parameters and the final 
products.

Biomass pyrolysis is frequently performed at or above 500 °C, providing adequate 
heat to degrade the previously stated strong bio-polymers. As a product, biomass

Table 1 Features of bio-oil 
and crude oil [16] Composition Crude oil Bio-oil 

pH – 2.8–3.8 

Viscosity 50 °C (cP) 180 40–100 

Water (wt%) 0.1 15–30 

HHV (MJ/kg) 44 16–19 

Density (kg/L) 0.86 1.05–1.25 

N (wt%) < 1 < 0.4  

H (wt%) 11–14 5–7 

C (wt%) 83–86 55–65 

S (wt%) < 4 < 0.05  

O (wt%) < 1 28–40 
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Table 2 Operating parameters for the pyrolysis procedure and its final outputs [19] 

Pyrolysis 
procedure 

Solid retention 
time (s) 

Heating rate 
(K/s) 

Particle 
Size (mm) 

Temp. (K) Product yield (%) 

Gas Oil Char 

Flash < 0.5 > 1000 < 0.2 1050–1300 13 75 12 

Fast 0.5–10 10–200 < 1 850–1250 30 50 20 

Slow 450–550 0.1–1 5–50 550–950 35 30 35

pyrolysis produces three products: one gaseous; syngas, one solid; bio-char, and one 
liquid; bio-oil. A variety of issues, such as feedstock structure and process situations, 
influence the percentage of these byproducts. Yet, if all other elements are equal, 
bio-oil generation is maximized in rapid pyrolysis conditions when the pyrolysis 
temperature is around 500 °C and the temperature range is high (1000 °C/s). Bio-oil 
yields of 60–70% from a common biomass feedstock are possible in these conditions, 
with bio-char yields ranging from 15 to 25 and 10–15% of syngas yields. Slow 
pyrolysis refers to procedures that use slower heating rates, and biochar is frequently 
the end product. Various substances such as plastic, tires, and wood may all be 
pyrolyzed [20]. In the pyrolysis process, raw materials are first dried before grinding 
to small particles to feed the pyrolysis reactor. After the chemical decomposition of 
biomass material, bio-oil, bio-char, and gases are produced as shown in Fig. 1. 

Fig. 1 Pyrolysis schematic diagram
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2 Plastic 

For further than 50 years, plastic has played an important part in improving people’s 
level of living. It is a crucial driver of product innovation in numerous industries, 
including healthcare, automotive, electronics, construction, and packaging. The fast 
rise in the world population has raised the demand for commodity plastics. In 2013, 
worldwide plastic production reached approximately 299 million tons, a 4% increase 
over 2012 [21]. Plastic pyrolysis outputs vary depending on the type of plastic, 
reactor type, temperatures used, residence time, feeding arrangement, and conden-
sation arrangement [22]. Pyrolysis degradation process can turn plastic trash into 
gases, liquid oil, and solid residue (char) at elevated heat ranging from 300 to 900 oC 
[23]. Pratama et al. [24] illustrated the pyrolysis of a combination of polypropylene 
plastic for generating fuel and gasoline with percentages of 10, 15, and 20% of the 
mixture. The resultant fuel was observed to examine a motor vehicle’s engine power 
and torque. For every 10 kg of polypropylene waste, 1.5 L of gasoline, 0.5 L of 
kerosene, and 6 L of diesel fuel are produced. The initial testing resulted in torque 
and supreme force in the combination of 20% plastic trash fuel (Polypropylene) + 
80% gasoline occurring at 3000 rpm and torque occurring at 3000 rpm 10.43 N m, but 
in the second examination, the resulted in torque and maximum power in the mixture 
of 20% occurring in 4.391 HP 3500 rpm and torque 10.28 N m in rpm 3000. There 
is an enhancement in torque and power as compared to the initial testing results. 
Moreover, when the PP (Polypropylene) liquid plastic fuel contains a mixture with 
gasoline, the torque and engine power value is likely to increase significantly. The 
experimental pyrolysis reactor is shown in Fig. 2. Firstly, plastic wastes were placed 
in a melting tank before interring the pyrolysis reactor. Then the resultant interring 
a catalytic reactor to enhance the output fuel products. Finally, a fractional tank was 
utilized to separate the bio-fuel products.

Setiawan et al. [25] studied pyrolysis to produce liquid oil from low-density 
polypropylene (PP) and polyethylene (LDPE) plastic waste. This paper has studied 
the impact of plastic-type changes on the results. After a reaction for 4 h is 325 °C, 
the resultant fuels were examined in nature for viscosity, density, and flash point. 
The fuel components were verified by using a GC–MS device. The viscosity reached 
(0.61 cSt) and the density was (820 K kg m−3) with the pyrolysis of 100% PP 
plastic waste. The maximum produced liquid oil was achieved to be 26.23% with a 
100% LDPE composition, while the maximum gas production was 64.44% with a 
75% LDPE composition and 25% PP (64.44%). The results found that the thermal 
decomposition of LDPE and PP plastics produces a relatively low proportion of 
cyclohexanedione compound (C9H14O2). In contrast, the viscosity and flash point 
values of wholly sample configurations are quite minor than diesel fuel requirements. 
According to the GC–MS data, whole models had a hydrocarbon makeup through 
carbon sequence spans ranging from C9 to C12, indicating that they comprise petrol 
(C4–C12) and diesel fuel constituents (C12–C24). 

Bahri [26] investigates biomass pyrolysis through the additive of natural zeolite 
to calculate the enthalpy necessary to produce char, gas, and oil. Natural zeolite
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Fig. 2 Pyrolysis process

sorts Clipnotilolite (Z) and Sengon (S) sawdust were utilized. The results reveal that 
when Z increases, the enthalpy of pyrolysis S drops. The fall in enthalpy becomes 
steeper as the fraction of Z increases, whereas the mass decrease is minor. Martynis 
et al. [27] explored the features of pyrolysis liquid fuel (PLF) created from wastes 
of polypropylene plastic with temperature fluctuations were examined in this study. 
Pyrolysis was performed on 200 g of polypropylene trach polymers for 45 min at 
temperatures varying from (200 to 350 °C). As demonstrated in the data, the supreme 
liquid fuel output was 21.7% at a temperature of 350 °C. The pyrolysis procedure 
yielded an inverted solid to liquid products (char) (oil) ratio. The working groups 
found in pyrolytic oil are predominantly alkene, aromatic, and aliphatic hydrocarbon 
derivatives. The pyrolytic oil was discovered to include chemicals with carbon chain 
lengths ranging from C8 to C13. The density of the liquid fuel generated was 0.71– 
0.8 g/cm3, comparable to gasoline’s density. A simple batch pyrolysis process may 
transfer plastic cup trash to liquid hydrocarbons with temperature-dependent yields. 

3 Tires  

Tire pyrolysis is considered the greatest favorable possibility among management 
solutions, particularly for large-scale applications [28]. Numerous attempts have 
examined the thermal breakdown pathway of rubber tires. Rubber polymers can be 
depolymerized via chain and side-group scission [29]. In 2014, Alsaleh et al. [30] 
published a study demonstrating that unused tires are suitable applicants for pyrolysis 
to regain power and byproducts. Temperature is the most important element control-
ling the distribution and physical/chemical characteristics of solid phase, liquid, 
and gas pyrolysis yields. The flow rate of transferor gas/residence time of volatiles,
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thermal rate, the occurrence of steam in the transferor gas, feedstock composition, 
particle size, pyrolysis time/tire residence time, and the presence of a catalyst are all 
important parameters. Pyrolytic oils derived from waste tires have been well burnt in 
examination furnaces and diesel engines, with roughly 40 MJ/kg of normal heating 
values. Pyrolysis oils can also give compounds valuable to the petrochemical sector, 
such as aromatics and light olefins. For pollution elimination, solid-phase pyrolysis 
char can be utilized to produce activated carbon or carbon black. The gases gener-
ated, which include hydrogen and other hydrocarbons, can be utilized to power the 
pyrolysis process. Neto et al. [31] researched the establishment of a reactor model 
for the pyrolysis of scrap tires to produce carbon black and additional byproducts. 
The research was carried out in Brazil, with the dual goal of decreasing environ-
mental problems and establishing economic sustainability. The study’s purpose was 
to support the growth and development of environmentally friendly processing tech-
nologies so that they can attain their full potential. By using a calorific value of 36 
MJ/kg of the tire, the pyrolysis procedure yielded 8.9% steel waste, 38% carbon 
black, 12% gas, and. 41% pyrolytic oil. The carbon black had 90% carbon, while the 
pyrolytic oil included 66% gasoline and 33% other oils of sufficient superiority to 
be utilized as a fuel additive or as fuel for engines and furnaces. Consequently, the 
ecological benefits of the scrap tire pyrolysis process contain avoiding the straight 
discarding of tires into wastelands. So, this avoids soil contamination, water, and air 
owing to the release of chemical pollutants created through the breakdown of the 
scrap tires. 

4 Wood 

Pyrolysis is vital in the combustion of sawdust and wood because the products of 
this stage, especially volatiles, and char are then subjected to flame and glowing 
combustion to release thermal energy [32]. Chen et al. [33] investigated the effect 
of iron including petrochemical waste ash on pine wood pyrolysis. Thermal actions 
and kinetic factors were all used to confirm that they had specific advantages in 
the pyrolysis of pine wood. The trial loss in weight ranges was all greater than the 
parallel theoretical rates. Ning et al. [34] examined the temperature influence on 
the thermal decomposition of biochar blast boiler injection performance. The study 
revealed that the pyrolysis procedure can successfully rise biomass fuel performance. 
The carbonization degree steadily increases as the pyrolysis temperature rises, as 
does the fuel performance of biochar. Miranda et al. [35] assess the possibility of 
integrated power and heat generation from waste pequi seeds. The suggested energy 
extraction process relied on the gasification of charcoal for use in heat engines. 
During pyrolysis of entire and fragmented pequi seed trials at 2 °C min1, high 
quantities of charcoal and bio-oil were produced for retention durations of 3.5 and 
7.0 h at 430 °C. At low temperatures, the cold gas efficiency was 90%, resulting in 
a fuel gas with a calorific value of 7259 kJ Nm3. Chen et al. [36] investigated the 
impact of torrefied temperature and retention time on the thermal decomposition of
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pine wood elements. The results showed that throughout the biomass gasification, 
wood torrefied at 275 and 300 °C had a reduced weight loss rate and a larger char 
percentage, and the pyrolysis conversion time was unaffected by torrefied conditions. 
The torrefaction parameters were discovered to affect the yields of liquid, gas, and 
char pyrolysis. The acid concentration of bio-oil derived from torrefied wood reduces 
with boosted torrefaction intensity, signifying improved bio-oil quality, according to 
GC/MS analysis. Figure 3 illustrates the experimental apparatus. 

Nurhadi et al. [37] studied the optimal pyrolysis temperature of lamtoro wood 
to create acceptable biochar for coal mixtures as a steam power plant fuel in order 
to minimize CO2 emissions. The best temperature for lamtaro wood pyrolysis was 
determined to be 450 °C. The production of biochar dropped as the pyrolysis temper-
ature raised, while tar and non-condensed gases (NCG) increased. Also, the biochar 
matter of O, N, H, and S diminished with temperature increase, while carbon content 
increased from 16.35 to 61.82% at 450 °C, compared to 52.67% in bituminous coal. 
Mukhametzyanov et al. [38] investigate the influence of pre-heating grounded wood 
on mass production which is handled by rapid pyrolysis procedure. In order to inten-
sify the superiority of the pyrolysis outcomes as basic resources for additional usage 
in chemical technologies. A hammer crusher is used to crush 2700 kg of wood frag-
ments. Subsequently crushing, crushed fragments are dried in a rotating dryer till 
the moisture matter in the mass is 4%, and then heat treated for 2.5 h at 220–270 °C 
through an endless feed procedure. 

El-Gamal et al. [39] investigated the physicochemical characteristics of biochar 
constructed from two feedstocks, rice husk feedstock (RHF), and sugarcane bagasse 
feedstock (SCBF). The original pyrolysis procedure was held at a temperature of 
roughly 500 °C. Nevertheless, pyrolysis temperatures were repeated under controlled

Fig. 3 Pyrolysis reactor 
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settings at 450 and 550 °C. In general, increasing the pyrolysis temperature lowered 
biochar output. In contrast, low temperature increases total surface area, total pore 
volume, and volatile matter. 

5 Rubber 

Rubber is widely employed in the manufacture of a variety of items, including 
tires, sealing strips, hoses, rubber-shell products, and so on. Increased rubber usage 
unavoidably leads to an increase in rubber trash. Scrap tires are one of the most 
common types of rubber waste, and they have been difficult to remove organically 
for years due to their resistance to biological decomposition. Several reprocessing 
plans as road paving, floor mats, derived fuel, and so on, have been suggested to reuse 
in various modes [40]. Yang et al. [41] investigated the molecular reaction dynamics 
were joined with experimental tests to achieve the pyrolysis gaseous generation prod-
ucts. The findings present that the pyrolysis temperature of NR steadily rises with the 
presence of SBR. Choi et al. [42] proposed a fixed bed reactor for waste tire rubber 
(WTR) pyrolysis at temperatures ranging from 500 to 800 °C. Pyrolysis oils outputs 
were investigated and the pyrolysis chars acquired were motivated via CO2 at 950 
°C for an activation time of 1–3 h. In the trials, the outputs of pyrolysis char and 
pyrolysis oil were 37 and 30–38 wt%, respectively. The main composition of pyrol-
ysis oils was aromatic hydrocarbons like xylene, heteroatom-including mixtures like 
benzothiazole and 2,4-dimethylquinoline and limonene. Wang et al. [43] investi-
gated improving the quality of oil from waste rubber pyrolysis by the addition of 
larch sawdust. Throughout the pyrolysis activity, the content of sawdust in the rubber 
steadily rose from 0 to 50, 100, and 200% (wt%) using a 1 kg/h stainless pyrolysis 
reactor. The results showed that as the percentage of sawdust grew, the effectiveness 
of pyrolysis enhanced and the remaining carbon decreased. 

6 Municipal Solid Waste Pyrolysis 

Municipal solid waste (MSW) treatment, management, and disposal are general 
challenges in each society. MSW pyrolysis is regarded as a pioneering method of 
processing MSW that yields various chemicals and fuels. Lower levels of nitrogen 
oxides (NOx) and sulfur oxides (SO2) are fabricated due to the unmotivated environ-
ment in the pyrolysis operations and the ability to cleanse syngas before combustion 
a pyrolysis-involved process than in a standard MSW incineration facility. In addi-
tion to lower gas emissions, pyrolysis-involved MSW treatment can be predicted to 
improve solid residue quality [43, 44]. He [45] revealed the production of syngas 
from the pyrolysis of municipal solid waste (MSW at temperatures ranging from 
750 to 900 °C. The effects of reactor temperature and weight hourly space velocity 
(WHSV) on product yields and gas composition have been investigated. Syngas



A Comprehensive Review of Biomass Pyrolysis to Produce Sustainable … 27

generation from MSW pyrolysis ranged from 47 to 67 mol%. The results showed 
that the presence of calcined dolomite substantially impacted product yields and gas 
composition in the pyrolysis process, with strong catalytic performance on raising 
gas yield while decreasing oil yield and char production when contrasted to the 
non-catalytic approach. 

7 Conclusion 

Pyrolysis technology has attracted the attention of many researchers recently due to 
the urgent need for energy sources. This study presented the pyrolysis of several 
potential materials and their resulting fuels. The effect of temperature and time 
was also discussed with many other parameters on production efficiency. Numerous 
studies have been discussed for focusing emphasis on the present state of pyrolysis 
substances and their prospective applicability. Various materials such as plastics, 
tires, wood, rubber, and municipal wastes were illustrated. Despite the success of 
many researches in reaching good results, it is important to increase the focus on 
industrial production so that a large amount of fuel can be produced that can be 
used economically. Also, attention must be paid to the storage of the resulting fuel 
so that it is kept for the longest possible period. This technology is suitable for 
developing countries and societies that suffer from the accumulation of degradable 
waste. Ultimately, pyrolysis technology may offer a suitable alternative to the huge 
fluctuation in fossil fuel prices. 

8 Recommendation 

Emphasis should be placed on the possibility of industrial production of large quan-
tities of biofuel from waste. Also, studying the appropriate methods for storing the 
resulting fuel and its economic uses. Experimenting with new waste and studying 
the economic feasibility of converting it into biofuel. Establishing power plants in 
villages and rural areas, and using the resulting fuel to support agricultural production 
and economic activity. 
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1 Introduction 

Green hydrogen is produced through electrolysis, a process that uses electricity from 
renewable sources such as solar and wind to split water molecules into hydrogen 
and oxygen. This process produces zero emissions and can be used to power vehi-
cles, generate electricity, and store energy for later use [1]. Egypt has abundance of 
renewable energy resources that could be used to produce green hydrogen. There is 
an intensive research progress in developing renewable energy systems in the Egyp-
tian environment [2–23]. The country has some of the world’s highest levels of solar
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radiation as it receives about 3050 h of sunlight annually, making it an ideal location 
for solar power plants. Also, Egypt has vast deserts with some regions well-suited for 
wind farms. Furthermore, several Egyptian coastal areas have a good wind potential 
and are suitable for wind turbine installations that could generate large amounts of 
electricity for electrolysis [24]. The Egyptian government is already taking signifi-
cant steps to utilize this potential by investing in green hydrogen production projects. 
In 2022, the government announced plans to build a $1 billion green hydrogen plant 
near Cairo that would produce up to 1 gigawatt (GW) of power per year. The plant 
would use solar and wind energy to produce up to 500 tons of green hydrogen per 
day, enough to power more than 1 million homes or fuel thousands of cars and buses 
[25]. 

Overall, green hydrogen production has great potential in Egypt due to its abun-
dance of renewable resources and strategic location. If properly developed, this tech-
nology could help to create new economic opportunities while reducing emissions 
from traditional energy sources.. With continued investment from both public and 
private entities, green hydrogen could become a major source of clean energy for 
Egypt in the near future. Egypt has the vision to produce 42% of its electricity from 
renewable resources to reduce greenhouse emissions by 10% by 2030–2035 [26]. 

Jang et al. [27] carried out a techno-economic analysis for the production of green 
hydrogen. They compared four different methods to find out the most economic 
technique. The authors compared proton exchange membrane electrolysis, alkaline 
water electrolysis, and solid oxide electrolysis with a waste heat source and with 
an electric heater. Results showed that solid oxide electrolysis with a waste heat
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source gave the lowest price for 1 kg of hydrogen production for the price of 7.16 
$/kgH2. Mastropasqua et al. [28] investigated the economic feasibility of producing 
green hydrogen using a parabolic dish integrated with a high-temperature electrolysis 
system. The solar system provided electricity and thermal energy. The system could 
be operated with a cell efficiency of about 80%, and solar to hydrogen efficiency could 
reach 30%. Zhang et al. [29] investigated the performance of a solar-driven system 
for hydrogen production. They investigated the parameters that could affect the 
system’s performance as operating temperature, inlet water rate, and leakage resis-
tance. AlZahrani et al. [30] designed a system to generate hydrogen which has four 
subsystems: solar tower, thermal energy storage system, supercritical CO2 Brayton 
cycle, and solid oxide steam electrolyzer. Results showed the overall efficiency of 
solar-hydrogen conversion of the integrated system reaching 12.7%. All systems 
were optimized to provide continuous operation and high overall efficiency. Lin et al. 
[31] carried out a techno-economic analysis of a solar-driven electrolysis system to 
produce hydrogen besides synthesis gas. They compared three different configura-
tions to find the most economic one. The three systems had different technologies: 
solar concentration, photovoltaic, and a combination of both technologies. 

Boudries [32] carried out a techno-economic study for hydrogen production using 
concentrated solar power. The solar system was used to heat the heat transfer fluid 
for steam production. A Rankine cycle power plant was employed for electricity 
generation to power the electrolysis unit for hydrogen production. Results showed 
that the cost of hydrogen depends on the cost of energy production. Normal solar irra-
diance was an important parameter for hydrogen cost. The system was economically 
feasible compared to PV based electrolysis system. Rahil et al. [33] investigated 
the economic feasibility of hydrogen production using a system operated by off-
peak electricity. Results showed that the system reliability is low to some extent 
due to operation by off-peak electricity. Yadav et al. [34] carried out an economic 
assessment for hydrogen production using solar driven electrolyzer. The authors 
found that increasing current density improves efficiency. The system was cost-
effective for long-term calculations. They depended on the reduction in equipment 
cost expected in 2030. Mohsin et al. [35] investigated the economic feasibility of 
producing hydrogen using wind energy in different sites. Air density, turbine size, and 
wind speed affected hydrogen production. Results showed that the cost of hydrogen 
varied from 5.30 to 5.80 $/kg H2. Abdin et al. [36] presented an economic analysis 
of hydrogen production using renewable energy. They compared different locations. 
Optimization was performed for systems sizing depending on load demand as wind 
speed and solar radiation intensity were different in each location. It was concluded 
that better wind speed and radiation intensity could lead to reduced cost of energy 
for the system. 

This paper aims to assess the performance of a solar-powered electrolysis system 
for green hydrogen production in several coastal locations in Egypt. The system 
incorporates a PV array with a maximum power point tracking controller, battery 
storage, and charge controller. A comparative study of the proposed system perfor-
mance is conducted for a set of 25 different coastal sites considering a year-long 
dataset for each location.
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2 Meteorological Data 

In order to obtain a comprehensive assessment of the proposed green hydrogen 
system in different coastal environments in Egypt, 25 coastal sites have been consid-
ered. Figure 1 illustrates the locations of the selected sites on the Egyptian map. The 
detailed locations of these sites are presented in Table 1 based on the geographic 
coordinate system. These locations are categorized into three main coastal regions, 
namely, the Red Sea coast, the Sinai Peninsula coasts, and the Mediterranean Sea 
coast, as shown in Table 1. Furthermore, the year-averaged Global Horizontal Irra-
diation (GHI) in [kWh/m2] for each site is presented in Table 1 based on the data 
from the Global Solar Atlas [37]. It is observed that Hurghada has the highest GHI 
among those considered locations with a value of almost 2321.5 [kWh/m2]. On the 
other hand, Sidi Barrani possesses the lowest GHI of about 1981.9 [kWh/m2]. 

Fig. 1 The map of Egypt with an illustration of the selected coastal cities under investigation. The 
map is captured from Google Earth Pro Software, with attribution: DATA SIO, NOAA, U.S. Navy, 
NGA, CEBCO, Image Landsat/Copernicus [38]
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Table 1 A list of the selected coastal cities under investigation including their geographic 
coordinate, year-averaged global horizontal irradiation, and their specific coastal region 

No. City Latitude Longitude Year-averaged 
global horizontal 
irradiation [kWh/ 
m2] 

Region 

1 Suez 29.97706 32.51149 2133.0 Red Sea coast 

2 Ain Sokhna 29.65097 32.31112 2181.8 

3 Zaafarana 29.11065 32.66038 2195.8 

4 Ras Ghareb 28.35084 33.07536 2273.8 

5 Hurghada 27.1925 33.78171 2321.5 

6 Safaga 26.75296 33.93559 2315.5 

7 Marsa Alam 25.06842 34.88419 2312.6 

8 Halayeb 22.22043 36.64124 2237.5 

9 Taba 29.49346 34.89587 2199.8 Sinai Peninsula coast 

10 Dahab 28.4956 34.50043 2276.0 

11 Sharm 
El-Sheikh 

27.94671 34.34875 2294.5 

12 Al-Tor 28.23149 33.6375 2286.0 

13 Ras Abu 
Rudeis 

28.90598 33.18981 2194.6 

14 Ras Sedr 29.59099 32.71954 2151.7 

15 Arish 31.11754 33.80462 2073.2 

16 Bir al-Abd 31.0196 33.00792 2114.1 

17 Port Said 31.23868 32.28517 2064.4 Mediterranean Sea 
coast18 Gamasa 31.44123 31.53645 2021.9 

19 Rasheed 31.40101 30.41673 2031.1 

20 Alexandria 31.22411 29.95489 2034.1 

21 El-Alamein 30.82247 28.95431 2045.7 

22 El Dabaa 31.02236 28.44776 2063.9 

23 Marsa Matruh 31.33664 27.25533 2045.3 

24 Sidi Barrani 31.61058 25.93 1981.9 

25 El Salloum 31.575 25.15932 2016.5 

The National Solar Radiation Database (NSRDB) [39] is a comprehensive set 
of meteorological data and solar radiation measurements, including direct normal 
irradiance, global horizontal irradiance, and diffuse horizontal irradiance, that are 
available in the hourly form. This investigation utilizes the year-long historical data 
from the NSRDB to provide the input solar radiation to the system-level model. Spline 
interpolation is utilized to convert the hourly data from the NSRDB to instantaneous
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interpolated data which is essential for system-level modeling. More details about 
the proposed system-level model are available in Sect. 3. 

3 Mathematical Modeling 

MATLAB Simulink has been incorporated to build the system-level model. Figure 2 
shows a schematic diagram of the Simulink model for the proposed solar-powered 
green hydrogen system. The solar irradiance data from NSRDB is fed to the model 
in hourly format. Then, a lookup table is used to provide the instantaneous data to 
model each second based on the Spline interpolation. The Simulink model consists 
of blocks, and each block represents an interconnected subsystem to form a system-
level model. These subsystems include the PV array, battery storage, and proton 
exchange membrane (PEM) electrolyzer. The signals between the blocks represent 
the system variable. While the system input is mainly the meteorological data, the 
system output is mainly the hydrogen production quantity. 

The PV array subsystem is one of the key subsystems. The PV array is repre-
sented by a double exponential diodes model that incorporates a current source that 
provides the highest accuracy. This accurate model is formed by incorporating series 
resistance, shunt resistance, and recombination into the simplest model. The series 
resistance reflects the voltage drop that occurs due to the current path through the 
semiconductor material, metal grid, contacts, and current-collecting bus. The shunt 
resistance represents the current leakage to the ground at the edges of the cell. The 
second diode signifies the recombination in the PV cell’s depletion regionwhich 
provides a non-resistive current path in parallel with the intrinsic PV cell [40]. The 
PV array submodel is constructed with a Maximum Power Point Tracking (MPPT) 
controller in order to ensure successful tracking of the maximum power under fast 
changes in solar radiation. Cuckoo Search Algorithm is a bioinspired MPPT algo-
rithm that has been successfully employed in fast changes in solar radiation [41].

Fig. 2 A schematic diagram of the proposed solar-powered green hydrogen production system for 
a coastal location 
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The Buck-boost DC–DC converter is used as a power conditioning unit between the 
PV source and the electrolyzer [42]. The MPPT controller regulates this Buck-boost 
converter to adjust its duty cycle. 

The battery storage subsystem is implemented to model the storage of excess 
energy generated by the PV array. Energy management battery storage is important 
to ensure a stable, reliable, and cost-effective energy supply. The energy management 
battery storage is regulated by the energy balance based on the instantaneous energy 
stored in the battery, the initial energy stored in the battery, and the power input/ 
output from the battery. The employed battery charger prevents the battery from 
overcharging as well as deep discharging. The battery is represented by a combination 
of a resistor in series and a voltage source that depends on the charge. To make the 
model more robust, an approximate correlation is employed between voltage and the 
remaining charge. This correlation mimics the faster decline in voltage as the charge 
decreases. 

The electrolyzer is the key element in any green hydrogen production system. A 
PEM electrolyzer is one of the promising types of the electrolyzer. It uses a solid 
polymer electrolyte membrane to split water into hydrogen and oxygen gases. In the 
proposed system, the PEM electrolyzer is employed. PEM electrolyzers consist of 
several components, including an anode and a cathode, a proton exchange membrane, 
and an electrolyte. The Electrolyzer is modeled as an electric load that identifies the 
amount of hydrogen production based on the electricity provided considering the 
temperature of water in the tank. The electrolysis stack consists of series-connected 
individual electrolyzer cells that are modeled considering the ideal state with a 
constant pH. 

The NSRDB’s actual historical data from a full year was used to supply solar radi-
ation data to the system-level model. The hourly data from NSRDB was transformed 
into instantaneously interpolated data using spline interpolation to ensure accurate 
system-level modeling. Figure 3 illustrates two examples of the annual historical data 
for two locations, namely Al-Tor and Ain Sokhna, based on the hourly data obtained 
from NSRDB [39].

4 Results and Discussions 

The abovementioned MATLAB Simulink model is implemented to mimic the perfor-
mance of the green hydrogen production system in the selected coastal locations that 
are specified in Table 1. The historical data of solar irradiance for each location 
from the NSRDB is fed to the model as an input. The model is capable to provide 
instantaneous hydrogen production with a 1-s resolution. However, the hydrogen 
production is then integrated to provide the annual hydrogen production for each of 
the considered locations. Figure 4 illustrates the annual output of green hydrogen 
production in kg for each of the considered coastal locations.

As mentioned before in Table 1, the considered 25 locations are categorized 
into three regions based on their geographical coastal area, particularly the Red Sea
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Fig. 3 Examples of the annual historical data for two locations, namely Al-Tor and Ain Sokhna. 
Data are obtained from NSRDB [39]

Fig. 4 An illustration of the annual hydrogen production for 25 selected locations over the three 
coastal regions in Egypt

coast, Sinai Peninsula coast, and Mediterranean Sea coast. These three regions are 
illustrated in Fig. 4 with different shading colors. Hurghada offers the best annual 
hydrogen production on the Red Sea coast while Ain Sokhna exhibits the lowest 
annual hydrogen production. Al-Tor has the highest hydrogen production rate among 
the other considered locations on the Sinai Peninsula coast. Considering the Mediter-
ranean coast, it can be noticed that El-Alamein has the highest annual hydrogen 
production rate while El-Salloum is found to exhibit the lowest annual hydrogen 
production rate. It is well-known that Hurghada and Al-Tor have excellent wind 
potential which suggests that it would be worth studying the feasibility of green 
hydrogen production based on a hybrid solar/wind system.
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Considering the 25 selected locations over the three coastal regions, Al-Tor, 
marked in green color in Fig. 4, shows the best performance with an annual hydrogen 
production rate of 7858 [kg/annum] and this is about 11% higher than Ain Sokhna, 
marked in red color in Fig. 4, that manifested the lowest annual hydrogen production 
rate about 7102 [kg/annum]. Overall, the locations in the Sinai Peninsula show a 
relatively close annual hydrogen production rate with relatively low variations in 
contrast with the other two coastal regions that exhibit considerable variations in the 
hydrogen production rates even between the close neighboring cities, such as Suez 
and Ain Sokhna. These considerable variations are due to the different topographic 
conditions that are expected to influence the clouds and shadings. In conclusion, this 
suggests that the Sinai Peninsula coast is promising in green hydrogen production 
based on solar energy. 

In order to assess the effect of the seasonal variation of solar irradiance on the 
performance of the system production of green hydrogen, three coastal locations are 
considered including Ain Sokhna, Rashed, and Al-Tor. The hydrogen production 
of each site is illustrated as shown in Fig. 5 for each month over one year. It can 
be observed that the system hydrogen production in Rasheed in July outperforms 
the production in Al-Tor even though Al-Tor exhibits the highest annual hydrogen 
production. Also, in February and April, the production in Ain Sokhna outperforms 
the production in Rasheed even though Rasheed outperforms Ain Sokhna based on 
the annual hydrogen production. This illustrates the importance of considering the 
instantaneous data and the different seasonal conditions rather than the year-averaged 
solar irradiance in the investigation of green hydrogen production systems. 

Fig. 5 The monthly hydrogen production of three selected sites over one year
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5 Conclusion 

This article explores the potential of producing green hydrogen in Egypt, which has 
ample renewable resources and a strategic location on the Sea. The study evaluates 
the performance of green hydrogen production in various coastal locations in Egypt, 
using a MATLAB Simulink simulation that considers 25 locations and their avail-
able solar irradiance. The analysis includes an assessment of a solar-powered green 
hydrogen system, using a historical year-long solar irradiance dataset for each loca-
tion. The results indicate that the Sinai Peninsula coast is a promising area for green 
hydrogen production based on solar energy, with Al-Tor showing the best perfor-
mance and an annual hydrogen production rate of 7858 kg. The study highlights the 
importance of considering instantaneous data and seasonal conditions for investi-
gating green hydrogen production systems. It is suggested that future work should 
explore the feasibility of a hybrid solar/wind system for green hydrogen production 
in locations with high wind potential. 

6 Recommendation 

Based on the abovementioned findings, it is recommended to implement the proposed 
green hydrogen production system in Sinai coastal area. Furthermore, it is recom-
mended to investigate the potential of hybrid PV-Wind utilization in green hydrogen 
production systems. 

Acknowledgements The authors acknowledge the British Council for supporting the UK-Egypt 
Higher Education Climate Change Partnerships project No. 7 (Egyptian Offshore Wind to Produce 
Green Hydrogen to Mitigate the Effects of Climate Change). 

References 

1. Shiva Kumar S, Lim H (2022) An overview of water electrolysis technologies for green 
hydrogen production. Energy Rep 8:13793–13813 

2. Elbaz A, Elfar MH, Kalas A, Refaat A (2022) Maximum power extraction from polymer 
electrolyte membrane (PEM) fuel cell based on deterministic particle swarm optimization 
algorithm. In: Proceedings of the 2022 conference of russian young researchers in electrical 
and electronic engineering, ElConRus 2022. Institute of Electrical and Electronics Engineers 
Inc., pp 613–619 

3. Refaat A, Elgamal M, Korovkin NV (2019) A novel photovoltaic current collector optimizer to 
extract maximum power during partial shading or mismatch conditions. In: Proceedings of the 
2019 IEEE conference of russian young researchers in electrical and electronic engineering, 
ElConRus 2019, 407–412. https://doi.org/10.1109/EICONRUS.2019.8657173 

4. Osman MH, Ahmed MK, Refaat A, Korovkin NV (2021) A comparative study of MPPT for PV 
system based on modified perturbation observation method. In: Proceedings of the 2021 IEEE

https://doi.org/10.1109/EICONRUS.2019.8657173


Performance Analysis of a Green Hydrogen Production System … 41

conference of Russian young researchers in electrical and electronic engineering, ElConRus 
2021, 1023–1026 

5. Refaat A, Abdel A, Shehata H, Elgamal M, Korovkin NV, Shehata AA, Korovkin NV 
(2020) Current collector optimizer topology with reconfiguration algorithm to harvest optimal 
power from nonuniform aged PV arrays. In: 2020 international multi-conference on industrial 
engineering and modern technologies (FarEastCon). https://doi.org/10.1109/fareastcon50210. 
2020.9271455 

6. Elsakka MM, Ingham DB, Ma L, Pourkashanian M, Moustafa GH, Elhenawy Y (2022) 
Response surface optimisation of vertical axis wind turbine at low wind speeds. Energy Rep 
8:10868–10880 

7. Elsakka MM, Ingham DB, Ma L, Pourkashanian M (2020) Effects of turbulence modelling on 
the predictions of the pressure distribution around the wing of a small scale vertical axis wind 
turbine. In: Proceedings of the 6th European conference on computational mechanics: solids, 
structures and coupled problems, ECCM 2018 and 7th European conference on computational 
fluid dynamics, ECFD 2018, pp 3921–3931 

8. Elsakka MM, Ingham DB, Ma L, Pourkashanian M (2021) Comparison of the computational 
fluid dynamics predictions of vertical axis wind turbine performance against detailed pressure 
measurements. Int J Renew Energy Res 11:276–293 

9. Amin I, Elsakka M, Oterkus S, Nguyen CT, Ozdemir M, El-Aassar AH, Shawky H, Oterkus 
E (2022) Computational fluid dynamics-based design of anoxic bioreactor zone in wastewater 
treatment plant. Desalination Water Treat 253:9–23. https://doi.org/10.5004/dwt.2022.28300 

10. Ahmed A, Alzahrani M, Shanks K, Sundaram S, Mallick TK (2022) Reliability and temper-
ature limits of the focal spot of a primary optical component for an ultra-high concentrated 
photovoltaic system. AIP Conf Proc 2550. https://doi.org/10.1063/5.0099091 

11. Ahmed A (2021) Thermal management of high concentrating photovoltaic system. University 
of Exeter 

12. Ahmed A, Shanks K, Sundaram S, Mallick T (2021) Energy and exergy analyses of new cooling 
schemes based on a serpentine configuration for a high concentrator photovoltaic system. Appl 
Therm Eng 199:117528. https://doi.org/10.1016/j.applthermaleng.2021.117528 

13. Ahmed A, Zhang G, Shanks K, Sundaram S, Ding Y, Mallick T (2021) Performance evaluation 
of single multi-junction solar cell for high concentrator photovoltaics using minichannel heat 
sink with nanofluids. Appl Therm Eng 182:115868. https://doi.org/10.1016/j.applthermaleng. 
2020.115868 

14. Abuhashish MN, Daoud AA, Elfar MH (2022) A novel model predictive speed controller for 
PMSG in wind energy systems. Int J Renew Energy Res 12:170–180. https://doi.org/10.20508/ 
IJRER.V12I1.12750.G8385 

15. Amin I, Ali MEA, Bayoumi S, Balah A, Oterkus S, Shawky H, Oterkus E (2021) Numerical 
hydrodynamics-based design of an offshore platform to support a desalination plant and a 
wind turbine in Egypt. Ocean Eng 229:108598. https://doi.org/10.1016/J.OCEANENG.2021. 
108598 

16. Bayoumi S, Ali MEA, Amin I, Torky RE, Oterkus S, Shawky H, Oterkus E, Bayoumi S, Ali 
MEA, Amin I, Torky RE, Oterkus S, Shawky H, Oterkus E (2021) Environmentally-driven 
design of a floating desalination platform (case study: reverse osmosis floating desalination 
platform of ras gharib, Egypt). AIMS Energy 9(3):623–650. https://doi.org/10.3934/ENERGY. 
2021030 

17. Amin I, Ali MEA, Bayoumi S, Oterkus S, Shawky H, Oterkus E (2020) Conceptual design and 
numerical analysis of a novel floating desalination plant powered by marine renewable energy 
for Egypt. J Mar Sci Eng 8:95. https://doi.org/10.3390/JMSE8020095 

18. Amin I, Eshra N, Oterkus S, Oterkus E (2022) Experimental investigation of motion behavior 
in irregular wave and site selection analysis of a hybrid offshore renewable power station for 
Egypt. Ocean Eng 249:110858. https://doi.org/10.1016/J.OCEANENG.2022.110858 

19. Gharib-Yosry A, Blanco-Marigorta E, Fernández-Jiménez A, Espina-Valdés R, Álvarez-álvarez 
E (2021) Wind–water experimental analysis of small SC-darrieus turbine: an approach for 
energy production in urban systems. Sustainability 13:5256.https://doi.org/10.3390/SU1309 
5256

https://doi.org/10.1109/fareastcon50210.2020.9271455
https://doi.org/10.1109/fareastcon50210.2020.9271455
https://doi.org/10.5004/dwt.2022.28300
https://doi.org/10.1063/5.0099091
https://doi.org/10.1016/j.applthermaleng.2021.117528
https://doi.org/10.1016/j.applthermaleng.2020.115868
https://doi.org/10.1016/j.applthermaleng.2020.115868
https://doi.org/10.20508/IJRER.V12I1.12750.G8385
https://doi.org/10.20508/IJRER.V12I1.12750.G8385
https://doi.org/10.1016/J.OCEANENG.2021.108598
https://doi.org/10.1016/J.OCEANENG.2021.108598
https://doi.org/10.3934/ENERGY.2021030
https://doi.org/10.3934/ENERGY.2021030
https://doi.org/10.3390/JMSE8020095
https://doi.org/10.1016/J.OCEANENG.2022.110858
https://doi.org/10.3390/SU13095256
https://doi.org/10.3390/SU13095256


42 M. M. Elsakka et al.

20. Gharib Yosry A, Fernández-Jiménez A, Álvarez-Álvarez E, Blanco Marigorta E (2021) Design 
and characterization of a vertical-axis micro tidal turbine for low velocity scenarios. Energy 
Convers Manag 237 

21. Amer AE, Lebedev VA (2020) Numerical investigations on latent heat storage unit using phase 
change material. J Phys Conf Ser 1565:012099. https://doi.org/10.1088/1742-6596/1565/1/ 
012099 

22. Amer AE, Elsakka MM, Lebedev VA (2021) Thermal performance of an accumulator unit 
using phase change material with a fixed volume of fins. Int J Energy Res 45:19089–19102. 
https://doi.org/10.1002/ER.7095 

23. Refaat A, Khalifa AE, Elsakka MM, Elhenawy Y, Kalas A, Elfar MH (2023) A novel meta-
heuristic MPPT technique based on enhanced autonomous group particle swarm optimiza-
tion algorithm to track the GMPP under partial shading conditions—experimental validation. 
Energy Convers Manag 287:117124. https://doi.org/10.1016/J.ENCONMAN.2023.117124 

24. Moharram NA, Tarek A, Gaber M, Bayoumi S (2022) Brief review on Egypt’s renewable 
energy current status and future vision. Energy Rep 8:165–172 

25. Egypt close to deals on 1GW of solar and wind projects|Reuters. https://www.reuters.com/bus 
iness/cop/egypt-close-deals-1gw-solar-wind-projects-2022-11-17/. Accessed 10 Feb 2023 

26. IRENA (2018) Renewable energy outlook. Egypt, Abu Dhabi 
27. Jang D, Kim J, Kim D, Han WB, Kang S (2022) Techno-economic analysis and Monte 

Carlo simulation of green hydrogen production technology through various water electrolysis 
technologies. Energy Convers Manag 258 

28. Mastropasqua L, Pecenati I, Giostri A, Campanari S (2020) Solar hydrogen production: Techno-
economic analysis of a parabolic dish-supported high-temperature electrolysis system. Appl 
Energy 261 

29. Zhang H, Su S, Chen X, Lin G, Chen J (2013) Configuration design and performance optimum 
analysis of a solar-driven high temperature steam electrolysis system for hydrogen production. 
Int J Hydrogen Energy 38:4298–4307 

30. AlZahrani AA, Dincer I (2016) Design and analysis of a solar tower based integrated system 
using high temperature electrolyzer for hydrogen production. Int J Hydrogen Energy 41:8042– 
8056 

31. Lin M, Haussener S (2017) Techno-economic modeling and optimization of solar-driven high-
temperature electrolysis systems. Sol Energy 155:1389–1402 

32. Boudries R (2018) Techno-economic study of hydrogen production using CSP technology. Int 
J Hydrogen Energy 43:3406–3417 

33. Rahil A, Gammon R, Brown N (2018) Techno-economic assessment of dispatchable hydrogen 
production by multiple electrolysers in Libya. J Energy Storage 16:46–60 

34. Yadav D, Banerjee R (2018) Economic assessment of hydrogen production from solar driven 
high-temperature steam electrolysis process. J Clean Prod 183:1131–1155 

35. Mohsin M, Rasheed AK, Saidur R (2018) Economic viability and production capacity of wind 
generated renewable hydrogen. Int J Hydrogen Energy 43:2621–2630 

36. Abdin Z, Mérida W (2019) Hybrid energy systems for off-grid power supply and hydrogen 
production based on renewable energy: a techno-economic analysis. Energy Convers Manag 
196:1068–1079 

37. Global Solar Atlas. https://globalsolaratlas.info/map. Accessed 22 Mar 2023 
38. Google Earth Pro, DATA SIO, NOAA, U.S. Navy, NGA, CEBCO, Image Landsat/Copernicus. 

https://earth.google.com/intl/earth/. Accessed 12 Apr 2023 
39. National Renewable Energy Laboratory National Solar Radiation Database: NSRDB. https:// 

nsrdb.nrel.gov/. Accessed 2 Apr 2023 
40. Vamsi Krishna Reddy AK, Venkata Lakshmi Narayana K (2022) Investigation of a social group 

assisted differential evolution for the optimal PV parameter extraction of standard and modified 
diode models. Energy Convers Manag 268:115955. https://doi.org/10.1016/J.ENCONMAN. 
2022.115955 

41. Khalifa AE, Refaat A, Kalas A, Elfar MH (2022) Two bio-inspired MPPT algorithms to harvest 
the maximum power from partially shaded PV arrays. In: Proceedings of the 2022 conference

https://doi.org/10.1088/1742-6596/1565/1/012099
https://doi.org/10.1088/1742-6596/1565/1/012099
https://doi.org/10.1002/ER.7095
https://doi.org/10.1016/J.ENCONMAN.2023.117124
https://www.reuters.com/business/cop/egypt-close-deals-1gw-solar-wind-projects-2022-11-17/
https://www.reuters.com/business/cop/egypt-close-deals-1gw-solar-wind-projects-2022-11-17/
https://globalsolaratlas.info/map
https://earth.google.com/intl/earth/
https://nsrdb.nrel.gov/
https://nsrdb.nrel.gov/
https://doi.org/10.1016/J.ENCONMAN.2022.115955
https://doi.org/10.1016/J.ENCONMAN.2022.115955


Performance Analysis of a Green Hydrogen Production System … 43

of russian young researchers in electrical and electronic engineering, ElConRus 2022. Institute 
of Electrical and Electronics Engineers Inc., pp 670–674 

42. Osman MH, Refaat A (2019) Adaptive multi-variable step size P&O MPPT for high tracking-
speed and accuracy. IOP Conf Ser Mater Sci Eng 643:012050. https://doi.org/10.1088/1757-
899X/643/1/012050

https://doi.org/10.1088/1757-899X/643/1/012050
https://doi.org/10.1088/1757-899X/643/1/012050


Numerical and Experimental 
Investigation on Integrated Solar 
Chimney for Seawater Desalination 
System in Egypt 

Mohamed Elsakka, Islam Amin, Erkan Oterkus, Selda Oterkus, 
Moustafa Aboelfadl, Mohamed Elsayed Abdelfattah, Omar Nimr, 
Amro Abdullateif, Dalia Abouzaid, and Hossam Shawky 

1 Introduction 

Water is essential for sustainable development and plays a crucial role in various 
aspects such as socio-economic progress, energy generation, food production, the 
well-being of ecosystems, and even human survival. Furthermore, water is of utmost 
importance in adapting to climate change, as it serves as the vital connection between
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society and the environment. [1]. Over the last century, power and fresh water produc-
tion processes have dominantly been driven using fossil fuels. The use of fossil fuels 
has shown challenging issues, which are mainly the damage they cause to the envi-
ronment and the depletion of their sources. Furthermore, attaining the worldwide 
intensive growing demand for those two crucial resources has necessitated switching 
to sustainable energy sources to produce them. Among various utilized sustainable 
and environmentally safe energy resources, solar energy has been found as the most 
dependable and affordable renewable energy resource [2]. Many studies were previ-
ously carried out to utilize the sustainable renewable energy to generate freshwater. 
Amin et al. proposed floating desalination plant powered by marine renewable energy 
[2–11]. Elminshawy et al. [12] proposed floating photovoltaics system to generate 
clean energy that can used to desalinate freshwater for remote rural areas. Eshra and 
Amin [8] developed a hybrid floating power station driven by renewable energy to 
generate freshwater for remote coastal areas. Amin et al. [9] developed wastewater 
treatment plant powered by renewable energy to generate freshwater. 

Solar Energy is another important sustainable energy source, especially in sunbelt 
countries such as Egypt, where sunlight and higher radiation are available for longer 
time. The technology of solar energy has been considered as a sustainable and clean 
source of energy. The main advantage of solar chimney compared with photovoltaics 
system is that it is able to deploy all day not only during daylight [12]. The develop-
ment at Solar updraft tower (SUT), or solar chimney power plant (SCPP), represents 
one of the means that have been developed and implemented to convert solar energy 
into electric power. Cuce et al. [10] presented the design and performance testing 
results of Manzanares pilot SCPP in Spain, which has been launched for opera-
tion in 1982. Those results have been considered as a foundation of this developing 
technology and benchmark for all the subsequent related studies. 

To study the performance of solar chimney systems, computational fluid dynamics 
(CFD) was used based on different simulation codes. Bernardes et al. [13] used CFD  
to solve the energy and Navier–Stokes equations in a steady state for the natural 
convection using the finite volume method. Chung and Gholamalizadeh [14] devel-
oped a numerical-based model of a solar chimney power plant by performing a 3D 
simulation of the engineering standards for the Manzanares prototype coupled with a 
real turbine implemented using computational fluid dynamics (CFD). Bouabidi et al. 
[15] studied numerically the solar chimney power plant under the weather conditions 
of Tunisia. They performed many test simulations to analyze the effect of chimney 
diameter. They studied the characteristics of the flowing air with various diameters. 
Simulation results revealed that the air flow velocity increased with the chimney 
diameter. Ismail et al. [16] performed a computational analysis to examine possible 
changes to the properties of air flow and heat transfer in relation to a traditional 
solar chimney device by using unsuccessful (negative) flow control methods. This 
research found that the rise in the number of unsuccessful controllers contributed to 
a 7% increase in the maximum speed at the chimney entrance. Djaouida et al. [17] 
presented a numerical study of the station of the solar chimney. To test the air flow 
characteristics of the prototype power plant from the solar chimneys in Manzanares, 
Spain, numerical simulations were performed.



Numerical and Experimental Investigation on Integrated Solar Chimney … 47

Hassan et al. [18] conducted a numerical analysis using the ANSYS Fluent soft-
ware, which involved investigating the effects that occur when adjusting the slope 
of the solar collector of the device and also the angle of diffraction of the chimney 
on power output from the solar chimney device. Guo et al. [19] suggested a solar 
chimney three-dimensional numerical model with solar radiation, solar load, and a 
turbine model, and then tested it first using experimental data for Spain’s original solar 
chimney model. Das and Chandramohan [20] developed a three-dimensional numer-
ical model for a solar chimney station to estimate and evaluate flow and efficiency 
parameters. They studied the effects of geometric variables such as the chimney 
height and the solar collector roof angle. 

Setareh [21] conducted an experiment to investigate the influence of geometric 
factors such as the roof collector angle (B), chimney divergence angle (A), and wind 
speed on the performance of the solar chemistry power plant (SCPP). The parametric 
research was conducted on different a and b components. The results demonstrated 
that the SCPP power output rose by b to a given a. It was also recommended that 
in the range of 0.7–0.85, the ratio of the decrease in the turbine pressure to the 
total pressure potential be chosen to achieve the optimal output of the SCPP. Singh 
et al. [22] examined the potential design changes to enhance their extremely poor 
energy conversion efficiency with a third component, called the bell-mount inlet, 
as well as two key components: a collector and a chimney, to improve the thermal 
performance of the system. The results showed that the air velocity might significantly 
increase by about 270% when the collector, the chimney, and efficient bell-mouth 
integration modifications are suitable and significantly improve the turbine power 
output compared to conventional power supplies. 

The objectives of this work are to provide a proof of physical concept of opera-
tion of a novel solar-powered hybrid generator of power and sea water desalination 
experimentally and numerically where solar power system has been combined with 
liquid desiccant system to simultaneously produce power and fresh water. Numer-
ical and experimental investigation on the proposed system is conducted to prove the 
concept. 

2 Concept Description 

A typical Solar updraft tower is shown in Fig. 1. For the Solar tower prototype in 
Egypt, the plant consists of three main components: solar collector, chimney tower 
and ducted type wind turbine. The collector is of a circular geometry and a canopy 
made of pellucid material fixed above the ground at a certain height. The chimney 
tower is a circular duct. The tower can be constructed as either steel or concrete 
structure. The wind turbine is typically of horizontal axis type (air flow is parallel to 
rotation axis), coupled to an electrical generator at its lower shaft end. The collector 
receives solar radiation, and due to greenhouse effects, the ground underneath the 
transparent canopy is heated. In the meantime, it heats the adjacent mass of air, which 
is induced to move, via natural convection mechanism, from collector perimeter
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towards the plant tower inlet where the chimney pipe maintains a decreasing pres-
sure gradient. In other words, the collector and chimney pipe complement each other 
to create and maintain the targeted air flow throughout the plant’s passages, in such a 
manner that the collector provides the temperature rise required to make the flowing 
air stream lower in density as it advances towards chimney inlet, while the chimney 
pipe with the pressure difference between its top (outlet) and bottom (inlet), due to 
altitude difference, provides the needed decreasing pressure gradient. Moreover, at 
inlet of the chimney pipe where the wind turbine is located, the surge of the effectu-
ated large volume of air will lead to a strong upwind. This upwind would drive the 
turbine, which then rotate a coupled electrical generator and thus produce electricity. 
Concerning water scarcity worldwide, desalination is the most widely used measure 
to help achieving possible quantities of the demanded fresh water. However, desali-
nation process can only be used in coastal areas where the seawater is available. In 
addition, serious environmental and economic challenges are encountered in all types 
of desalination systems. Consequently, there have been strategic plans globally to 
develop freshwater generation technologies characterized of being environmentally 
safe, economically viable and renewable energy- sourced. Atmosphere represents 
a large reservoir with approximately 37.5 × 1015 gallons of water in an invisible 
vapour form [11]. 

Fig. 1 Solar tower prototype in Egypt
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Table 1 Main geometric 
dimensions of the solar 
chimney power plant 
prototype 

Geometric parameter Value 

Chimney height (m) 6.00 

Chimney inner diameter (m) 0.12 

Chimney thickness (m) 0.05 

Cover of the heat collector (m) 0.06 

Water tank height (evaporation tank) (mm) 0.30 

Collector diameter (m) 2.60 

3 Experimental Work 

The pilot plant of solar chimney was fabricated and tested in outdoor site at Desert 
Research Center, Egypt, as shown in Fig. 1. The pilot main dimensions and compo-
nents are listed in Table 1. The collector canopy of the built pilot plant was fabricated 
using a polyethylene transparent sheet of 1mm thickness. The canopy was designed 
to be fixed and fabricated using wooden frame and supports. However, the black 
pebble bed was selected to be the suitable collector ground material that can be used 
as an absorber for its affordable and good thermal storage effects. The black pebbles 
were designed with a depth of 0.2 m. 

The solar irradiance was measured by DFY2 sky radiometer and radiation 
ammeter. The heated air flow speed will be measured by hot bulb anemometer. 
The ambient temperature will be measured automatically by Pt100 resistance which 
is placed in an instrument shelter. Multi-channel SWP inspection monitors were 
connected to the Pt100 resistances at each measuring point. And the network was 
connected to the serial port of a computer through converter, sending the collected 
data to the computer. 

The pilot was tested on hourly basis over the daytime for ten randomly selected 
non-rainy days. At the beginning of each testing hour, the weather conditions were 
measured (solar irradiance, ambient temperature, relative humidity, and wind speed). 
At the same time, the SCPP collector ground temperature as well as its canopy film 
temperature would be measured. Right afterwards, the SCPP operating air velocity, 
temperature and density were recorded at different points across the collector flow 
field as well as at the inlet of the chimney pipe. 

4 Numerical Modeling and Simulation 

4.1 Numerical Model 

Numerical simulation is an important tool for studying any transportation 
phenomenon involving heat, fluid, and mass flow [12]. The model of the presented 
solar chimney as shown in Fig. 2, corresponding to the dimensions of the prototype
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pilot fabricated in Egypt was modeled in the Design Modular software of ANSYS 
Fluent. The computational domain was discretized with a structured mesh having fine 
elements. The computational model is illustrated in Fig. 3. The mesh was performed 
according to the model as in Fig. 4 in the same ANSYS Mesher software. Due to the 
size large model, generating mesh is a complicated task and requires a large number 
of elements and nodes, especially at some important locations such as the curved 
zone between the collector and the tower as shown in Fig. 5. 

The simulation was carried out using the numerical finite volume method for 
solving Navier–Stokes equations and the laws of mass and energy conservation with a 
commercial software ANSYS Fluent, product of ANSYS. Furthermore, the COUPLE 
algorithm was used to describe the relationship between pressure and velocity; the 
RNG turbulence model k-e was selected to describe the flow, and the body force 
weighted algorithm was selected as a tool for estimating the pressure limit. As for 
the other equations, with second-order upwind algorithms, they were all considered. 
In order to obtain more accurate results, all numerical calculations were solved using 
double precision choice. For all equations, the iteration error was set to the 10−5 

limit; for the energy equation, it is 10−8.

Fig. 2 An illustration of the 
geometry of the solar 
chimney
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Fig. 3 An illustration of the 
3D computational model 

Fig. 4 A plot of the  
computational mesh
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Fig. 5 An illustration of the mesh topology at the connection between the collector and the vertical 
chimney

4.2 Model Validation 

The present numerical model was validated against the experimental test results. 
The temperature profile for numerical model prediction and experimental data of the 
flow temperature which were collected at the center of the vertical solar chimney 
was compared for different solar irradiance. The detailed experimental data from 
the solar chimney test rig are shown in Fig. 6. As shown in Fig. 7, good agreement 
between the numerical model prediction and experimental data are presented. Also, 
comparison between the numerical model prediction and the experimental test results 
for the flow velocity for different solar irradiance are shown in Fig. 8.

5 Results and Discussion 

A numerical model was carried out to evaluate the possibility of producing elec-
tricity in Egypt from solar chimney. A three-dimensional (3D) simulation of the 
main geometric dimensions corresponding to the dimensions of the prototype pilot 
fabricated in Egypt, was performed using computational fluid dynamics (CFD). Three 
different solar radiation were examined; 463.6, 629.6 and 830 W/m2. The selected 
solar radiations matching with experimental test results to facilitate validation and 
comparison process. Figure 9 illustrates the flow stream velocity for different solar
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Fig. 6 Air speed and air temperature experimental test results for the solar chimney prototype 

Fig. 7 A comparison between the numerical prediction and the corresponding experimental data 
for the flow temperature at the centerline of the vertical chimney for different solar irradiance 

Fig. 8 A comparison between the numerical prediction and the corresponding experimental data 
for the flow velocity at the centerline of the vertical chimney for different solar irradiance
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irradiation. It appears that the highest velocity is for radiation equal to 830 W/m2 

because the ambient air temperature that is entering the collector has the highest 
value due to the high amount of solar radiation absorbed in this case. The higher 
solar radiation means reduction in the air density which then means increment in the 
flow velocity. For this reason, the solar radiation has the main fundamental effect on 
the air velocity. 

Velocity for radiation = 463.6 W/m2 Temperature for radiation = 463.6 W/m2 

Velocity for radiation = 629.6 W/m2 Temperature for radiation = 629.6 W/m2 

Velocity for radiation = 830 W/m2 Temperature for radiation = 830 W/m2 

Fig. 9 Contours of velocity magnitude and static temperature at the midplane of the solar chimney 
for different solar irradiance
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6 Conclusion 

The solar chimney is one of the interested areas in renewable solar energy utiliza-
tion, especially in sunbelt countries such as Egypt. Computational fluid dynamics 
can be utilized in designing a solar chimney and predicting its performance. In the 
present study, the performance assessment of solar chimney pilot was numerically 
and experimentally investigated. A pilot of solar chimney was fabricated and tested in 
outdoor site located at Desert Research Center, Egypt. By taking the real dimensions 
of the pilot main system, a model was designed in a three-dimensional form using the 
ANSYS Fluent software. The simulation was conducted by taking into consideration 
the atmospheric condition in the deployment area. Velocity and temperature distribu-
tions in the pilot from collector entry to chimney outlet were numerically simulated 
with respect to different solar intensity. The numerical simulation has shown a good 
agreement with the tested results of the pilot power plant. It was observed that the 
maximum stream velocity 1.7 m/s is achieved at highest solar radiation of 830 W/ 
m2 due to the high solar radiation and ambient temperature in this case. 

7 Recommendation 

Based on the above-mentioned discussions, it is recommended to utilize CFD simu-
lations for optimizations of solar chimney systems. It is recommended to carry out 
sophisticated optimization of the solar chimney parameters in order to increase its 
performance. 
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An Efficient MPP Tracker Based 
on Flower Pollination Algorithm 
to Capture Maximum Power from PEM 
Fuel Cell 

Ahmed Elbaz, Ahmed Refaat, Nikolay V. Korovkin, Abd-Elwahab Khalifa, 
Ahmed Kalas, Mohamed Mohamed Elsakka, Hussien M. Hassan, 
and Medhat H. Elfar 

1 Introduction 

Traditional power sources are mainly fossil fuels such as coal, oil and natural gas. 
They face several problems such as, they are non-renewable and can be depleted 
over time. They cause environmental pollution and health issues when burned. They 
require costly and invasive processes of extraction, transportation and combustion. 
Renewable energy is preferred over traditional power sources because it has many 
benefits, such as being cleaner and not emitting greenhouse gases or other pollutants. 
Furthermore, it is sustainable and will never run out unlike fossil fuels [1]. Although
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the majority of the installed generation capacity currently is based on fossil fuels, 
there is a recent both market and research interest in the utilization of new and 
renewable energy including solar energy [2–7], wind energy [8–10], and fuel cells 
[11, 12]. 

Fuel cells (FCs) are electrochemical devices that convert chemical energy from 
a fuel into DC electricity besides producing heat and water as byproducts of the 
chemical reaction. FCs can help decrease CO2 emissions since hydrogen can be 
produced from renewable sources. This may decrease CO2 emissions by almost 90% 
compared to traditional electrical power plants. FCs possess several advantages such 
as high energy efficiency, low maintenance cost (no moving parts), high reliability, 
low noise pollution, low thermal pollution, designing is modular; therefore, the parts 
are exchangeable, and low air pollution [13]. 

Maximum power extraction for FCs is the process of achieving the optimal power 
output from the FCs under varying operating conditions. One of the challenges of 
this process is to design a maximum power point (MPP) tracker that can regulate the 
load impedance to match the FC internal impedance. Another challenge is dealing 
with the nonlinearity and uncertainty of the FC characteristics, which are influenced 
by gas pressure, working temperature, humidity, and aging [14]. A wide range of 
MPP tracking (MPPT) techniques has been proposed in the literature in order to cope 
with these challenges. 

Incremental resistance-based-MPPT technique and Perturb and Observe (P&O) 
based-MPPT technique are suggested in [15–18]. These techniques have some merits 
such as the simplicity of the structure of the algorithms and easy implementation in 
low-cost hardware. Nonetheless, they suffer from high steady-state power fluctua-
tions, low tracking speed, and may fail to trace the MPP under different operating 
conditions. Therefore, these techniques have low energy efficiency and low relia-
bility. The MPPT controller based on Fuzzy Logic Control (FLC) is proposed in 
[19] to enhance the FCs’ performance and efficiency. The FLC can track the MPP 
quickly and accurately without overshooting spikes. In addition, it can adapt to 
different working conditions (e.g., temperature, humidity, and load changes) [20]. 
However, the controller may require a large number of parameters and rules to cover 
all potential working conditions, which increases the complexity and cost of the 
tracking system. 

Metaheuristic techniques are a class of optimization algorithms that are employed 
to solve complex problems that cannot be solved using traditional optimization 
techniques. They offer several advantages over classical optimization techniques
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for solving complex problems in various fields. Their flexibility, efficiency, robust-
ness, global optimization capability, and independence from derivatives make them 
an attractive choice for many real-world applications [21]. Recently, metaheuristic 
algorithms-based MPPT controllers have been widely used to extract maximum 
power from the FCs such as Artificial Bee Colony (ABC) [14], differential evolution 
(DE) [22], golden section search (GSS) [23], bat optimizer[24], Cuckoo Search (CS) 
[25], Chicken Swam [26], and others. This work proposes an efficient MPP tracker 
based on the flower pollination (FP) algorithm to harvest the maximum power from 
a stand-alone PEMFC system. In order to demonstrate the feasibility and effective-
ness of the proposed MPPT controller, the performance of the FP MPP tracker is 
compared with the PSO-based-MPPT controller under various operating conditions. 

2 System Description 

The schematic diagram of stand-alone PEMFC system is depicted in Fig. 1. As  
evident, the PEMFC system is composed of four main parts including the PEMFC 
stack, DC–DC power converter, resistive load, metaheuristic-based MPPT controller. 
Regarding the power circuit, a 1.2 kW PEMFC stack is connected to the resistive 
load via boost converter. The PEMFC stack and the parameters of boost converter are 
listed in Tables 1 and 2. The instantaneous power of the PEMFC stack is measured 
using current and voltage sensors. These signals are sent to the metaheuristic-based 
MPPT controller in order to extract the maximum power from PEMFC stack under 
different operating conditions. The MPPT controller produces the optimal duty cycle, 
considered the PWM generator’s reference signal. This reference signal is compared 
with a high-frequency carrier signal to produce the boost switch trigger pulses. 

In order to study the influence of the membrane water content (MWC) and the 
FC working temperature on the performance of the stand-alone PEMFC system,

Fig. 1 The schematic diagram of stand-alone PEMFC system
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Table 1 The parameters of the PEMFC stack 

Symbol Description Value 

il The limiting current 2 A/cm2 

NFC No. of series FCs 32 

tm The membrane thickness 0.0178 cm 

τH2 The time constant of H2 3.37 s 

A The active area of FC 35 cm2 

qin  H2 
The input flow rate of H2 10 * 10–5 kmol/s 

kH2 The molar constant of the H2 valve 4.22 * 10–5 kmol/s A 

α1 Parametric coefficient 1 − 0.944 
α2 Parametric coefficient 2 0.00354 

α3 Parametric coefficient 3 8 * 10–8 

α4 Parametric coefficient 4 − 1.96 * 10–4 

τO2 The time constant of O2 6.47 s 

qin  O2 
The input flow rate of O2 5 * 10–5 kmol/s 

kO2 The molar constant of the O2 valve 2.11 * 10–5 kmol/s A 

kr The coefficient of modeling 17 * 10–8 kmol/s A 

n No. of electrons participating in the reaction 2 

Table 2 The designed parameters of the DC–DC converter 

Symbol Description Value 

lboost Boost chopper inductor 1 mH  

fsw Switching frequency 20 kHz 

Cout output capacitor 500 uF 

RLoad Resistive load 2 Ω

numerous models based on the equivalent circuit are suggested in the literature [27– 
29]. A typical equivalent circuit that represents the practical PEMFC stack is shown 
in Fig. 2. This model considers different polarization voltages that occur inside the FC 
such as activation polarization, ohmic polarization, and concentration polarization. 
The basic equations expressing the nonlinear characteristics of the PEMFC stack 
taking into account the impact of MWC and FC operating temperature are as follows: 

Vcell = EN − Va − Vc − VΩ (1)

where Vcell represents the FC output voltage, EN is open-circuit (OC) voltage, Vc 

refers to the concentration overvoltage. Va is the activation overvoltage, and VΩ

represents the ohmic overvoltage. 
The following Nernst equation represents the OC voltage.
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Fig. 2 The equivalent 
circuit of the PEMFC

EN = 1.229 − 8.5 × 10−4 (Tcell − 298.15) 
+ 4.308 × 10−5 Tcell

(
ln

(
PH2

) + 0.5 ln
(
PO2

))
(2) 

where PO2 and PH2 refer to the partial pressures of O2 and H2; respectively, and Tcell 
represents the operating temperature of the FC. 

Activation polarization Va can be defined by Tafel equation. 

Va = −(α1 + α2Tcell + α3Tcell ln
(
CO2

) + α4Tcell ln(IFC ) (3) 

where α1, α2, α3 and α4 denote parametric constants, and CO2 denotes the dissolved 
oxygen concentration. 

CO2 =
PO2

(
5.08 × 106

)
exp

(−498/
Tcell

) (4) 

The ohmic polarization VΩ is governed by ohm’s law which is created by the elec-
trode resistance, the bulk membrane resistance, and the interface contact resistance 
between the electrode and the membrane. 

VΩ = IFC Rm (5) 

Rm = 
ρmtm 
A 

(6) 

where ρm represents the membrane resistivity, tm s the membrane thickness, A 
denotes the FC active area. 

The resistivity of FC membrane is influenced by the humidity and FC temperature 
as given below: 

ρm = 
181.6

[
1 + 0.03

(
IFC

/
A

)
+ 0.0062

(
Tcell

/
303

)2(
IFC

/
A

)2.5
]

[
λm − 0.634 − 3

( IFC 
A

)]
exp

(
4.18

(
(Tcell − 303)/

Tcell

)) (7)
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where λm refers to the MWC and its value belongs to [0,14] which represents the 
variation of humidity from λm ∈ [0, 14] 0–100%. 

The concentration polarization Vc can be calculated as (8). 

Vc = −  
RTcell 
nF  

ln

(
1 − 

IFC 

il A

)
(8) 

where n refers to the electron number participating during the reaction process, and 
il denotes the limiting current. 

The output voltage and power of FC stack are given by: 

VFC = NFC Vcell (9) 

PFC = VFC IFC (10) 

The effect of the MWC variation on the characteristic curves of the PEMFC stack 
is illustrated in Fig. 3. Under an invariant FC working temperature, the output power 
of the PEMFC stack reduces as the MWC reduces. On the other hand, for a constant 
MWC, the output power of the PEMFC stack decreases with the decrease of the FC 
operating temperature as shown in Fig. 4. Furthermore, different locations of MPPs 
are observed under various operating conditions which explains the importance of 
employing the MPPT controller to trace the MPP.

3 Metaheuristic Algorithms Based-MPPT Controller 

Metaheuristic algorithms are a class of optimization algorithms that are used to solve 
complex problems that cannot be solved using traditional optimization techniques. 
These algorithms are based on the principles of natural selection, swarm intelli-
gence, and other biological processes. In recent years, metaheuristic algorithms have 
been used in various applications, including power electronics and renewable energy 
systems. They can be used to develop MPPT controllers for PEMFCs because they 
can handle complex nonlinearities and uncertainties associated with the system. 
This manuscript employs the Particle Swarm Optimization (PSO) algorithm and 
the Flower Pollination (FP) algorithm to obtain the maximum power yielded from 
PEMFC under different operating conditions. The following subsections cover the 
principle of operation for each algorithm.
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Fig. 3 The characteristic curves of the PEMFC stack with various MWC: a the I-V curves and 
b the I-P curves

3.1 PSO Algorithm 

PSO is a metaheuristic-based optimization technique that simulates the behavior of 
a group of agents (known as particles) moving in a search space to find the optimal 
solution [30]. The movement of agents is guided by their best position as well as 
the overall group’s best position as depicted in Fig. 5. The PSO algorithm can be 
employed as an MPPT technique for PEMFC system by adapting the duty cycle of 
the converter. The fitness function of the PSO is to maximize the output power of the 
PEMFC stack by regulating the optimal duty cycle that conforms to the MPP. The 
PSO algorithm can offer fast convergence speed and high tracking accuracy under



66 A. Elbaz et al.

Fig. 4 The characteristic curves of the PEMFC stack with various cell temperature a the I-V curves 
and b the I-P curves

various operating conditions of the PEMFC stack [14, 31]. The flowchart of PSO-
based-MPPT algorithm is depicted in Fig. 6. The mathematical model that represents 
the movement of the particles is as follows:

ΔD( j )k+1 = ω.ΔD( j )k + a1r1
(
Pbest ( j ) − D( j )k

) + a2r2
(
Gbest − D( j)k

)
(11) 

D( j )k+1 = D( j)k + ΔD( j )k+1 (12)

where ΔD( j)k denotes the current step size of agent (j), k represents the current 
iteration, w denotes the inertia weight coefficient, a1 and a2 are the acceleration
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Fig. 5 The movement mechanism of agents in the PSO algorithm

constants, r1 and r2 are random values, Gbest and Pbest( j) are the agent best global 
position and best personal position, and D( j)k denotes the current displacement 
vector of particle(j). 

When the operating conditions of the PEMFC are changed, a new MPP is acquired. 
Therefore, the PSO-based-MPPT controller must be reinitialized to follow the new 
MPP as given by Eq. (13). If the reinitialization step is not executed correctly after 
changes in operating conditions, Gbest and Pbest( j) will not be updated properly for 
the new MPP, leading to false tracking of the new MPP and in turn high power loss.

||Pk 
FC  − Pk−1 

FC

||

Pk−1 
FC 

= ΔPFC (13) 

where ΔPFC equals 5% as recommended in [32]. 

3.2 FP Algorithm 

The flower pollination (FP) algorithm is a metaheuristic optimization algorithm that 
is inspired by the pollination process of flowers. FP has been applied to various types 
of problems such as optimization, image recognition, scheduling, and combinatorial 
optimization. Pollination process can be broken down into two types of pollination: 
global pollination and local pollination. Global pollination (also known as cross polli-
nation) simulates the movement of pollen by insects or wind across long distances, 
while local pollination (also known as self-pollination) mimics the movement of 
pollen within the flower itself or near neighborhood of flower (Fig. 7).

The pollination process has a random switch probability to decide whether to use 
global or local pollination. In global pollination, a solution (or pollen) is updated by
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Fig. 6 The flowchart of the 
PSO MPPT algorithm
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Fig. 7 The pollination process of flowers in nature

adding a Levy flight multiplied by the difference between the current solution and the 
best solution found so far. A Levy flight is a random walk that follows a heavy-tailed 
probability distribution. This allows the algorithm to explore a large search area and 
escape from local optimal [33]. 

Dk+1 
i = Dk 

i + γ L évy(λ)
(
Dbest − Dk 

i

)
(14) 

L évy(λ) ≈ 
λ⎡(λ) sin

(
πλ  
2

)

π 
1 

s1+λ (s ≫ s0 > 0) (15) 

where Dk+1 
i refers to the updated position vector or duty cycle, Dk 

i represents to ith 
pollen position vector for the flower at kth iteration, γ is a scaling factor to control 
the step size of duty cycle, Dbest denotes the best duty cycle for the present pollen 
generation, λ denotes the variance, and is the levy distribution function. 

In local pollination, a solution (or pollen) is updated by adding a uniform random 
number ψ multiplied by the difference between the current solution and another solu-
tion chosen randomly from among all solutions. This allows the algorithm to exploit 
a local region and refine the solutions. The flowchart of the FP MPPT algorithm is 
illustrated in Fig. 8. 

Dk+1 
i = Dk 

i + ψ
(
Dk 

j − Dk 
g

)
(16)

where Dk 
j and D

k 
g are the values of the duty cycles that represent pollen from different 

flowers of identical species.
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Fig. 8 The flowchart of FP MPPT algorithm
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4 Results and Discussions 

The stand-alone PEMFC system shown in Fig. 1 has been implemented on MATLAB 
for two cases in order to show the performance of the proposed FP MPPT controller 
compared to the PSO MPPT controller for different operating conditions. The first 
case tests the behavior of the PEMFC system under various MWCs with a constant 
cell temperature. While the second case tests the behavior of the PEMFC system 
under different cell working temperatures considering the MWC is constant. The 
control parameters for the two algorithms are detailed in Table 3. 

In the first case, the PEMFC stack temperature is supposed to be invariant at 
320 k during the simulation run. The MWC variation profile is depicted in Fig. 9. 
As can be seen, the MWC profile is divided into three periods, each of which is 2 
s. At the beginning of the simulation, the value of MWC is 14. Then, the MWC 
suddenly dropped from 14 to 10 in the second period. After that, the MWC suddenly 
increased from 10 to 12 in the third period. The voltage, current, power, and duty 
cycle waveforms of both MPPT controllers based on the considered algorithms are 
illustrated in Fig. 10. As evident, the two algorithms can successfully track the MPP 
for each period with MPPT efficiency for the three successive periods of almost 
99.88%, 99.74%, and 99.68%, respectively. This indicates the reliability and robust-
ness of both algorithms to continuously track the maximum power under the MWC 
variation. However, the performance of the proposed FP-based-MPPT controller is 
superior to the PSO-based-MPPT controller. As shown in Fig. 10, the PSO suffers 
from steady-state voltage, current, and power fluctuations with frequent overshoots. 
In addition, the PSO controller has a lower convergence speed compared to the 
proposed FP controller. The tracking time of the proposed FP MPPT controller for 
the three successive periods is 0.279 s, 0.231 s, and 0.521 s, respectively, in contrast 
with 0.673 s, 0.496 s, and 0.616 s for the PSO MPPT controller. Figure 11 demon-
strates the searching behavior of both algorithms for the three periods, confirming 
the higher fluctuations of the PSO algorithms to obtain the optimal duty cycle during 
the simulation run.

Table 3 A summary of the 
control parameters for the two 
algorithms 

Symbol Description Value 

PSO parameters 

ω Inertia weight 0.5 

a1 Cognitive Constant 2 

a2 Social Constant 2 

kmax No. of iteration 100 

N No. of Particles 4 

FP parameters 

p Probability switch value 0.8 

γ Scaling factor 0.7 

kmax No. of iteration 100 
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Fig. 9 The MWC variation profile

In the second case, the PEMFC stack MWC is assumed to be constant at 12 
through the simulation run. The stack temperature variation profile is illustrated 
in Fig. 12. As shown, the stack temperature is changed for three periods, each of 
which is 2 s. In the first period, the stack temperature is 300 k. After that, the stack 
temperature abruptly increased from 300 to 340 k in the second period. Then, the stack 
temperature abruptly fell from 340 to 320 k in the third period. The corresponding 
waveforms of the voltage, current, power, and duty cycle of both MPPT controllers 
based on the tested algorithms are depicted in Fig. 13. As shown, both algorithms can 
follow the MPP for stack temperature with MPPT efficiency for the three successive 
periods of about 99.67%, 99.81%, and 99.75%, respectively. The performance of the 
proposed FP-based-MPPT controller outperforms the PSO-based-MPPT controller. 
The proposed FP controller offers lower convergence speed as well as lower steady-
state fluctuations of the voltage, current, and power than the PSO controller. Under 
the second case, the tracking time of the proposed FP MPPT controller for the three 
successive periods is 0.541 s, 0.359 s, and 0.515 s, respectively, compared to 0.830 
s, 0.638 s, and 0.672 s for the PSO MPPT controller.
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Fig. 10 The response of both algorithms for case1: a voltage, b current, c power, and d duty cycle
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Fig. 11 The searching behavior of both algorithms a PSO algorithm and b FP algorithm

Fig. 12 The PEMFC stack temperature variation profile
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Fig. 13 The response of both algorithms for case2: a voltage, b current, c power, and d duty cycle
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5 Conclusion 

This article proposed an efficient MPP tracker based on the FP algorithm to capture 
maximum power from a stand-alone PEMFC system. Firstly, the PEMFC is accu-
rately modeled on MATLAB based on the equivalent circuit of the FC stack. Then, 
a comparative study has been conducted to demonstrate the effectiveness of the 
proposed controller compared with the PSO-based-MPPT controller under various 
operating conditions. Simulation results have proven the reliability and robustness 
of both controllers as they continuously track the maximum power under the tested 
operating conditions. Nevertheless, the performance of the proposed FP-based-
MPPT controller outperformed the PSO-based-MPPT controller. The proposed FP 
controller offered lower convergence speed in addition to lower steady-state fluc-
tuations than the PSO controller under various MWCs and FC stack temperatures. 
Using the FP controller, the reduction of tracking time under various MWCs for the 
three successive periods was about 59%, 53%, and 15%, respectively. Additionally, 
the reduction of tracking time under different FC stack temperatures for the three 
successive periods was almost 35%, 44%, and 23%, respectively. 

6 Recommendation 

According to the previous results, it is recommended to implement an AI-based-
MPPT algorithm in FC systems to track the maximum power under different oper-
ating conditions and therefore increase the system efficiency. This reinforces the 
endeavors of fulfilling SDG 7: Affordable and clean energy through maximizing the 
energy extraction from FC systems. 
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Experimental Investigation of Two 
Bio-inspired MPPT Algorithms 
for Partially Shaded PV Arrays 

Abd-Elwahab Khalifa, Medhat H. Elfar, Qays Adnan Ali, Ahmed Elbaz, 
Ahmed Kalas, Mohamed Mohamed Elsakka, Nikolay V. Korovkin, 
and Ahmed Refaat 

1 Introduction 

The use of renewable energy resources (RERs) has been increasing around the world 
in recent decades due to concerns about carbon footprint and energy shortages. The 
most promising RER technology of the twenty-first century is solar photovoltaic (PV) 
energy since it has some advantages such as green energy, low operating cost, zero 
carbon emission, zero fuel consumption, low maintenance cost, low noise pollution, 
and can be established to any size depending on the energy requirements. However, 
it suffers from a considerably high capital cost and low energy efficiency. Therefore,
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it is crucial to optimize the power generated from PV systems by utilizing suitable 
control schemes [1–6]. 

The key challenge for capturing the maximum power from the outdoor PV systems 
is the uneven fallen of solar irradiation on the upper surface of the PV array owing 
to the partial shading conditions (PSCs). The PSCs lead to the distortion of the P–V 
characteristic curves of the PV array where multiple peaks are emerged including 
one global peak (GP) beside one or more local peaks (LPs). Indeed, the connection of 
the bypass protective diodes across each panel in the PV array is the main reason for 
these distortions in the P–V curves. However, bypass protective diodes are mandatory 
in PV system installations to protect the PV panels that may be destroyed under the 
PSCs due to the hot-spot phenomenon [7, 8]. 

Classical algorithms-based-maximum power point tracking (MPPT) controllers 
such as incremental conductance (InC), perturb and observe (P&O), and their 
improved versions have been suggested in the literature [9–12]. Classical algorithms 
have relatively simple structures, easy to executions, and a low computation burden. 
Nevertheless, these algorithms suffer from a trade-off between tracking speed and 
tracking accuracy. For instance, if the step size in the algorithm is increased to obtain 
fast-tracking time, high steady-state power oscillations are observed that lead to low 
tracking accuracy. On the other hand, if the step size in the algorithm is reduced 
to acquire relatively low steady-state power oscillations, the convergence speed of 
the algorithms is slowed down resulting in a high tracking time. In addition, these 
algorithms are frequently trapped in LPs under the PSCs [13–15]. 

Recently, AI techniques are widely employed in the MPPT controllers for PV 
systems in order to guarantee the successful tracking of the GPs under the PSCs 
[16]. Many AI-based approaches have been introduced in the literature including 
Fuzzy Logic Control-based MPPT controllers [17], Deep Learning Techniques-based 
MPPT controllers, and Bio-inspired Algorithms-based MPPT controllers. Numerous 
bio-inspired algorithms have been developed by researchers to address the PSCs 
problems such as Ant-Lion Optimization (ALO) [18], Grasshopper Optimization 
(GHO) [19], Cuckoo Search (CS) [20], Search and Rescue Algorithm (SRA) [21], 
Bat Algorithm (BA) [22], Grey Wolf Optimization (GWO) [23], Sine Cosine Algo-
rithm (SCA) [24], Yellow Saddle Goatfish Algorithm (YSGA) [25], Firefly Algo-
rithm (FA) [26], Moth-Flame Optimization (MFO) [27], Earthquake Algorithm (EA) 
[28], Flower Pollination Algorithm (FPA) [29], Dragonfly Optimization Algorithm 
(DFOA) [30], Harris Hawk Optimization Algorithm (HHOA) [31], Hybrid Particle 
Swarm Optimization-Fireworks (PSO-FW) algorithm [32], Salp-Swarm Optimiza-
tion Algorithm (SSOA) [33], Artificial Bee Colony (ABC) algorithm [34], Group 
Teaching Optimization Algorithm (GTOA) [35], and others.
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This article introduces a comparative study between the performance of the 
Autonomous Group Particle Swarm Optimization (AGPSO) algorithm and the 
Cuckoo Search (CS) algorithm for partially shaded photovoltaic (PV) arrays. Firstly, 
the performance of the two algorithms is assessed under different weather conditions 
including STC and PSCs by using MATLAB/SIMULINK. Then, an experimental 
study is conducted to validate the obtained simulation results. 

2 System Configuration 

The entire PV system configuration is depicted in Fig. 1. The PV system under 
study composed of four main parts, including the PV array, power conditioning unit, 
load, and maximum power point tracking (MPPT) controller. A 450 W PV array is 
constructed by three parallel strings, each string consists of three series-connected 
PV panels. The PV panel produces a maximum power of about 50.04 W with a 
MPP voltage of 19.01 V and a MPP current of 3.16 A at the standard test conditions(
ST C : Tre  f  = 25 ◦C, Gre  f  = 1000 W/m2

)
. A 50 Ω resistive load is interfaced with 

the PV array through a boost converter. The specifications of the boost converter 
design to work in continuous conduction mode have been listed in Table 1. The  
MPPT controller continually monitors the PV array power using current and voltage 
sensors and then regulates the duty cycle of the boost converter to assure that it 
operates at its MPP under various weather conditions. This ensures that maximum 
power is extracted from the PV array and delivered to the load.

In order to study the impact of weather conditions on the PV system performance, 
several mathematical models based on the equivalent circuits have been proposed 
in the literature [36]. A typical representation of the PV cell using a five-parameter 
model is illustrated in Fig. 2. This model presents an excellent balance between 
model complexity and accurateness, and its parameters (IPh, I0, Rsh, Rs, m) are 
numerically determined in accordance with previous literature [36].

The fundamental equations describing the characteristics of the PV array model 
taking into consideration the effect of solar radiation change and cells operating 
temperature are as follows: 

IPV  = IPh  Npr 

− I0 Npr 

⎧ 
⎨ 

⎩ exp 

⎡ 

⎣ 
VPV  + IPV  Rs

(
Nsr 
Npr

)

mVt Nsr 

⎤ 

⎦ − 1 

⎫ 
⎬ 

⎭ − 
VPV  + IPV  Rs

(
Nsr 
Npr

)

Rsh

(
Nsr 
Npr

) (1) 

IPh  =
[
IPh,Tre  f  + αI

(
Tc − Tre  f

)]
(

G 

Gre  f

)
(2) 

IPh,Tre  f  = 
Rsh + Rs 

Rsh 
Isc,Tre  f (3)
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Fig. 1 The system configuration 

Table 1 Specifications of 
boost converter Component Value 

Input capacitor 100 µF 

Output capacitor 500 µF 

Boost inductor 1.5 mH 

Switching frequency 10 kHz

Fig. 2 Equivalent circuit of 
the five-parameter model of 
a PV cell

I0 = Isc,Tre  f  + αI
(
Tc − Tre  f

)

{
exp

(
Voc,Tre  f  +αV (Tc−Tre  f  ) 

mVt

)
− 1

} (4)
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where IPV  denotes the array output current, VPV  denotes the array output voltage IPh  
denotes the photo-current, I0 is the dark saturation current, q is the electron charge, 
Nsr is No. of series-connected panels, Npr is the No. of parallel-connected strings, 
(vt = ns K Tc/q) is the panel thermal voltage, K denotes the Boltzmann constant, 
Tc is the panel temperature, m denotes the diode ideality factor IPh,Tre  f  is the photo-
current at STC, Voc,Tre  f  refers to the open-circuit voltage at STC, Isc,Tre  f  refers to 
the short circuit current at STC, αV and αI are the voltage and current temperature 
coefficients, respectively. 

3 Bio-Inspired Optimization Algorithms 

Bio-inspired techniques use algorithms that mimic natural processes such as genetic 
algorithms, neural networks, and swarm intelligence. These algorithms permit a more 
efficient and effective optimization process than traditional methods. In this article, 
the Autonomous Group Particle Swarm Optimization (AGPSO) algorithm and the 
Cuckoo Search (CS) algorithm are utilized to acquire the optimum duty cycle under 
different environmental conditions. This section provides an overview of the AGPSO 
and CS algorithms including the mechanism of operation, the mathematical model, 
and the MPPT flowchart for each algorithm. 

3.1 AGPSO Algorithm 

Particle Swarm Optimization (PSO) algorithm is widely utilized in various applica-
tions because of its simple structure, ease of establishment, and low computational 
cost. The PSO algorithm, however, has some drawbacks for MPPT applications, 
such as the challenge of adjusting its parameters under various environmental condi-
tions, long convergence time, and the possibility of being trapped in LP under PSCs 
[37]. In order to tackle the issues related to the PSO algorithm, AGPSO algorithm is 
employed in this study. 

Balancing between the exploration and exploitation phases during the search 
process is the main challenge for the classical PSO algorithm. The search behavior 
of particles in the search space for the PSO algorithm is dependent on the value of the 
cognitive and social parameters (c1 and c2). The particles have a high ability for local 
exploration throughout the search process if the cognitive parameter c1 is relatively 
higher than the social parameter c2. Conversely, if the parameter c2 is relatively greater 
than c1, then the particles search more globally, and exploit information compiled to 
converge towards the optimal solution [38]. 

The AGPSO is a bio-inspired algorithm that mimics the behavior of termite 
colonies in nature. Particles in a classical PSO algorithm may be considered as a 
group with a single strategy since all particles exhibit the same behavior in terms of 
local and global search. On the other hand, the particles in the AGPSO algorithm are
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separated into four independent groups, each of which has a different strategy for 
searching both locally and globally. This led to the improvement of the algorithm 
performance since a better equilibrium between the exploration and exploitation 
phases is achieved during the search process [39]. 

In the AGPSO algorithm, the acceleration parameters are modeled by employing 
third root and cubic functions instead of using constant parameters as in classical 
PSO. These functions are chosen with various curvatures, intersection points, and 
slopes as shown in Fig. 3. The updating strategy of c1 and c2 for each group is provided 
in Table 2. In this work, the inertial weight parameter is decreased linearly from 0.9 
to 0.4 as given in Eq. (5). Using the AGPSO algorithm as an MPPT controller, the 
mathematical equations to update the duty cycle of the DC–DC boost converter and 
its step size are as follows: 

ωk = ωmax − (ωmax − ωMin).
k/
kmax 

(5)

ΔDk+1 
i = ωk .ΔDk 

i + c1.r1.
(
DPbest  − Dk 

i

) + c2.r2
(
DGbest  − Dk 

i

)
(6) 

Dk+1 
i = Dk 

i + ΔDk+1 
i (7)

where k is the No. of iteration, i denotes the No. of particles, ωk is value of the inertia 
weight at the iteration k, ωmax = 0.9 and ωmin = 0.4 are the upper and lower bounds 
of ωk , Di denotes the duty cycle of the i th-particle, ΔDi is the perturbation step, 
c1 and c2 are the acceleration coefficients, r1 and r2 are random numbers ∈ [0, 1] 
denotes the personal best position of the i th-particle, and DGbest  is the global best 
position. The flow chart of the AGPSO MPPT algorithm is depicted in Fig. 4.

3.2 CS Algorithm 

CS is a bio-inspired algorithm created by Xin-She Yang et. al in 2009 [40]. It is 
inspired by the parasitic behavior of cuckoo birds (CBs), which lay their eggs in the 
nests of other host birds instead of constructing their own nest as shown in Fig. 5. The  
CBs move around randomly, but they are also guided by an exploration–exploitation 
mechanism that encourages them to explore new nests in the search space while also 
exploiting promising nests they have already discovered.

The exploration–exploitation mechanism works by evaluating each cuckoo’s 
current position in the search space and assigning it a fitness value based on how close 
it is to the optimal solution. The cuckoos with higher fitness values are more likely 
to be chosen for reproduction, while those with lower fitness values are more likely 
to be replaced by new cuckoos generated from random positions in the search space.
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Fig. 3 The updating values 
of c1 and c2 for the four 
groups utilized in the 
AGPSO algorithm

This process continues until the optimal solution is found or until all possible solu-
tions have been explored. Hence, the CBs improve their opportunities of surviving 
by placing their eggs in numerous nests. 

The reproduction behavior of the CBs is employed in the CS algorithm. Random 
movements based on the Lévy flight function enable CB a long jump in the search
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Table 2 The updating strategies for c1 and c2 

Group No. Updating of c1 Updating of c2 

(1) 1.95 −
(
2k1/3/k1/3 Max

) (
2k1/3/k1/3 Max

)
+ 0.05 

(2)
(−2k3/k3 Max

) + 2.5
(
2k3/k3 Max

) + 0.5 
(3) 1.95 −

(
2k1/3/k1/3 Max

) (
2k3/k3 Max

) + 0.5 

(4)
(−2k3/k3 Max

) + 2.5
(
2k1/3/k1/3 Max

)
+ 0.05

space which enhances the algorithm performance and increases its convergence 
speed. The flow chart of the CS algorithm to obtain the optimal duty cycle for the 
MPPT controller of the PV system is depicted in Fig. 6. The following mathematical 
model is utilized to construct the algorithm. 

Dk+1 
i = Dk 

i + α ⊕ L évy(λ) (8) 

L évy(λ) ≈ X
(

u 

|v| 1 
β

)

(Dbest − Di ) (9) 

v ≈ N
(
0, σ  2 v

)
and u ≈ N

(
0, σ  2 u

)
(10) 

σu = 

⎛ 

⎜ 
⎝

⎡(1 + β) × sin
(

πβ 
2

)

⎡
(
1+β 
2

)
× β × 2

(
β−1 
2

)

⎞ 

⎟ 
⎠ 

1 
β 

(11) 

σv = 1 (12)

where α is a scaling factor to adjust the step size, L évy refer to the levy flights, λ 
is the variance, Dbest denotes of the best duty cycle, ⎡ denotes the gamma function 
X denotes Lévy multiplication coefficient, β = 1.5 and u and v are calculated from 
the normal distribution curves. 

4 Simulation Results 

In order to evaluate the performance of both algorithms for MPPT application, the 
PV system in Fig. 1 has been carried out on MATLAB/SIMULINK. Four cases of 
weather conditions have been chosen to assess the performance of each algorithm in 
terms of tracking accuracy and speed. The pattern of the fallen solar irradiance on the 
surface of the PV array is presented in Table 3, and the associated P–V characteristic
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Fig. 4 Flowchart of the 
MPPT based on the AGPSO 
algorithm
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Fig. 5 The reproductive behavior of the CBs in nature

of the PV array for each case are shown in Fig. 7. Each case has a different MPP 
voltage and MPP power with a different curvature on the P–V characteristic. The 
first case handles the STCs which have a unique MPP, whereas the remaining cases 
address three dissimilar PSCs which have several MPPs. The three shaded patterns 
are more challenging for the MPPT controller since it must discriminate the GP 
among the other LPs to harvest the maximum power available.

The output power and duty cycle of both methods for considered weather patterns 
are illustrated in Figs. 8, 9, 10 and 11. The acquired power, tracking time, and MPPT 
efficiency for both techniques have been listed in Table 4. As shown, the maximum 
power that should be harvested for the GP1, GP2, GP3, and GP4 is 450.36 W, 149.98 
W, 194.3 W, and 296.27 W, respectively.

Regarding the first case, the obtained numerical results of the PV system for 
both controllers under STCs are depicted in Fig. 8. As illustrated, CS and AGPSO 
algorithms have a maximum power of 449.25 W and 449.35 W with a tracking time 
of 0.163 s and 0.297 s, respectively. This indicates that the utilization of the CS 
algorithm reduces the tracking time by almost 82%. Furthermore, the CS algorithm 
has more tracking accuracy with an MPPT efficiency of 99.78% compared to 99.75% 
for the AGPSO algorithm. 

Under the PSCs, three shaded patterns have been selected with different GP loca-
tion on the P–V curve, particularly case 2, case 3, and case 4 that are corresponding 
to GP location at the left, middle, and right relative to the other MPPs; respectively,
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Fig. 6 Flowchart of the 
MPPT based on the CS 
algorithm
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Table 3 The pattern of the 
fallen solar irradiance on the 
regarded PV array 

Shading pattern Solar irradiance (kW/m2) 

Case 1 1.0 1.0 1.0 

1.0 1.0 1.0 

1.0 1.0 1.0 

Case 2 1.0 1.0 1.0 

0.3 0.3 0.3 

0.2 0.2 0.2 

Case 3 1.0 1.0 1.0 

0.6 0.6 0.6 

0.2 0.2 0.2 

Case 4 1.0 1.0 1.0 

0.8 0.8 0.8 

0.6 0.6 0.6

as shown in Fig. 7. Simulation results show that the CS algorithm has a better perfor-
mance than the AGPSO algorithm under all tested PSCs as demonstrated in Table 4. 
The reduction in the convergence time for GP2, GP3, and GP4 is about 47.36%, 47%, 
and 60%, respectively. In addition, the CS algorithm has a higher tracking accuracy 
with MPPT efficiencies of 99.94%, 99.79%, and 99.84% in contrast with the AGPSO 
algorithm which has MPPT efficiencies of 99.93%, 99.52%, and 99.67% for GP2, 
GP3, and GP4, respectively. 

5 Experimental Results 

In this section, experimental studies are conducted in order to validate the simula-
tion results for both considered algorithms-based controllers under the PSCs. The 
experimental tests had been carried out on the selected PV testing site which is 
equipped with a pyranometer and provides easy access to the nearby solar energy 
laboratory. The selected test site is located on the roof of the teaching building in 
the Faculty of Engineering at Port Said. The exact location of the PV testing site is 
identified with Latitude: 31° 14' 50.97" N and longitude: 32° 18' 44.63" E. Figure 12 
shows the experimental hardware setup for the considered PV system. The 3S3P PV 
array is mounted at a fixed tilt angle of 30° facing south. The PV panel temperature is 
measured by a thermocouple installed on the back surface of each panel. The shading 
pattern is constructed by employing opaque and semi-transparent sheets as depicted 
in Fig. 12. A data logger records the data about the weather condition to acquire the 
P–V curve of the PV array under the tested PSC.

The PV array is connected to the load via the boost converter. The specifications 
of the designed converter are fsw = 31.372 kHz, Lboost = 2.6mH, Cin  = 330 μF , 
and Cout = 1000 μF . Two measurement circuits have been implemented to monitor
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Fig. 7 The P–V curves of the PV array for various weather conditions: a case 1, b case 2, c case 
3, and d case 4
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Fig. 7 (continued)

the output of the PV array and the load. The input sensors measure the array current 
and voltage and send the sensed signals to the controller. Arduino Mega 2560 is used 
in this study which is interfaced with MATLAB through a supported package. The 
tested algorithms are deployed on the controller that generates the optimal duty cycle 
and then sent its value to the TLP250 drive circuit. A digital oscilloscope has been 
employed to display the PWM signal. 

The obtained P–V characteristic for experimental studies is illustrated in Fig. 13. 
As it is noticed, the characteristic curve displays numerous MPPs with the GP on the 
right side of the curve. The value of the power and voltage for the GP is 158.3 W and 
54.53 V. The corresponding experimental results of the PV array power and voltage 
for the two algorithms are shown in Figs. 14 and 15. As can be seen from Fig. 14, the  
AGPSO algorithm reached a maximum power of about 155.72 W at an MPP voltage 
of 53.85 V and tracking efficiency of about 98.4%. It has an MPPT time of about 5 s 
with high power fluctuations of about 4.7 W at steady-state conditions. On the other 
hand, the CS algorithm has a maximum power of almost 156.02 W at an MPP voltage 
of 53.91 V and tracking efficiency of about 98.6% as shown in Fig. 15. It reached 
the MPP in just 2.9 s with lower power fluctuations of about 3.4 W at steady-state 
conditions. Overall, the experimental results indicate that the performance of the CS 
algorithm is better than the AGPSO algorithm in terms of tracking accuracy and 
speed.
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Fig. 8 The behavior of both algorithms for case 1: a output power and b duty cycle

6 Conclusion 

This article presented a comprehensive comparison between AGPSO and CS algo-
rithms for harvesting the maximum power from the PV system under the PSCs. 
The mechanism of operation, the mathematical model, and the MPPT flowchart for 
both considered bio-inspired algorithms were explained. MATLAB simulations and 
experimental tests were carried out to compare both algorithms’ performance under 
various weather conditions. 

From the obtained results, the two bio-inspired algorithms can follow the GP of the 
PV array under tested conditions with low convergence time and high MPPT accu-
racy. Although the AGPSO algorithm can successfully trace the GP, the CS algorithm 
outperforms it with a higher convergence speed and tracking accuracy. The simulation 
results demonstrated that using the CS algorithm decreased the MPPT time by 82%,
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Fig. 9 The behavior of both algorithms for case 2: a output power and b duty cycle

47.36%, 47%, and 60% for GP1, GP2, GP3, and GP4, respectively. Furthermore, the 
tracking efficiency for the CS algorithm was higher than the AGPSO algorithm under 
various weather patterns. Experimental results confirmed the simulation results since 
the tracking time of the CS algorithm was reduced by almost 42% compared with 
the AGPSO algorithm. In addition, the CS algorithm was found to have lower power 
fluctuations and higher MPPT accuracy than the AGPSO algorithm counterpart.
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Fig. 10 The behavior of both algorithms for case 3: a output power and b duty cycle

7 Recommendation 

Based on the previous findings, it is recommended to carry out a bio-inspired-based-
MPPT algorithm in PV systems to extract the maximum power from PV systems 
under PSCs and hence improve the system efficiency. This enhances the endeavors of 
fulfilling SDG 7: Affordable and clean energy through optimizing the energy harvest 
from PV systems.
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Fig. 11 The behavior of both algorithms for case 4: a output power and b duty cycle 

Table 4 Performance of bio-inspired algorithms for different patterns of solar radiation 

Pattern Algorithm Power (w) Tracking time (s) GP power (w) MPPT Efficiency (%) 

Case 1 AGPSO 449.25 0.297 450.36 99.75 

CS 449.35 0.163 99.78 

Case 2 AGPSO 149.87 0.283 149.98 99.93 

CS 149.89 0.199 99.94 

Case 3 AGPSO 193.36 0.494 194.3 99.52 

CS 193.9 0.336 99.79 

Case 4 AGPSO 295.3 0.596 296.27 99.67 

CS 295.8 0.202 99.84
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Fig. 12 Experimental hardware setup for the considered PV system

Fig. 13 The acquired P–V curve for the experimental test
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Fig. 14 Experimental results for the AGPSO algorithm: a power and b voltage
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Fig. 15 Experimental results for the CS algorithm: a power and b voltage
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A Modified Model Predictive Speed 
Control Based on Sensorless Hybrid 
MPPT Algorithm in Wind Turbine 
Systems 

Mai N. Abuhashish, Ahmed A. Daoud, Ahmed Refaat, and Medhat H. Elfar 

1 Introduction 

Throughout the previous decades, electricity generation from renewable energy 
resources (RERs) has expanded significantly due to concerns about greenhouse gas 
emissions and energy shortages [1–3]. This leads to increasing research in wind 
turbine (WT) engineering [4–8]. Globally, the wind energy system integration in the 
electric utility network is gradually increasing, which raises the penetration level of 
WTs in the entire worldwide power generation [9]. According to [10], the worldwide 
installation of wind power capacity reached approximately 75 GW in the year 2022. 
Different types of wind energy conversion systems (WECS), using various mixtures 
of wind generators and power conditioning units, have been formed through the 
global wind power markets [11]. Type 4 WECS achieves the highest wind energy 
conversion efficiency, where full variable-speed operation is achievable in this config-
uration; accordingly, the maximum possible amount of power can be acquired at 
various wind speeds [12, 13]. The permanent magnet synchronous generator (PMSG) 
is highly favored in Type 4 WECS due to several reasons. These include direct-drive 
operation, less maintenance, no need for a DC excitation system, low rotor power 
loss, and high operating efficiency [14].
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Due to continuously changing wind speeds, maximum power point tracking 
(MPPT) has a crucial role in variable-speed WECS (VS-WECS) to maximize 
energy conversion efficiency. MPPT algorithms are applied to WT systems to ensure 
maximum wind power extraction. The optimum torque (OT) and optimum tip speed 
ratio (TSR) MPPT techniques are frequently employed in WECS, which provide the 
most favorable trade-off between the performance and the system complexity under 
various wind speeds [14–20]. In the TSR algorithm, accurate wind speed measure-
ment is essential for proper generator speed adaptation with optimum rotor speed. 
To accomplish this, several mechanical sensors called anemometers are located at 
distinct places around the WT area [21]. To control the WT efficiently, it is necessary 
to have a trustworthy method of measuring wind speed. However, the traditional 
anemometer is not sufficient for this purpose. Wind speed estimation (WSE) algo-
rithms are currently being utilized as a substitute for mechanical sensors to address 
this issue. These algorithms provide dependable wind speed estimates, simplify 
the WT system, and reduce costs. Numerous researchers have recommended the 
use of WSE methods to optimize wind power extraction, and many studies have 
demonstrated their effectiveness [21–23]. 

Generally, in VS-WECS with PMSG, voltage-oriented control (VOC) and field-
oriented control (FOC) schemes are the most widely utilized linear control methods 
for grid-side converters (GSCs) and machine-side converters (MSCs), respectively. 
These control methods use a cascaded control structure consisting of PI controllers 
in both the inner and outer control loops and a modulation stage to produce the PWM 
signals for the power conditioning units [24–28]. The method used for controlling 
the current in the MSC involves a rapid internal loop that operates in a synchronized 
dq-axes reference frame. This allows for separate control of the generator currents, 
while a slower external loop regulates the generator speed to match its desired value. 
On the other hand, the GSC uses a different approach, with an external control loop 
that maintains the DC-link voltage at the intended level and an internal current loop 
that ensures the operation of the system at unity power factor (UPF) and injects real 
power from the MSC to the electrical network [29]. Several drawbacks associated 
with these control techniques have been addressed in the literature. The effectiveness 
of the linear controller heavily relies on the proper adjustment of numerous controller 
parameters within the PI cascaded control structure. The coupling effects of control 
variables, like dq-axes generator or grid currents, are noticeable, and it requires extra 
feed-forward terms to disentangle the dq components of the current, resulting in 
increased complexity of the control system [30, 31]. 

Recently, finite-control-set model predictive control (FCS-MPC) has shown 
numerous important features that render it a viable alternative technique for control-
ling power converters [32–37]. To name just a few, FCS-MPC has a straightforward 
concept and is suitable for many different systems. It can provide an excellent tran-
sient response compared with linear controllers [30, 34, 35]. Generally, in Type 4 
WECS, model predictive current control (MPCC) has been applied to PMSG by 
just replacing the inner PI controller, resulting in an enhanced dynamic response 
for the control system [18, 38, 39]. However, it still uses a cascaded configuration 
that includes a PI speed controller, and there is potential for enhancing the dynamic
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response of the outer speed loop. According to Mousa et al. [22], an MPC scheme is 
utilized only for MSC in VS-WECS with PMSG as a replacement for the outer loop 
PI controller, and the inner one uses a classical hysteresis controller for the current 
control. Therefore, the cascaded structure still exists in the control system of the MSC. 
The key feature of the MPC is the ability to incorporate different control variables 
employing a single multi-term cost function without using the cascaded configura-
tion or outer PI controller. Model predictive speed control (MPSC) strategy has been 
implemented in a PMS motor (PMSM) in [34, 40–44], where simultaneous manipu-
lation of the electrical variables and speed has been achieved in one control law. The 
authors proposed, in [45], an MPSC system for PMSG, nevertheless, the implemented 
control technique has not taken into account the characteristics of the WT systems. 
Abuhashish et al. [46] suggests an MPSC technique for PMSG in variable-speed 
WT (VSWT) systems. The suggested control technique is based on a hybrid MPPT 
(HMPPT) algorithm to assure maximum energy harvested from the wind. However, 
the measured value of wind speed is required to implement the proposed HMPPT. 
To this end, the authors are motivated to propose an efficient HMPPT without raising 
the system’s complexity. 

This paper proposes a modified MPSC technique for PMSG in VSWT system, 
where the value of wind speed is obtained via a WSE method. The modified MPSC 
is based on a sensorless HMPPT technique that calculates the wind speed without 
employing any sensors. This WSE method is polynomial-based estimation approach 
where the nonlinear power coefficient curve is approximated to a third-order polyno-
mial. Therefore, the modified MPSC reduces the WT complexity, installation cost, 
and increases the total efficiency as well as reliability of the WT system. In addition, 
an MPCC scheme has been implemented to the GSC for injecting active power into 
the electrical network MATLAB simulations are used to assess the efficacy of the 
modified MPSC when subjected to fluctuations in wind speed, both in the form of 
sudden changes and random variations. 

The following is the organization of this paper: Sect. 2 explains the modeling 
of the WT system. Section 3 provides an overview of the FCS-MPC principles in 
addition to the proposed MPSC and MPCC techniques. Section 4 involves testing the 
system’s performance through simulations. Eventually, Sect. 5 concludes this study. 

2 Wind Turbine System Modeling 

The system configuration of VSWT with PMSG is shown in Fig. 1. It consists of 
a three-phase PMSG, which has a direct connection with the WT. The wind power 
is transferred to the electric utility network via the back-to-back (BTB) two-level 
voltage source converters (2L-VSCs). A DC-link capacitor links the identical MSC 
and GSC on either side, providing decoupling between the electrical network and 
the generator.
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Fig. 1 The schematic diagram of grid-tied PMSG-based WT system 

2.1 Wind Turbine Model 

The wind energy is converted to mechanical energy through WTs, which then drive 
the generator rotor to generate electrical power. The following equation expresses 
the extracted output mechanical power from the wind [47]: 

Pm = 
1 

2 
ρ ACp(λ, β)V 3 w (1) 

where ρ refers to the air density, Vw denotes the wind speed, A denotes the WT 
blades swept area, Cp refers to the WT power coefficient as a function of blade pitch 
angle (β) and TSR (λ). The TSR is a crucial parameter for the WTs, representing 
the relationship between the incoming wind speed and the blade tip speed. It can be 
calculated using (2): 

λ = 
ωm R 

Vw 
(2) 

where R refers to the blade length and ωm denotes the turbine rotor rotational speed. 
In this work, the Cp value is calculated as follows: 

Cp(λ, β) = Cw1

(
Cw2 

λi 
− Cw3β − Cw4

)
e 

−Cw5 
λi + Cw6λ (3) 

λ−1 
i = (λ + 0.08 × β)−1 − 0.035 × (

1 + β3
)−1 

(4) 

where the turbine coefficients Cw1 − Cw6 are given as: Cw1 = 0.5176, Cw2 = 116, 
Cw3 = 0.4, Cw4 = 5, Cw5 = 21, and Cw6 = 0.0068 [25].
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The developed mechanical torque by means of the WT can be mathematically 
expressed as follows: 

Tm = 
Pm 
ωm 

= 
1 

2 

ρ ACp(λ, β)V 3 w 
ωm 

(5) 

2.2 Maximum Power Point Tracking Algorithms 

The WTs have four distinct operating regions, which are outlined in [17]. This paper 
focuses on region 2, where the mechanical power exhibits a cubic correlation with 
wind speed. In this region, MPPT is activated to maximize power generation from the 
wind. The optimal TSR (λopt) is a crucial design parameter for WTs, for which the 
extracted power is maximized. In VS-WECS, WTs can adjust their rotational speed 
in response to instantaneous changes in wind speed to maintain the optimal TSR 
and generate the maximum amount of power at all times [16]. Figure 2 depicts the 
relationship between the power coefficient Cp and TSR (λ), assuming a pitch angle β 
of zero. Consistently operating of the WT at λopt , where Cp is maximum, ensures the 
maximum energy captured at any wind speed [16]. Figure 3 depicts the maximum 
power that can be acquired under wind speed variations. Tracking maximum power 
points (MPPs) is accomplished by controlling rotor speed in accordance with varying 
wind speeds to work at optimum value of Cp and λopt . 

0 2 4  6 λopt 10 12 14 16 
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C
p 

Fig. 2 Power coefficient versus TSR
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Fig. 3 Power characteristic of WT 

2.3 Wind Speed Estimation Method 

Without employing any mechanical wind speed sensors, the MPPT depending on 
the WSE approach has been utilized to estimate actual Vw. The  Vw can be estimated 
using the measured rotational speed of rotor. The Cp for WSE is formulated by a 
third-order polynomial as follows [48]: 

Cp = b0 + b1λ + b2λ2 + b3λ3 (6) 

where constants bi for i = 0, 1, 2, 3 are listed in Table 1 in details. 
From (1), (2), and (6), the mechanical power is given by: 

Pm = 
1 

2 
ρ AV 3 w

(
b0 + b1 

ωm R 

Vw 
+ b2

(
ωm R 

Vw

)2 

+ b3
(

ωm R 

Vw

)3
)

(7) 

Using (7), the estimated value of wind speed (Vwest ) can be derived as a function 
of (Tm, ωm) as follows: 

V 3 west + b1b−1 
0 ωm RV 

2 
west + b2b−1 

0 ω2 
m R

2 Vwest + b3b−1 
0 ω3 

m R
3 − Tmωm(0.5ρ A)−1 = 0 

(8)

Table 1 Constants of C p b0 = 0.00715814 b2 = 0.02899277 
b1 = −  0.04454063 b3 = −  0.00202519 
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Three roots for Vwest are generated by the numerical solution for (8); Only one 
root is feasible. 

The mechanical torque can be evaluated as follows: 

Te − Tm = J 
d 

dt  
ωm + Fωm (9) 

2.4 Permanent Magnet Synchronous Generator Dynamic 
Model 

A permanent magnet synchronous (PMS) machine can function as either a generator 
or a motor based on the sign of the shaft mechanical torque Tm. In VS-WECS, the 
PMS machine works as a generator by simply changing the Tm sign [32]. The dq 
reference frame stator voltage formulas of the three-phase surface-mounted PMSG 
(SPMSG) are given according to Youssef et al. [38]: 

νds  = Rsids  + Ls 
d 

dt  
ids  − ωr Lsiqs (10) 

νqs  = Rsiqs  + Ls 
d 

dt  
iqs  + ωr Lsids  + ωr ψr (11) 

where ωr denotes the generator electrical angular speed, ids and iqs are the dq-axes 
stator currents, ψr is the permanent magnet flux linkage, Ls and Rs refer to the stator 
winding inductance and resistance, respectively. The electromagnetic torque Te of 
the SPMSG is as follows: 

Te = 
3 

2 
Ppψr iqs (12) 

where Pp denotes the No. of pole pairs. 
The mechanical formula of rotor speed dynamics can be rewritten from (9) as  

follows: 

J 
d 

dt  
ωm = Te − Tm − Fωm (13) 

where J denotes the moment of inertia, ωm denotes the generator mechanical angular 
rotational speed, and F denotes the friction factor. 

The relationship between electrical and mechanical angular speed can be 
described as: 

ωr = Ppωm (14)
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3 Finite-Control-Set Model Predictive Control 

The fundamental principle of FCS-MPC is based on the fact that a power converter 
can only produce a limited number of switching states. By using a discrete-time (DT) 
model of the system, the future behaviour of controlled variables can be predicted for 
each switching state. The best switching state is chosen by minimizing a cost function. 
The switching state that minimizes this cost function is then directly applied to the 
power converter without needing a modulation stage for generating the switching 
signals [34, 35]. This paper employs the FCS-MPC to implement the modified MPSC 
and MPCC for the MSC and GSC, respectively. 

3.1 Modified Model Predictive Speed Control for MSC 

Figure 1 shows schematic diagram for the modified MPSC at MSC. The key purpose 
of the MSC controller is to achieve optimal power generation at different wind speeds. 
In order to create the MPSC scheme, it is necessary to convert the continuous-time 
(CT) model of SPMSG into a predictive model by discretizing it. This predictive 
model is then utilized to foretell the future values of system variables at the next 
sampling point. The dynamics of the SPMSG’s stator current in the dq-axes are 
derived from (10) and (11) as outlined below: 

d 

dt  
ids  = −  

Rs 

Ls 
ids  + ωr iqs  + 

1 

Ls 
νds (15) 

d 

dt  
iqs  = −  

Rs 

Ls 
iqs  − ωr ids  + 

1 

Ls 
νqs  − 

ωr ψr 

Ls 
(16) 

According to [46], it is possible to discretize the first-order derivatives of the 
generator mechanical speed and stator currents in (13), (15), and (16) with a sampling 
time Ts using the forward Euler (FE) approximation method as demonstrated below: 

ids(k + 1) =
(
1 − 

RsTs 
Ls

)
ids(k) + ωr (k)Tsiqs(k) + 

Ts 
Ls 

νds(k) (17) 

iqs(k + 1) =
(
1 − 

RsTs 
Ls

)
iqs(k) − ωr (k)Tsids(k) + 

Ts 
Ls 

νqs(k) − 
ωr (k)ψr Ts 

Ls 
(18) 

ωm(k + 1) = ωm(k) + 
Ts 
J 

(Te(k + 1) − Tm(k)) (19) 

In this work, the cost function is designed using a sensorless HMPPT. It is imper-
ative to obtain the reference values of the electromagnetic torque Te,re  f  and the 
generator mechanical speed ωm,re  f  . The  value of  ωm,re  f  can be computed using the
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estimated value of wind speed Vwest provided by the WSE method. The expressions 
of the ωm,re  f  and Te,re  f  are given as follows: 

ωm,re  f  = 
λopt Vwest 

R
= K opt 1 Vwest (20) 

Te,re  f  = 
1 

2 
ρπR5 Cp−max 

λ3 
opt 

ω2 
m = K opt 2 ω2 

m (21) 

The cost function, gM , is formulated as given below: 

gM = λω

||ωm,re  f  − ωm(k + 1)
|| + λc

||ids,re  f  − ids(k + 1)
||

+ λT

||Te,re  f  − Te(k + 1)
|| + gc (22) 

where 

gc =
{

∞, i f
/
ids(k + 1)2 + iqs(k + 1)2 > is 

0, other wise  
+

{∞, i f  ωm(k + 1) > ωm,rated  

0, otherwise  

(23) 

The weighting factors in (22) are adjusted as described in [46]. The mechanical 
reference speed is being tracked using the first term of gM . The second term is 
employed to achieve zero direct axis current control technique for SPMSG (i.e., 
ids,ref = 0). The third term is used to regulate Te with its reference value, such that Te 

and Tm are equal at steady state. The last term is a constraint term that is normally zero 
but becomes infinite when the stator current amplitude or speed (i.e., is or ωm,rated) 
surpasses their rated values. This constraint ensures that voltage vectors resulting in 
a very high-cost function value will not be selected. 

The MPSC scheme directly controls the mechanical and electrical variables in a 
single muti-term cost function. Seven different values of νds  and νqs  can be generated 
utilizing the seven various switching states of 2L-VSC. The prediction models in 
(17), (18) and (19) employ these values to generate seven possible values for dq 
stator currents and generator mechanical speed. Following this step, the predicted 
values are used to assess a cost function for every switching state. The optimal action, 
which is made up of the switching signals that minimize this cost function, is then 
selected and applied to the MSC [32, 49]. 

3.2 Model Predictive Current Control for GSC 

As shown in Fig. 1, the MPCC technique is applied for GSC to control active and 
reactive power injected into the electric network. The dq-axes GSC voltages are given 
below [32]:
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νdg = Rgidg + Lg 
d 

dt  
idg − ωg Lgiqg + edg (24) 

νqg = Rgiqg + Lg 
d 

dt  
iqg + ωg Lgidg + eqg (25) 

where ωg denotes the grid angular frequency, edg and eqg denote the dq grid voltages, 
Rg and Lg refer to the grid filter resistance and inductance, respectively, and idg and 
iqg refer to the dq grid currents. 

The FE approximation technique is employed to derive the following DT model 
for grid currents: 

idg(k + 1) =
(
1 − 

RgTs 
Lg

)
idg(k) + ωgTsiqg(k) + 

Ts 
Lg

(
νdg(k) − edg(k)

)
(26) 

iqg(k + 1) =
(
1 − 

RgTs 
Lg

)
iqg(k) − ωgTsidg(k) + 

Ts 
Lg

(
νqg(k) − eqg(k)

)
(27) 

The cost function for GSC is formulated as given below: 

gG =
||idg,re  f  − idg(k + 1)

|| + ||iqg,re  f  − iqg(k + 1)
||

+
{

∞, i f
/
idg(k + 1)2 + iqg(k + 1)2 > ig 

0, other wise  
(28) 

The system includes a constraint that prevents the grid current from exceeding its 
rated value (i.e., ig) by avoiding voltage vectors that may lead to such an event. The 
reference q-axis grid current iqg,ref is set to zero in order to achieve UPF operation. 
On the other hand, the reference d-axis grid current idg,ref can be acquired from the 
outer DC-link voltage controller. 

Likewise, the seven different switching state combinations of 2L-GSC result in 
seven different values for idg (k + 1) and iqg (k + 1). The GSC optimum switching 
signals are then selected by evaluating the predicted grid currents that cause a 
minimization of the cost function in (28). 

4 Simulation Results 

In this section, a MATLAB/SIMULINK model is carried out in order to study and 
evaluate the proposed control schemes which are applied to VSWT with PMSG. 
Table 2 lists the specifications of the system parameters. Two scenarios are conducted 
to evaluate the dynamic performance of the implemented control based on the WSE 
method considering different wind speed profiles.
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Table 2 Specifications of the 
system parameters [46] Parameter Symbol Value 

Maximum power coefficient Cp-max 0.48 

Blade radius R 1.6 m 

Optimal tip speed ratio λopt 8.11 

Rated wind speed Vw 20 m/s 

PMSG RMS line voltage Vs 400 V 

Pole pairs number Pp 3 

Stator resistance Rs 0.2 Ω

Stator inductance Ls 15 mH 

Moment of inertia J 0.01 kg m2 

Permanent magnet flux linkage ψ r 0.85 Wb 

DC-link voltage Vdc 700 V 

Grid resistance Rg 0.16 Ω

Grid inductance Lg 10 mH 

Capacitor of the DC-link C 3 mF  

Grid frequency f 50 Hz 

4.1 Step Change in Wind Speed 

Figure 4 illustrates the wind speed variation in a stepped manner, initiated at 14 m/ 
s, then raised to 20 m/s at t = 0.2 s, and finally reduced to 16 m/s at t = 0.3 s. The 
value of the estimated wind speed Vwest is displayed and compared with the actual 
wind speed Vw profile. It is noticeable that an overshoot of about 21.1% exists in 
the Vwest . However, the Vwest follows the actual wind speed value with a very small 
difference that does not exceed 0.2 m/s. 

Fig. 4 Estimated and actual step wind speed
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Fig. 5 Mechanical rotor speed and torque under step changes in wind speed: a measured wind 
speed and b estimated wind speed 

Figure 5 displays the outcomes of MSC control under measured and estimated 
wind speed. As can be observed, the response of the estimated ωmre f is proportional to 
the variation in Vwest as shown in Fig. 5b. Nevertheless, when wind speed changes, 
the controller forces the mechanical rotor speed ωm to track its reference value. 
Moreover, the estimated Tm and Tm values have extremely similar dynamic response. 
In addition, for Vw = 18 m/s, the variation in the steady-state value of the estimated 
Tm is within the range of 0.15 Nm. The obtained average value of the estimated Tm 
is about 151.73 which is quite similar to the value of the Tm . Besides that, the Te 
correctly tracks the estimated Tm according to the variations in wind speed. 

Figure 6 depicts the GSC control simulation results. As evident, the DC-link 
voltage follows its reference closely as illustrated in Fig. 6a. The changes in the value 
of DC-link voltage does not surpass 4 V. Figures 6b shows that the d-axis current 
traces the grid real power with the wind speed variation and the q-axis current is 
forced to zero in order to achieve UPF operation.

4.2 Random Change in Wind Speed 

The modified MPSC technique for MSC is also tested under random changes in wind 
speed. As evident from Fig. 7, the estimated wind speed Vwest from the WSE method 
and actual wind speed Vw only slightly differ from one another. The wind speed 
difference does not exceed 0.13 m/s which is almost negligible. Figure 8 illustarates 
the values of ωmre f under the measured and estimated wind speed. The estimated 
ωmre f tracks the value of ωmre f using the measured value of wind speed with very
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Fig. 6 Results from the grid side under step changes in wind speed: a DC-link voltage and b dq 
grid currents

small difference between them under random wind speed variations. Figure 9 shows 
that the response of the estimated Tm is remarkably similar to that of actual Tm . 
Therefore, the MSC gives an acceptable performance and sensorless HMPPT has 
been achieved.
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Fig. 7 Estimated and actual random wind speed 

Fig. 8 Estimated and actual reference mechanical rotor speed under random changes in wind speed 

Fig. 9 Estimated and actual mechanical torque under random changes in wind speed
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5 Conclusion 

A modified MPSC strategy is presented in this paper for the MSC in VSWT with 
PMSG, which is based on sensorless HMPPT algorithm. The proposed sensorless 
HMPPT depends on the WSE method to estimate the wind speed and avoid using 
mechanical wind speed sensors, which increases the cost of the system. The effec-
tiveness of the WSE method is about 98.9%. This results in improving the entire 
efficiency and reliability of the WT system and reducing the WT installation cost 
and complexity. The estimation of wind speed depends on the measured value of 
rotor speed and mechanical torque. Furthermore, an MPCC is applied to replace 
PI controllers in the inner current control loop for the GSC to control active and 
reactive power delivered to the electric utility grid. The performance of the system 
is examined under variations of wind speeds through MATLAB simulations. The 
results show that the executed control schemes have great capability to achieve the 
sensorless MPPT and operate at UPF at the grid side. 

6 Recommendations 

According to the above-mentioned findings, it is recommended to implement a 
sensorless hybrid MPPT algorithm in WT systems to reduce the WT complexity 
and installation cost while increasing the total efficiency as well as reliability of the 
WT system. This supports the endeavors of fulfilling SDG 7: Affordable and clean 
energy through maximizing the energy yield from WT systems. 
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A Review of Wastewater Treatment 
Using Biodegradable Polymers for Dyes 
Removal 

Rana Gamal, Mohamed Bassyouni, Medhat M. H. ElZahar, 
and Mamdouh Y. Saleh 

1 Introduction 

Because of the rapidly rising population and their regular standard of living, fresh-
water shortages and resources are in grave danger. The removal of manufacturing 
waste materials and environmental effects like global industrialization are the main 
reasons for the rise in toxicity and population on a global scale [1–3]. As a result of 
manufacturing growth in textiles, tannery, plastics, and food, the clean water issue 
has become one of the greatest challenges threatening life in the entire world. Many 
industrial processes, such as those used to make leather, paper, and textiles, release 
extremely dangerous and cancer-causing chemicals into wastewater. Scientists esti-
mate that 65% of the number of people worldwide will require tremendous quantities 
of water in their daily live, and millions of people will experience drinking water 
shortages [4, 5]. Human health is put at risk because of mismanagement and poor 
water supply management. In other words, water pollution caused by significant 
amounts of industrial effluents that are not properly cleaned before being released 
into sources of water creates a substantial threat to human beings. 

The textile industries are receiving a lot of attention from water specialists and 
scientists due to a large amount of unwanted dye waste entering water bodies. The 
dyes are harmful to the ecosystem and do not constitute biodegradable. The biological
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treatment eventually decreases because of the dye effluents from textiles’ ability to 
block sunlight from entering the aquatic environment, compete with oxygen transfer, 
and prevent the receiving water from reoxygenating. Therefore, it is inevitable for 
drinking water to become contaminated with numerous dangerous metal ions and 
dyes, which have a serious harmful effect [6–8]. Millions of dyes are used in a 
variety of industries, notably textiles, and most of them are extremely poisonous 
or even lethal to animals and humans, posing a significant barrier to the purifica-
tion of the world’s aquatic environment. Thus, removing dyes from wastewater is 
critical in large-scale applications to preserve human health. A range of water treat-
ment procedures is available based on the application and potential of wastewater 
treatment. 

Many methods for removing these compounds from unclean wastewater have 
been proposed, including flocculation, biodegradation, adsorption, improved oxida-
tion, precipitation, ultrafiltration, ion exchange, electrochemical degradation, and 
coagulation [9]. Adsorption is regarded as the most promising and financially viable 
option. Unfortunately, due to reduced capacity of adsorption, sluggish adsorption 
movement, pricey and difficulty in implementation, many of them are limited. To 
solve these issues, new materials containing functional groups are constantly required 
to simplify the water treatment process [10]. Because of their simplicity, cost-
effectiveness, and practicality, adsorption techniques have emerged as viable and 
sustainable alternatives in recent decades. To boost adsorption capabilities, a variety 
of active compounds have been utilized [7, 9, 11]. Biomaterials are gaining popu-
larity because of their low cost and ability to be prepared from a variety of sources, 
including agricultural waste. Bio-adsorbents made from shells, lemon peels, maize 
cobs, mango seeds, tea trash, coconut shells, orange peels and biopolymers like 
chitosan and alginate are just a few recent discoveries in environmentally friendly 
products. 

To remediate dye-induced wastewater, biodegradable polymers are utilized. These 
techniques offer various advantages, including simple design, cheap cost, fewer 
chemical needs, flexibility, and ease of operation. They have received a lot of atten-
tion in the latest generations for dye wastewater treatment because of their benefits 
such as regeneration, simplicity, flexibility, appealing features, and high efficiency. 
A key strategy for reducing the overuse of industrial activated carbon is the use of 
biodegradable polymers in water treatment [12, 13]. Even though activated carbon 
is the most utilized adsorbent, regeneration is difficult and expensive, especially for 
powdered activated carbon. Agricultural operations generate a substantial amount 
of garbage. It must be used with caution. It must be borne in mind that the ulti-
mate objective is to rescue the planet. It must also incorporate biomass valorization. 
Considering these environmental concerns, our effort focused on the development 
of affordable adsorbents that were persuasive, cheap in cost, non-dirty, and easily 
disposed of away. Continuous adsorption researches have the potential to assist with 
the evaluation of processes. It enables us to appreciate and assess the elements, 
such as the pollutant feed concentration, contact time, solution pH, temperature, stir-
ring rate, and adsorbent mass [14, 15], that have an impact on the phenomena. In
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this review, we covered a variety of dyes, their impact on the well-being of indi-
viduals, parameters influencing this adsorption phenomenon, and a few biodegrad-
able polymers to optimize the elimination of dyes by adsorption. We will offer an 
overview of the review and future projections for this subject. The use of biodegrad-
able polymers in wastewater treatment aligns with several Sustainable Development 
Goals (SDGs) by promoting sustainable practices and addressing environmental chal-
lenges. Biodegradable polymers can play a role in improving water quality by aiding 
in the removal of pollutants from wastewater wgixh meets (SDG 6), (SDG 9) and 
(SDG 12). 

2 Dyes in Wastewater 

Water is a renewable resource that is required for all life on Earth. It is a “special gift 
of nature” used for everyday necessities, the timber industry, livestock production, 
farming, manufacturing processes and other purposes [16, 17]. All of these activi-
ties require water, but some dangerous compounds are found in water bodies that 
contaminate them and make them unusable for bathing, cooking, or other uses. “The 
water you pollute will always come back to bite you,” is a proverb that perfectly 
captures the fact that humans are the ones who cause pollution, and as a result, they 
are suffering from several serious illnesses [18, 19]. Because businesses, industries, 
and mills release large amounts of dye, water is already polluted. Most of the indus-
tries producing dye wastewater are the textile, printing, paper, food processing, and 
tannery industries as shown in Fig. 1. 

In addition to acids, glues, salts, and other contaminants, dye effluent also contains 
auxiliaries that are toxic, teratogenic, carcinogenic, and xenobiotic. The human body 
experiences these effects as eye burns, skin irritations, allergic conjunctivitis, and 
occupational asthma. Even though the dye industry produces a variety of pollutants 
in different amounts [20, 21]. As a result, dye effluent poses a risk to both aquatic 
and terrestrial environments as well as human health. Because of the tremendous 
increase in the number and variety of colors used in textile and other industries, dyes 
are also a significant source of water pollution. These dyes can be categorized as azo, 
Sulphur, indigo, phthalocyanine, anthraquinonoid, nitro, nitroso, and others, which 
we will discuss in more detail later in this book. These dyes also have a variety 
of functional groups. Several pharmaceutical companies poured waste into rivers, 
possibly triggering a variety of illnesses in those who drank and utilized the water.

Fig. 1 Pollutant types in 
wastewater Polluants in 

wastewater 

Dyes Heavy 
metals Pesticides 
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Fig. 2 Sources of dyes in 
environment 

Water contamination is mostly caused by dyes, heavy metals, medications, bacteria, 
and others, are mentioned in Fig. 2. 

3 Environmental and Health Effects of Dyes 

Dyes are often used to improve a product’s look and quality. As a result, dye 
production, processing, and use raise several health and environmental problems. 
Dye is widely used in the pharmaceutical, textile, food, lather, paint industries, 
household and wastewater treatment plant. When straight black, methyl red, acid 
red, acids blue, blue dye, methyl blue, hair products, mordant red dyes, and indigo 
are used and released into the environment, they damage the ecosystem [22, 23]. 
Dye effluent contains ammonia, leveling chemicals, hydrochloric acid, acetic acid, 
soap, formaldehyde, sulfur dioxide, organic polymer, softener, and other compounds 
[24, 25]. 

Long-term workers in these dye industries face health concerns when handling, 
processing, and transporting the colors. Breathing problems, pneumonia, burning, 
allergens, immune response loss, coughing, cardiovascular disease, skin rashes and 
itching, and other physical problems are frequently caused by inhalation and ingestion 
of pollutants. Additionally, dyes can negatively impact human health in several ways, 
including dermatitis, the central nervous system, the liver, the kidney, the skin, the 
enzymatic system, the reproductive system, human chromosomes, the neurological 
system, and the epidermis [26, 27]. 

Because animals and humans use water for everyday activities including bathing, 
cooking, drinking, and cleaning, the presence of synthetic dyes in freshwater
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resources is undesirable. While some textile manufacturers filter their wastewater to 
dissolve and remove dyes and other industrial wastes, others released dyes and other 
manufacturing waste straight into sources of water, creating major ecotoxicological 
problems, inflicting environmental harm, and risking human health. 

Because of the dye, sunlight becomes obstructed and is unable to penetrate the 
bottom of bodies of water, resulting in an oxygen deficit. If dye is present on the 
surface of water bodies, it is unsightly and produces a foul stench. Ultimately, dye 
degrades soil quality, productivity, and fertility while polluting the air quality [28, 
29]. Wastewater, particularly untreated industrial effluent, was used by farmers in less 
developed countries to irrigate their crops, which harmed the integrity of the soil, 
crop growth, and the emergence of seed rates, ultimately harming people or animals. 
Furthermore, the deterioration of water quality could be caused by wastewater 
containing color. 

Dyeing can obstruct access to the aquatic environment’s photic domain, as well 
as the absorption and visible reflection of sunlight. As a result, potential ecological 
concerns include changed aquatic environments and diminished process of photo-
synthesis. On the other hand, if people consume colored fish and other aquatic foods, 
it could result in fever, cramps, hypertension, and other medical issues. Dyes can be 
detected in the environment because of their extensive use, and they physiologically 
increase in the aquatic ecosystem, including in fish and algal species. 

The environment and human health could be harmed by dye wastewater. There-
fore, it is important to manage dye-containing wastewater in a way that is both 
economical and responsible for the environment. A safe, acceptable, and sustainable 
dye wastewater treatment is critical for preserving human health, reducing environ-
mental harm, and improving environmental protection [30]. The effects of dyes direct 
and indirect which impact various substrates are shown in Fig. 3.

4 Dye Classifications and Applications 

One of the things we use the most in our daily lives is dyes, which can be either 
natural or artificial substances that can be found in many settings. Dyes are now 
widely used in a variety of sector-specific industries, such as textiles and clothing, 
personal care items, polymers, and printing [31]. 

Chromophores and auxochromes are the two main parts of dye molecules. Chro-
mophores provide color, but auxochromes can help by boosting the chromophore’s 
affinity for fibers and making it more water-soluble. Dyes are chemical substances 
that can bond to the outer layer of clothing to add color. Synthetic dyes are available in 
many different kinds of sizes and forms and are categorized according to their chem-
ical composition, color, and purpose of use. Based on their solubility, colors may 
occasionally be categorized in different ways. Insoluble dyes include azo, dispersion, 
sulfur, solvent, and vat, while soluble dyes include acid, basic, direct, mordant, and 
reactive as it is shown in Fig. 4.
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Fig. 3 Effects of dye on several substrates

Fig. 4 Dyes classification based on the source of the material
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Table 2 provides several examples of synthetic dyes and their possible applica-
tions, as well as the ingredients necessary and the chemical structure of different 
dyes as shown in Fig. 5. Dyes combined wastewater is a significant contamination as 
well as one of the world’s current challenges and burning dilemmas. Dye wastewater 
is rising because of industrial expansion and human demands. According to the US 
EPA, 1 kg of fabric requires at least 40 L of clean water, which might vary depending 
on the textile material and coloring procedure [32, 33]. 

Untreated wastewater from many dye manufacturers has the potential to harm the 
environment and human health. Dyes have an impact on water quality by interfering 
with photosynthesis, slowing plant development, infiltrating the nourishment chains, 
causing accumulation in the body, and perhaps increasing poisoning. Dye effluent 
contains organic pollutants, hazardous colors, and heavy metals such as mercury, 
chromium, cadmium, lead, and arsenic. Azo dyes are the most widely used in the 
manufacturing of textiles, calculating more than 60% of all textile dyes [32, 33]. 

Azo dyes, such as diazo, monoazo, and triazo, are typically synthetic aromatic 
colors consisting of two or more N=N groups linked to benzene and naphthalene

Table 2 Applications and examples of dyes 

Types Applications Constituent chemicals References 

Acid Skincare products, nutrition, leather and 
suede, polyester, printing pigments for 
paper, natural fibers such as wool, silk, 
and paints 

Azo, azine, nitro, xanthene [30, 34] 

Basic Medical science, pigments, synthetic 
polyester, paper goods, polyester, fibers 
such as wool, silk and wood for its 
operations 

Oxazine, azine, thiazine, 
triarylmethane, cyanine 

[34] 

Disperse Acetate, acrylic fibers, cellulose, nylon, 
polyamide, polyester, cotton, plastic 

Anthraquinonoid, benzo 
difuran, and styryl 

[33, 35] 

Direct Leather, cotton, cellulose Stilbenes, azo and poly azo [30, 33] 

Azo Cellulosic materials, detergents Ana phthalimides [30, 36] 

Mordant Cotton, fibers, wool, leather, and hair Azo and anthraquinone [34, 37] 

Sulphur Paper, cotton, leather, rayon, wool, silk, 
and polyamide fibers 

Thiazoles, thiazone, 
thianthrene, and 
phenothiazonethioanthrone 
subunits 

[35, 36] 

Solvent The fats, varnishes, petrol, paints, fluids, 
lacquers, oily substances, spots 
polymers and waxes 

Anthraquinone and 
phthalocyanine 

[30, 33] 

Vat Rayon, cellulosic fibers, cotton, 
polyester-cotton, and wool 

Anthraquinone, carbazole, 
indigoids 

[34, 35] 

Reactive Cellulosic, nylon, cotton Oxazine, anthraquinone, azo, 
basic, formazan, 
triphenylmethane, and 
phthalocyanine 

[36, 37]
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Fig. 5 Chemical structure of different dyes

rings. Azo dyes have a wide range of applications including medications, textiles 
dyeing, pharmaceuticals, and paper printing. Azo dyes are widely used in the textile 
industry because they are affordable, stable, and provide a wide range of colors. 
The following industries contribute to and release dye into the environment: textile 
businesses (54%), concurrent dyeing businesses (21%), paper and pulp companies 
(10%), paint and tanneries (8%), and dye producing facilities (7%) as shown in Fig. 6.

Figure 7 depicts the quantity of dye combinations ejected throughout the textile 
production process. Among the many different chemical combinations of the various 
substances used during manufacturing and processing are inorganic compounds, 
polymers, and natural products.

5 Biodegradable Polymers-Based Adsorbents for Dyes 
Removal 

Researchers and scientists have employed biodegradable polymers extensively for 
the adsorption of many contaminants, including colors. Given that they feature a 
range of functional groups on their backbone, these combined polymers may be 
readily altered or changed to match the component’s requirements. By effectively 
adsorbing specific metal ions, polymer selection can also increase selectivity. Due to
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Fig. 6 Sector wise dye producing industries
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Fig. 7 Rate of dye granting in textile manufacturing processes

their simplicity in synthesis, lack of toxicity, low cost, structural strength, stability, 
high porosity, and low water solubility, conducting polymers have become more 
popular as adsorbents [25, 38]. 

Table 3 provides several examples of biodegradable polymers used as adsorbents 
in dye removal and shows their maximum capacity for adsorption and their condition 
for removing the specific dye with a specific polymer.

As indicated in Table 3, Bio-adsorbents derived from agricultural waste such as 
citrus fruits, olive kernels, shells of palm nuts, peach and apricot kernels, corn husk, 
coffee beans, fruit waste, nut shells, and biopolymers such as chitosan and alginate 
are now being studied. The use of biomass in wastewater treatment serves as a key 
alternative for minimizing the overuse of industrial activated carbon. Agricultural 
operations generate a substantial amount of garbage. It must be used with caution. 
It must be borne in mind that the ultimate objective is to rescue the planet. It must
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also incorporate biomass valorization. Considering these environmental concerns, 
our effort focused on the development of affordable adsorbents that were persuasive, 
cheap in cost, non-dirty, and easily disposed of away. Unending adsorption study 
results give valuable data for process analysis. 

It enables us to understand and assess the many variables that affect the 
phenomena, including the impact of pollutant loading rate, contact length, solution 
pH, temperature, agitation speed, and adsorbent mass. Adsorption in both batch and 
continuous columns ought to be used as a method for treating industrial wastewater. 
In continuous adsorption systems, the concentration in the liquid and solid phases 
varies across time and space. The design and performance of fixed bed columns 
present specific problems in the absence of a quantitative approximation model. 

For instance, in batch and bed column systems, the ability of citrus peel-alginate 
compound beads to remove methylene blue (MB) dye from an aqueous solution 
was investigated. To analyze breakthrough curves, a series of continuous adsorption 
experiments were conducted, considering three different factors: bed height, input 
feed flow rate, and feed MB dye concentration. 

The results of the batch tests showed that dye adsorption is influenced by the 
pH of the solution. The high MB removal on UCP/A was found to be 93% at pH 7 
[42]. On the other hand, nano-hydroxyapatite was incorporated into a starch-graft-
poly(acrylamide)/graphene oxide network to create a nano-adsorbent composite for 
the removal of malachite green dye from aqueous solutions. The following parame-
ters were used to achieve the highest dye adsorption (297 mg/g): agitation for 60 min, 
n-Hap content of 3 weight percent, solution pH of 10, and initial dye concentration of 
100 mg/L [39]. Technology, natural carbohydrate polymeric materials, tunable mate-
rials, and sensitive materials would all benefit from another application of biodegrad-
able polymers as adsorbents to efficiently remove toxins from wastewater at a variety 
of levels [43, 44]. 

Consequently, the methyl orange anionic color from contaminated water was 
removed using natural carbohydrate polymeric materials made from rice flour (RF) 
and graham flour (GF). In this study, the RF and GF adsorbents showed exceptional 
selectivity, enabling precise, targeted removal of dangerous dye with high efficacy 
under ideal experimental conditions. Because of the adsorbent charge reactivity, the 
pH of the solution was significantly altered. The best experimental technique was used 
to assess the influence of each influencing element and its interactions. According 
to the kinetic results, RF and GF adsorbents had slower kinetic capabilities than 
functional nanomaterials and ion exchange fibrous adsorbents [43, 45, 47]. 

The monolayer coverage adsorption findings showed a high adsorption capacity 
of 173.24 and 151.27 mg/g of RF and GF adsorbent, respectively, and were closely 
associated with the Langmuir isotherms. Foreign anions including chloride, nitrate, 
and sulfate had no impact on the RF and GF adsorbents’ ability to bind dye. Addi-
tionally, during a few cycles, the adsorbed dye on the RF and GF was completely 
desorbed with ethanol and reconstituted back into its original form for the following 
removal process. This was done with no appreciable functional loss [46, 48, 49]. 
Based on the findings of reactivity, selectivity, and applicability, the RF and GF 
natural carbohydrate polymeric adsorbents may be employed to remove harmful
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anionic pollutants [50–52]. Natural carbohydrate polymeric adsorbents RF and GF 
might be employed in large-scale applications to remove hazardous anionic dyes and 
other pollutants to start cleaning up wastewater to preserve population well-being 
[53–55]. 

6 Conclusion 

This study aims to offer an overview of biodegradable polymer-based materials for 
dye adsorption to combat water pollution. Adsorption removal of contaminants from 
wastewater is a substantial substitute for cost-effective traditional procedures and the 
best solution for wastewater treatment as well as for businesses. Dye wastewater-
producing enterprises are expanding and discharging more often across the world. 
Because there is no worldwide norm for wastewater discharge, each country has 
its own set of guidelines established by its government. Therefore, there are no 
distinctive, unique, or financially viable solutions to the wastewater curse. Moreover, 
multiple standard, advanced, and new ways to dye wastewater have been developed 
and tested. Taking into account neither the rate of dye removal nor the benefits and 
drawbacks, biodegradable polymers as adsorbents appear to be the most effective 
and sophisticated for dye removal. The results of this ongoing investigation and 
numerous model-predicted results demonstrated how toxic dyes are to our health 
and their influence on the environment, despite their widespread use in industry 
and other fields. The review also suggests the potential of biodegradable polymer 
adsorbents as efficient, cheap and environmentally friendly adsorbents for different 
types of dyes removal from wastewater, as well as how they show a high removal rate 
and worldwide acceptable that may be used to scale up the procedure to an industrial 
ecosystem because they performed well in various experiments. Consequently, this 
study will assist governments and entrepreneurs make the appropriate environmental 
decisions as it is also relevant to the sixth number of the sustainable development 
goals (Clean water and Sanitation). 

7 Recommendation 

Encourage the adoption and utilization of biodegradable polymers as adsorbents in 
water treatment processes. These polymers offer a more sustainable and environ-
mentally friendly alternative to traditional adsorbents like activated carbon. Collab-
oration between researchers, policymakers, and industries is crucial to facilitate the 
implementation and scale-up of biodegradable polymer-based adsorption techniques. 
Invest in further research and development to explore and optimize the functional-
ization of biodegradable polymers for enhanced adsorption of dyes. This can include 
studying different types of biodegradable polymers, their modifications, and their
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performance under various conditions. Additionally, investigate the use of agricul-
tural waste as a source of biodegradable polymers to reduce costs and promote 
circular economy principles. The use of sustainable adsorption techniques, including 
biodegradable polymers, in water treatment processes. Provide incentives and support 
mechanisms for industries to adopt environmentally friendly practices and invest in. 
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Treatment of Printing Ink Wastewater 
Using Natural and Synthetic Coagulants 

Menna Eid, S. M. El-Marsafy, and M. Bassyouni 

1 Introduction 

Water is one of the necessities of life, and preserving it and developing its sources 
deserves attention [1–4]. Numerous contaminants are found in our water sources 
due to the development of industry and the widespread usage of complicated chemi-
cals. These compounds have a serious hazard to our ecology since they are difficult to 
break down. They have significantly grown in number over time, posing a grave threat 
to the next generations [5–7]. The procedures of printing, color matching, cleaning 
printing machines, etc. generate printing ink wastewater (PIW). The primary ingredi-
ents of ink are pigments, fillers, auxiliaries, solvents, and color carriers (often certain 
resin compounds with hydrophilic groups, etc.) [8] as shown in Fig. 1. Wastewater 
from printing ink comprises recalcitrant substances, traces of metals (such as Cd, 
Hg), adhesives, and pigments. In addition to their vibrant color, these wastewaters 
have high chemical oxygen demand (COD) values, typically up to 20,000 mg/L. To 
avoid major environmental issues, printing ink wastewater must be treated before 
being released [9–11]. Even very low concentrations of dyes in the effluent (less 
than 1 mg/L for some dyes, for example) cause the water to turn a highly notice-
able and unwelcome shade of color. Additionally, it harms water bodies like rivers
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and lakes by obstructing sunlight or promoting eutrophication [12]. Effective treat-
ment is required for (PIW) so it could be disposed of safely in aquatic systems. 
For the treatment of this sort of extremely colored wastewater, advanced oxida-
tion processes (AOPs), electrochemical techniques, coagulation/sedimentation, and 
either separately or in combination with other physicochemical methods, are typi-
cally preferred [13, 14]. It was reported that utilizing coagulation/flocculation for 
processing wastewater showed satisfactory results using either organic or inorganic 
flocculants/coagulants such as aluminum, iron (III) salts, or organic polyelectrolytes 
[15]. Dyeing processes often involve the use of chemicals and may lead to changes in 
the pH range of the surrounding environment. Pipe lines and tanks made of aluminum 
alloys are more susceptible to corrosion in both highly acidic and highly alkaline 
environments. If the dyeing process alters the pH of the surrounding medium signif-
icantly, it could affect the corrosion rate of aluminum alloys. Water and wastewater 
treatment was conducted using flocculation and coagulation for a very long time. This 
treatment method is advantageous since it is inexpensive, simple to use, and effective 
at eliminating water contaminants. The type of coagulant has a significant impact on 
how well coagulation works. Wastewater treatment is essential for ensuring access 
to clean water and sanitation for all. By treating wastewater before its discharge into 
water bodies or reuse, water resources will be protected, improve water quality, and 
enhance sanitation achieving SDG (6). 

Fig. 1 Sustainability of natural coagulants
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2 Printing Ink Wastewater Treatment Techniques 

2.1 Coagulation 

Chemical coagulation is often carried out in water treatment facilities by the addi-
tion of trivalent metallic salts such as ferric chloride (FeCl3) or aluminum sulfate 
Al2(SO4)3. Four mechanisms—ionic layer compression, adsorption and charge 
neutralization, sweep coagulation, and inter-particle bridging—are hypothesized to 
occur. Instead of utilizing a quantitative method, a jar test is used to choose the best 
coagulant dosages. Every water that needs to be coagulated must undergo the jar 
test, which must be repeated whenever a water’s quality noticeably changes. The 
turbidity and chromaticity of ink wastewater can be decreased by coagulation. In 
the treatment of wastewater, coagulant selection is crucial [16]. It was found that 
COD treatment achieved 92.1%, decoloring rate obtained 97.4% following coagula-
tion by polyferric chloride, taking sediment time, decoloring rate, and other aspects 
into consideration. Other study stated that employing ferrous sulfate as a coagulant 
resulted in low removal rates for both decoloring and COD, whereas polymerization 
aluminum chloride can produce decoloring removal rates of 99% and COD removal 
rates of 45–60% [17]. 

2.2 Adsorption 

The findings showed that active carbon removes ogranic matters with good efficiency 
[18]. After adsorption, the wastewaters are transparent and colorless. Yet, active 
carbon is often expensive and saturated [19]. Remediate ink wastewater by first 
modifying zeolite with polyamidoamine (PAMAM). It was reported that fly ash and 
poly-dimethyl-diallylammonium chloride (PDMDAAC) were used in combination 
to treat ink wastewater and organic compounds with removal efficiency 94% and 
74%, respectively [20]. 

2.3 Electrolysis Method 

Iron was used as an anode and aluminum as a cathode in the electrolysis process 
to treat print ink wastewater. In the electrolytic process, iron gradually dissolved 
into Fe2+, and hydrolysis produced Fe (OH)2, which precipitated. After being 
removed, CODcr accomplished 47% removal, BOD5 60% removal, and decoloring 
84% following treatment [21].



144 M. Eid et al.

2.4 Oxidation 

Chemical oxidation frequently uses the oxidants NaClO, KMnO4, O3, and 
C2H2O4·H2O. Most organic materials can be reduced, but not completely, and the 
cost of treatment process is a substantial factor. Coagulation and Fenton mixing were 
employed to treat ink wastewater. Chroma and CODcr can be completely removed 
at pH 4.5, H2O2, 4.5 mg/L, FeSO4 25 mg/L, and PAC 700 mg/L after a specified 
contact period. This is equivalent to 100% and 93.4% removal, respectively [22]. 

3 Biological Approach 

Using biological methods for ink wastewater is a suitable approach considering the 
challenges associated with the biodegradability of ink compounds. The two-stage 
Sequencing Batch Reactor (SBR) is a commonly employed biological treatment 
process that can effectively remove organic contaminants from wastewater. The SBR 
process involves a sequence of fill, react, settle, and followed by decant phases within 
a single reactor. In the case of ink wastewater treatment, a two-stage SBR configura-
tion is often applied to enhance the removal efficiency and achieve better treatment 
performance. In the pretreatment stage, physical and chemical processes are required 
to remove large particles, solids, and any potential inhibitors that could hinder the 
biological treatment. This step is required before biological treatment. The two-stage 
SBR method allows for a more comprehensive treatment of ink wastewater. The first 
stage focuses on the removal of easily biodegradable organic compounds and the 
initial reduction of chemical oxygen demand (COD). The wastewater is subjected 
to a controlled aerobic process where microorganisms metabolize the organic pollu-
tants, breaking them down into simpler, more biodegradable forms. After the first 
stage, the wastewater undergoes a settling process to separate the biomass and any 
residual solids. The clarified wastewater is then transferred to the second stage, 
where more resistant and complex organic compounds are further degraded. This 
stage typically involves an anoxic or anaerobic process to target specific recalcitrant 
compounds, enhancing the overall removal efficiency. According to the findings, the 
COD removal rate stayed over 93% and the decoloring rate was 80% [23]. 

4 Ink Raw Materials 

4.1 Pigments 

The ink’s color is a pigment’s most evident function. Pigments can also be abrasive, 
glossy, and resistant to damage from light, heat, solvents, etc. Also, specialized 
pigments called extenders and opacifiers are utilized. Opacifiers are white pigments
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that make the paint opaque so that the surface beneath the paint cannot be seen, 
whereas extenders are transparent pigments that make the colors of other pigments 
look less intense [24]. 

4.2 Resins 

Resins are essentially binders; they combine the other ink components to form a 
coating that adheres the ink to the paper. They also support qualities like gloss 
and resistance. water, chemicals, and heat. There are many different types of resins 
utilized, and each ink often contains more than one resin. This is a list of resins that 
are most frequently used: Maleics, Formaldehydes, Phenolics, Acrylics, Alkyds, 
Cellulose derivatives, Rubber resins, and Ketones [25]. 

4.3 Solvents 

When ink is put on a printing plate or cylinder, solvents are employed to maintain 
the ink’s liquid state until it has been transferred to the surface that will be printed. 
The solvent must now separate from the ink body for the image to dry and adhere to 
the surface [26]. 

5 Chemical Coagulants and Flocculants 

Chitosan, starch, cellulose, tannin, microbiological raw materials, animal glue, and 
gelatin are the main sources of natural flocculants. Three categories can be made 
out of them: Depending on the type of functional groups that make up its chemical 
structure, flocculants are classified as (i) cationic flocculant, (ii) anionic flocculant, 
and (iii) non-ionic flocculant. Such flocculants are also non-toxic and biodegradable. 
Natural flocculants are thought to be the greatest option for eliminating dyes and/ 
or heavy metals from wastewater because of their many inherent qualities. Long 
polymer chains and a high cationic charge density are some of these characteristics 
[27]. 

5.1 Inorganic Compounds 

The TOC, AOX, and COD loading values supported the removal of turbidity and color 
as well as a significant portion of the inorganic content by adding aluminum and ferric 
chlorides to printing ink wastewater. From an economic and technological standpoint,
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flocculation has been proven to be an appropriate, quick, and easy treatment for such 
effluent [28, 29] (Tables 1, 2 and 3). 

Table 1 Values of water quality parameters for W1 and W2 

Wastewater COD, mg/L BOD, mg/L AOX, mg Cl/L TOC, mg/L pH 

W1 3220 0.0896 9.323 941.971 7.6 

W2 2320 0.0384 6.036 893.9 7.4 

Table 2 Efficiency of studied flocculants expressed by the concentration of residual ink in treated 
water 

Flocculant, g/L Turbidity, NTUa Residual ink 
concentration, mg/L 

pH Sample of filtrate 

AI2(SO4)3 

W1 0.375 0.6 0.076 6.6 A 

W2 0.450 0.69 0.08 6.6 B 

FeCl3 

W1 0.505 0.49 0 6.6 C 

W2 0.650 0.39 0 6.5 D 

AlCl3 

W1 0.375 0.59 0 6.5 E 

W2 0.415 0.49 0 6.4 F 

Table 3 Treated water analysis 

Sample of filtrate COD 
mg/l 

BOD5 
mg/l 

TOC 
mg/l 

AOX 
mg/l Cl2 

pH 

W1 

A 840 0 313 2.102 6.7 

C 740 0 323.1 1.398 6.6 

E 560 0 305.7 1.955 6.6 

W2 

B 220 0 146.4 0.674 6.6 

D 160 0 139.3 0.510 6.5 

F 110 0 118.2 0.474 6.4
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5.2 Chitosan and Tannin 

An effluent comprising ink that was created during the manufacturing of packaging 
was treated utilizing a coagulation/flocculation process using a variety of biopoly-
mers (chitosan and tannin). The effectiveness of the procedure was examined in 
terms of how pH, coagulant and flocculant concentrations, and chitosan properties 
affected it (especially the molecular weight). The procedure was especially effective 
with acidic solutions since restricted the pH to 5 [30]. 

5.3 Fenton Oxidation 

The Fenton process treated effluent was improved by the coagulation utilizing fenu-
greek and iron sulfate (FeSO4) by reducing the flocs settling time, enhancing turbidity, 
and increasing COD and BOD removal. Under particular circumstances, the elimi-
nation of COD, BOD, and total turbidity was 99%, 63%, and 39.5%, respectively. 
As a result, this work may provide a practical method for the printing industry and 
manufacturers of water-based inks to treat their wastewater [31]. 

6 Mechanism of Coagulation by Natural Coagulants 

Natural coagulants have a similar mechanism of action to polyelectrolytes and contain 
a variety of functional groups, including –OH, –COOH, and –NH2. The red circles 
are the negatively charged colloidal particles, while the green circles are the posi-
tively charged coagulants. Natural coagulants can be classified according to their 
mechanism of action into four categories: sweep flocculation, charge neutraliza-
tion, double-layer compression, and antiparticle bridging [32]. Sweep flocculation/ 
coagulation is a method for removing colloids by trapping or entangling them in a 
net-like structure that contains precipitates of the amorphous metal hydroxide that are 
produced during the hydrolysis of the colloids. The flocs formed using this method 
are relatively smaller in size with adequate settling capacity, but they are distin-
guished by a slow rate of floc formation, according to several evaluations, including 
initial floc-aggregation, the relative settling factor, and the flocculation index [32]. 
The great fractal dimension of the floc created by sweep flocculation demonstrates 
the complexity of flocs [33]. The high fractal dimension has theoretically stronger 
flocs that can withstand breaking. Nevertheless, sweep flocculation produces big, 
easily broken flocs despite having a higher floc generation rate. Adsorption between 
the oppositely charged surfaces of the coagulants and the colloid results in charge 
neutralization [34]. Chemical coagulants are hydrolyzed to produce some cationic 
species before reacting with the colloids. For the charge neutralization procedure, 
an electrostatic patch mechanism, a patch-wise medium, is used. The surface of the
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colloids will patch with different cationic species, resulting in particle surfaces with 
positive and negative charges. surfaces of colloids with a mixed charge will weaken 
repelling forces and strengthen van der Waals forces between the particles [35]. 

Double-layer compression is a technique that penetrates the double layer that 
surrounds the colloidal particles by using ions that have the opposite charge to that 
of the colloidal particles. The volume and thickness of the double layer will decrease 
due to the counterions. As the electrolyte is continuously compressed, electrostatic 
repulsion is decreased and van der Waals forces are increased, which makes it easier 
for the two destabilized colloids to unite. 

7 Sustainability of Natural Coagulants 

Sustainable development meets the demands of both present and future generations. 
According to the United Nations’ idea of sustainability, the reliability of technology 
is just as important as performance efficiency when it comes to the treatment of water. 
As a result, the idea of sustainability combines social, environmental, and economic 
considerations [36] as shown in Fig. 1. Industrial acceptance and advancements in 
public health are two societal aspects of the sustainability of natural coagulants. The 
ability of natural coagulants to provide outcomes comparable to those of chemical 
coagulants and be employed as an alternative is a requirement for industrial accept-
ability. Because there aren’t any regulatory or approved standards for the treatment of 
potable water, Businesses are reluctant to use natural coagulants. Natural coagulants 
may help with health and cleanliness and raise everyone’s standards of living, espe-
cially in rural regions. The technological side of sustainability includes product and 
treatment stability, material accessibility, and compatibility with other methods. The 
effectiveness of several natural coagulants in the treatment of water and wastewater 
has been well-established over time. Natural coagulants are regarded as harmless 
and non-toxic due to their natural origin. Organic coagulants’ environmental safety 
needs to be confirmed because it is uncertain whether they are dangerous to humans 
and the environment [37]. 

Hence, careful choice and dose optimization of effective natural coagulants could 
offer encouraging outcomes in WT and possibly serve as a replacement for pharma-
ceutical coagulants. As was previously said, natural coagulants are readily available, 
reliable, resilient, and can be derived from a variety of sources, including plants, 
microbes, or animals [38–40]. Yet their vulnerability to microbial or other environ-
mental biodegradation has a negative impact on their long-term storage (shelf life) 
and commercialization [41, 42]. Environmental sustainability criteria call for the use 
of plant-based, biodegradable coagulants that are safe for the environment and can 
produce biodegradable sludge [43], which can be used for a variety of other things 
like agricultural practices, landfills, and the civil engineering sector [44, 45].
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8 Conclusion 

The ink industry is one of the important industries at present, and despite its impor-
tance, the industry’s output of liquids represents an environmental threat that must 
be addressed. The resulting wastewater contains many recalcitrant chemicals and 
heavy metals. Many researchers have dealt with the technology of removing these 
pollutants. One of the promising technologies for treatment is the use of the coagu-
lation process. In this review, the composites of ink were discussed. Also, printing 
ink treatment technologies were illustrated. 

9 Recommendation 

The coagulation/flocculation technique is commonly used in water treatment and can 
be effective in removing pollutants from ink-contaminated water. However„ one of 
its significant drawbacks is that the pollutants are concentrated during the process, 
requiring a subsequent treatment method for their proper disposal. This empha-
sizes the need for a comprehensive approach that ensures the safe and complete 
removal of pollutants. To address this issue, researchers and scientists should focus 
on developing or improving post-treatment methods that can safely dispose of the 
concentrated pollutants. These methods could include techniques such as adsorp-
tion, advanced oxidation processes, membrane filtration, or biological treatments, 
depending on the specific characteristics of the concentrated pollutants and the envi-
ronmental requirements. Furthermore, it’s essential to study different types of dyes 
present in inks to understand the variations in their toxicity and identify the most 
appropriate treatment methods for each type. Some dyes may be more harmful to 
living organisms or more resistant to conventional treatment techniques than others. 
By evaluating the toxicity of various dyes and assessing their chemical composition, 
researchers can determine the most effective and environmentally friendly treatment 
options. 
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1 Introduction 

The quest to protect our planet and ensure the well-being of humanity demands the 
preservation of environmental quality and public health through the effective treat-
ment of water. Conventional wastewater treatment methods can be a drag on time and 
resources [1]. The power of artificial intelligence (AI) has been harnessed to optimize 
the adsorption of pollutants and ensure a cleaner, healthier future for all. Removing 
dyes from wastewater is particularly important for environmental remediation [2]. 
Dyes, commonly used in industries like textile, leather, and paper manufacturing, 
can be toxic, carcinogenic, and persistent in the environment [3]. They can cause 
aesthetic problems and harm aquatic life and human health. Adsorption is one of the 
most effective methods for removing dyes from wastewater, and it involves attaching
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dye molecules to the surface of solid adsorbent material, such as activated carbon, 
zeolites, or clay [4]. Modifying the adsorbent surface can enhance this process [5, 
6]. The effectiveness of wastewater treatment has the potential to be increased by 
methods like machine learning, neural networks, and fuzzy neural networks [6]. AI 
techniques can optimize process parameters, such as pH, temperature, and adsorbent 
dosage, to improve efficiency and cost-effectiveness. AI can also develop predictive 
models for accurate prediction of the adsorption behavior of dyes on different types 
of adsorbents. Traditional methods of adsorption process design and optimization 
have relied on empirical models and trial-and-error approaches. However, recent 
advances in AI show promising results in optimizing pollutant adsorption processes 
[7]. 

The research presented in this study directly aligns with key Sustainable Devel-
opment Goals (SDGs) established by the United Nations. Specifically, our focus on 
optimizing the pollutant adsorption process in wastewater treatment using artificial 
intelligence (AI) techniques contributes to achieving SDG 6: Clean Water and Sani-
tation. By enhancing the removal of toxic dyes from wastewater, we aim to improve 
water quality (SDG 6.3) and ensure the sustainable management of water resources. 
Furthermore, our work also supports SDG 9: Industry, Innovation, and Infrastruc-
ture by promoting the adoption of cutting-edge AI techniques within wastewater 
treatment systems. This contributes to sustainable industry practices, resource effi-
ciency, and cleaner production technologies (SDG 9.4). Lastly, our efforts align with 
SDG 12: Responsible Consumption and Production as we strive to minimize the 
release of hazardous chemicals and promote the environmentally sound manage-
ment of wastewater pollutants. By optimizing adsorption processes, we contribute 
to reducing the adverse impacts of pollutants on human health and the environment 
(SDG 12.4). 

The main objective of this study is to offer a thorough examination of how arti-
ficial intelligence (AI) can be utilized to optimize the pollutant adsorption process 
in wastewater treatment. Cutting-edge AI techniques and their applications in pollu-
tant adsorption optimization will be analyzed. The study continues to address the 
challenges and future research directions in this field. This review aims to provide 
valuable insights for researchers and practitioners to enhance the effectiveness of 
pollutant adsorption processes in wastewater treatment.
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2 Adsorption Process and Artificial Intelligence Techniques 

The act of adsorption is a method of physicochemical treatment that involves 
attaching particles or molecules to a surface [8]. It encompasses various processes, 
such as molecule movement caused by concentration gradients, diffusion through a 
boundary layer, and movement into the material’s interior. When adsorption occurs, 
the molecules being adsorbed move from the bulk solution to the adsorbent surface 
because of concentration gradients. The rate of adsorption is determined by the 
establishment of a concentration gradient, as well as other factors. Dye molecules 
may also penetrate the surface of the adsorbent material and enter the interior by 
diffusing through pores. The rate of diffusion depends on factors like pore size, 
temperature, and dye concentration. It’s critical to consider the adsorption process’s 
influencing factors, including the adsorbent material’s properties, adsorbate molecule 
characteristics, and adsorption conditions [9]. One critical property is the adsorbent’s 
surface area, which affects the number of available adsorption sites. The surface area 
can be increased using methods like surface modifications or increased material 
porosity [10]. The adsorbent material’s surface chemistry is also vital, as surface 
functional groups like hydroxyl, carboxyl, or amine groups can interact with adsor-
bate molecules via hydrogen bonding, Van der Waals forces, or electrostatic inter-
actions. The adsorbate molecule’s size, shape, and polarity also play a significant 
role in determining adsorption behavior [11]. Conditions like pH, temperature, and 
adsorbate molecule concentration can impact the rate and capacity of adsorption. 
Increasing the temperature, for example, increases the adsorbate molecule’s kinetic 
energy, leading at most cases to a higher rate of adsorption. When faced with the 
need to reduce treatment costs in competitive markets, accurately predicting pollu-
tant removal and modeling treatment factors can offer economic benefits. Machine 
learning (ML) approaches, which can make complex decisions quickly, are particu-
larly appealing in such scenarios. By employing ML models, researchers can enhance 
the efficiency and reliability of water pollutant treatment systems without needing 
to analyze intricate variables, thereby lowering experimental costs. 

Artificial intelligence (AI) continues to evolve, with new techniques expected to 
emerge, and existing techniques set to become increasingly effective. This section 
will explore some widely used AI techniques, including their applications, strengths, 
and weaknesses, and address ethical considerations and challenges that arise when 
using AI in various domains. 

3 Support Vector Machine 

Support vector machine (SVM) is a commonly used technique in machine learning 
that employs supervised learning for both classification and regression tasks. Its main 
idea involves finding the best possible hyperplane that separates data points into their 
corresponding classes by maximizing the distance between the hyperplane and the
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Fig. 1 SVM classification 
and hyperplane concept 

nearest data points on each side. In binary classification, a straight line is utilized as 
the hyperplane to distinguish the two classes (see Fig. 1). For multi-class classifica-
tion, various approaches such as one-vs-all or one-vs-one are employed by SVM. By 
utilizing a kernel function, SVM transforms data points into a higher-dimensional 
space [12]. The kernel function is a mathematical function that calculates the dot 
product of two vectors without knowing their coordinates. This feature of SVM 
allows it to handle complex and nonlinear data distributions. After data points are 
transformed into the higher-dimensional space, SVM identifies the hyperplane that 
provides maximum margin between classes. Crucial to defining the hyperplane are 
support vectors, or the data points that are closest to it. SVM is capable of managing 
high-dimensional data and has less tendency to overfit compared to other classifi-
cation methods. Despite its benefits, SVM can be sensitive to the choice of kernel 
function and hyperparameters, which necessitates thorough tuning. SVM has found 
applications in a variety of fields, including bioinformatics, image classification, and 
text classification. 

3.1 K-Nearest Neighbor 

K-Nearest Neighbors (KNN) is a machine learning technique that is commonly used 
for both classification and regression tasks. The idea behind KNN is that similar data 
points are typically located near each other in the feature space. To assign a label or 
value to a new data point, KNN finds the K nearest points and utilizes their labels or 
values to determine the label or value of the new point. The distance metric used to 
assess similarity can vary depending on the data and problem being solved [13]. KNN 
is a straightforward algorithm that can be executed quickly without the need for a 
training phase. However, it can be vulnerable to the choice of K and distance metric,
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and it can face the curse of dimensionality when working with high-dimensional 
data. 

KNN is a versatile approach that can be applied to various data types and prob-
lems. By adjusting the decision rule, KNN can also be utilized for clustering and 
outlier detection. However, the algorithm may be computationally challenging for 
larger datasets since it requires distance calculation between every pair of data points. 
Furthermore, KNN may be influenced by the data scaling, as the magnitude of 
prominent features can dominate the distance metric. Despite these limitations, KNN 
remains a prevalent and useful technique for data analysis and machine learning. 

3.2 Decision Tree (DT) 

Decision trees (DTs) are a widely used machine learning technique for both classi-
fication and regression tasks. Until a certain stopping criterion is reached, DTs are 
recursively partitioning the data into subsets based on specific features. This creates 
a tree-like structure that can be used for prediction by following the branches of the 
tree based on the input features. Decision trees are especially useful for analyzing 
data with a mixture of categorical and numerical features and can handle missing 
data and outliers effectively [14]. 

One of the benefits of decision trees is their interpretability, as the tree struc-
ture allows for easy visualization and understanding of the decision-making process. 
Decision trees can also provide insight into feature importance, which can help iden-
tify the most relevant features for prediction. However, decision trees are susceptible 
to overfitting, particularly when the tree is deep, or the number of features is high. 
This can be addressed through techniques such as pruning or using ensemble methods 
like Random Forest. Nevertheless, decision trees remain a valuable tool for machine 
learning and data analysis. 

3.3 Random Forest 

The Random Forest (RF) technique is a widely recognized machine learning method 
used for regression and classification purposes. It leverages a group of decision trees 
to achieve more reliable and accurate predictions. The technique is powerful because 
it constructs different decision trees, where each tree is trained using a distinct set of 
training data and attributes. The final forecast is made by averaging the predictions of 
all the trees for classification or averaging the projected output values for regression. 
One of the advantages of this approach is its capability to handle a vast number of 
features, as well as cope with missing data and anomalies. It also minimizes the 
risk of overfitting by decreasing the model’s variance through the ensemble method, 
enhancing its generalization performance [15]. Additionally, this technique provides 
insight into the significance of features, aiding in the comprehension of data and
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identifying critical features. This knowledge can be employed to improve model 
performance by concentrating only on the most important features. 

3.4 Artificial Neural Network 

Artificial neural network (ANN) was derived from biological neural network struc-
tural. Recently, it has grown in prominence, particularly for the modeling process. 
Currently, it has the potential to be a tool for process design, process analysis, and 
systems behavior prediction. An input layer (independent variables), several hidden 
layers, and an output layer (dependent variables) make up the basic ANN design. 
The input layer receives the input data, which is then processed through the hidden 
layers, with each layer extracting increasingly complex features from the input. The 
output layer produces the final prediction or classification. Each of these layers is 
made up of a number of linked processing units known as neurons [16]. Weighted 
connections between these neurons allow for the passage of data between them. Each 
neuron is linked to every other neuron at the level below it and the level above it, by 
adjusting the weights and biases of the neurons, the model’s performance is tuned 
during the training phase. One of the benefits of ANNs is that they can discover 
complicated patterns and correlations in the data that conventional machine learning 
algorithms may struggle to understand [17]. ANNs can also handle noisy or incom-
plete data and can be trained on large datasets using parallel computing resources. 
However, ANNs can be computationally expensive to train, especially when dealing 
with large and complex networks. They can also be prone to overfitting, especially 
when the network is too large, or the training data is limited. Additionally, ANNs can 
be difficult to interpret, as the decision-making process of the network is not always 
transparent. 

3.4.1 Deep Neural Network 

Deep Neural Networks (DNNs) belong to a class of Artificial Neural Networks 
(ANNs) that excel at extracting complex patterns and relationships in vast datasets. 
Deep Neural Networks can have many layers of neurons, allowing them to discover 
the hierarchical combinations of the input data. At each successive layer, the output of 
the previous layer is nonlinearly transformed, enabling the network to learn increas-
ingly abstract and complex features of the input data (Fig. 2). This unique ability to 
learn hierarchical representations makes Deep Neural Networks incredibly powerful 
in many tasks. Training a DNN involves adjusting the weights and biases of the 
neurons in the network to minimize a cost function that measures the difference 
between the network’s predictions and its actual output. This is typically done using 
backpropagation, a mathematical algorithm that calculates the gradient of the cost 
function with respect to the weights and biases of the network. The gradient is 
then used to update the weights and biases to improve the network’s predictions
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Fig. 2 ANN basic structure 

based on the training data. In training DNNs, it is challenging to avoid overfitting, 
which occurs when the network learns to memorize the training data rather than 
generalize it to new data. Several techniques have been developed to address this 
issue, including dropout, early stopping, and regularization. DNNs have changed 
the machine learning landscape by producing industry-leading results across a broad 
variety of applications. 

3.4.2 Adaptive Neuro-fuzzy Inference System 

Adaptive Neuro-Fuzzy Inference System (ANFIS) is a hybrid AI method created by 
combining fuzzy logic with neural networks. It is designed to provide an adaptive 
and intelligent way of processing and analyzing data by incorporating the strengths 
of both fuzzy logic and neural network technology [18]. ANFIS consists of a set of 
fuzzy if–then rules that are learned from data using a combination of backpropagation 
and least squares methods. The input variables are first fuzzified, which means they 
are converted into fuzzy sets that represent the degree of membership of each value in 
the input variable. The fuzzy if–then rules are then generated based on the fuzzified 
inputs and the output variables [19]. Before mapping it to a neural network structure, 
the fuzzy rules are combined to form a fuzzy inference system. The neural network 
is trained using a combination of backpropagation and least squares methods, where 
the output of the fuzzy inference system is used as the target output. ANFIS can
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handle complex and non-linear relationships in data and incorporate human exper-
tise and domain knowledge into the system. Additionally, it can manage noisy and 
imperfect data and instantly adjust to changing situations. However, the requirements 
of a large amount of data for training still exist and it can be computationally expen-
sive. Furthermore, the decision-making process may not be visible, and the system’s 
interpretability may be constrained. 

3.4.3 Recurrent Neural Networks 

Rzecurrent Neural Networks (RNNs) are a class of artificial neural networks that 
are developed to handle sequential data, including time-series data or text. They can 
capture long-term dependencies and patterns in the input data. The key feature of 
RNNs is their ability to maintain a memory of previous inputs, which allows them to 
take into account the context of the current input. This memory is achieved through 
the use of “hidden” states, which are dynamically updated at each time step depending 
on the current input and the previously concealed state. The output of the RNN at 
each time step is a function of the current input and the current hidden state. In the 
training phase, RNNs still suffer from vanishing or exploding gradients. This can 
occur when the gradient signal that is propagated back through the network during 
training becomes too small or too large. Several techniques have been developed to 
address this issue, including gradient clipping and the use of specialized activation 
functions such as the long short-term memory (LSTM) and gated repeat recurrent 
unit (GRU) functions. Several fields have found usage for RNNs, including speech 
recognition, language translation, and image captioning. They have also been used to 
generate new text, music, and images and to model complex systems such as protein 
folding and climate dynamics. 

3.5 Reinforcement Learning 

Reinforcement learning (RL) is a type of machine learning based on an agent learning 
to make decisions based on feedback from its environment. RL is designed to make 
the agent to learn a policy that maximizes a reward signal over time. In real life, the 
agent interacts with the environment by taking action and receiving feedback in the 
form of a reward or punishment. The agent’s objective is to maximize the cumulative 
reward over a sequence of actions. This requires the agent to learn a policy that maps 
the current state of the environment to the best action to take. RL algorithms typically 
use a value function to estimate the long-term reward of a given action in each state. 
The value function can be estimated through various methods, such as temporal 
difference learning, Monte Carlo methods, and Q-learning. RL still suffers from the 
exploration–exploitation tradeoff. The agent needs to balance between taking actions 
that it knows will yield a high reward (exploitation) and taking actions that may yield
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a higher reward but are uncertain (exploration). RL has been successfully applied in 
a variety of domains, such as game-playing, navigation, and process control systems. 

3.6 AI-Optimized Adsorption Process 

The AI-Aided adsorption process involves data collection and cleaning to obtain 
relevant data for analysis. Feature engineering is then used to extract relevant features 
and prepare the data for modeling. Model selection is then done to select the best AI 
technique to use for modeling the adsorption process. Once the model is developed, 
metaheuristic algorithms, such as genetic algorithms, particle swarm optimization, 
or simulated annealing, can be used to optimize the adsorption process. Finally, 
model evaluation and assessment are carried out to ensure the model’s accuracy and 
effectiveness in improving the adsorption process, as shown in Fig. 3. More details 
for each step are discussed in this section. 

Fig. 3 AI-optimized adsorption process workflow



162 M. Mansour et al.

3.7 Data Collection and Cleaning 

To develop an efficient AI-based model for water treatment optimization, it is crucial 
to carefully collect and clean the data. Firstly, the data requirements for the adsorp-
tion process should be defined, including the parameters that need to be measured, 
such as the adsorbent material properties, contaminant type and concentration, and 
process variables like pH, temperature, contact time, and mixing rate. Secondly, the 
data can be collected from experiments that are conducted in the laboratory using 
sensors automatically. The design of experiment (DoE) techniques are recommended 
to generate the experiment set. After data collection, cleaning is essential to remove 
any inconsistencies or errors by eliminating outliers, correcting mistakes, and filling 
in missing data. Finally, data preparation for modeling involves dividing the data into 
three sets for training, validation, and testing purposes. The training set is utilized to 
train the AI model, the validation set is used to refine the model, and the testing set 
is used to evaluate the performance of the model. 

3.8 Feature Engineering 

Feature engineering is a crucial step in the development of AI-based models for water 
treatment optimization with adsorption. It involves selecting the most relevant and 
informative features from the raw data and transforming and preparing them for input 
into the model [20]. Main steps involved in feature engineering can be described as 
follows: 

Data cleaning: The first step in the feature engineering process is to clean the 
data. This involves removing any outliers or erroneous values and dealing with any 
missing data. The cleaned data is then prepared for further analysis. The process of 
feature selection is about identifying the most important and valuable features in a 
dataset. To accomplish this, various techniques can be used use such as statistical 
tests and domain knowledge. The features that have a strong relationship with the 
target variable and contribute significantly to the adsorption process should be chosen. 
Feature scaling is a technique for guaranteeing that all features are on the same scale. 
Techniques like normalization or standardization can be applied to this purpose. This 
helps to improve the model’s performance by avoiding issues with variables that 
have vastly different ranges. Feature transformation: It is the process in which new 
features are extracted from existing ones. This improves the model’s ability to capture 
non-linear relationships between variables. Polynomial expansion or logarithmic 
transformation is usually used in these scenarios. Feature encoding: Feature encoding 
is the process of converting categorical variables into numerical variables that can be 
used by the model. This can be done using techniques such as one-hot encoding or 
label encoding. Feature extraction: It is the process of reducing the dimensionality of 
the dataset by selecting a subset of relevant features. Principal component analysis 
(PCA) or linear discriminant analysis represents a viable option in this process.
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3.9 Model Selection 

After completing feature engineering, the subsequent step involves choosing a suit-
able AI model for optimizing water treatment with adsorption [21]. The methodology 
can be outlined as follows: 

Problem type identification: The initial step in selecting an AI model involves 
identifying the problem type. The problem must be classified as either regression or 
classification. This categorization helps to narrow down the available model options. 

Model family selection: Once the problem type is identified, the subsequent step is 
to choose a family of models that are appropriate for the problem at hand. For instance, 
linear regression, decision trees, or neural networks may be suitable for a regression 
problem. In contrast, logistic regression, decision trees, or support vector machines 
may be suitable for a problem that involves classification. The following step after 
selecting a model family is to assess its performance using a variety of measures, 
including precision, recall, accuracy, or mean squared error. Cross-validation can 
be employed to ensure that the performance is not biased by the training set. These 
metrics are further discussed in the next section. 

Hyperparameter tuning: Once a set of candidate models is identified, hyperparam-
eter tuning comes next. Hyperparameters control how the model learns and are set 
before training. Examples of hyperparameters include regularization, learning rate, 
and the number of layers in a neural network. Adjusting these parameters to find the 
best combination for optimal model performance constitutes hyperparameter tuning. 

Final model selection: After evaluating candidate models and tuning their hyper-
parameters, the final step involves selecting the model that performs best. This model 
can then be utilized to optimize the water treatment process with adsorption. 

3.10 Model Evaluation and Assessment 

There are several evaluation metrics that can be used to assess the performance of 
an AI model for water treatment optimization with adsorption [22]. Some typical 
metrics are summarized in Table 1 and defined as follows:

Accuracy: This is the proportion of correct predictions out of all the predictions 
made by the model. It is a useful metric when the classes in the data are balanced. 
However, it can be misleading when the data is imbalanced. 

Precision: This is the proportion of true positive (TP) predictions out of all posi-
tive predictions made by the model. It is statistically valuable when reducing false 
positives (FP) is the main objective, as it is when the expense of a false positive is 
considerable. 

Recall: This is the proportion of true positive predictions out of all actual positive 
cases in the data. It is a useful metric when the focus is on minimizing false negatives 
(FN), such as in cases where missing a positive case is costly.
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Table 1 Statistical metrics to evaluate the AI models 

Accuracy metric Equation 

Correlation coefficient (R)
∑n 

i=1 AB  
nσa σb 

, A = a − a, B = b − b 
Coefficient of determination (R2)

(

∑n 
i=1 AB  
nσa σb 

) 
2 

Sum square of errors (SSE) (qexp − qpre)2 
Mean square error (MSE) 1 

n

∑n 
i=1 (qexp − qpre)2 

Mean absolute error (MAE) 1 
n

∑n 
i=1

|
|qexp − qpre

|
|

Root mean square error (RMSE)
/

1 
n−2

∑n 
i=1 (qexp − qpre)2 

Precision T P  
T P+FN  

Recall T P  
T P+FN  

F1-score 2×Precision×Recall  
Precision+Recall

The area under the Receiver Operating Characteristic Curve (ROC AUC): This 
is a measure of how well the model can distinguish between positive and negative 
cases. It plots the true positive rate against the false positive rate, and the area under 
the curve provides a single value that summarizes the model’s performance. 

F1-score: This is the harmonic mean of precision and recall and provides a 
balance between the two metrics. It is a statistically effective measure when both 
false positives and false negatives are significant. 

Mean Squared Error (MSE): This is a measure of the average squared difference 
between the predicted values and the actual values. It is commonly used for regression 
problems and provides a measure of the model’s accuracy. Root Mean Squared 
Error (RMSE): This is the square root of the MSE and provides a measure of the 
model’s accuracy in the same units as the target variable. Mean Absolute Error 
(MAE): This metric measures the average absolute difference between expected 
and actual values. It is also commonly used for regression problems and provides a 
measure of the model’s accuracy. The choice of evaluation metric will depend on the 
specific problem and the desired outcome. By carefully selecting and interpreting 
these metrics, it is possible to evaluate the performance of an AI model for water 
treatment optimization with adsorption and make informed decisions about model 
refinement and deployment.
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4 Applications of AI-Enhanced Adsorption Processes 

4.1 Dyes 

Dyes are widely utilized in diverse industries like textiles, paper, and food produc-
tion, and their waste discharged from industrial activities is a major contributor to 
water pollution. Because of their intricate molecular makeup, dyes are resistant to 
decomposition and can endure in the ecosystem for prolonged periods, presenting 
considerable health and environmental hazards [23]. The technique of adsorption, 
with its simplicity, effectiveness, and affordability, is widely adopted for eliminating 
dyes from wastewater. Many studies have examined different kinds of adsorbents for 
the removal of dyes from wastewater [24]. Activated carbon (AC) is one of the most 
effective adsorbents due to its large surface area and porous structure that allows for 
the effective absorption of dye molecules. Chitosan, zeolites, and clay minerals are 
additional materials that have been discovered to be efficient for dye removal [25]. 

4.2 Heavy Metals 

One of the most harmful and long-lasting pollutants, heavy metals, is commonly 
discharged into the environment from industrial activities such as mining, electro-
plating, and battery production. These metals have the potential to cause significant 
health issues and ecological harm, and their removal from wastewater is a major 
environmental challenge [12]. 

In adsorption, the driving force behind the process is the attraction between the 
metal ions and the adsorbent surface. It is influenced by several conditions and 
parameters, including pH, temperature, and ionic strength. Multiple research studies 
have explored adsorption’s potential in removing various heavy metals, including 
Lead, Zinc, Copper, Chromium, and Cadmium [26]. 

4.3 Organic Compounds, Nutrients, Pharmaceuticals, Drugs, 
and Pesticides 

The presence of organic compounds, nutrients, pharmaceuticals, drugs, pesticides, 
and PCPs (Personal Care Products) in wastewater has become a significant environ-
mental concern due to their potential adverse effects on human health and the envi-
ronment. These pollutants are often resistant to conventional wastewater treatment 
techniques, and their removal has become a major challenge for environmental scien-
tists and engineers [27]. Adsorption is a highly effective and widely used technique 
for the removal of these pollutants from the aqueous phase.
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AI models can be used to maximize the removal efficiency and capacity of the 
adsorption process. This is accomplished by predicting the most effective adsorbent 
and the optimal conditions for adsorption such as pollutant initial concentration (IC), 
temperature, pH, stirring/mixing rate, contact time (CT), adsorbent dosage, pH, and 
the dosage of any additions. Several studies are collected to show the AI applications 
for the removal optimization as shown in Table 2.

5 Challenges and Future Research Directions 

The use of AI in optimizing wastewater treatment through adsorption is still hampered 
by various constraints and challenges. This lack of accurate data leads to difficulties 
in building models that are precise enough. Another obstacle is the interpretability 
of AI models, particularly modern ones like Deep Neural Networks which are often 
opaque and prevent understanding of how the models arrive at their predictions, 
limiting the scope for enhancements. With the increasing amount of data produced 
by water treatment plants, scalable AI models capable of handling large datasets in 
real-time are becoming more critical, wide-scale variations particularly in operating 
conditions such as water quality, temperature, and pH necessitate that AI models 
should be resilient and general. 

Data quality is another important factor to consider, as incomplete, inaccurate, or 
inconsistent data can have adverse effects on the performance of AI models. Hence, 
it is essential to have reliable data validation and cleaning processes when using 
data to train AI models. The integration of AI models with water treatment plant 
systems like data management systems, control systems, and sensors is a challenging 
task that requires close collaboration between water treatment professionals and AI 
experts. Employing state-of-the-art Internet of Things (IoT) protocols to organize the 
sensors transmission can be helpful in this case [38]. Additionally, AI optimization 
of the adsorption process in water treatment has the potential to increase energy 
consumption, making it essential to explore developing AI models that optimize 
the process while minimizing energy usage. Similarly, the cost of implementing 
AI models in water treatment can be high, especially for smaller plants. As such, 
exploring cost-effective AI solutions or finding ways to integrate AI models with 
existing systems can help to mitigate costs. 

Collaborative research involving water treatment experts, AI professionals, and 
other stakeholders can help address these challenges and identify new opportunities 
for innovation in optimizing water treatment through adsorption. Furthermore, future 
directions for AI in water treatment could include developing explainable AI models 
that offer insight into the decision-making process, utilizing reinforcement learning 
to optimize adsorption processes in real-time, and creating AI models capable of 
predicting and preventing equipment failures. Despite the obstacles in applying AI 
models to enhance water treatment with adsorption, there are promising opportunities 
for progress and innovation. By overcoming these obstacles and pursuing novel AI-
based solutions for water treatment, we can achieve more streamlined and robust
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processes that deliver safe and trustworthy drinking water to communities across the 
globe. A summary of the challenges with their corresponding severity and proposed 
solutions discussed in this section is provided in Table 3.

6 Conclusion 

In conclusion, this study has evaluated the current research on AI-aided adsorption 
processes for efficient wastewater pollutant removal. The results show that AI-aided 
adsorption processes have substantial potential in improving wastewater treatment 
efficiency and efficacy when used with various adsorbents. The study has also high-
lighted several challenges and limitations of AI-aided adsorption processes, such as 
inadequate data and the requirement for further research to optimize process param-
eters. Nonetheless, the use of AI-aided adsorption processes in wastewater treat-
ment is expanding rapidly across industries such as petrochemical, pharmaceutical, 
and textile. These processes have exhibited better pollutant removal rates and lower 
operational expenses in comparison to traditional methods, which can significantly 
reduce environmental pollution and safeguard public health. The study suggests that 
reinforcement learning can be used to achieve context-aware systems in wastewater 
treatment applications. The scalability of AI-aided adsorption processes enables their 
deployment in diverse geographical areas, from densely populated urban centers to 
rural communities. This flexibility allows for tailored solutions that address specific 
regional challenges, optimizing resource utilization and minimizing the environ-
mental footprint of wastewater treatment systems. Future Collaborative research 
between water treatment professionals, AI experts may focus on developing more 
cost-effective and scalable AI systems, optimizing process parameters, and assessing 
the long-term effectiveness of AI-aided adsorption processes under real-world condi-
tions. In summary, the study concludes that AI-aided adsorption processes could 
revolutionize wastewater treatment and pollution control and could have a crucial 
role in achieving sustainable development goals. 

7 Recommendations 

Future research efforts should focus on addressing the existing challenges and limi-
tations of AI-aided adsorption processes. This includes addressing issues related to 
the availability of adequate data for model training, optimizing process parameters, 
and developing context-aware systems. Continued research and innovation in these 
areas will contribute to further improving the efficiency and effectiveness of AI-aided 
adsorption processes. 

Policymakers and decision makers should recognize the potential of AI-aided 
adsorption processes in wastewater treatment and actively support their implemen-
tation. This can be achieved by establishing supportive regulatory frameworks,
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Table 3 Challenges facing deployment of AI models in the adsorption process and the proposed 
ways to tackle them 

Challenge Definition Severity Proposed solution 

Lack of data The availability of data 
for modeling is limited, 
and this can affect the 
accuracy and reliability 
of the model 

High Data augmentation techniques, such 
as generating synthetic data or 
transferring knowledge from similar 
processes 

Data quality Data can be incomplete, 
inaccurate, or 
inconsistent, which can 
affect the performance 
of AI models 

High Data validation and cleaning 
processes to ensure that the data 
used to train AI models is reliable 

Model 
interpretability 

Black-box models, such 
as deep learning 
models, can be difficult 
to interpret, limiting 
their practical 
application 

Low Collaborative research between 
water treatment professionals, AI 
experts 

Scalability of 
deployment 

The adsorption process 
in wastewater treatment 
plants involves large 
volumes of wastewater, 
and it can be 
challenging to scale AI 
models to handle such 
volumes 

High Developing distributed computing 
architectures to handle large 
volumes of data and provide 
real-time predictions. Using 
cloud-based solutions for scalability 
and ease of deployment. Developing 
models that can run on low-power 
edge devices for real-time 
monitoring and control 

Model 
generalization 

There is no general 
model for all types of 
adsorbents and 
pollutants. Each 
adsorbent material and 
type of pollutant has 
unique properties that 
can affect the 
adsorption process 

High Using transfer learning techniques 
to adapt models from similar 
systems. Incorporating experimental 
data to improve the accuracy of the 
models 

Robustness AI models need to be 
robust to different 
operating conditions 
and variations in input 
data to be reliable in 
practical applications 

Medium to 
high 

Developing models that can adapt to 
changing conditions and 
incorporating uncertainty analysis to 
quantify the model’s reliability 

Integration with 
existing systems 

AI models need to be 
integrated with existing 
water treatment plant 
systems, such as control 
systems, sensors, and 
data management 
systems 

Medium Close collaboration between water 
treatment professionals and AI 
experts
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providing incentives for the adoption of AI technologies, and promoting collaboration 
between water treatment professionals, AI experts, and relevant stakeholders. 

Stakeholders, including industries and wastewater treatment facilities, should 
consider integrating AI-aided adsorption processes into their existing infrastructure. 
Pilot projects and feasibility studies can be conducted to assess the suitability and 
benefits of implementing AI technologies in different contexts. Sharing best prac-
tices and lessons learned can further facilitate the adoption of these processes on a 
larger scale. 

International collaboration and knowledge-sharing platforms should be estab-
lished to promote the exchange of expertise, data, and technological advancements 
in AI-aided adsorption processes. This will enable countries and regions to learn from 
each other’s experiences, accelerate progress, and address water pollution challenges 
collectively. 

Long-term monitoring and assessment of the performance and effectiveness of AI-
aided adsorption processes under real-world conditions are essential. This will help 
ensure the reliability, sustainability, and long-term benefits of these technologies, 
enabling decision makers and stakeholders to make informed choices regarding their 
implementation. 

By following these recommendations, future studies can continue to advance the 
field of AI-aided adsorption processes, while policy planners, decision makers, and 
stakeholders can actively contribute to the adoption and integration of these tech-
nologies in wastewater treatment practices. Together, these efforts will support the 
achievement of sustainable development goals related to water quality, environmental 
preservation, and public health. 
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1 Introduction 

Clean water and sanitation are major Sustainable Development Goals (SDGs). There-
fore, the search for multiple sources to obtain fresh water is a matter of interest to 
many researchers [1]. The shortage of freshwater and the significant increase of 
pollutants in natural water resources portend disasters for the coming decades [2–6]. 
Water desalination stands as a desirable procedure to provide freshwater to districts
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for various uses. Reverse osmosis (RO) is a pressure-driven membrane separation 
process that has been broadly utilized for handling saline water. It is also consid-
ered a highly effective desalination procedure for freshwater production. RO has 
many benefits as it requires a small footprint, flexible design, automatic process 
control, and a lower produced water cost. Figure 1 shows a schematic diagram of the 
RO process. As shown, a semi-permeable reverse osmosis membrane separates two 
solutions with different TDS concentrations. At present, RO systems represent about 
93% of the total market of desalination plant installations and produce about 60% 
of the total desalinated water. In contrast, it is unable to manage highly concentrated 
brines due to physical restrictions forced by significant osmotic pressure. Further-
more, only 50% of freshwater could be recovered with a significant amount of highly 
concentrated brine as a byproduct. The discharge of by-products to the surrounding 
environment poses a clear danger to the ecosystem and existing organisms [7–12]. 
To reduce brine volume, several utilities aim to boost RO water recovery to > 95%. 
Achieving zero liquid discharge (ZLD) can diminish the cost of the RO procedure by 
avoiding the need to drain highly saline water from the desalination process [13]. The 
properties of semi-permeable polymers are the bases of reverse osmosis membranes. 
They have significant water permeability and low dissolved substances permeability. 
The existing water in the feed tank is pushed to pass via the membrane by providing 
a pressure difference across it. 

The feed pressure needed to be high to get over the feed side osmotic pressure. 
Typically, the range in seawater desalination is between 55 and 68 bar. Operational 
pressures for brackish water purification are lower because of decreased osmotic pres-
sure caused by the lower salinity of the feed water [14, 15]. As shown in Fig. 2, a pre-
treatment is employed on seawater before transferring it to the RO membrane. The 
resultant freshwater is utilized for post-treatment before its final delivery. However, 
the resultant brine was employed for post-treatment before its final disposal.

Fig. 1 Reverse osmosis 
schematic diagram 
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Fig. 2 Reverse osmosis desalination plant 

As aforementioned, a standard RO procedure involves four main procedures: 
Pretreatment, high-pressure pumping, salt separation, and post-treatment [16]. 
Reverse osmosis technology has been developed to desalinate seawater or brackish 
water. In general, brackish water RO membranes require less operating pressure, 
have superior water productivity (permeate) flux, and reject less salt (owing to the 
minor osmotic pressures of fewer saline waters). The RO membrane employed oper-
ating pressure is utilized to reverse the solvent flow direction. The feed water leaves 
minerals and salts when passes through the membrane and is produced as purified 
water. This mechanism happens when the employed pressure exceeds the osmotic 
pressure (ΔP > Δπ). Salt rejection and water flux are the two constraints ruling the 
operation of the RO membrane [17] (1). 

J = A(ΔP − Δπ) (1) 

where J is the water flux, Δπ is the variance of the osmotic pressure difference 
among the permeate water and feed water,Δp is the transmembrane pressure (TMP) 
difference, and A is an inherent coefficient of water permeability that illustrates the 
membrane 

The first large-scale desalination RO plant was in Kuwait then desalination 
using RO membranes entered the desalination market at the end of the 1960s [18]. 
Based on the superiority of the input processed, there are two categories of RO 
processes: brackish water RO plants (BWRO), in which the salinity is between 500 
and 10,000 mg/L, and seawater RO plants (SWRO), where the salinity is about
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30,000 mg/L. RO efficiency depends on various parameters such as the characteristics 
of water feed, operational parameters, and membrane features [19]. 

1.1 Limitations Associated with the Reverse Osmosis Process 

Reverse osmosis requires a significant amount of energy to operate. The process 
involves pushing water through a semi-permeable membrane against its natural flow, 
which requires a significant amount of pressure. This pressure must be generated by 
pumps, which consume a lot of energy. Over time, the membrane used in reverse 
osmosis can become fouled or clogged by impurities, which can reduce its effective-
ness and require replacement. This can be costly and time-consuming. The initial 
capital costs associated with building a reverse osmosis plant can be high. This 
is because the process requires specialized equipment, such as pumps, membrane 
modules, and control systems. While reverse osmosis is effective at removing many 
types of contaminants, it is less effective at removing some contaminants, such as 
volatile organic compounds (VOCs) and certain types of bacteria and viruses. Reverse 
osmosis produces a significant amount of brine, which is a concentrated solution of 
salts and other impurities that must be disposed of properly. Disposal of brine can be 
challenging and expensive, particularly in areas where water resources are already 
scarce. 

1.1.1 Fouling 

Membrane fouling is a substantial obstacle to the long-term operation of the desali-
nation system. Fouling resistance is needed to be improved for the desalination 
process and to improve energy efficiency [20, 21]. Surface modification has been used 
to develop fouling-resistant RO membranes by enhancing hydrophilicity, reducing 
surface roughness, and lowering concentration polarization at the membrane’s 
surface. One of the major struggles for membrane manufacturers is still establishing 
a fouling-resistant membrane, although it is hoped that more creative approaches 
to reduce membrane fouling will be discovered in the future [22]. According to the 
aforementioned “fouling-resistant mechanism,” there are the following modifying for 
anti-fouling [23]: (1) designing innovative membranes with specialized features, (2) 
hydrophilic substances including PVA, PEI, and zwitterionic polymer may be applied 
as a surface coating or graft to the RO membrane’s PA selective layer, (3) integrating 
PA selective layer with hydrophilic organic or inorganic nanostructured materials. 
Figure 3 shows an aschematic diagram for parameters affecting RO fouling.
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Fig. 3 RO fouling parameters diagram 

1.1.2 Chlorination 

Understanding the basic principles of chlorination is crucial for the improvement of 
RO membranes that are further unaffected by chlorine. Depending on the environ-
mental conditions, chlorine gas (Cl2) in water can produce hypochlorite ion (OCl−) 
and hypochlorous acid (HOCl), which are able then to produce extra chlorine species 
[24]. For TFC RO membranes, amides placed on polyamide connections can be 
attacked by chlorine. Amidic nitrogen is first N-chlorinated, and then chlorine is 
replaced on an aromatic ring connected to amidic nitrogen via an intermolecular 
rearrangement, altering the thin-layer structure of the polyamide membrane and 
lowering membrane performance. Consideration of the drop in salt rejection and 
the decrease or rise in water flux in the RO operation may aid in highlighting this 
efficiency drop [25]. 

1.1.3 Brine Disposal 

Even though desalination produces freshwater, the brine that is also produced during 
the process is a major environmental concern. Many different methods are used 
to dispose of brine in the environment, involving surface water flow, evaporation 
ponds, sewage flow, deep-well injection, and land purposes. Brine could include 
hazardous pretreatment chemicals, organic materials, and heavy metals in addition 
to its extreme salinity [26]. Brine waste fluid from the desalination process also 
contains a significant percentage of salt and heavy metals, such as As, Cd, Cu, Pb, 
U, Hg, Ni, and Cr [27]. Pretreatment technologies for seawater include the following 
[28]:
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Table 1 Brine disposal methods [30] 

Brine disposal 
method 

Limitations and drawbacks 

Deep well 
injection 

Groundwater contamination and earthquake triggering 

Evaporation 
ponds 

Due to the high cost of land acquisition, capital costs are significant. Poor 
environmental impact, such as the poisoning of subsurface aquifers due to 
leakage issues, and difficulties for breeding and migrating birds 

Land 
application 

Soil salinization if the process is employed on a wide scale crop production 

Sewer discharge Reduce the performance of biological treatment processes when there is a 
considerable amount of brine 

Zero liquid 
discharges 

Capital costs are high. The initial and ongoing costs of these can sometimes 
outweigh the cost of the desalination unit 

Seawater 
surface 
discharge 

Marine contamination as a result of improper dilution 

Seawater 
submerged 
discharge 

Because of its excellent dilution capabilities, it is useful. Diffusers must be 
properly designed to achieve high dilution 

• Chlorination
• Lime treatment
• Scale inhibitor
• Cartridge filtration
• pH control
• Alkalinity reduction
• UV radiation
• Clarification with flocculation 

The method of brine disposal chosen mostly depends on the site; for example, all 
seawater desalination uses discharge into the sea, while inland desalination plants 
typically employ deep good injection. When choosing disposal technology, factors 
like quality and volume are just as significant as the location. Additionally, the price 
of brine disposal is taken into account, particularly in developing nations [29]. Table 1 
shows the methods for brine disposal and its limitations. 

1.1.4 Boron Removal 

A crucial trace portion for organisms is boron. Boron intensity in saltwater is about 
5 mg/L. Extreme boron consumption can also inhibit plant growth in addition to 
harming animal reproductive systems. Recently, numerous countries and govern-
ments have recognized standards for boron that should be present in water used for 
irrigation and drinking which must not exceed 0.5 mg/L. Hence, it is crucial to ensure
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that the seawater desalination process uses RO membranes with a boron retention 
rate of at least 90%. Because of the electric neutrality and tiny molecular size of 
boric acid, which is the predominant form of boron compounds in the marine envi-
ronment, TFC RO membranes struggle to retain boron (about 80–85%) [31]. Boron, 
in the condition of the negatively charged borate ion B(OH)4, is removed easily by 
RO membranes in the same way as other dissolved ionic compounds are. Neverthe-
less, removing non-dissociated neutrally charged boric acid in saltwater by RO is 
problematic. Reported rejection rates vary depending on the membrane [32]. 

2 Reverse Osmosis Membranes 

Among the viable methods for providing freshwater in dried and semi-dried envi-
ronments is membrane-based seawater desalination. A broad variety of membranes 
were developed for the handling of seawater. Also, the generation of freshwater 
from varying salinities of feed water. Nanofiltration (NF), reverse osmosis (RO), and 
membrane distillation are now the utmost widely operated membrane methods for 
treating saline water (MD). Because it is reliable, has an extraordinary water recovery 
level, rejection salt rate, and can handle a wider variety of seawater concentrations, 
the RO procedure differs from other technologies in that it has several benefits that 
make it a desirable method for seawater desalination [33]. 

2.1 Membrane Modules 

There are four types of RO desalination membranes: (1) tubular membranes, (2) 
spiral wound membranes, (3) plate, and frame membranes, and (4) hollow fiber 
membranes. To ensure process compactness, simplicity of membrane installment, 
washing, and substitution, as well as minimal capital costs, RO membrane modules 
for industrial applications must have a significant packing density. That allows a 
considerable membrane area to be arranged into a quite minor volume [19]. 

2.1.1 Frame and Plate Modules 

One of the basic RO membrane modules is plate and frame modules. In such modules, 
a stiff plate constructed of solid plastic, reinforced porous paper, or porous fiberglass 
is linked to the two sides by a flat sheet RO membrane. Multiple plates are employed, 
which are placed inside a pressurized support structure. These plates have channels 
with grooves that function as a conduit for permeate flow. Water molecules pass 
through the membrane in which the feed solution crosses the unit from one end 
and are gathered as a filtered solution in a central permeate collection manifold. 
The module’s opposite end is where the brine or concentrate solution exits. Due to
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their laborious design and fabrication, frame and plate modules have poor packing 
density and are pricey. These modules also have dead zones inside of them, which 
sorts them vulnerable to fouling. However, the modules’ ease of cleaning makes 
them appropriate for feed streams with an elevated proportion of suspended material 
[19]. 

2.1.2 Tubular Modules 

The most straightforward reverse osmosis module is made of tubular modules. It has 
an interior diameter of 1/8 to 1 in (0.32–2.54 cm) porous tube, which is constructed of 
carbon, ceramic, or porous plastic. Moreover, the membrane is put into or glazed on 
the exterior of the tube. Usually, a module is created by joining many tubes in parallel 
or series. This resulted in water seeping across the porous tube, in which membrane as 
pressure feedwater is delivered into the module before collecting outdoors. However, 
the rejected stream leaves the tube at the opposite end. Tubular modules were widely 
used in the 1960s for chemical food and pharmaceutical separation and processing. 
However, because of their low packing density (approximately 100 ft2/ft3 or 328 m2/ 
m3), these units were not practical for usage on a large scale. Despite being still 
commercially available, tubular designs are typically exclusively utilized for high-
end, low-volume purposes. A main benefit is that they would be utilized to clean up an 
incredibly turbid feed stream. Furthermore, tubular units maintain turbulence using 
a fluid velocity of 3–4 ft/s (0.9 to 1.2 ml s), limiting the development of dissolved 
salts at the membrane surface [34]. 

2.1.3 Hollow Fiber Modules 

The DuPont Permease unit is an illustration of a hollow fiber module. These module’s 
membranes are hollow, hair-like fibers manufactured of aromatic polyamide 
(discussed earlier). A bundle of these fibers can contain up to 4.5 million. The fiber 
bundles wound then around a support frame, with one end of the bundle being potted 
in epoxy to create a tube sheet while leaving the other end of the bundle’s fibers 
uncapped. Epoxy is used to generate an epoxy nub at the other end of the fiber 
bundle, preventing quick circuiting of the feed to the brine exit. The membrane 
bundle is then placed in a pressure vessel with a diameter of 4–10 in. (10.2–25.4 cm) 
and a length of up to 4 ft (1.2 m) [34]. Due to their superior surface area per unit 
volume and recovery factor, hollow fiber modules are presently favored by many 
users [35].
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2.1.4 Spiral Wound Modules 

The module configuration scheme of the spiral wound models (SWMs) is utilized in 
RO desalination. Many benefits could be gained from this configuration such as inter-
changeability, low replacement costs, easy scale-up operation, significant specific 
membrane surface area, and less expensive to be produced from flat sheet polyamide 
thin film composite (TFC) membrane. With a 91% market share, polyamide spiral 
wound membranes are the industry standard for RO/Nano-filtration (NF). Also, there 
is symmetric cellulose acetate (CA) hollow fiber membrane [36, 37]. In SWMs, 
various RO membrane layers, feed and permeate spacers, and a perforated center 
pipe is alternately stacked and wrapped to create independent feed and permeate 
channels. The unit has a complicated geometry that might be challenging to represent 
in mathematical models because of the wrapping of membranes and spacers [38]. As 
a crucial component of these modules, the feed spacer plays a significant function in 
setting the pressure drop and crossflow velocity of the feed channel. The crossflow 
velocity and membrane fouling are typically linked to the pressure drop as well as 
the operational cost of the membrane. The adjustment of the feed spacer in RO has 
been restricted to only a slight increase in this component’s thickness despite several 
studies being done on the feed spacer in various membrane applications [39]. 

3 Reverse Osmosis Membrane Materials 

Considerable progress has been constructed in the creation of RO membranes from 
various substances over the past few decades. In spite of this, studies of RO membrane 
substances have been hard to come by, most likely as a result of the fact that most 
RO membranes that are currently important in practice are based on patents rather 
than standard research journal articles. The use of nanomaterials in RO processes 
is now possible thanks to nanotechnology, besides current studies into traditional 
polymeric RO membrane materials [36]. Superior RO membranes should have 
excessive separation performance (flux and such as salt rejection) beneath oper-
ational situations, appropriate mechanical stability, and resistance to microbial or 
chemical attack. Existing fabricated polymeric membranes require to be improved 
[40]. Since the 1970s, after the initial synthetic polymer was launched, polymers 
have been a part of the national economy and people’s lives. This is due to their 
enormous variety, exceptional performance, low cost, and a variety of other useful 
applications. There are numerous sources of biodegradable plastics, ranging from 
natural to manmade polymers. Natural polymers are abundant and made from renew-
able resources, whereas synthetic polymers are made from nonrenewable petroleum 
resources. Several biodegradable polymers have recently been produced, and various 
microbes and/or microorganisms or enzymes capable of degrading them have been 
identified. Synthesis, characteristics, and modification of different polymers are 
discussed in the following sections, including those formed from petroleum sources, 
and bio-based sources.
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3.1 Polymeric Membrane Materials 

3.1.1 Petroleum-Based Polymers 

Since the early 1960s, when phase inversion technology was developed, fossil poly-
mers have predominated in membrane applications. Most petroleum polymers have 
inexpensive manufacturing costs, superior chemical and thermal stability, excep-
tional mechanical resilience, and high flexibility. These advantages make them suit-
able candidates for industrial separation processes. The production of membranes 
for water treatment using stretching, phase inversion, sintering, or track-etching 
processes is common. Hydrophilic materials include sulfonated polyetheretherketone 
(SPEEK), polysulfone (PSF), polyethersulfone (PES), and poly(viny1idene fluo-
ride) (PVDF). However, hydrophobic materials include poly(viny1idene fluoride), 
poly(viny1idene) [41]. 

3.1.2 Bio-based Polymers 

One of the markets for plastics with the greatest growth is biopolymers. Plastics 
which are called biopolymers (also known as bioplastics) can be made from renew-
able resources such as soy, sugar, and hemp. corn, and waste-captured methane. 
Various biopolymers produced today contain mixtures of conventional and renewable 
feedstocks, which do not necessarily have to be created from renewable materials. 
Additionally, some biopolymers, like Bio-PET, would be reused with equivalent-
resin fossil-based plastics since they have the same polymeric structure as their 
conventional counterparts. Due to the wide range of feedstocks and manufacturing 
techniques, not all biopolymers are compostable or biodegradable. 

In response to the growing desire to substitute petrochemical-based polymers, 
bio-based polymers are being promoted within the context of the innovative circular 
economy in the EU. The interest in preserving and enhancing the environment for 
the future has been sparked by green environmental initiatives and policies. Addi-
tionally, consumers are desired products with lower toxicity and environmental 
influence. The consumer pricing and ultimate operation, which should be compa-
rable to those constructed on petrochemical products, will determine whether this 
scenario comes to pass. In this way, bioplastics can utilize biological resources 
to either replace or at least reduce the need for petrochemicals. Biobased and/or 
biodegradable terms are used to characterize bioplastics, depending on whether they 
are made from fossil (coal or petrochemical) or biological (biological) resources 
[41, 42]. Numerous studies have been conducted to create biodegradable films 
employing substances established in biological resources, such as lignin, cellulose, 
arabinoxylan, chitin, alginic acid, curdlan, soy protein, whey, starch, xanthan, xylan, 
and zein. This is because conventional plastic films have disposal issues. Currently,
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biofilms are used in numerous products, containing coating and packaging mate-
rials, as well as agricultural applications including landscaping and greenhouse 
construction [43, 44]. 

The two primary groups of biodegradable polymers are (1) natural and (2) 
synthetic. While synthetic polymers are made from non-renewable petroleum 
resources, natural polymers can be found in enormous amounts from renewable 
sources. Numerous biodegradable polymers have been created or are made naturally 
during the life cycles of various organisms, including cellulose, chitin, starch, poly-
hydroxyalkanoates (PHAs), polylactide, poly(-caprolactone), collagen, and other 
polypeptides. Some certain known microbes and enzymes can break down these 
polymers [45]. 

Most biodegradable polymers fall into one of two categories [45]. 

A. Agro-polymers derived from natural sources: 
• Polysaccharides (e.g., chitin, cellulose, starch, and lignin) 
• Proteins (e.g., wool, wheat gluten, casein, and silk) 
• Lipids (e.g., animal fats, and plant oils including plant oils castor oil) 
• Polyesters generated by plants or microorganisms (e.g., poly-3-hydroxybutyrate 

and polyhydroxy-alkanoates) 
• Synthetic polyesters made from bio-derived monomers (polylactic acid) 
• Miscellaneous polymers (composites, natural rubbers) 

B. Bio-polyesters derived from natural sources: 
• Aliphatic polyesters (e.g., poly(ε-caprolactone), polyglycolic acid (PGA), and 

polybutylene succinate (PBS) 
• Aromatic polyesters or mixtures of the two forms (e.g., polybutylene succinate 

terephthalate) 
• Polyvinyl alcohols 
• Modified polyolefins (polypropylene or polyethylene containing certain 

compounds that are temperature- or light-sensitive). 

Table 2 illustrates the advantages and drawbacks of various polymer membranes.

3.1.3 Potentials and Limitations of Biodegradable Polymers 

One potential biodegradable polymer that has been studied for RO membranes is 
poly(lactic acid) (PLA). It is a biodegradable thermoplastic that is made from renew-
able resources such as corn starch or sugarcane. It has been shown to have good 
membrane properties such as high permeability, low fouling, and good mechanical 
properties as shown in Figs. 4 and 5. As shown, the tensile strength of the membrane 
increases with the increases in the membrane density. Another biodegradable polymer 
that has been explored for RO membranes is polyhydroxyalkanoates (PHAs). PHAs 
are a family of biodegradable polymers that are synthesized by various microorgan-
isms. Other biodegradable polymers that have been investigated for RO membranes 
include cellulose acetate, chitosan, and polyethylene glycol (PEG). These polymers
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Table 2 Polymer membranes 

Membrane 
origin 

Polymer Advantages Limitations References 

Petroleum-based PVDF • High mechanical 
strength 

• Great resistance 
stability at low 
and high 
temperatures 

• Great resistance 
stability at 
radiation and 
UV 

• Low  
flammability 
and resistance to 
the growth of 
microbes 

• Good chemical 
resistance 

[46, 47] 

PP • High  
temperature 

• Excellent 
resistance 

• Low  cost  

[48] 

PTFE • Outstanding 
thermal 
characteristics 

• High  level  of  
contamination 
resistance 

Low strength and 
stiffness, very low 
surface hardness, high 
density for a 
thermoplastic (the 
highest). Poor 
radiation resistance, 
high thermal 
expansion (30% 
between room 
temperature and 
crystalline melting 
temperature). Limited 
resistance in some 
cases to fluorine, 
attacked by molten 
alkali metals 

[49] 

PA • Environmental 
production 

• Extreme  
efficiency 

• Resist  
biofouling 

• Poor mechanical 
stability 

• Poor solubility in 
aprotic solvents 

[50, 51] 

PVA • Non-toxic 
• Biodegradable 

[52]

(continued)
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Table 2 (continued)

Membrane
origin

Polymer Advantages Limitations References

PAN • Outstanding 
thermal and 
mechanical 
characteristics 

• Sufficient 
chemical 
stability 

[53] 

PDMS • High selectivity 
and permeability 
for gases that 
can condense, 
such as CO2 

• High  
permeability 

• Low-selectivity 
silicon rubber 

[54] 

Teflon 2400 • High  
permeability 

• Minimal 
tendency to 
swell 

• Strong film 
characteristics 

• High chemical 
and thermal 
stability 

[55] 

Bio-based Cellulosic-derived 
polymers 

• Hydrophilicity 
• Mechanical 
strength 

• Availability 
• Chlorine 
tolerance 

• Fouling 
resistance 

• Low  cost  
• Biodegradable 

• Limited resistance 
to biological attack 

• Restricted operating 
pH and temperature 
ranges 

• Structural 
compaction at high 
operating pressure 

• Less resistance to 
chloride 

[56] 

PLA • Recyclable 
• Biodegradable 

[57] 

PEEK, 
SPEEK and 
PEEK-WC 

• Strong chemical 
and combustion 
properties 

• Withstand high 
temperatures 

• UV  radiation  
resistant 

[58]

(continued)
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Table 2 (continued)

Membrane
origin

Polymer Advantages Limitations References

PHA • Recyclable 
• Degradable into 
CO2 and water 

[41] 

PBS • Acceptable level 
of heat and 
chemical 
resistance 

• Low mechanical 
resistance and weak 
strength 

[59] 

Alginate • High  
biocompatibility 

• Minimal toxicity 
• Simple gelation 
when divalent 
cations are 
added 

[60] 

Polyisoprene • Softness  
• Elastic 

[61] 

Starch • Biodegradable 
• Low  cost  
• Renewability 

[62] 

Chitosan (CS) • Biodegradable 
• Non-toxic 
• Natural 

[63] 

Collagen and 
sericin 

• Low toxicity [64]

have shown promise for use in RO membranes due to their good membrane properties 
and biodegradability.

A few strategies can be used to improve the mechanical strength of biodegrad-
able membranes; (i) Crosslinking can increase the stability and mechanical strength 
of polymer membranes. By adding crosslinking agents to the polymer matrix, the 
polymer chains can be linked together, making the membrane more resistant to defor-
mation and damage, (ii) Blending different polymers with complementary proper-
ties can improve the mechanical strength of biodegradable polymer membranes. For 
example, blending a biodegradable polymer with a more rigid and strong polymer 
can improve the overall mechanical properties of the membrane (iii) Incorporating 
reinforcing materials such as fibers or nanoparticles can also improve the mechanical 
strength of biodegradable polymer membranes. These materials can provide addi-
tional strength and stability to the membrane, improving its durability and lifespan, 
(iv) Processing conditions: The processing conditions used to fabricate biodegradable 
polymer membranes can also impact their mechanical strength. By optimizing the 
processing parameters such as temperature, pressure, and stretching, the mechanical 
strength of the membrane can be improved.
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Fig. 4 Tensile strength of biodegradable polymer 

Fig. 5 Density versus tensile strength of biodegradable polymer

Overall, improving the mechanical strength of biodegradable polymer membranes 
is essential for their successful application in reverse osmosis water filtration. 
By using strategies such as crosslinking, blending, reinforcement, and optimizing 
processing conditions, the mechanical strength of these membranes can be improved, 
making them more durable and long-lasting.
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4 Conclusion 

Biodegradable polymer membranes offer a promising and sustainable alternative 
to traditional polymer membranes for reverse osmosis (RO) water filtration. In this 
study, the most important challenges facing reverse osmosis membranes were studied, 
in addition to the materials from which they are made, especially those that are 
biodegradable. While biodegradable polymer membranes have shown promising 
performance in laboratory studies, there are still challenges that need to be addressed 
before they can be widely used in commercial applications. The mechanical strength 
of biodegradable polymer membranes is one of the key challenges that need to be 
overcome, and researchers are exploring various strategies to improve their mechan-
ical properties. Additionally, scaling up the production of biodegradable polymers 
and optimizing their performance in industrial conditions are important areas of 
research. Biodegradable polymer membranes for RO water filtration offer a potential 
solution for sustainable and environmentally friendly water treatment, but ongoing 
research is needed to address the remaining challenges and realize their full potential. 
These membranes are suitable for areas that consume large amounts of membranes 
for water desalination, such as the desert and tourist areas in the Arabian Peninsula. 

5 Recommendation and Future Work 

One major challenge is the relatively low mechanical strength and stability of 
biodegradable polymers compared to traditional RO membrane materials such as 
polyamide. Biodegradable polymers can be susceptible to degradation under harsh 
conditions such as high temperatures, high salinity, and exposure to certain chemicals, 
which can lead to reduced membrane performance and a shorter lifespan. Therefore, 
improving the stability and durability of biodegradable polymers is a crucial area of 
future research. 

Another challenge is the scalability of biodegradable polymer production. 
Currently, the production of biodegradable polymers on a large scale is not as cost-
effective as traditional polymers. Therefore, developing cost-effective methods for 
large-scale production of biodegradable polymers is another area for future work. 

Additionally, the performance of biodegradable polymer membranes in real-world 
water treatment applications still needs to be extensively studied. While labora-
tory experiments have shown promising results, the performance of biodegradable 
polymer membranes in real-world water treatment conditions is influenced by various 
factors such as feedwater composition, fouling, and cleaning methods. 

Future work in this field will focus on improving the properties and stability of 
biodegradable polymers, as well as optimizing their performance in real-world water 
treatment applications. This includes developing novel manufacturing processes, 
exploring new types of biodegradable polymers, and evaluating the long-term 
performance and sustainability of biodegradable polymer membranes.
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A Critical Review of Bilgewater 
Treatment 

Maggie Gad, A. E. Mansi, Noran Ashraf, Yasser Elhenawy, 
and M. Bassyouni 

1 Introduction 

According to estimates, 20% of the oily water that ships discharge into the world’s 
seas each year comes from bilgewater, one persistent source of oil pollution [1]. Bilge-
water, also known as shipboard wastewater, is a complicated mixture of seawater, 
different fuels, lubricants, cooling water, and other pollutants (such as detergents, 
solvents, and solid particulates) from a variety of sources, including equipment 
washes, condensation, leaks, and other activities [2]. Oil in bilgewater is most likely 
the result of motor oil, hydraulic fluid, and fuel line leaks. Large boats primarily 
consume bunker oil and use petroleum-based lubricating oils and hydraulic fluids. 
These oil sources most likely have more substantial, heavier constituents than would 
be anticipated for gasoline-fueled vehicles, and they have higher boiling points.
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Various forms of oil can be found in bilgewater, mainly depending on the size of oil 
droplets: free, dispersed, and emulsified [3]. 

The type of materials released and their physicochemical characteristics determine 
the final composition of the bilgewater [4, 5]. Lighter, more flammable hydrocarbons 
tend to vaporize, while photosensitive hydrocarbons will be oxidized by sunlight. 
solidification of marine tar residuals may occur after interaction with suspended 
particulates. Oil-in-water emulsifications are commonly encountered in bilgewater, 
emulsion homogenization is expected to happen during the pumping and transport 
of bilgewater between holding tanks [6–8]. Surfactants are considered the primary 
factor in the stabilization of emulsions, and hydrophilic-lipophilic mutual attraction 
is deemed the dominant mechanism rather than charge attraction [9, 10]. Figure 1 
illustrates the possible scenarios of oil pollution development after spills or discharge 
from ships. Minimization or elimination of ship fluids discharge to the ecosystem 
adheres to the Sustainable Development Goals (SDGs) by sustaining the marine life, 
the coastal plants, and the water ways (Goals No. 14, 15, and 6 respectively). 

Numerous activities fall under the category of coastal and marine systems, all of 
which are vulnerable to the impacts of coastal oil spills [11]. Therefore, different 
treatment processes have been proposed for bilgewater treatment. In this work, a 
comprehensive review of the state of the art bilgewater treatment is developed. The 
general characteristics and composition of bilgewater are reviewed. The recent treat-
ment efforts are investigated and the role of membrane-based technologies and their 
advantages and limitations in the treatment of bilgewater are assessed. Several types 
of membrane technologies can be used to treat bilgewater, including ultrafiltration 
(UF), nanofiltration (NF), and reverse osmosis (RO). Each of these technologies has 
its advantages and disadvantages, depending on the specific application and the level 
of treatment required [12–17].

Fig. 1 A comprehensive diagram depicting all interactions oil spills have on the environment on a 
large scale. The behavior and environmental impacts of oil released into aqueous environments 
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2 General Bilgewater Characteristics 

Numerous publications reported the characteristics of actual bilgewater. The char-
acteristics of interest include oil and grease (O&G), pH, chemical oxygen demand 
(COD), total suspended solids (TSS), total organic carbon (TOC), and conductivity. 
Table 1 presents the typical range of bilgewater characteristics from various locations 
and different publications from the literature. 

From the data in Table 1, it is observed that the range and average values of 
bilgewater are pH: 6.8–9.0, O&G: 0–976 ppm, COD: 20–12,800 ppm, TSS: 220– 
1760 ppm, and conductivity: 0.67–38.1 mS/cm.

Table 1 Characteristics of various bilgewater samples reported in the literature 

Sample 
description 

pH O&G COD TSS Conductivity References 

Stabilization 
tanks from the 
Haydarpasa Port 
waste acceptance 
plant 

6.95 338 1033 295 31.7 [18] 

Washings of 
bilges in Quebec 
Canada 

7.09 800 3400 543 0.67 [19] 

Bilgewater from 
Ecofuel Ltd. in 
Zygi, Cyprus 

7.5–8 NAa 2900–12,800 800–1200 38.1 [20] 

Bilgewater from 
small fishing 
vessels in Sing 
Amnuai Port, 
Thailand 

6.8–7.4 58–976 NA NA 4.22–6.25 [21] 

Bilgewater from 
cargo ships at 
Amirabad port, 
Iran 

8.0–9.0 – 20–200 220–1760 NA [22] 

Bilgewater from 
passenger ship, 
Milazzo harbor, 
Italy 

6.9 36 NA NA 8.4 [23] 

All the concentrations are in ppm and the conductivity is in mS/cm 
a NA: not available 
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3 State of the Art Bilge Water Treatment 

Various treatment methods were proposed for the removal of oil impurities from 
bilgewater. electrical energy can be used to demulsify the oil from wastewater. The 
most-involved electrochemical strategies in the treatment of slick wastewater are 
electroflotation and electrocoagulation. Through the use of a membrane and pres-
sure, the liquid content of a suspension is physically separated in membrane filtration. 
Ceramic and polymeric ultrafiltration and microfiltration membranes are the most 
widely used membranes. Additionally, oily wastewater has been treated with reverse 
osmosis (RO) membranes. Natural treatment includes the utilization of microor-
ganisms that produce the lipase catalyst, which separates the biodegradable natural 
substances in sleek wastewater. It’s important to note that using just one treatment 
method can be difficult and complicated for oily wastewater [24, 25]. The following 
sections highlight a number of contributions made by numerous scientists using 
various treatment strategies. 

3.1 Electrochemical Process 

Electrochemical processes are considered recent and efficient methods for treating 
oily wastewater is the electrochemical method. Oily wastewater from various sources 
can be treated using a variety of electrochemical techniques. Multi-electrode Electro-
Fenton and electrochemical oxidation processes are two examples of these electro-
chemical technologies. Various materials have been tested in the literature as anodes 
for the electrochemical separation of oil from bilgewater. Common anode materials 
include aluminium, iron, iridium-platinum alloy, and titanium alloys [26]. 

A previous study investigated the effect of reaction temperature and current density 
on the treatment effectiveness of bilge water in a batch electrochemical reactor 
utilizing platinum–iridium electrodes. Results showed that the optimum conditions 
are a reactor temperature of 32 °C and a current density of 12.8 mA/cm2 and 32 °C. 
The removal percentages at the optimum conditions were 91.1%, 99.2%, and 93.2%, 
of turbidity, COD, and O&G respectively with an average energy consumption of 
119.7 MJ/kg COD removed [27]. 

Another study utilized lower-cost iron and aluminum electrodes for the treatment 
of oily bilge water. The electrodes were arranged in a monopolar or bipolar config-
uration in an electrolytic cell. Results showed that the optimum conditions are a 
current of 1.5 A and a retention time of 60–90 min. The removal percentages at the 
optimum conditions were 93.0 ± 3.3%, 95.6 ± 0.2%, and 78.1 ± 0.1% of BOD, 
O&G, and COD respectively [19]. 

Ulucan and Kurt (2015) tested a hybrid system combining electrochemical oxida-
tion and electro Fenton processes to treat the bilge water from the waste-receiving 
facilities at Haydarpasa. Iron and aluminium electrodes were utilized in the hybrid
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system. A comparison of the aluminium and iron electrodes showed COD removal 
efficiencies of 64.8% and 36.2% for aluminium and iron, respectively [28]. 

A hybrid system comprising nanofiltration and electrocoagulation was tested for 
the treatment of real bilgewater using two aluminium electrodes [29]. The distance 
between the electrodes were 8 cm. The optimum conditions were pH = 6.25, voltage 
= 15 V, and electrocoagulation time of 1.5 h. The proposed system achieved COD 
removal of 62.4%. 

3.2 Biological Treatment Processes 

In the biological treatment of bilgewater, the water is first screened to remove larger 
solids and debris. The water is mixed in the presence of microorganisms, that can 
consume and degrade the organic contaminants in the water. The source of microor-
ganisms can be in the form of a culture or naturally occurring in the water. The 
biological treatment process typically takes place in a bioreactor, which provides an 
environment in which the microorganisms can thrive and grow. The bioreactor is 
designed to provide optimal conditions for the microorganisms’ including tempera-
ture, pH, and oxygen levels. As the microorganisms consume the organic contam-
inants in the bilgewater, the products include carbon dioxide and water. Further 
treatment can be applied before discharging, such as filtration or disinfection, to 
remove any remaining contaminants before it is discharged into the environment. 
The advantages of biological treatment include its low cost, removal of a wide range 
of organic matter, and its ability to be scaled up or down depending on the volume 
of water being treated. However, biological treatment may not be effective for some 
contaminants, and it may require longer treatment times than other methods. Biolog-
ical treatment can be a useful method for treating bilgewater, especially in hybrid 
systems with other methods such as membrane technology, to achieve higher levels 
of treatment and ensure the water is safe for the marine environment. 

The treatment of oily wastewater with microorganisms has recently produced 
some remarkable results. Various microbes were utilized to eliminate certain pollu-
tants from oily wastewater. A pervious study utilized an up-flow anaerobic sludge 
fixed film reactor to treat low-strength bilgewater obtained from Caspian Sea ships. 
The reaction time was varied between eight and ten hours and the oil loading rate was 
varied between 0.12 g COD/L.d and 0.6 g COD/L.d. Results showed high removal 
of COD (~ 75%) and ~ 100% TSS at a retention time of 8h and 0.6 g COD/L.d. The 
oil concentration of the product was below the international maritime organization’s 
discharge limit standards of 15 ppm [30]. 

A study examined the biodegradation of undiluted bilge water (BW) and the 
production of methane utilizing a microbial electrolysis cell containing anaerobic 
granular sludge. Up to 70% COD removal was achieved and a maximum methane 
production of 142.2 ± 4.8 mL over 10 days of operation. The technology is highly 
promising however, the retention time required is excessively long [31].
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3.3 Membrane Technologies 

In the treatment of bilgewater, a combination of membrane technologies can be 
applied to achieve the desired quality of treatment. For example, a sequence of 
microfiltration, ultrafiltration, and nanofiltration can be designed and implemented 
to remove suspended solids, bacteria, and dissolved solids from the water [32, 33]. For 
high purification, to provide drinking water or reuse, reverse osmosis can be applied 
[33]. Membrane technology can be also used in combination with other treatment 
methods, such as biological treatment, to achieve high levels of treatment and ensure 
the water is safe for the marine environment. There are also specialized membranes 
that are specifically designed for the treatment of oily bilgewater. These membranes 
use specialized materials and coatings that can adsorb and remove oil and grease 
from the water. One example of a specialized membrane technology where it is used 
for bilgewater is the oleophobic membrane. This type of membrane has a surface that 
repels oil and grease, allowing the membrane to selectively remove these contami-
nants from the water. The oleophobic membrane can be used in combination with 
other membrane technologies, such as ultrafiltration or nanofiltration, to achieve high 
levels of treatment for oily bilgewater. Another advantage of membrane technology 
is that it can be used in a modular design, allowing for easy scalability and flexibility. 
The modular design allows the treatment system to be customized to the specific 
requirements of the application and allows for easy expansion or modification of the 
system as the volume of bilgewater being treated changes. One potential drawback of 
membrane technology is that the membranes can become fouled or clogged over time, 
reducing their effectiveness and requiring regular maintenance and cleaning [34, 35]. 
However, advances in membrane materials and designs have led to membranes that 
are more resistant to fouling and require less frequent cleaning. Membrane tech-
nology is a highly effective and versatile method for treating bilgewater, and its use 
can help to protect the marine environment by ensuring that discharged bilgewater 
meets regulatory standards for water quality. 

The application of membrane technologies for large-scale oily-saline wastewater 
treatment had bottlenecks due to the constraints of irreversible fouling. To overcome 
this obstacle, different solutions have been proposed including the modification of 
the membrane, pre-treatment of the feed, or use of hybrid treatment technologies. 

3.3.1 Mechanism of Membrane Fouling for Oily Wastewater Treatment 

Membrane fouling involves the deposition or attachment of solid particles or oil 
droplets deteriorating the membrane separation effectiveness. Fouling causes the 
membrane to experience declining flux. The fouling mechanism may be classified 
into four types: 

1. Cake formation. 
2. Intermediate fouling which involves the continuous build-up of fouling on the 

membrane surface creating passages for effluent liquids to cross the membrane.
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3. Standard blocking: partial blocking of the pores reducing the flux. 
4. Complete blocking: the pores are completely blocked by a large particle 

consequently deteriorating the overall membrane performance 

3.3.2 Membrane Surface Modification 

The surface of a membrane can be altered through physical or chemical means. 
The surface of the membrane can be crosslinked in situ with multiple materials to 
enhance their secondary interaction and stability. The following techniques are used 
to modify the membrane’s surface: surface grafting, surface coating, and blending 
are all examples of surface grafting. Plasma treatment and grafting are frequently 
used to modify the surface of polymers without affecting their bulk properties. To 
modify the surfaces of membranes, a variety of materials, such as TiO2 nanotubes, 
graphene oxide (GO), carbon nanotubes (CNTs), and iron oxide particles (IOP), 
have been used [36]. Sun et al. (2010) studied the treatment of bilge water using a 
biofilm membrane bioreactor and flat sheet ceramic membrane under dead-end and 
recycle side stream configurations. Results indicated that a good permeate quality 
was obtained in both configurations with an oil content of 5 mg/L [37]. A recent 
study utilized a ceramic ultrafiltration membrane having a molecular weight cut off 
equal to 8 kDa to treat bilgewater containing TDS = 6519 ppm and oil content = 73.5 
ppm. The permeate was oil-free with turbidity ~ 0.2 NTU. Membrane performance 
deterioration was observed due to fouling. However, the flux stabilized after 100 min 
and a steady-state flux of 69.5 l/m2 h (Normalized flux = 70%) at a transmembrane 
pressure of 2.8 bar and crossflow velocity of 4.1 m/s [38]. 

3.3.3 Hybrid Technologies 

The integration of different oily wastewater treatment technologies, to observe the 
overall impact of the combined technologies on the removal efficiencies of pollutants, 
has also been investigated. Microfiltration (MF) and ultrafiltration (UF) membranes 
are common pre-treatment steps to reverse osmosis (RO) and membrane distillation 
(MD). MF and UF membranes can remove suspended solids, bacteria, and colloidal 
particles. On the other hand, RO membranes can remove metal ions and aqueous salts 
including chloride, sodium, lead, copper, etc. A hybrid UF-RO system was studied 
for the treatment of bilgewater. The treatment was carried out in two stages. In the 
first stage using treatment the ultrafiltration process was applied. Such obtained UF 
permeate was subsequently used as a feed for the RO process [39]. An illustration 
of the process is given in Fig. 2. The process results are detailed in Table 2.

Fouling of membranes and the elevated operational cost are the major draw-
backs of membrane technologies. As such, electrocoagulation can be used as a pre-
treatment process for the effective removal of different wastewater pollutants, while
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Fig. 2 Illustration of the UF-RO hybrid system 

Table 2 A comparison of the effectiveness of two stages treatment of bilge water 

Temperature 
25 °C 

Bilge 
water 

Ultrafiltration Reverse osmosis 

FP 100 BW3040 SW30-4040 

Permeate Rejection 
% 

Permeate Rejection 
% 

Permeate Rejection 
% 

Flux, dm3/ 
m2 h 

– 27 – 35 – 54 – 

Oil, ppm 107 8.2 92.3 0 100 0 100 

TOC, mg/dm3 1765 1345 23.8 115 93.5 61.7 95.3 

TDS, ppm 1307 898.9 31.2 11.6 99.1 61.7 95.3 

Conductivity, 
µS/cm 

1817 0.561 99.7 18.3 99.0 96.03 94.7 

Turbidity, 
NTU 

200 0.561 99.7 – – – – 

Suspended 
solids, mg/dm 

28 0 100 – – – –

also reducing the overall operating cost of the combined process. Removal efficien-
cies of 100% COD, 99.9% turbidity, 98.9% TDS, and 99.6% Al ions were achieved. 
The permeate flux was found to be 20 L/m2 h [40]. 

4 Conclusion 

In this paper, the state of the art bilgewater treatment has been reviewed. The general 
characteristics and the factors affecting the composition of bilgewater has been intro-
duced. The influence of the bilgewater components on the environment was discussed 
in detail. Bilgewater adversely affects the marine ecosystem, the coastal plants, 
and the humans that consume fish polluted by bilgewater. Various processes has
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been proposed for the treatment of bilgewater. The most common processes include 
electro oxidation, biological processes, and membrane technologies. The electro-
chemical processes remove the organic matter effectively; however, the dissolved and 
suspended salts remain unaffected. The area footprint and retention time of biological 
processes are the main disadvantages. Membrane technologies offer superior effi-
ciency in the removal of pollutants from bilgewater. The emerging membrane distil-
lation technology can handle the complex nature of oil-saline water yet, membrane 
wetting can deteriorate the membrane performance severely. The best approach for 
bilgewater treatment was concluded to be hybrid systems that incorporates membrane 
technologies as a final treatment step. 

5 Recommendations 

Various technologies were tested for the treatment of bilgewater. The most common 
processes namely electrocoagulation and biological degradation have major draw-
backs including the high energy demand and process instability. Membrane technolo-
gies exhibited promising performance in treating bilgewater. Despite the inherent 
drawback in membrane technologies (i.e. fouling), its lower cost and superior 
treatment efficiency urges the development of these technologies. The emerging 
membrane distillation technology can handle the complex nature of oil-saline water 
yet, membrane wetting can deteriorate the membrane performance severely. The 
literature data about utilizing membrane distillation in treating bilgewater is limited, 
so it is recommended to extend the research effort on this technology. Hybrid systems 
incorporating membrane technologies are the best approach for bilge water treatment. 
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Utilization of Fly Ash in Wastewater 
Treatment: A Review 

Medhat M. H. ElZahar, M. Bassyouni, Mayada M. Gomaa, 
Mohamed Z. El-Shekhiby, and Mamdouh Y. Saleh 

1 Introduction 

Surface water pollution is mostly results from industrial processes. The pollution 
includes those in the sectors of petrochemical, food, dye, chemical, and textile. The 
toxic pollutants in water have the potential to harm the environment. sources have 
generated considerable concern. Additionally, they can degrade the hue, flavor, and 
aroma of source waters [1]. The manufacture and use of colored dyes in the textile and 
associated industries directly result in the generation of colored dye wastewater. The 
processing of minerals, rubber, paper, plastics, leather, rubber, and textiles are just a 
few examples of the many industries that use dyes extensively. The textile industry 
finishing, in particular, consumes a lot of water, a lot of which is used for dying 
and rinsing [1]. In textile factories, large amounts of water and chemicals are used 
to produce fiber, fabric, and clothing, resulting in the discharge of numerous pollu-
tants [2]. Colors, biological oxygen demand; BOD5, dangerous chemicals, chemical
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oxygen demand; COD, and dissolved salts are some of the pollutants found in textile 
wastewater (TDS and TSS). According to Egyptian law and national organizations, 
the percentage of pollution caused by dye effluent should be less than the amount 
permissible for release [2]. Toxic pollutants should never be released into the environ-
ment because of the disastrous consequences. As a result, wastewater decolonization 
has emerged as a major issue in wastewater pollution [2]. Treatment of dyes wastew-
ater aids in sustaining the water resources and minimize pollution which follows the 
SDGs goal for clean water. 

2 Environmental Impact of Dyes and Methods of Removal 

2.1 Description of Dyes and Their Classification 

Dyes are aromatic compounds with a variety of functional groups. The two types of 
dyes used in textiles are natural dyes (derived from plants and animals) and synthetic 
dyes (azo and non-azo). Synthetic dyes are classified into several types based on their 
molecular structure. Dyes can be categorized based on their use and/or solubility. 
Soluble dyes include but are not limited to, acid, basic, direct, mordant, and reactive 
hues. Azo, dispersion sulfur, and vat dyes are examples of insoluble dyes. Tables 1 
and 2 provide a summary of the various types, substrates, applications, and examples 
of soluble and insoluble dyes [2, 3]. A complicated chemical structure and resis-
tance to oxidizing chemicals, light, and heat characterize synthetic dyes. Nowadays, 
synthetic dyes are frequently used to color cosmetics, plastics, fabrics, and printed 
materials. This is because dyes are naturally resistant materials that cannot be easily 
or effectively degraded [2]. Because auxochromes (water-soluble bonding chemi-
cals) and chromophores are used to create synthetic dye molecules, these molecules 
have complex and stable structures (color-giving compounds). Simple techniques 
of degradation are challenging because of this characteristic of dyes. By producing 
dyes in this manner, it is possible to prevent color fading in dyed materials. They’re 
supposed to be sophisticated organic materials that don’t break down when exposed 
to water, detergents, or other cleaning products [2]. All synthetic dyes have one disad-
vantage in common. As a result, untreated synthetic dyes should be avoided from 
entering the environment and mixing with water sources. Because of their toxicity, 
dyes have raised serious concerns among water consumers and environmentalists. It 
is highly considered that techniques and technologies are being developed to totally 
remove one or more color kinds from water bodies [1, 2].
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Table 1 Applications, types, substrates, and examples of soluble dyes 

Solubility in 
water 

Water soluble References 

Type Acidic Basic Direct Reactive 

Substrate Nylon, 
wool, inks, 
silk, paper, 
and leather 

Paper, processed 
nylon, 
polyacrylonitrile, 
inks, and polyester 

Nylon, rayon, 
paper, leather, 
and cotton 

Cotton, silk, 
wool, and 
nylon 

[2] 

Dye 
application 

In dye 
baths that 
range from 
neutral to 
acidic 

In dye baths with 
acidic conditions 

In neutral or 
slightly 
alkaline dye 
baths with 
additional 
electrolytes 

The interaction 
between the 
functional 
group of the 
fiber and the 
active site of 
the dye. 
Covalent bonds 
form as a result 
of heat and an 
alkaline pH 

[3] 

Examples Acid 
yellow 36 
Acid 
orange 7 
Acid blue 
83 
Acid blue 
7 

Methylene blue 
Basic red 1 or 
rhodamine 6G 
Basic yellow 2 

Direct orange 
26 
Congo red 
(CR) 
Direct red 28 
Direct black 
38 

C.I. reactive 
red 120, C.I. 
reactive red 
147, C.I. 
reactive blue 19 

[2, 3]

2.2 Toxicity Effects of Dyes 

After dyes have served their purpose in coloring materials, they are typically stored 
as industrial waste. These wastes are then disposed of in the environment’s water 
bodies, contaminating colorless clean water and converting it to contaminated colored 
water. These industries should treat the wastewater before releasing it into the envi-
ronment. Because dyes are hazardous toxic substances, water pollution caused by 
dyes is unacceptable to environmentalists and the general public [1]. Skin irritation 
can occur when dye effluent comes into contact with the skin. If dye effluents come 
into contact with their eyes, both humans and animals risk having their eyes burned 
or permanently damaged. When dye effluents are dumped into water sources, chem-
icals from the effluents can evaporate into the air and cause breathing difficulties 
or shortness of breath when inhaled. Consuming dyes can cause vomiting, nausea, 
methemoglobinemia, mouth burns, and excessive sweating. Traditional carcinogens 
like dyes have unavoidable long-term effects on the body or fetus [2]. The clear, color-
less water is then polluted with color by the injection of dye wastes into environmental 
bodies of water. High pH and temperature immediately released concentrated dye 
effluents are uncommon. The mechanism for transferring oxygen and the process
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by which environmental water bodies purify themselves will be interfered with by 
this phenomenon. When these effluents are released into the environment after use, 
they endanger the ecosystem because they contaminate water sources and make it 
difficult to use water [2]. In addition to causing eye irritation, dye effluents that are 
combined with natural water sources give off a bad smell. Both aquatic and terrestrial 
animals and plants can be harmed by textile effluents. After use, these effluents put 
the ecosystem in danger by contaminating water sources and making it impossible 
to use water [2]. When dye effluents mix with natural water sources, a foul odor, 
and eye irritation follow. Textile effluents can affect both land-based and aquatic 
animals and plants. When dye effluents mix with water, they produce a visible layer 
above the surface of the water due to their lower density of 0.8 kg/m3 compared to 
water’s density of 1.0 kg/m3. This causes turbidity to increase. This stops sunlight 
from reaching undersea living creatures, effectively destroying their existence [2]. 
The most significant and serious environmental issue with dyes is that they absorb 
and reflect sunlight that enters the water, blocking bacterial development or reducing 
it to insufficient levels to destroy pollutants biologically. Aesthetic concerns pale in 
comparison to environmental concerns [1]. 

2.3 Importance and Methods of Dyes Removal 

Previously, it was not considered acceptable to discharge dye wastewater into the 
environment. This issue has only recently received the attention it deserves, as health 
issues have emerged. There is little doubt that for technical, economic, and envi-
ronmental reasons, many nations value the removal of such colored compounds 
from aqueous effluents. Textile wastewaters have a high biodegradability due to the 
presence of dyes [3]. 

Therefore, the most urgent problem is still how to effectively and cheaply remove 
dyes from the textile business. Large volumes of dye should be quickly removed from 
wastewater using a process that produces no secondary contamination. Biological, 
chemical, and physical approaches can all be used to remove dye [2]. 

2.3.1 Biological Dye Removal Methods 

Anaerobic and aerobic processes are combined prior to the release of dye efflu-
ents into the environment. Although this method reduces the wastewater’s chemical 
oxygen demand, it does not render the water colorless or toxin-free [2]. Pure and 
mixed cultures, algae and enzyme breakdown, microbial biomass adsorption, fungal 
and microbial cultures, and fungal and microbial cultures are examples of traditional 
biological dye removal procedures. The biological dye-removal procedure involves 
the use  of  a living thing  [2]. The main disadvantage of this procedure is that it 
progresses slowly because it involves living things. Because it can occasionally be
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difficult to estimate their development rate and reactivity, biological dye removal 
procedures frequently experience system instability [2]. 

2.3.2 Methods of Chemical Dye Removal 

Chemical dye removal procedures remove the dye using chemistry principles. Tradi-
tional chemical dye removal procedures include advanced oxidation, electrochemical 
destruction, Fenton reaction dye removal, oxidation, ozonation, photochemical irra-
diation, and ultraviolet radiation. The bulk of chemical dye removal processes, with 
the exception of electrochemical degradation dye removal, are more expensive than 
biological and physical dye removal approaches. Chemical color removal techniques 
necessitate costly equipment and a lot of energy, making them commercially unap-
pealing. Electricity is needed in large quantities to power the machinery or reactors 
used to remove chemical dyes. Additionally, users of chemical dye removal methods 
frequently lament the high chemical and reagent consumption. Another drawback of 
this technology is the development of harmful secondary contamination following 
chemical color removal procedures, which creates a new disposal problem [2]. 

2.3.3 Methods of Physical Dye Removal 

Physical dye removal is the most widely used of the three techniques (chemical, 
biological, and physical). The mass transfer mechanism is employed in the majority 
of straightforward physical dye removal methods. Adsorption, coagulation or floc-
culation, ion exchange, irradiation, membrane filtration, nanofiltration or ultrafiltra-
tion, and reverse osmosis are all traditional physical dye removal procedures. Due 
to their effectiveness and simplicity, these techniques are frequently used. This tech-
nique uses the least amount of chemicals when compared to biological or chemical 
dye removal techniques. This process is thought to be more dependable than the 
other two dye removal techniques because there are no living organisms present 
[2]. However, due to the high cost of each of these techniques, small businesses are 
unable to use them to treat a variety of wastewater. Adsorption, therefore, seems to 
be a better approach for handling effluents from the textile industry [2]. Adsorption 
has been shown to outperform alternative methods in terms of design simplicity and 
flexibility, up-front cost, sensitivity to toxic contaminants, constituent removal from 
organic waste, and ease of operation. Adsorption doesn’t result in any toxic byprod-
ucts [3]. The cost of getting started and purchasing the land was lower. It is very 
effective, simple to use, and appropriate for a variety of absorbents. Surprisingly, 
the adsorption technique removes inorganic and organic complex metals that other 
treatment methods do not. However, because each of these methods is costly, small 
enterprises cannot utilize them to treat a variety of wastewater. Adsorption, therefore, 
seems to be a better approach for handling effluents from the textile sector [2]. In 
terms of starting cost, sensitivity to harmful contaminants, removal of organic waste
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constituents, design flexibility, and simplicity, adsorption has been proven to be supe-
rior to alternative approaches. Adsorption does not produce any hazardous materials 
[3]. It needed less money and land investment up front. It is very effective, easy to 
use, and appropriate for a range of absorbents. Unexpectedly, the adsorption process 
successfully eliminates inorganic and organic complex metals that previous treat-
ment techniques would not remove. Adsorption is a desirable method for cleaning 
up polluted waterways when the sorbent is affordable and does not necessitate a 
separate, costly pre-treatment operation [4]. 

2.4 Adsorption Using Fly Ash 

During the adsorption process, materials accumulate at the interface between two 
phases, such as a liquid–liquid, gas–liquid, gas–solid, or liquid–solid contact. The 
adsorbate is the substance that is adsorbed, while the adsorbent is the material that 
conducts the adsorption. Adsorbates and adsorbents have different properties that 
are influenced by their ingredients. 

The adsorption process is comprised of four steps, which are as follows: Adsorp-
tion between the adsorbate and the adsorbent’s active sites can occur in four ways: 
(i) via bulk solution boundary layer diffusion, (ii) via film diffusion or external mass 
diffusion, (iii) via pore diffusion or intraparticle diffusion, and (iv) by physical and/ 
or chemical interaction [4, 5]. 

If the interaction between the adsorbed molecules and the solid surface is phys-
ical in character, the process is known as physisorption. If chemical bonding is the 
cause of the attraction forces between adsorbed molecules and the solid surface, 
the adsorption method is known as chemisorption. Table 3 indicates the differences 
between chemisorption and physical sorption.

Because a homogenous distribution of adsorbent and adsorbate in a solution can 
lessen the influence of mass transfer resistance, the first bulk diffusion stage is typi-
cally avoided if the solution is agitated evenly. Because the physical/chemical reac-
tion, the final step, occurs quickly, adsorption kinetics is dominated by film diffusion 
and/or pore diffusion. 

Liquid concentration and adsorbent outer surface film diffusion rate are related 
(i.e., liquid membrane area). As the relative velocities of the liquid and particle 
increase, the fixed liquid film on the particle’s outer surface thins, hastening the film’s 
diffusion. The fluidity of the pollutants in the pores influences the pore diffusion rate, 
which is correlated with the pore structure and distribution of the adsorbents as well 
as the molecular size and structure of the adsorbates but is less influenced by the 
liquid concentration or the outer surface area of the adsorbent particle [5].



214 M. M. H. ElZahar et al.

Table 3 Characteristics and differences between physisorption and chemisorption 

Property Physisorption Chemisorption Ref 

Characteristics Adsorption molecules and solid 
surfaces have weak wear-attractive 
forces. Adsorbent molecules are 
free to move across the surface 
because they are not attached to a 
particular size of the adsorbent 
particle. Electrostatic forces in 
physical sorption include 
dipole–dipole interactions, 
dispersion interactions, and 
hydrogen bonds between the 
adsorbate and the adsorbent 

A dipole moment is 
formed when there is a 
net separation of positive 
and negative charges 
within a molecule. On the 
other hand, chemisorption 
involves the formation of 
chemical bonds between 
sorbent and sorbate 
molecules 

[4, 6] 

Type of bonding 
forces 

Physisorption occurred as a result 
of weak Van der Waals attraction 
forces 

Chemisorption results 
from stronger electrostatic 
forces, such as covalent or 
electrostatic chemical 
bonds, which are required 
for the attraction of the 
sorbent and sorbate. This 
relationship is more 
energetic and shorter 

[4, 6] 

Reversibility Due to the nature of the weaker 
bonding forces and energies, this 
sorption is reversible. The 
adsorptive in the fluid surrounding 
the surface becomes less active, 
resulting in adsorbate desorption 

This sorption is 
irreversible in nature. 
Desorbed compounds are 
different from adsorbed 
ones 

[4, 6] 

Adsorption heat Low, 10–40 kJ mol−1 High, 20–400 kJ mol−1 [4, 6] 

Energy activation Very low (close to zero) High, similar to a 
chemical reaction 

[4, 6] 

Required temperature Low temperature required High temperature is 
required 

[4, 6] 

Chemical change of 
adsorptive 

None A surface compound 
formation 

[4, 6] 

Specificity of 
adsorbate–adsorbent 
interactions 

Very low High [4, 6] 

Formation of 
multilayers 

It results in multimolecular layers 
on the adsorbent surface 

It results in a 
unimolecular layer 

[4, 6]

2.4.1 Removal of Dyes Using Adsorption 

Because of its amazing ability to eradicate practically any type of dyestuff, adsorp-
tion (physical approach) has become one of the most extensively used dye removal 
procedures among the various tried-and-true dye removal processes. This approach
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can be used to clean both drinking water and industrial waste. Synthetic dyes cannot 
be completely removed from dye wastewater using standard methods. Adsorption 
is one of the most effective dye-removal processes currently in use. Adsorption dye 
effluent treatment generated higher-quality treated water than earlier dye removal 
technologies. This method’s sole flaw was the high cost of the adsorbents, but after 
less expensive but equally efficient adsorbents were discovered, it was refined and 
is today a popular, reasonably priced method of color removal [2, 3]. Adsorbents 
are extremely minute porous substances. They act like sponges, adhering to other 
materials. Various industrial ecology segments can be cleaned or have contami-
nants removed using adsorbent components [4–7]. Adsorbents are often classified 
into five types: Activated carbons, activated alumina, and silica gel are examples of 
natural materials that have been processed to develop their structures and properties. 
Aluminosilicates, polymeric resins, and zeolites are examples of manmade materials. 
Bauxite, wood, fuller’s earth, and sawdust are examples of natural materials [8–10]. 
Some examples of industrial byproducts include fly ash, date pits, and solid agricul-
tural waste. agricultural wastes and industrial byproducts like fly ash, red mud, and 
date pits [11]; bio sorbents like chitosan or bacterial, fungal, or fungal biomass; and 
effluents from sewage treatment plants. The term “adsorption capacity” describes an 
adsorbent’s capacity to bind a specific volume of adsorbate to its surface [12, 13]. The 
surface area is a crucial component of a good adsorbent. With increasing porosity, 
an adsorbent’s surface area grows, leading to a high adsorption capacity [14, 15]. A 
good adsorbent should have a short adsorption period because the system needs time 
to reach equilibrium [16–18]. Fourth, the ability of an adsorbent to remove various 
types of contaminants must be considered [19, 20]. A good adsorbent should work 
at a variety of temperatures, pH levels, and dye concentrations. Adsorbents are the 
most important component of the adsorption process [21–23]. The cost of the adsor-
bent employed is a common issue with the adsorption process. Numerous research 
papers have identified and established less expensive adsorbents to address this issue 
[24–26]. To remove dyes from textile wastewater, natural and even waste materials 
can be converted into adsorbents [27–29]. It was reported that there are 185 different 
low-cost adsorbents can be used with different adsorption capacity [30]. 

2.4.2 Fly Ash Source and Generation 

Combustion produces fly ash, also referred to as flue ash. Clay, feldspar, quartz, and 
shale are a few examples of the mineral impurities in coal that fuse in suspension 
during combustion and float out with exhaust gases. Depending on the source and 
makeup of the coal burned, fly ash’s composition can vary greatly. SiO2, Al2O3, 
Fe2O3, and CaO are all present in fly ash. To capture fly ash that has crystallized 
while still in the exhaust gases, electrostatic precipitators or filter bags are utilized. 
Fly ash particles are spherical, can range in size from 0.5 to 300 m, and solidify fast 
while suspended in exhaust gases [31]. 

Annually, thousands of tons of fly ash are produced as waste by power plants that 
use coal or sugar. Significant disposal and environmental problems result from it. A
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waste product created by coal power plants when powdered lignite coal is burned in 
a fluidized bed combustion technology system to produce electricity is called coal 
fly ash. Significant environmental, disposal, and health problems are brought on by 
this powdered waste. Coal fly ash is a grey substance that is acidic, refractory, and 
abrasive in nature. It has a bulk density of 600–900 kg/m3, a specific surface area 
of 2500–7000 cm2/g, a porosity of 0.38%, a pore volume of 0.023 cm3/g, a specific 
gravity of 2.3–2.5, and a specific surface area of 2500–7000 cm2/g [32]. 

Classification and Properties of Fly Ash 

The type of coal used to make fly ash determines its classification. Coal is clas-
sified into four types/ranks: lignite, bituminous, sub-bituminous, and anthracite. 
The majority of the constituents in bituminous coal fly ash include alumina, silica, 
calcium, iron oxide, and variable levels of carbon. Sub-bituminous and lignite coal 
fly ashes contain less silica and iron oxide, more calcium and magnesium oxide, 
and less carbon than bituminous coal fly ashes. Because anthracite coal is rarely 
used in utility boilers, there is extremely little anthracite coal fly ash. The physical/ 
chemical properties of fly ash are affected by the type of coal used in a process, as 
well as the techniques utilized to burn the coal. Particularly influential on fly ash 
qualities are (i) boiler configuration, (ii) boiler burning condition and temperature, 
(iii) coal particle size, and (iv) gas cleaning equipment [33]. The minimum three 
categories into which fly ash can be classified are chemical composition, physical 
characteristics, and mineralogical composition [34]. 

Chemical Composition of Fly Ash 

Two classification standards are mentioned for chemical composition (ASTM C618 
and Canadian Standard, CAN/CSA-A3000-03. According to ASTM, the total silicon 
oxide (SiO2) composition plus alumina oxide (Al2O3) plus iron oxide (Fe2O3) must  
be at least 70% (by weight) for class F fly ash and 50% (by weight) for class C fly 
ash [34]. 

Class C fly ashes contain more calcium (as CaO) than Class F fly ashes, according 
to ASTM. Class C fly ash includes more than 15% CaO, and Class F fly ash contains 
less than 5% CaO. When anthracite or bituminous coal is burned, Class F fly ash 
is usually produced. This fly ash has pozzolanic properties. Class F fly ash must be 
coupled with a cementing ingredient such as Portland cement, quicklime, or hydrated 
lime due to its pozzolanic qualities in order for glassy silica and alumina to react and 
generate cementitious compounds. A geopolymer can also be made using a Class F 
ash, such as sodium silicate, and a chemical activator (water glass). Typically, Class 
C fly ash is produced using lignite or sub-bituminous coal. In addition to having 
pozzolanic qualities, this fly ash also has some self-cementing qualities. Class C fly 
ash strengthens and hardens when exposed to water. In contrast to Class F fly ash, 
self-cementing Class C fly ash does not require an activator. Class C fly ashes contain
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more sulfate (SO4) and alkali than other types [35]. In addition to Class F and C fly 
ashes, the US ASTM C618 standard also lists Class N mineral admixtures. Some clays 
and shales, as well as raw or natural pozzolans such as diatomaceous earth, opaline 
cherts, and shales, as well as calcined or uncalcined volcanic ashes or pumicites, are 
examples of Class N mineral admixtures. These materials must be calcined to induce 
pozzolanic or cementitious qualities. The Canadian Standard, CAN/CSA-A3000-03, 
is another standard that classifies fly ash. These standards divide fly ash into three 
categories depending on the chemical component calcium oxide. Fly ash containing 
less than 8% calcium compound (by weight) is categorized as F, those containing 
8–20% calcium compound (by weight) as CI, and those containing more than 20% 
calcium compound (by weight) as CH [34]. The chemical composition ranges of fly 
ash components employed in color removal are shown in Table 4.

Physical Properties of Fly Ash 

Fly ash is made up of tiny, powdery, mostly spherical, hollow or solid, and amorphous 
particles. Coal ash has a specific gravity that ranges from 1.6 to 3.1, but it usually 
stays around 2.0. 

A variety of factors influence this fluctuation, including particle form, gradation, 
and chemical makeup. Fly ashes are divided into two groups: sandy silt and silty 
sand, based on the distribution of their grain sizes. The coal ashes are primarily silt-
sized with a small amount of clay-sized fraction, especially in India. Despite its low 
bulk density, fly ash has a significant specific surface area. 

Fly ash can range in color from orange to deep red, brown, white, or yellow 
depending on the quantity of unburned carbon and iron present [33]. The quantity 
retained when wet-weight is one of the physical characteristics that both classes of 
fly ash must meet, according to ASTM C618. 

In addition to fineness, ASTM also specifies requirements for soundness, unifor-
mity, water requirement, and strength activity index. Despite the fact that the CAN/ 
CSA-A3000-03 standard includes physical requirements such as restricting SO to 
5% for all kinds, LOI to 8% for type F and 6% for type CI, and expanding to 0.8% 
[34, 35], the study employed five samples of fly ash from various coal-fired power 
plants. 

Table 5 shows the fly ash code and physical properties. Dissolving 20 g of fly ash 
in 80 mL of deionized water yields the alkalinity (pH) of the fly ash. Particle size 
analysis (PSA) was performed on the fly ash to identify the gradation distribution of 
the fly ash type. Figure 1 depicts the color of fly ash. Samples were found to have 
different color and Fe2O3 wt.% [34].

In addition to its physical characteristics, fly ash also has aesthetic qualities, 
particularly color, which is frequently influenced by the amount of iron oxide and 
the amount of carbon. Additionally, the black or grey appearance of some concretes 
is due to the carbon percentage, which can range from 0.5 to 10 or 12% in some 
cases. The relationship between iron oxide levels and fly ash colour is supported by 
Fig. 1 [34].
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Table 5 Physical properties and pH of the fly ash sample 

Fly ash 
(Fe2O3%) 

Source pH SSA 
(kg/m2) 

Dv(90) 
(µm) 

Dv(50) 
(µm) 

Dv(10) 
(µm) 

Specific 
gravity 

9.66 Tanjung Jati 10.6 2078 63.5 8.03 1.46 2.915 

15.00 Paiton unit 1 
& 2  

10.3 1370 13.6 20.1 2.38 2.489 

17.71 Paiton unit 5 
& 6  

9.8 1785 84.3 10.3 1.73 2.360 

24.28 Rembang 9.6 1169 104 19.2 3.08 2.245 

Fig. 1 The color of obtained fly ash from five different sources, each with different Fe2O3 contents

SEM, on the other hand, can be used to investigate the morphology and compo-
sition of fly ash particles affected by heating and cooling operations. A detailed 
examination of fly ash particles reveals that iron oxide exhibits a range of textures, 
both outwardly and inside [34, 45]. 

3 Batch Process and Fixed Bed Column 

Based on how it functions, adsorption is divided into two categories: static and 
dynamic. In contrast to static adsorption, also known as batch adsorption, which 
occurs in a closed system with the desired amount of adsorbent contacting with a 
specific volume of adsorbate solution, dynamic adsorption typically occurs in an 
open system where adsorbate solution continuously passes through a column packed 
with adsorbent [46]. 

Batch mode or fixed bed column adsorption techniques can be employed in the 
lab to adsorb undesired contaminants such as heavy metals and synthetic colors on 
activated carbon. The use of adsorption to remove specific pollutant constituents can 
be learned from laboratory adsorption studies. However, the greatest practical use 
of the adsorption process in the treatment of wastewater is provided by continuous 
column research [29]. According to several scientific studies, the continuous adsorp-
tion method is more adaptable and acceptable in actual water treatment industries 
due to its cheap running costs and the columns’ adaptability to varied procedures. 
However, for pilot-scale or commercial applications, batch reactors are not the best
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option. For laboratory research, batch reactors are helpful. Batch mode approaches 
were used in most published investigations on the adsorption of dyes (and heavy 
metals) by activated carbon. The determination of the sorbent’s sorption capacity 
in the batch equilibrium experiment reveals the effectiveness of the sorbate-sorbent 
system essentially. The data gained from such a technique, however, cannot be applied 
to most treatment processes (i.e., the column process) since the contact time in the 
batch process is insufficient to attain equilibrium in the continuous flow process 
[44]. Fixed-bed columns, on the other hand, are widely utilized in many chemical 
industries due to their ease of usage. When there is a high amount of wastewater to 
be treated, continuous treatment is also much more time-effective than batch-mode 
treatment [46]. The experimental breakthrough curve is calculated using the fixed-
bed column technique. As shown in a number of scientific papers [45], fixed bed 
column adsorptions with activated carbon have been used for many years to remove 
organic contaminants. This is because high adsorption capacities are attained when 
the influent concentration is in equilibrium as opposed to the effluent concentration. 
The quantity of activated carbon adsorbent in contact with the same solution is fixed 
in batch mode (static mode) adsorption studies. The adsorption process must be 
continued in order to reach an equilibrium between the solute concentration in the 
solution and the solute adsorbed (i.e., synthetic dyes) per unit weight of the AC adsor-
bents. In this scenario, equilibrium is static, which means that it does not alter over 
time. Because the solution continuously enters and departs the column, dynamic 
column adsorption ensures that equilibrium is never reached. Because it must be 
established each time it reaches a fresh concentration, equilibrium in column mode 
is referred to as dynamic equilibrium [47]. Column treatment, also known as a fixed 
bed or continuous pack bed, is a typical adsorption technique in which an adsorbate 
solution is constantly fed through a column containing an adsorbent at a specified flow 
rate. Furthermore, the adsorbent and adsorbate are in constant contact. The advantage 
of fixed-bed operations is that all fluid that departs the column is contaminant-free 
for a short time. When complete removal is not required, batch or fixed-bed adsorp-
tion can be used to reduce the amount of adsorbent required for a given separation 
[48]. Comparisons of batch trials and fixed bed columns are shown in Table 6. This  
table demonstrates that a fixed bed column is superior and industrially practicable for 
removing various impurities from both simulated and real wastewater. There aren’t 
many comparison studies between fixed-bed and batch processes in the early liter-
ature [49], compared to studies of each process alone. Table 6 lists studies on dye 
removal on various adsorbents using fixed bed column adsorption models and batch 
treatment.

4 Conclusions 

Fly ash is a byproduct of coal combustion, and it has been found to be effective in 
wastewater treatment due to its adsorption and ion exchange properties. When used in 
conjunction with other treatment methods, fly ash can help to reduce the concentration
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of pollutants in wastewater. Studies have shown that fly ash can effectively remove 
pollutants such as heavy metals, dyes, and organic compounds from wastewater. It 
is also relatively inexpensive and widely available, making it an attractive option 
for wastewater treatment in developing countries and areas with limited resources to 
use it in industrial sector especially textile industry. However, it is important to note 
that fly ash is not a standalone solution for wastewater treatment. It should be used 
in conjunction with other treatment methods, such as coagulation, sedimentation, 
and filtration, to ensure the effective removal of pollutants. In conclusion, fly ash 
can be an effective and cost-efficient option for wastewater treatment when used in 
combination with other treatment methods. Its potential use in this field warrants 
further investigation and research to fully explore its capabilities and limitations. 

5 Recommendation 

Removal of dyes from wastewater is crucial for the environment and human health. 
Using fly ash as an adsorbent showed promising results in the treatment of the tested 
wastewater. It is also cost efficient. Also, it is recommended to use it in conjunction 
with other treatment methods. Therefore, it is recommended to do more research in 
the future to enhance and develop the adsorption process using fly ash to produce 
cleaner water that can be reused. 
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Membrane for the Treatment 
of Oil-Polluted Seawater Using AGMD 
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and M. Bassyouni 

1 Introduction 

Bilgewater is a chronic source of oil pollution that is being increasingly discharged 
to the marine ecosystem. Bilgewater is complex shipboard wastewater comprising 
mainly seawater in addition to various ship pollutants (e.g., fuels, lubrication oils, 
solid particulates, etc.) [1]. The environmental and ecological impacts of ship fluids 
discharge into the ocean are very far-reaching. Coastal plants are very vulnerable to 
the hydrocarbon residues in the bilgewater. The heavy residues can accumulate in the
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soil and adversely affect its permeability. Marine mammals are as well threatened 
by the bilgewater pollutants, they are susceptible to accidental consumption of tar 
residuals and physical contact with oils all of which cause severe health conditions. 
Therefore, the treatment of bilgewater is mandatory for sustaining the ecosystem 
and for potential reutilization for the irrigation of coastal plants [2]. Minimization 
or elimination of ship fluids discharge to the ecosystem adheres to the Sustainable 
Development Goals (SDGs) by sustaining the marine life, the coastal plants, and the 
water ways (Goals No. 14, 15, and 6 respectively). 

Various treatment technologies have been proposed for the treatment of oil-
contaminated seawater including electrodialysis, adsorption, coagulation and floata-
tion, photodegradation, and chemical oxidation [3, 4]. Among the proposed 
processes, membrane technologies exhibited outstanding performance in terms of 
effluent quality and process cost [5–7]. Pressure-driven membrane technologies such 
as ultrafiltration and reverse osmosis have been reported widely in the literature for 
the treatment of oil-polluted wastewater [8–11]. However, the presence of oil in water 
causes severe fouling and subsequent deterioration of the membrane performance 
[12–15]. Previous studies tested ultrafiltration units for the treatment of bilgewater. 
Crossflow pilot ultrafiltration experiments were conducted for the treatment of oily 
bilgewater containing 6100 Total dissolved solids (TDS) and 27.2 ppm oil. The oil 
content in the obtained permeates was reduced by 80% however, no considerable 
removal of salts was observed [16–18]. 

Membrane distillation processes are generally utilized for the elimination of salts 
from oily-saline wastewater. Membrane distillation is a thermally driven membrane 
process that can utilize waste energy or renewable energy to desalinate water [19, 20]. 
Capillary polypropylene commercial membrane (Accurel PP V8/2 HF) was tested in 
direct contact membrane distillation (DCMD) for the treatment of bilgewater from a 
port in the Baltic Sea (TDS ~ 6500 ppm, average oil = 40 ppm). Excellent separation 
efficiency was achieved, and the obtained distillate was practically freshwater [21, 
22]. Treatment of high-oil content bilgewater can foul MD membranes and cause 
severe wetting. A recent study investigated the treatment of bilgewater containing 360 
ppm oil and TDS of 3700 ppm using a capillary polypropylene membrane in DCMD 
configuration. Oil rejection was virtually 100% however, salt rejection was only ~ 
10% indicating severe membrane wetting. The authors included an ultrafiltration 
pretreatment step to minimize the oil load on the MD module from 360 to 10 ppm. 
The permeate quality was enhanced greatly and freshwater was obtained [23, 24]. 

In this work, hydrophobic polytetrafluoroethylene membrane is—tested for 
the treatment of bilgewater from a ship berth in the Suez Canal using air gap 
membrane distillation (AGMD). Membrane characterization is carried out to assess 
the fouling behavior and separation efficiency of the membrane. To our knowl-
edge, no previous study tested the treatment of bilgewater in AGMD configuration 
using polytetrafluoroethylene and investigated the fouling behavior on the membrane 
surface.
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2 Materials and Methods 

Polytetrafluoroethylene (PTFE) membrane was obtained from STERLITECH USA, 
the membrane characteristics are shown in Table 1. Bilgewater was collected from a 
ship berth in the city of Port Said, Egypt. 

Membrane characterization was carried out to assess the fouling behavior of the 
membrane-bilgewater system. Surface morphology was analyzed by scanning elec-
tron microscopy (TESCAN MIRA). The samples were fixed on pieces of conductive 
carbon tape and coated with 10 nm of silver using argon plasma sputtering. Surface 
composition was detected before and after experimental bilgewater treatment by 
using energy dispersive X-ray (OXFORD Xplore) using a landing energy of 15 keV 
and a beam current of 100 picoamps. The active functional groups and organic fouling 
bonding to the membrane were detected by Fourier transform infrared spectroscopy 
(FTIR) (BRUKER ALPHA II equipped with ATR crystal). The surface roughness of 
the membrane was determined by atomic force microscopy (Nanosurf FlexAFM). 

Membrane performance was tested using a pilot-scale AGMD system. A graphical 
illustration of the system is shown in Fig. 1 and a photograph of the actual system is 
shown in Fig. 2. The system comprises four main sections:

1. Hot feed cycle. 
2. Cooling fluid cycle. 
3. The membrane unit 
4. Monitoring and control. 

The separation efficiency of the PTFE membrane was tested in the system 
described. The membrane used was 10 cm × 10 cm. The feed temperature is 70 °C 
and the cooling temperature was fixed at 20 °C. The feed flow rate was 2 l/min. 

The purification efficiency was determined by measuring the TDS, TSS, Turbidity, 
and chemical oxygen demand (COD) of the bilgewater before and after treatment. 
TDS and TSS were measured by conductivity measurement and gravimetric method 
respectively. The COD was measured by the dichromate method using spectropho-
tometry. The error in COD measurements due to the presence of a high concentration 
of chloride ion in bilgewater was compensated by diluting the sample and using a 
COD kit that contains mercuric (II) sulfate. The flux, J (l/m2 h) was calculated using 
the following equation (Eq. 1):

Table 1 Characteristics of 
the membrane utilized in this 
study 

Membrane material Polytetrafluoroethylene 

Support layer material Polypropylene 

Average pore size 0.45 µm 

Membrane porosity 65% 

Membrane thickness 127 µm 

Water contact angle 127° 

Liquid entry pressure 0.76 bar 
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Fig. 1 Illustration of the pilot MD module utilized in this work. The red lines represent the hot 
fluid cycle, the blue lines represent the cold fluid cycle, and the dashed lines represent the electrical 
connections. The abbreviations “PT”, “TT”, “TC”, and “FI” are “pressure transmitter”, “temperature 
transmitter”, “temperature control”, and “rotameter”, respectively

J = W 

ρ A�t 
(1) 

where (W) is the permeate mass, (ρ) is the density (A) is the area of the membrane, 
and (�t) is the experiment time. 

3 Results and Discussion 

3.1 Surface Morphology and Surface Composition 

Scanning electron microscope images of the PTFE membrane before and after the 
treatment of bilgewater are shown in Fig. 3. In MD operation, the surface hydropho-
bicity of the membrane is crucial to prevent the deposition of salts and membrane 
wetting. In addition to the presence of the hydrophobic C-F function group, the pres-
ence of a rough surface at the Cassie-Baxter state may capture micro air bubbles and 
minimize wetting (Fig. 3). However, higher roughness may induce the deposition 
of inorganic scales. The morphology of the PTFE membrane (Fig. 4, left) indicated 
the presence of surface roughness. Deposition of salts is obvious (Fig. 4 right) after 
the treatment of bilgewater. The size of the deposits is variable, coarse salt particles
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Fig. 2 The actual experimental system utilized in this study; 1—synthetic PW tank, 2—feed pump, 
3—rotameter, 4—thermocouples, 5—pressure transmitters, 6—membrane module, 7—cooling 
water pump, 8—cooling water tank, 9—refrigeration cycle, 10—data logger, 11—electricity panel

are observed at magnifications of 1 kx and 5 kx. At a magnification of 45 kx, the 
attachment of particles to the membrane surface is evident.

Energy dispersive X-ray analyses were performed to assess the nature of the 
deposited particles. EDS analyses of the PTFE membrane before and after treatment 
are given in Table 2. Elemental mapping of the membrane after treatment is shown 
in Fig. 5.

The Elemental analysis revealed the presence of a wide variety of salts and 
minerals in the bilgewater. Sodium and calcium are the most abundant cations while 
chloride is the most abundant anion. The presence of oxygen may be attributed to the 
presence of Silicates, iron oxides, or carbonate ions in the bilgewater. The elemental 
mapping illustrates that sodium ions (which represent the formation of NaCl scales) 
are distributed uniformly over the membrane surface. However, Calcium ions tend 
to be present in large deposits or particle aggregates, these observations suggest
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Fig. 3 Illustration of the underwater Cassie-Baxter state

two different scaling mechanisms. Sodium chloride precipitates due to the effect of 
concentration polarization, while calcium salts normally precipitate from water at 
higher temperatures and form salt clusters. 

3.2 Chemical Structure 

The FTIR spectrum was captured within the wave number region of 400–4000 cm−1 

with a resolution of 4 cm−1. The IR absorption spectrum for the PTFE membrane 
is shown in Fig. 6. The  CF2 characteristic peaks of the symmetric and asymmetric 
stretching of C–F are observed at 1204 cm−1 and 1148 cm−1 respectively. Lower wave 
number CF2 characteristic peaks of the deformation and rocking modes are observed 
at 550 cm−1 and 640 cm−1 respectively. The C–H bending peak at 755 cm−1 and 
the strong C–H stretching peaks at 2850 and 2930 cm−1 represent the polypropylene 
support. The presence of noise in the FTIR chart is due to the trapping of air molecules 
between the very thin membrane coupon and the ATR crystal.
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3.3 Membrane Surface Roughness 

Numerous studies have established the relationship between surface roughness and 
the liquid-repel ability of the membrane surface. Surface roughness was determined 
by obtaining height images from atomic force microscopy. The membrane was 
imaged in dynamic force mode using a gold-coated silicone tip with an average 
resonance frequency of 191 kHz and height of 13 µm. The height color map and 3D 
height map for a sample area of 225 µm2 are shown in Fig. 7.

The average line roughness parameter Ra and area roughness parameter Sa were 
0.7 µm and 0.73 µm respectively. The height fluctuation ranged from − 0.9 to 
2.8 µm.

Fig. 4 Field-emission scanning electron microscope images of the pristine PTFE membrane (left) 
and images of the PTFE membrane after treatment of the bilgewater (right)
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Fig. 4 (continued)

3.4 Membrane Testing Experiment 

The membrane flux was approximately stable during the experiment with little fluc-
tuations. The membrane flux and salt rejection percentage are plotted as a function 
of time and the results are presented in Fig. 8. The initial water flux was 4 l/m2 h. The 
flux remained stable at 3.4 l/m2 h during the first hour then deteriorated to 2.6 l/m2 h 
and finally increased again to 3.3 l/m2 h and remained stable. The initial deteriora-
tion in flux is attributed to the initial deposition of foulants on the membrane surface. 
However, the membrane flux increased again and stabilized due to the widening of 
pores which is obvious in the SEM images after treatment (Fig. 4, right). The increase 
in pore size is due to the simultaneous effect of the elevating membrane temperature 
and the passage of hot water vapor.

Salt rejection was always above 99%. The COD of the permeate was 70% less 
than that of the feed. The feed and permeate water qualities are given in Table 3.
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Table 2 Elemental analysis of the PTFE membrane before and after treatment of bilgewater 

Element PTFE membrane before bilgewater 
treatment 

PTFE membrane after bilgewater 
treatment 

wt% Atomic % wt% Atomic % 

C 22.80 31.84 16.25 23.87 

F 77.20 68.16 63.33 58.80 

O NA NA 10.40 11.47 

Na NA NA 3.05 2.34 

Mg NA NA 0.38 0.28 

Al NA NA 0.63 0.41 

Si NA NA 0.99 0.62 

Cl NA NA 2.03 1.01 

Ca NA NA 2.27 1.00 

Fe NA NA 0.68 0.21 

Fig. 5 Elemental distribution data of the PTFE membrane after bilgewater treatment. a The EDS 
intensity chart and b elemental mapping of the membrane surface
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Fig. 6 FTIR absorbance spectrum of the polytetrafluoroethylene membrane

4 Conclusion 

An experimental study was carried out to assess the effectiveness of using AGMD 
for treating saline oil-polluted seawater. Various membrane characteristics were 
measured and their influence on the membrane performance and fouling tendency 
were investigated. The membrane morphology was uniform with an equal distribu-
tion of pores. Elemental analysis revealed the deposition of inorganic monovalent 
and divalent salts in addition to a few metal oxides. Sodium and calcium were the 
most abundant cations and chlorine was the most abundant anion. Calcium formed 
large aggregates which on long-term operation will clog the pores and damage the 
membrane and is, therefore, recommend being removed in a pretreatment step. 
Surface topography showed high variation in features height which enhanced the 
roughness. The average linear roughness parameter was 0.7 µm. AGMD process 
using PTFE membrane showed an excellent solids rejection above 99% and COD 
minimization up to 70%. The membrane flux increased on increasing the membrane 
pore size and salt rejection was not affected considerably. The initial water flux 
was 4 l/m2 h and the flux stabilized after 3 h at 3.3 l/m2 h. The membrane distilla-
tion process is not energy intensive and can be driven by waste heat or renewable 
energy sources which renders the process applicable in ships, ports, or coastal treat-
ment facilities. The process showed promising results in handling such a challenging 
feed and further elaboration of the process parameters and membrane materials is 
recommended.
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Fig. 7 Atomic force microscopy height images featuring the topography of the membrane surface

Fig. 8 AGMD performance of the PTFE membrane against the oily-saline bilgewater. The feed 
and cold temperatures were 70 ± 0.5 °C and 20 ± 0.5 °C respectively. The cross flow velocity of 
the feed was 0.167 m/s
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Table 3 Water quality of the 
feed and the permeate Parameter Bilgewater Permeate 

TDS 16,046 ppm 130 ppm 

TSS 1305.9 ppm Not detected 

Conductivity 15.73 ms/cm 115 µs/cm 

Turbidity 4.4 NTU 0.8 NTU 

COD 537 ppm 161 ppm

5 Recommendations 

Membrane distillation is a recent technology that is still at its early stages. It is 
therefore recommended to test the AGMD system at different operating conditions 
(temperature, flow rate, etc.). Different membrane materials can yield distinctive 
results; PTFE membrane showed outstanding results however, modification to the 
intrinsic membrane characteristics (e.g. porosity, hydrophobicity, etc.) can improve 
the process sustainability. The AGMD system offers low thermal conduction losses, 
yet this comes at the expense of reducing the water flux. The air gap configuration 
should be compared with other configurations such as direct contact or vacuum 
membrane distillation to assess the most efficient configuration. The behaviour of the 
system varies greatly with the wastewater to be treated. Collecting different samples 
of bilge water from different locations and perform a comparative study should 
provide insights into the effect of feed characteristics on the process effectiveness. 
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Low-Cost Filter Media for Removal 
of Hazardous Pollutants from Industry 
Wastewater Effluents 

Nehal Mossad Ashour 

1 Introduction 

Water is the most important human need to survive in this world [1, 2]. Water is 
necessary for all human activities and living organisms [3–5]. The problem of scarcity 
of potable water has become an important issue because most of the water on the 
planet is salt water [6], which represents more than 2/3 of the planet’s surface. What 
increases the problem of water scarcity is the pollution of the little water available 
for drinking by some factors resulting from man-made factors [7, 8]. Urbanization 
[9–12], industrialization [10, 11, 13, 14], agricultural [13–15], surface runoff, and 
sediment transport [2]. It is one of the most important factors causing the deterioration 
of water quality standards that reach people. It is estimated that 4 billion people 
around the world do not have access to clean drinking water [16]. Pollution that 
reaches water leads to poor quality and makes it transmit to humans many diseases 
that affect human health, especially in developing countries that suffer from poor 
quality of drinking water [17–19]. 

To ensure the supply of water in appropriate quantities and high quality, waste 
water treatment techniques have been applied, which are divided into three main 
types: biological, chemical and physical treatment [20]. 

Physical treatment depends on separating the pollutants physically from the water 
only without a significant change in its chemical and biological properties. As for the 
chemical treatment, it depends on adding a specific chemical that targets a specific 
pollutant in order to remove it. Biological treatment uses microorganisms to biode-
grade pollutants in wastewater that reduce organic and nutrient content in wastewater 
[21]. 

To choose the appropriate type, several factors must be taken into account, the 
most important of which is the effectiveness of the technology to remove the targeted

N. M. Ashour (B) 
Civil Engineering Department, Faculty of Engineering, Port Said University, Port Said, Egypt 
e-mail: nehalashoor@eng.psu.edu.eg 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
A. M. Negm et al. (eds.), Engineering Solutions Toward Sustainable Development, Earth  
and Environmental Sciences Library, https://doi.org/10.1007/978-3-031-46491-1_15 

243

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46491-1_15&domain=pdf
mailto:nehalashoor@eng.psu.edu.eg
https://doi.org/10.1007/978-3-031-46491-1_15


244 N. M. Ashour

pollutants in wastewater, ease of operation, low cost, and the labor required to operate 
this technology. 

Industrial effluent is water generated from the use of water in the entire industrial 
process. One of the things that worries the world is the disposal of huge quantities of 
liquid waste in random and improper ways, which leads to high pollution of water 
and the environment and causes great health risks. Therefore, this waste must be 
disposed of in healthy and sound ways and by following sound economic techniques 
that adhere to certain standards [22]. 

wastewater are produced from domestic or industrial activities and constitute the 
main sources of pollution. This liquid waste is a great challenge because it has a 
serious impact on the environment and pollutes water sources and must be treated. 
The large expansion of industry has led to the deterioration of the environment in 
developing countries in the recent period, as this waste is disposed of in water bodies 
without proper treatment [23]. 

Environmental pollution with untreated industrial wastewater is a major problem 
facing developing countries in particular. It has become necessary to develop low-
cost technologies and systems to treat industrial wastewater that is loaded with many 
harmful organic and inorganic pollutants, especially heavy metals. Period and adsorp-
tion are one of the most important technologies that are characterized by their ease 
of operation and low cost, in exchange for high efficiency in removing pollutants. 

During the flotation process, wastewater containing suspended matter is added 
to the surface of the porous medium, where the suspended matter is removed as 
the wastewater filters through via several of different processes. These include 
straining, sedimentation, impaction, interception, adhesion, adsorption, focculation, 
and biological degradation, particularly for organic removals on the top of the filter 
material. The intrinsic characteristics of the filter media play a critical role in the effi-
cacy of pollutant removal. Among these are effective size, size distribution, slope, 
density, and porosity [24]. 

Adsorption is one of the most used technologies in the treatment of industrial 
wastewater. In short, it depends on the transfer of a substance from one surface to 
the surface of another substance. Adsorption is divided into two types: chemical 
adsorption and physical adsorption [25]. The type of adsorption depends on the 
strength of attraction between the pollutant and the adsorbent. There are many factors 
that affect the adsorption process, including pH, temperature, and surface area [26]. 

Although the adsorption process has become an important and available process, 
the materials used as adsorbents are expensive. Therefore, many researchers tended 
to study low-cost and high-efficiency materials to achieve sustainability in nature 
[27]. 

Studying the ability of some low-cost adsorbents to remove pollutants from 
wastewater, and we reached excellent results that help in environmental sustain-
ability and provide great advantages and opportunities for using these adsorbents 
commercially in the future. Therefore, it is crucial for tanning enterprises to prop-
erly practise environmental management that filter media that is possibly effective, 
affordable, and locally accessible be identified as an adsorbent. However, due to the 
country’s rapid growth in construction and expansion, ordinary sand for filter media is
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expensive, difficult to get, and ineffective at removing dangerous pollutants through 
adsorption; as a result, pottery filtration must be used in place of sand filtration [28]. 

Pottery clay was examined as a unique type of clay, with particular attention 
paid to the composition and characteristics of porcelain, rubber reinforcement, flame 
retardant additives, toxin adsorption in medicine, ornamental materials, geologic 
features, and mechanical qualities. Additionally, studies on the adsorption of Ni(II) 
and Cu(II) on pottery clay and glaze [29–31]. shown that the material has remarkable 
adsorption capabilities. However, because of the usual regional peculiarities of soil 
distribution, it is both economical and environmentally friendly to use local resources 
in engineering applications. In Egypt, ceramic clay is generally separated into white, 
red, and grey varieties, and the adsorption capacities for different heavy metals are 
different. The adsorption properties of pottery have only been the subject of a few 
number of research to date. In the current work, pottery was employed as a low-
cost adsorbent and filter medium, and experiments were conducted to examine the 
effectiveness of the material for a variety of contaminants and the effect of fine pottery 
thickness on adsorption. 

2 Material and Methods 

2.1 Study Design 

This research aims to study the efficiency of using different types of pottery in a 
filter to remove hazardous pollutants from industrial wastewater. The effect of the 
thickness of the pottery layer in the filter on the efficiency of removing pollutants 
was studied. Pottery was tested as a low-cost filter media for removal conductivity, 
TDS, TSS, COD, pH and Cr. 

2.2 Filter Media 

Pottery samples were collected from pottery workshops. The collection of samples 
of different types of pottery (red, white, gray) was considered. The different samples 
were crushed, classified, and the effictive size was determined by means of standard 
sieves suitable for the filter. Before placing these samples in the filter, they were 
washed with distilled water and dried by exposing them to the sun for four days.
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Fig. 1 Section elevation of 
the filter tank 

2.3 Design and Set Up of the Filter 

A tank was made of glass as a filter. Its dimensions were as follows: 60 cm in height 
and 35 cm in length. Its square base was perforated from the bottom with 9 holes 
of 0.5 cm in diameter, to drain the treated water and collect it in a tank below the 
filter [32]. After the completion of making the filter, the filter layers were placed as 
follows: 10 cm of pottery with a size ranging from 10 to 25 mm, (4:15) cm of pottery 
with a size ranging from 1.5 to 4.5 mm, and the filter layers were topped with a layer 
of fat coarse gravel with a thickness of 5 cm [33] in order to protect The upper filter 
layer from corrosion as shown in Fig. 1. 

2.4 Wastewater Sample Collection and Filtration 

A composite sample of industrial wastewater was collected from textile factories and 
transported in plastic containers. An analysis of the physical and chemical properties 
of the composite sample was carried out before passing through the filter. The mean 
concentrations of selected physicochemical parameters were presented in Table 1. 
The combined wastewater sample was added to the filter, and the treated samples
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Table 1 Charactristic of 
textile wastewater composte 
sample 

S. No. Parameter Concentration (mg/l) 
Expect pH and T° 

1 pH 10.4 

2 T° 24 

3 COD 865 

4 Cr 1.7 

5 TDS 2381 

6 TSS 668 

7 Conductivity 3721 

coming out of the filter were subjected to laboratory measurements to determine their 
physical and chemical properties. 

2.5 Wastewater Collection and Analysis 

An analysis of the samples of the composite industrial wastewater and samples of 
the treated water coming out of the filter was carried out in order to study its physical 
and chemical properties and to determine the effectiveness of this filter for removing 
pollutants from the industrial wastwater. The effect of the depth of the fine layer of 
pottery with a size ranging from 1.5 to 4.5 mm was studied at heights of 40, 80, 120, 
150 mm. The following parameters were measured for water samples conductivity, 
TDS, TSS, COD, pH and Cr. In this study, the characteristics of the liquid waste 
generated from the textile industry were determined before and after treatment and 
passing through the filter. To measure the characteristics of the treated water from 
the filter, a sample was collected within 24 h, three times throughout the day, and 
then mixed well before measurement. 

3 Result and Disscussion 

3.1 Effect of Pottery Type 

As shown in Fig. 2, the efficiency of removing pollutants from wastewater with 
red pottery is often better than white and gray pottery. Red pottery, its efficiency in 
removing COD is much greater than white pottery, with a difference of up to twice. 
But The removal of Cr, the best type to remove was white pottery, followed by red 
pottery, then gray pottery.
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Fig. 2 Comparison of different type of pottery on the removal efficiency pH, TSS, conductivity, 
TDS, COD and Cr 

3.2 Effect of Pottery Thickness 

As shown in Fig. 2, the increasing in fine pottery layer thickness, the greater the 
percentage of pollutants will be removed, due to the increase in the surface area of 
the adsorbent to which pollutants are attracted. The maximum removal of pH, pH, 
TSS, conductivity, TDS, COD and Cr is reached 91.2, 72.9, 83.7, 83.7, 74.3 and 
93.5% respectively at a thickness of 150 mm. 

To measure the organic material and inorganic nutrients present in water samples 
such as nitrate or ammonia, we measure the amount of oxygen required to chemically 
oxidize these substances by estimating the chemical oxygen demand. The value 
decreased from 865 mg/L to the lowest value of 221 using red pottery with a thickness 
of 150 mm. Red pottery, its efficiency in removing COD is much greater than white 
pottery, with a difference of up to twice. Figure 2 shows a comparison between the 
removal of COD for different types of pottery and the thickness of the fine pottery 
layer 40, 80, 120 and 150 mm. 

The element chromium (Cr) was found in wastewater samples. In the textile 
industry, heavy metals are widely employed to enhance and increase colour efficiency. 
Cr mean level in wastewater was 1.7 mg/L. Cr treatment value ranged from 0.33 to 
0, 0.11. white pottery with thickness 150 mm was shown to be the best removal for 
Cr. The Cr was shown to be significant in the white pottery results. The best type 
to remove was white pottery, followed by red pottery, then gray pottery. Figure 2 
shows a comparison between the removal of Cr for different types of pottery and the 
thickness of the fine pottery layer 40, 80, 120 and 150 mm.
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Solids that pass through a filter with pores < 2 µm are called total dissolved solids. 
To measure the amount of TDS, the conductivity electrode is used and measured in 
ppm. The average TDS value for compost wastewater was found to be 2381, whereas 
treated values ranged from 1121 to 388. TDS removal was shown to be most effective 
with 150 mm thickness of red pottery. The results proved the effectiveness of using 
pottery as a filter media to remove TDS from the liquid waste of the textile industry. 
The results proved the effectiveness of using pottery as a filter media to remove total 
solids from the liquid waste of the textile industry. Figure 2 shows a comparison 
between the removal of TDS for different types of pottery and the thickness of the 
fine pottery layer 40, 80, 120 and 150 mm. 

Traditional pollutants in water bodies are known as (TSS). TSS values for the 
untreated compost wastewater sample were found to be 668, whereas treated values 
ranged from 361 to 181. Disease-causing bacteria and toxicity may be present in 
the suspended solids. TSS may also cause an obnoxious odour to be released during 
anaerobic degradation. It’s also used to assess the effluent and influent quality. It 
also has the ability to reduce oxygen consumption in plants [34]. Figure 2 shows 
a comparison between the removal of TSS for different types of pottery and the 
thickness of the fine pottery layer 40, 80, 120 and 150 mm. 

When a sample of untreated wastewater was studied for pH measurement, the 
mean value of untreated effluents was shown to be 10.4. The values that were treated 
ranged from 8.6 to 7.3. Figure 2 shows a comparison between the removal of pH for 
different types of pottery and the thickness of the fine pottery layer 40, 80, 120 and 
150 mm. 

The untreated industrial wastwater sample had a mean electrical conductivity 
value (EC) of 3720, while the treated effluents had EC values ranging from 1752 
to 606. Despite the fact that the results were within acceptable limits, red pottery 
was found to be the most effective treatment for EC removal. The higher EC value 
indicated that effluents contain a lot of salt [35], which causes salinity in soils and 
degrades natural water resources. Figure 2 shows a comparison between the removal 
of Conductivityfor different types of pottery and the thickness of the fine pottery 
layer 40, 80, 120 and 150 mm. 

4 Conclusion 

The investigation’s findings have led to the following important conclusions: The 
characteristics of polluted textile effluent were very high strength wastewater and 
a variety of hazardous substances. The used approach gives a useful and efficient 
method for reducing pollutants. Red pottery had a strong chance of reducing TDS, 
pH, and conductivity pollutants from textile wastewater, but it had less of a chance 
of doing so for COD pollutants. The decrease of chromium from textile effluent 
also had encouraging results for white pottery. By employing various processes, 
such as filtration, all varieties of pottery have the ability to control high strength 
industrial wastewater, such as textile effluent, and can serve as an alternative to sand
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filtration. White pottery has a greater ability to decrease chromium than red pottery, 
however when we examine the average efficiency to reduce those chosen wastewater 
characteristics, red pottery performed better than white pottery and grey pottery. 

5 Recommendations 

As a result, using low-cost adsorbents that are readily available locally might help 
develop a low-tech approach to sustainable wastewater management. Any company 
with an interest is allowed to employ these substrates as the filter medium in the 
filtration bed or alternatively change out the sand in the currently installed filtration 
bed for the treatment of wastewater. 
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Saline Water Desalination Using Direct 
Contact Membrane Distillation: 
A Theoretical and Experimental 
Investigation 

Yasser Elhenawy, Kareem Fouad, Thokozani Majozi, Shereen M. S. Majozi, 
and M. Bassyouni 

1 Introduction 

The increase of various pollutants in freshwater sources to unprecedented propor-
tions with the limitations of these sources portends many problems in the future. 
Therefore, all countries seek to find alternative sources of pure water through the
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application of many technological methods [1–5]. Clean water and sanitation are 
major Sustainable Development Goals (SDGs). Consequently, many scholars are 
interested in discovering multiple sources of freshwater [6]. Egypt has over 2,400 
km of shoreline on the Red Sea and the Mediterranean Sea, respectively. Desalina-
tion is employed as a sustainable water supply for residential purposes in various 
regions of the country. Desalination is now being used along the Red Sea coast to 
provide enough household water to tourist communities and resorts. This is since 
the economic price of a water unit in these places is significant enough to cover 
the expense of desalination [7]. Many approaches are available for the seawater 
desalination process. To isolate a solvent or specific solutes, semi-permeable or 
phase change membranes are employed in industrial desalination systems. Desali-
nation techniques may thus be divided into two broad types [8–11]. The first type 
is the thermal or phase-change process in which the raw water is boiled or heated. 
Minerals, salts, and contaminants are extremely dense to be carried away by the 
steam created by boiling and hence persist in the raw water. In this process, the vapor 
is condensed and cooled. As known, the main thermal desalination techniques are 
multiple effect distillation (MED), vapor compression (VC), and multi-stage flash 
distillation (MSF). The second type is the single-phase membrane procedure, the salt 
rejection occurs without excessive energy or phase transition. Electrodialysis and 
reverse osmosis (RO) are the two most common membrane procedures (ED). These 
systems are costly for small volumes of freshwater and cannot be employed in areas 
with few maintenance facilities [12–15]. Since these systems are well-established, 
they are considered energy-intensive and ultimately related to non-renewable energy 
supplies. Also, they are considered complex and have numerous operational issues. 
Alternative methods, including forward osmosis (FO), and membrane distillation 
(MD) has been studied because of their potential benefits (produced water quality, 
simplicity, energy consumption, competence to be joined with renewable energies 
including solar energy, etc.) [16–19]. 

Membrane distillation (MD) is a thermal separation method that uses a 
hydrophobic membrane to aid phase change, allowing only vapor to pass through the 
membrane wall. This technique has the potential to be employed for the desalination 
of brackish water or saltwater. Also, it is employed for the enhancement of impor-
tant compounds [20–22]. Trans-membrane distillation, capillary distillation, pre-
evaporation, osmotic distillation, membrane distillation, and other terminology are 
used in the field of MD to identify the process [23, 24]. The phenomena of membrane 
distillation derive from the process’s resemblance to conventional distillation. MD 
and conventional distillation depend on the equilibrium of vapor–liquid as the core 
for salt rejection, and they involve the latent heat of vaporization being provided 
to induce the phase change [25, 26]. Polyvinylidenefluoride (PVDF), polypropy-
lene (PP), and polytetrafluoroethylene (PTFE) are the mainly utilized resources for 
MD membranes [27]. The membranes used have porosities ranging from 0.06 to 
0.95, pore sizes ranging from 0.2 to 1.0 m, and thicknesses ranging from 0.04 to 
0.25 mm [28, 29]. Table 1 offers a list of these materials’ surface energies and 
thermal conductivities.
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Table 1 Materials employed in MD and their reported surface energy and thermal conductivity 
[30] 

Membrane material Surface energy (×10–3 N/m) Thermal conductivity (W m−1 K−1) 

PTFE 9.13 0.26 

PP 30.2 0.18 

PVDF 30.5 0.20 

From table, PTFE has oxidation resistance, decent thermal and chemical stability 
with supreme hydrophobicity. In contrast, it has a significant conductivity in which 
a superior heat loss will happen through PTFE membranes. On the other hand, 
PVDF shows respectable mechanical strength, thermal resistance, and hydropho-
bicity, and could simply be equipped into membranes with adaptable pore assemblies 
via various methods. In the case of PP, it shows well chemical and thermal resistance 
[30]. Recently, novel membrane components, including fluorinated copolymers and 
carbon nanotubes [31, 32], have been created to create MD membranes with high 
porosity and hydrophobicity, and strong mechanical strength. 

The estimated flow of flat sheet membranes is ~20–30 m−2 h−1 at input hot 
temperatures of 60 °C and cold temperatures of 20 °C [28]. In all MD designs, the 
water flow typically upsurges with the consumed temperature [33]. Whereas the 
contrast in vapor pressure across the membrane drives membrane distillation. A rise 
in feed temperature causes an increase in vapor pressure in the feed solution channel, 
which raises the trans-membrane vapor pressure. A theoretical model for forecasting 
the behavior of membrane distillation was investigated by Burgoyne et al. [34]. 
Permeating fluxes have been discovered using the mass and heat transfer equations, 
and they have been supported by experiments. The primary research looked at the 
impact of flat-plate module design in laminar flow regimes. It was discovered that a 
50% reduction in membrane area tended to result in a 66% increase in water flow. 
This could be caused by the rapid liquid velocity, which thins the boundary layer. 
The water flux tends to increase with larger main channels, which enhances flow 
distribution throughout the membrane. 

In the several described MD setups, the impact of the support temperature on 
the water flow has been extensively investigated. In all MD designs, the water flow 
usually upsurges with the feed temperature [33]. Although the temperature polariza-
tion effect rises with feed temperature, numerous research claim that it is preferable to 
operate at high feed temperatures due to the high evaporation efficiency and complete 
heat transfer from the feed to the permeate/cooling side [28, 33, 35–37]. However, 
it must be noted that operating at temperatures over 90 °C may result in a decrease 
in membrane selectivity and serious scaling issues. The majority of research [38, 
39] shows that the influence of the supply flow rate is to enhance the water flux. 
This is because the integration effect brought on by the boosted confusion through 
the feed channel has reduced the temperature and concentration polarisation influ-
ences. As a consequence of the turbulence, the temperature at the membrane surface
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approaches the bulk input temperature. Because of the larger trans-membrane temper-
ature decrease at higher temperatures, the influence of the flow rate on the production 
is excluding than half that of the influence of the input temperature [40]. In general, up 
to a certain point, the relationship between the feed flow rate and the trans-membrane 
flux is linear [40]. Chan et al. [41] tested the membrane distillation crystallization 
procedure. This investigation shows that the MD can function at high concentrations 
with fluxes up to 20 l/h m2 at feed temperatures of 50 and 60 °C. Working at batch 
concentration, the flux steadily decreases as a result of concentration polarisation 
and vapor pressure suppression. Due to temperature polarization, which prevents 
salt saturation and scale deposition, the investigations revealed that the membrane 
wall temperature is ~5–10 °C lower than the bulk temperature. Based on the afore-
mentioned studies, this paper applied a theoretical and experimental investigation to 
study the effect of a PTFE direct contact membrane sheet’s geometric dimensions 
on the water flux. 

2 Methods 

This section presents details of the experimental and theoretical work of the flat 
sheet membrane distillation unit. The experimental equipment design and operational 
characteristics are described for the water desalination system. 

2.1 Experimental Setup Description 

Figure 1 depicts a schematic representation of the flat sheet DCMD technique for 
PTFE membrane materials. In the existing experiments, a flat sheet membrane with 
dimensions of 20 cm × 20 cm and an operative membrane area of 15 cm × 15 cm is 
employed. The permeate streams are depicted in blue in Figs. 1 and 2, whereas the 
warm streams are denoted in red. The membrane module and the electrical heater 
(1) are connected by the hot water pump (2), which moves the heated fluid between 
them (6). Via the top port aperture, the hot fluid is sent to the membrane module. Due 
to the related energy being lost to the vapor passing through the membrane, the hot 
feed temperature drops in the feed channel. The electrical heater (1) makes up for 
the temperature loss by raising the temperature of the hot stream to its starting point. 
The temperature of the feed fluctuates from 40 to 80 °C. Between the membrane 
module and the chiller (7), the cold water pump (8) circulates the cold water (6). 
Condensate from the vapor permeate raises the temperature of the cooled water as 
it passes through the permeate channel. The chilled stream is brought back to the 
original permeate temperature using the chiller function. The permeate temperature 
is managed by the chiller and is typically kept between 20 and 30 °C. Rotameters 
are used to measure the feed and permeate flow rates. Pressure transducers and 
thermocouples of type T are used, respectively to detect pressure and temperature.
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Fig. 1 A flow schematic of the DCMD unit

Using a weighing balance, the weight of the distillate is used to calculate the mass 
flow. The TDS meter model measures the brine and permeate concentrations. DATAQ 
Instruments (Graphtec Model: GL220 820APS, Graphtec) are used to record the data. 
NaCl with a salinity of 35 g/L is utilized as the feed solution in order to study the 
impact of feed salinity. The flow regime in the feed channel is laminar since the feed 
and permeate were set to the same flow rate and varied between 0.3 and 0.9 L/min 
(0.15 and 0.50 m/s). 

The polypropylene non-woven layer utilized in experiments is laminated onto a 
membrane layer comprised of pure PTFE in the membrane flat sheet. The USA-
based STERLITECH Company is where membranes are acquired. Table 2 lists the 
membrane’s primary characteristics.

2.2 Heat and Mass Transfer of One-Dimension Model 
for DCMD 

While the heat movement inside the MD unit is frequently described in three phases 
as illustrated in Fig. 3, water vapor transportation in membrane distillation may be a 
contemporaneous heat and mass transference process.

(I) The bulk input to the vapor–liquid membrane results in heat convection at the 
membrane exterior. 

(II) Conductivity via the microporous membrane and evaporation.
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Fig. 2 DCMD experimental unit: (1) heater supply basin, (2) supply pump, (3) filter, (4) rotameter, 
(5) thermocouple, (6) DCMD unit, (7) permeate tank (with chiller), (8) permeate pump, (9) electronic 
balance, (10) a pressure transducer, (11) DAQ scheme

Table 2 Properties of the 
PTFE membrane sheet

Description Specification 

Pore size 0.45 µm 

Thickness 127 µm 

porosity 60–70% 

Dimension 300 × 300 mm

(III) Heat convection, or the thermal physical phenomena of the permeate side, from 
the vapor/liquid boundary to the bulk, permeate at the membrane face [30]. 

It is assumed that the flux (J) depends on a variety of factors for a particular 
DCMD system, and a general connection may be expressed as 

J = f (A, T f,Tp, ṁ f , ṁ p, Cmembrane, U
)

(1)
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Fig. 3 Mass and heat and 
transmission section of a 
parallel flow DCMD

Here, ṁ p and ṁ f are the rates of mass flow for the cold face and feed side (hot flow). 
To further simplify the model, the following presumptions were also made: 

1. There is no heat loss through the unit wall. 
2. According to R. G. Lunnon’s discovery [41], the specific heat of condensation 

and evaporation does not alter among concentrations. 
3. Across the membrane, no temperature descent perpendicular to the flow guidance, 

and Cglobal and U remain constant for a given membrane at a given flow rate. 
4. Typically, below 3% of the total apparent thermal energy transported by the vapor 

is delivered to the cold face, it is possible to ignore the sensible heat carried by 
the permeate when balancing the heat transfer. 

These presumptions allow us to express the flow as: 

J = Cglobal
(
PT f  − T PTp

)
(2) 

where Cglobal involves the processes of mass transport in the membrane and the 
boundary layer. 

Figure 3 depicts a parallel flow DCMD heat and mass transfer element in a flat 
sheet unit. Change in thermal energy on the hot face in this element may be stated 
as follows: 

Cp, f ṁ f
(
T f,i+1 + T f,i

) = −(
J Hlatent d A  + U(

T f − Tp
)
d A

)
(3) 

where Tf,i and Tf,i+1 are temperatures at the ith and (i + 1) th points, and Cp,f is the 
specific heat of feed. 

dA = Wdx, where W is the width of the membrane, the relation among the stream 
displacement and temperature difference can be stated as,
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dT f = −  W
(
Ji Hlatent  + U(

T f,i − Tp,i
))

Cp, f ṁ f 
dx (4) 

As a result, the input temperature change after the feed stream passes through 
each element can be stated as follows:

�T f,i = −  
Cglobal

[
EX  P

(
23.1964 − 3816.44 

T f,i +227.02

)
− EX  P

(
23.1964 − 3816.44 

Tp,i +227.02

)]
Hlatent  + U(

T f,i − Tp,i
)

Cp, f ṁ f 
W�x (5) 

Because Cglobal and U are supposed to be constants, the temperature of the input 
stream at (i + 1)th can be computed by 

T f,i+1 = T f,i − �T f,i (6) 

The permeate temperature may be determined similarly by 

Tp,i+1 = Tp,i − ṁ f 
ṁ p

�T f,i (7) 

Thus, the flux at (i + 1)th can be revealed as: 

Ji+1 = Cglobal
(
PT f,i+1 − PT,i+1

)
(8) 

This allows for the calculation of the membrane’s overall flux as 

J =
∑N 

i=0 Ji W�x 

A
−

∑N 
i=0 Ji�x 

L 
(9) 

The aforementioned equations can be computationally solved. 

3 Results and Discussions 

This section illustrates the influence of the DCMD operating parameters on the 
system’s productivity. The influence of feed inlet temperature, membrane effective 
length, velocity, temperature difference, and feed velocity on the final flux. 

3.1 Model Validation 

Figure 4 shows the anticipated derived flux, which is the outcome of a parallel 
flow DCMD. The model was run with a constant velocity of 0.35 m/s (0.7 L/min) 
with various hot inlet temperatures (40–80) °C. Increasing feed inlet temperature
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Fig. 4 Validation of experimental and theoretical results at different feed inlet temperatures 

significantly boosts the output flux. This trend is the same as in a previous study [42]. 
Comparison between experimental and theoretical results shows that the simulation 
results well agree with the experimental outcomes and the maximum error is less 
than 1%, indicating that the proposed model is reliable and valid. 

Figure 5 illustrates the comparison between experimental and theoretical results 
from parallel flow setups. Because a shorter membrane will result in a greater average 
temperature and differential through the membrane [43]. With a shorter retention 
period for mass and heat transfers, the membrane length influences the productivity 
of the membrane for certain stream velocities and intake temperatures. As a result, if 
the membrane size is not taken into account, it is inappropriate to assess the function 
of MD membranes by flux even when the inlet temperature and velocity are the same. 
Model validation shows that the maximum error is < 4% indicating that the proposed 
model is valid.

3.2 Temperature Distribution Along the Membrane Sheet 

The temperature profiles predicted by parallel flow DCMD along the stream flow 
direction are shown in Fig. 6. Local temperatures on both faces of the membrane in
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Fig. 5 Comparison between experimental and theoretical results for different membrane lengths

the parallel flow approach one another at points further from the entrance (origin). 
It is possible to predict that the flux of parallel flow mode would decrease laterally 
the feed low trend due to a smaller temperature variance based on the difference in 
the temperature profile [44].

3.3 Average Temperature Difference Across the Sides 
of the Membrane 

Employing the computed heat and mass transfer coefficients from the created 
database was operated. Figure 7 illustrates the expected mean temperature differ-
ence across the membrane at various speeds. This chart showed that when the 
stream velocity decreased, the temperature differential enhanced. When the velocity 
increased from 0.2 to 0.45 m/s, the temperature difference decreased from 29 to 
24 °C, which resulted in a temperature difference decrease of about 17%. This result 
is following a previous study [45].
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Fig. 6 Temperature distributions along the membrane sheet (supply velocity = 0.35 m/s, supply 
inlet temperature = 65 °C, cold inlet temperature = 20 °C)

Fig. 7 Mean temperature differential across the membrane’s sides at varying velocities (Membrane 
span = 0.145 m, supply inlet temperature = 65 °C, cold inlet temperature = 20 °C)
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Fig. 8 Flux at different velocities (membrane length = 0.145 m, feed inlet temperature = 65 °C, 
cold inlet temperature = 20 °C) 

3.4 Influence of Feed Velocity on Flux 

Figure 8 illustrates the influence of feed velocity on the final flux. Increasing the feed 
velocity showed a significant boost in water productivity. This is due to the reduction 
in the residence time which is influenced by the boosted feed velocity [32]. The 
maximum flux reached about 20 L/h m2 at a feed velocity of 0.45 m/s. 

3.5 Influence of Membrane Different Effective Lengths 
on Flux 

Figure 9 depicts the flow changes along the membrane’s length at various speeds. 
When the velocity rose by around 0.065 m/s, the overall flux differential decreased 
from 4.6 to 2.3 L m−2 h−1. The trustworthiness of the model predictions is further 
supported by the previously documented tendency of permeate flux with boosting 
feed flow rates. The figures also demonstrate that when longer membranes are 
utilized, the difference in flux at different speeds decreases. Hence, when larger



Saline Water Desalination Using Direct Contact Membrane Distillation … 265

Fig. 9 Flux variance of parallel flow DCMD in the direction of the flow at various velocities (inlet 
feed temperature = 65 °C, inlet cold temperature = 20 °C) 

membrane dimensions are used, the influence of feed velocity on flow will diminish 
[28]. 

4 Conclusions 

This paper investigated experimentally and theoretically the desalination of saline 
water using direct contact membrane distillation. A polytetrafluoroethylene (PTFE) 
membrane was employed with a pore size of 0.45 µm and supported by a scrim 
layer in a desalination unit. The experimental results showed that the average overall 
mass and heat transfer coefficients slightly variate with changes in certain factors. 
These factors are the temperature difference between (40–80 °C) and membrane span 
variance, which serve as a basis for the simple model’s validity. The basic model may 
be utilized to forecast productivity at various temperatures and membrane spans. 
Furthermore, the module flow channel structure’s properties, such as the existence 
of a turbulence promoter (spacer) or the size of the flow channel cross-section, will 
have a substantial impact on the established boundary layer conditions. As a result, 
changes in these flow channel characteristics will invalidate the previous database at 
the same stream velocity. The model’s predictions demonstrated that when the flow
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rates on both sides are the same, the temperature profiles on the hot and cold sides 
approach one another. Also, MD flux is influenced by membrane length, therefore it is 
advised to employ a short, broad membrane for high production requests adequately 
extended, slim membrane scheme. The simulation findings demonstrated that for 
longer membranes, the supply velocity will have a lower impact on flow. Finally, the 
comparison between experimental and theoretical results shows that the simulation 
results well agree with the experimental outcomes indicating that the proposed model 
is reliable and valid. 

5 Recommendations 

Polytetrafluoroethylene (PTFE) membranes have proven to be highly efficient in 
operating as desalination membranes. The proposed simulation model has proven 
the predictability of desalination results by (PTFE) membranes. This model could 
be used for other types of membranes to get the best types and conditions. Also, the 
validation error could be reduced by improving the simulation inputs or by trying 
artificial intelligence methods. 
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Tanneries Wastewater Treatment 
by Coagulation and Reverse Osmosis 

A. Essam, M. Bassyouni, Mamdouh A. Gadalla, and Fatma H. Ashour 

1 Introduction 

There are several techniques that can be used in wastewater treatment, including (i) 
Physical treatment that involves the removal of suspended solids and large particles 
from the wastewater through stages such as screening, sedimentation, and flota-
tion [1–3], (ii) Chemical treatment that involves the use of chemicals to treat the 
wastewater such as coagulation and flocculation, (iv) Biological treatment, microor-
ganisms are used to break down organic matter in the wastewater such as activated 
sludge, trickling filters, and rotating biological contactors, (v) Membrane filtration 
that involves the use of membranes to remove impurities from the wastewater. Micro-
filtration, ultrafiltration, nanofiltration, and reverse osmosis are common types of 
membrane filtration [4–8], (vi) Adsorption that refers to use an adsorbent material 
to remove pollutants from the wastewater. Activated carbon is a common adsorbent 
material [9, 10], (vii) Electrochemical treatment, the use of cathodes and anodes to 
treat the wastewater. Electrocoagulation and electro-oxidation are common electro-
chemical treatment techniques [11, 12], and (viii) Ion exchange: this involves the use 
of resins to remove ions from the wastewater. 

Chromium is widely used in industries because it is an anticorrosive material. 
Chromium is mainly consumed in stainless steel fabrication which makes the steel
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anticorrosive and prevents the steel from losing its color. Chromium is also consumed 
in paints application to give a variety of colors by mixing with lead (Pb), zinc (Zn), 
and barium (Ba). These compounds are used to apply permanent colors to buildings, 
glass, and vehicles. Chromium is used in the formation of potassium dichromate 
(K2Cr2O7) which helps to make waterproof inks for printing photos [13]. 

Chromium in industrial wastewater is one of the most crucial pollutants put into 
consideration as it severely affects the water quality of the environment [14, 15]. Cr+6 

has a high oxidation potential, mobility, and solubility that is considered to be toxic 
and carcinogenic to the environment [16, 17]. Trivalent chromium is more stable than 
Cr+6 and known to be with less toxicity, and could be useful for humans and animals 
with specific concentrations for the metabolism. Although low concentrations of 
Cr+3 is important for metabolism, at higher concentrations it causes corruption to the 
DNA of the bodies [18, 19]. Trivalent chromium can be converted to Cr+6 by using 
an oxidizing agent as hydrogen peroxide in a basic solution. Hydrogen peroxide is 
mainly used in the sanitization of drinking water loops and this is where it might occur. 
Usually, industries spill their wastewater into rivers and drinking water networks that 
affect the water quality to contain Cr+3, and in sanitization, Cr+3 converts to Cr+6 

which reacts with calcium and magnesium to supply hazardous calcium chromate 
and magnesium chromate. Trivalent chromium can be converted to Cr+6 also by 
interacting with acids or bases along with the interaction with air [20, 21]. Treatment 
of tanneries wastewater aids in sustaining the water resourses and minimize pollution 
which follows the SDGs goal for clean water. 

Hexavalent chromium can cause a variety of severe diseases such as skin cancer 
by directly interacting with the human skin that makes Cr+6 passes through the 
cell membrane due to its high solubility, ingestion by washing food with water 
containing Cr+6, and inhalation. Cr+6 interacting results in a short duration when 
it reaches the kidney and might cause direct death. Chromium can also affect the 
human body to have the respiratory system and throat corrupted, irritation, skin and 
eyes enlargement, loss of smelling odors, and lung cancer. Chromium itself can be 
corrosive to metals, particularly in its hexavalent state (Cr6+), which is more toxic 
and more corrosive than its trivalent state (Cr3+) [22–24]. 

Chromium also affects agriculture by direct interaction with irrigation water 
and soil. When magnesium chromate is found in the soil, negative impacts 
will occur on the plantation by changing the environmental behavior of plants 
growth, venoming the seed generation, preventing enzymatic activities, mutagen-
esis, preventing photosynthesis, yield minimization, and in stabilizing in oxidation 
and nutrition [25]. 

Coagulation–flocculation and RO have revealed that they have the capability of 
treating various types of wastewater industrial, storm, and municipal wastewater 
[26]. Wastewater treatment systems are divided into two streams, which are surface 
or subsurface flow. In the surface flow stream (SF), the water table is preserved 
overhead the ground level unlike the subsurface flow stream (SSF) which contains a 
water table that is beneath the ground level [27].
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2 Materials and Methods 

Five samples of tanneries wastewater were tested with different TDS concentra-
tions to evaluate the toxicity and treatment procedures of this wastewater. The main 
objective in tanneries wastewater treatment is to remove heavy metals composed 
of chromium, which is the most hazardous component found in the wastewater. 
The wastewater treatment results were determined and evaluated by using zeta-
potential device, COD and BOD analyzers, ICP-MS spectrophotometer, SEM and 
EDX microscopes. 

The research was divided to four phases as shown in Fig. 1. In phase I, the pH and 
TDS of the four wastewater samples were measured for neutralization process. The 
five industrial tanneries wastewater samples revealed a great TDS amount with acidic 
pH solution. pH adjustment process was done by using alkaline solution after testing 
the zeta-potential to ensure the decision of neutralization. In phase II, coagulation– 
flocculation process was done by using FeSO4 and CaO as a coagulant and aiding 
coagulant respectively. Coagulation–flocculation process was a major procedure used 
to reduce organic matters and dissolved solids in the form of COD, BOD, TDS, and 
chromium concentrations in tanneries wastewater. In phase III, the filtration and 
adsorption process were done by the usage of melt-blown polypropylene (PP) water 
filters, carbon block (CB) filter, and granular activated carbon (GAC) filter. The PP 
filter was used to reduce the amount of suspended solids from wastewater. The CB 
filter was used to remove the turbidity and chlorine contents. The GAC filter was used 
to adsorb the organic matters from wastewater. Finally, in phase IV, RO membranes 
were used to capture heavy metals and to significantly reduce the TDS for further 
reuse of the treated wastewater such as irrigation water. 

Fig. 1 Tanneries wastewater treatment block flow diagram
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The block flow diagram identifies the sequence of tanneries wastewater treatment 
for reusing treated water in the irrigation. The receiving tank is the tank where the 
tanneries wastewater was gathered, and measured in pH and TDS. After TDS and 
pH measurements, it was noticed that the wastewater was acidic. Before applying 
the treatment process, neutralization procedure was taken into consideration by pH 
adjustment by using 6% (wt./wt.) NaOH to achieve the pH at 7.4–7.8. Coagulation– 
flocculation process was an important step that helps to the great minimization of 
the amount of COD, BOD, and heavy metals as Cr+3. After neutralization, filtration 
process was applied by using melt-blown PP water filter, CB filter, GAC filter, 1st RO, 
and 2nd RO respectively. Melt-blown PP filter helped in capturing suspended parti-
cles. Carbon block filter was a pre-filter that reduce the concentrations of organics, 
and Cr+3. Granular activated carbon filter was used to remove different types of 
contaminants, organic compounds, and heavy metals. Filtration process is a pretreat-
ment stage that is essential to be used in order to ease the treatment process through 
reverse osmosis and to decrease the probability of scaling or fouling. Reverse osmosis 
membrane is a purification tool that is globally used to treat the water by applying 
high pressure to the water through a semi-permeable membrane that prevents solutes 
to pass with the solvents. The 2nd RO device was used to capture the remaining 
organics and heavy metals. 

Scanning electron microscope was used to study the surface morphology of 
polypropylene, activated carbon and membranes. TESCAN MIRA’s 4th generation 
Scanning Electron Microscope (SEM) with FEG Schottky electron emission source 
combines SEM imaging and live elemental composition analysis was used. 

Energy dispersive X-ray is better device used to differentiate between atoms and 
quantify the weight and atomic percentage of atoms on the surface. The EDX was 
applied by using Oxford instrument provides AZtec, that gathers accurate data at the 
micro- and nanoscales attached to FE-SEM. 

Zeta potential is a measurement tool that determines the sliding or clipping plane 
of colloids that move under the force of electric field. Zeta potential measurement 
has been applied by using (Zetasizer Ultra). 

The COD was measured by heating the sample to 150 °C for 2 h by the addition of 
potassium dichromate and sulfuric acid. The COD measurement was done by using 
(Lamotte Smart COD Spectrophotometer). 

The BOD test was conducted by using two samples to measure the amount 
of oxygen consumed in 5 days by reading the dissolved oxygen after 5 days of 
incubation. The BOD test was done by using (VELP Scientifica BOD Evo Sensor). 

Inductively coupled plasma mass spectrometry (ICP-MS) is a device that is used 
to quantify the mass of elements through ion detection. In this research, (Shimadzu’s 
ICPMS-2030) was used to measure the chromium concentration in each phase of the 
treatment process.



Tanneries Wastewater Treatment by Coagulation and Reverse Osmosis 275

3 Results and Discussion 

It was found that the treatment process provided significant results by extremely 
decreasing high loads of organic materials, dissolved solids, and chromium. 

Coagulation–flocculation was applied by the usage of FeSO4 powder and CaO 
as a coagulant and aiding coagulant respectively to form ferrous hydroxide to form 
chromium hydroxide to settle by applying Eqs. (1) and (2). 

2FeSO4(7H2O) + 2CaO + 0.5O2 → 2Fe(OH)3 + 2CaSO4 + 4H2O (1)  

CrCl3 + Fe(OH)3 → Cr(OH)3 + FeCl3 (2) 

Table 1 shows the overall percentages of tanneries wastewater treatment using 
the coagulation–flocculation method in each sample. The COD removal in the 1st 
sample was 90.92%, the BOD removal was 92.15%, the TDS removal was 82.19, 
and the Cr+3 removal was 50.05%. The COD removal in the 2nd sample was 83.26%, 
the BOD removal was 90.81%, the TDS removal was 46.52%, and the Cr+3 removal 
was 50.05%. The COD removal in the 3rd sample was 74.45%, the BOD removal 
was 85.23%, the TDS removal was 46.98%, and the Cr+3 removal was 51.40%. The 
COD removal in the 4th sample was 44.72%, the BOD removal was 32.88%, the 
TDS removal was 17.40%, and the Cr+3 removal was 52.40%. The COD removal in 
the 5th sample was 76.96%, the BOD removal was 75.83%, the TDS removal was 
11.43%, and the Cr+3 removal was 53.94%. Figure 2 reveals the average percentage 
of removal of each parameter in the five samples using the coagulation–flocculation 
method. 

3.1 Reverse Osmosis Filtration 

Table 2 shows the removal effectiveness in COD, BOD, TDS, and Cr ions after 
using the 1st RO in tanneries wastewater treatment in the five samples. In the 1st 
sample, the COD and BOD removal reached 93.47% and 100% respectively. The TDS

Table 1 Removal efficiency using coagulation–flocculation in five samples 

Coagulation–flocculation effectiveness in TWW treatment 

Sample COD (%) BOD (%) TDS (%) Cr (%) 

1 90.92 92.15 82.19 50.05 

2 83.26 90.81 46.52 50.05 

3 74.45 85.23 46.98 51.40 

4 44.72 32.88 17.40 52.40 

5 76.96 75.83 11.43 53.94
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Fig. 2 Average removal efficiency graph using coagulation–flocculation

and Cr ions removal achieved 94.03% and 28.46% respectively. In the 2nd sample, 
the COD and BOD removal reached 86.69% and 100% respectively. The TDS and 
Cr ions removal reached 96.86% and 39.37% respectively. In the 3rd sample, the 
COD and BOD removal attained 83.79% and 84.19% respectively. The TDS and Cr 
ions removal attained 91.00% and 40.61%. In the 4th sample, the COD and BOD 
removal achieved 100%. The TDS and Cr ions removal reached 95.08% and 43.05% 
respectively. In the 5th sample, the COD and BOD removal attained 94.45% and 
100% respectively. The TDS and Cr ions removal accomplished 98.55% and 56.10% 
respectively. Figure 3 clears the difference of percentages of removal in COD, BOD, 
TDS, and Cr from raw wastewater to passing through the 1st RO. 

Table 3 shows the removal effectiveness in COD, BOD, TDS, and Cr after using 
the 2nd RO in tanneries wastewater treatment in the 5 tanneries wastewater samples. 
In the 1st sample, the COD removal reached 100%, and the BOD was eliminated by 
the 1st RO. The TDS removal achieved 61.76%, and the Cr removal accomplished

Table 2 Removal efficiency using 1st RO in five samples 

1st RO effectiveness in TWW treatment 

Sample COD (%) BOD (%) TDS (%) Cr (%) 

1 93.47 100 94.03 28.46 

2 86.69 100 96.86 39.37 

3 83.79 84.19 91.00 40.61 

4 100 100 95.08 43.05 

5 94.45 100 98.55 56.10
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Fig. 3 Average removal efficiency plot using 1st RO in five samples

45.97%. In the 2nd sample, the COD and BOD removal were eliminated by the 1st 
RO. The TDS removal attained 70.73%, and the Cr removal accomplished 46.75%. 
In the 3rd sample, the COD removal reached 92.31% and the BOD removal achieved 
100%. The TDS removal accomplished 78.43%, and the Cr removal attained 46.57%. 
In the 4th sample, the COD and the BOD were eliminated by the 1st RO. The 
TDS removal accomplished 57.76%, and the Cr removal reached 46.25%. In the 5th 
sample, the COD removal attained 70.83% and the BOD was eliminated by the 1st 
RO. The TDS removal reached 94.38%, and the Cr removal accomplished 43.48%. 
Figure 4 provides the removal percentages of COD, BOD, TDS, and Cr from raw 
wastewater to passing through the 2nd RO. The BOD was totally reduced through the 
1st, 2nd, 4th, and 5th samples, but in the 3rd sample there was a low concentration 
of BOD that the 2nd RO had accomplished their total removal. 

As shown in Fig. 5, the SEM was applied at the outer and inner surface of the RO 
membrane to reveal the difference between the cross-section and the outlet of the 
RO in order to evaluate the membrane performance.

The EDX showed the highly elemental distribution on the RO membrane as shown 
in Figs. 6, 7 and 8. The sodium atoms (Na) were found at the outlet of the treated

Table 3 Removal efficiency using 2nd RO in five samples 

2nd RO effectiveness in TWW treatment 

Sample COD (%) BOD (%) TDS (%) Cr (%) 

1 100 100 61.76 45.97 

2 100 100 70.73 46.75 

3 92.31 100 78.43 46.57 

4 100 100 57.76 46.25 

5 70.83 100 94.38 43.48
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Fig. 4 Average removal efficiency plot using 2nd RO in five samples

Fig. 5 Cross-section surface and inner surface view of RO membrane through SEM

wastewater with low concentrations after capturing great amount of Na atoms after 
the addition of NaOH solution in the pretreatment phase to TWW.

3.2 Chromium, COD, BOD, and TDS Removal 

According to the results measured and plotted in Table 4 and Fig. 9 respectively, 
there is an effective and continuous performance in tanneries wastewater treatment. 
The organic matter removal in terms of COD ranged from 99.62 to 100%, BOD 
removal to 100%, TDS reduced up to 99.93%, and chromium removal up to 88.57%. 
The standard deviation of each parameter was calculated through excel to provide
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Fig. 6 EDX cross-section and inner surface view of RO membrane, and atomic and weight % of 
C, O, Cr, and Na atoms at both sides 

Fig. 7 EDX quantification of Cr, C, and O atoms at the cross-section surface of RO membrane
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Fig. 8 EDX quantification of C, and O atoms at the inner surface of RO membrane

Table 4 Overall removal efficiency in five samples 

Sample COD (%) BOD (%) TDS (%) Cr (%) 

1 100.00 100.00 99.59 80.69 

2 100.00 100.00 99.51 83.87 

3 99.68 100.00 98.97 84.58 

4 100.00 100.00 98.28 85.43 

5 99.63 100.00 99.93 88.57 

Average 99.86 100 99.26 84.63 

STD 0.19 0 0.65 2.84

optimum results in COD, BOD, TDS, and chromium concentrations deviation. The 
highest standard deviation occurred in the chromium concentration reduction due to 
the difficulty of heavy metals reduction. Although, the heavy metals concentration 
reduction focusing on chromium was remarkable and could be considered as a great 
treatment process in order to reuse this treated wastewater. 
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Fig. 9 Overall removal efficiency plot in five samples 

4 Conclusion 

Chromium sulfate is the major component used in leather production industries. 
Chromium sulfate is partially disposed with the wastewater in the form Cr+3 after 
the tanning process that will cause extremely negative environmental impacts if 
interacted without treatment. This research targets to find a solution to reuse this 
wastewater by applying a variety of treatment procedures. Chromium was the major 
parameter to be removed from tanneries wastewater due to its high toxicity to the 
environment and the human health. Chromium concentrations were ranging from 
6.5 to 6.65 ppm from the five samples from different sources. The treatment process 
was done on the five samples and captured an average of 84.63%. The treatment 
process showed great results in organic materials removal by the reduction of the 
amount of COD and BOD. The COD and BOD were ranging from 1288 to 8434 ppm 
and 365 to 2960 ppm respectively. The treatment process accomplished 100% COD 
and BOD removal, which is the optimum result for reusing this wastewater safely. 
The TDS is an important parameter that can be measured instantly to evaluate the 
performance of the treatment process. The TDS in the five samples was ranging from 
13,160 to 28,300 ppm. The treatment process provided impressive removal results 
with an average of 99.26%. The treated wastewater TDS was finally ranging from 
12.6 to 226 ppm, which is safely complying with legal standards of treated wastewater 
qualifications. Applying the proposed hybrid system can offer a potential solution 
to the persisting problem of chromium pollution in the industrial sector. Treated 
wastewater can be more qualified by alternative coagulants and extra membranes in 
order to enable the use of this water to be drinking water. Ultrafiltration membrane 
can be replaced instead of granular activated carbon to extremely decrease the COD 
and BOD without the interaction with carbon atoms to the wastewater.
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5 Recommendations 

Treatment of Tannaries wastewater is crucial for environmental sustainability. The 
proposed system showed promising results in the treatment of the industrial wastew-
ater. Therefore, the system could be instakked and fixed for tanning industries further 
to remove different concentrations of chromium. 
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Removal of Methylene Blue 
from an Aqueous Solution Using 
a Surfactant-Modified Activated Carbon 

Farid I. El-Dossoki , Osama K. Hamza , and Esam A. Gomaa 

1 Introduction 

The approach to this research project stems from our belief in a better tomorrow 
and in order to achieve the Sustainable Development Goals. It is not possible to 
achieve high and sustainable economic growth without considering its side effects 
that impede this growth. Here we are talking about water treatment as one of the most 
important and dangerous problems that threaten those economic entities and impede 
their progress. The development of human society, especially in the industrial field, 
is automatically associated with a significant rise in the general level of pollution if it 
is not confronted with the appropriate scientific method. The discharge of industrial 
wastewater is one of the most important of these examples, and we are here to talk 
about the treatment of this wastewater, which is polluted by dyes, as it is considered 
to be a remarkable source of its pollution [1]. Currently, the use of dyes has spread 
in various important industries, such as paper and textile production, hair dyes, food 
industries, leather tanning, and paints [2]. A number of toxicological and aesthetic 
problems are produced from the discharge of different types of dyes (methylene blue, 
methyl orange, gentian violet, rhodamine B, etc.) into the environment [3]. 

Methylene blue is a cationic dye that is commonly used as a biological dye, 
an acid–base indicator, and for its cardioprotective properties. The dye wastewater 
has different characteristics like a high concentration of organic substances, great
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discharge, and poor biodegradability. Finally, it significantly affects the health prop-
erties of water in general, including the photosynthesis of the microorganisms which 
are present in it [4]. 

For a long time until now, typical methods were used to treat the wastewater 
polluted by dyes. These methods include oxidation [5], membrane technology [6], 
flocculation [7], ozonation [8], photocatalytic degradation [9], and biodegradation. 
The previous classic methods are considered to be highly expensive and complicated 
techniques. As a result of that, it is necessary to search for effective and simple 
methods. The adsorption method has become a suitable technique due to its great 
effectiveness, inexpensiveness, ease of use, and lack of harmful components [10]. 

Activated carbon served as the most frequently utilized adsorbent because it 
is typically used to eliminate the inorganic and organic contaminations from the 
wastewater. Adsorption capacity is a significant index for evaluating the adsorption 
effect of an adsorbent. Different substitutional adsorbent sources are recommended 
for the treatment of wastewater to achieve low-cost properties [11–15]. 

Despite that, the most common activated carbon material is not used in the adsorp-
tion process of pollutants because it possesses a low adsorption capacity. Little surface 
area and inadequate adsorption performance selectivity are responsible for this flaw. 
In order to increase activated carbon’s removal ability and adsorption capacity in the 
treatment of wastewater, it has become necessary to change the surface of the material. 
For instance, the chemical technology for Surf-C could be enhance the hydrophilic 
nature and distribution of activated carbon in water. Surfactants provide a number 
of benefits, including being inexpensive and having the ability to alter the charge 
characteristics of activated carbon surfaces. Finally, surfactants added more ionic 
adsorption sites, not only to promote the (Qe) of ionic impurities on the Surf-C but 
also to enhance the adsorption selectivity [16, 17]. Several authors employed anionic 
surfactant-modified activated carbon to absorb cationic dyes and heavy metals from 
industrial wastewater [18–21] whereas others used cationic surfactant to modify acti-
vated carbon for removal various pollutants species (anionic dyes and salts) from the 
wastewater [22–25]. 

The word “surfactants” refers to surface active agents that consist of a hydrophobic 
part (non-polar part, usually a linear or branched hydrocarbon chain) attached to a 
polar part (hydrophilic). The hydrophilic part can be ionic, zwitterionic, or nonionic 
and is accompanied by counter ions. The surfactant category is divided into mainly 
four classes: anionic, cationic, nonionic, and amphoteric. The applications of surfac-
tants are spread in our daily life, such as detergents, paints, dyestuffs, cosmetics, 
pharmaceuticals, fibers, and plastics [26]. 

This study aims to investigate the modification of activated carbon based on 
coconut shells by different surfactants for use in the removal of methylene blue 
from wastewater. The different variables that may have an impact on the cationic 
adsorption process were carefully examined.
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Table 1 Type, physical appearance, purity and supplier of the chemicals under study 

Item Name Physical 
appearance 

Concentration (%) CAS No. Supplier 

Carbon AC Granular 99.0 744044-0 AC Europe 

Surfactants BAC Solution 50.0 68424-85-1 CISME Italy 

CTAC Solution 30.0 112-02-7 CISME Italy 

SLES Paste 70.0 9004-82-4 Royal Chemicals 

AOS Powder 95.0 68439-57-6 Godrej ind.ltd 

Dye MB Powder 82.0 122965-43-9 Sigma-Aldrich 

Acids HCl Liquid 36.5 7647-01-0 CDH 

Bases NaOH Pellets 98.5 1310-73-2 Scharlau 

2 Experimental 

2.1 Materials 

All information about the chemicals under study was obtained in Table 1 and Fig. 1. 
The remaining percentages of the BAC, CTAC, and SLES (50%, 70%, and 30%, 
respectively) are water and were taken into account in the preparation of the stock 
solution. The solvent is bidistilled water from the central laboratory in the faculty of 
science of Port Said University.

Activated carbon is manufactured by high temperature steam activation from 
selected grades of coconut shell. 

2.2 Formation of Activated Carbon Modified by Surfactants 

First, a total of 5 g of virgin activated carbon was placed to a conical flask with 
150 ml of surfactant aqueous solution (concentration = its CMC value) to produce 
a surfactant modified activated carbon compound. At a temperature of 301.15 K, 
the mixture was vibrated for 6 h, then a filtration step was made to extract the 
surfactant modified activated carbon. After being filtered, the Surf-C was rinsed with 
bidistilled water and dried in an air-dry oven for one day at 313.15 K. It was then 
placed in a clean and dry bottle for storage. According to recent studies, the optimal 
surfactant concentration for adsorption is that which matches its CMC [21]. The 
CMC values of BAC CTAC, SLES, and AOS at 298.15 K have been observed to be 
0.00525, 0.001, 0.00079, and 0.0019 mol/L, respectively [27–29]. Virgin-C, BAC-C, 
CTAC-C, SLES-C and AOS-C are the acronyms for unmodified activated carbon and 
surfactant-modified activated carbon, respectively.
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(a) Alkyl Benzyl Dimethyl Ammonium Chloride 
(BAC) 

C6H5CH2N(CH3)2C12H25Cl 

(c) Cetyl Trimethyl Ammonium Chloride  
(CTAC) 

CH3(CH2)15N(Cl)(CH3)3 

(b) Sodium Lauryl Ether Sulphate  
(SLES) 

CH3(CH2)10CH2(OCH2CH2)2 OSO3Na 

(d) Sodium Alpha Olefin Sulphonate  
(AOS) 

CH3(CH2)10(CH)2CH2SO3Na 

(e) Methylene Blue (MB) 
C16H18ClN3S.xH2O 

Fig. 1 The chemical structure of a BAC-C, b CTAC-C, c SLES-C, d AOS-C, and e MB

The functional groups on the surfaces of adsorbents were detected via a single-
beam FT-IR (Bruker, Vertex70) in the wavenumber domain from 400 till 4000 cm−1. 
The sample was prepared for analysis using the KBr disc. 

The morphology of adsorbents was investigated using the SEM version (Quanta 
250 FEG FEI Corporation, Holland) with an accelerating voltage of 30 kV. To 
decrease the impact of sample charging caused by the electron beam, a 3.5 nm 
coating of gold was applied to the samples’ surfaces. 

2.3 Testing for Adsorption 

By examining various experimental variables, including surfactant concentration 
loaded, pH (1–12), contact time, the initial concentration of MB (10, 30, and 
50 mg L–1), and adsorbent dosage at room temperature (298.15 K), the adsorp-
tion capacity and removal percentage of methylene blue on Surf-C were calculated. 
The initial pH of the solution was adjusted using 0.1 M HCl and 0.1 M NaOH. A 
100 mL of MB solution was mixed with a specified amount of Virgin-C or Surf-C
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in a conical flask. Each combination was shaken at 160 rpm and 298.15 K for the 
predetermined amount of time. The specimens were filtrated and examined once the 
equilibrium point of the adsorption process had been reached. 

2.4 Data Analysis 

The absorbance of methylene blue in aqueous solutions was evaluated using the UV– 
visible spectrophotometer (HACH DR6000TM) at the peak of maximal absorption at 
MB 664 nm. The OriginLab software was used to show the concentration, adsorption 
capacity, and removal percentage of MB by drawing a relationship graph between 
concentration and absorbance of MB. The pH of the solution was determined by 
an AD1200 pH-ORP-ISE-TEMP Bench Meter. The removal % of MB on BAC-C, 
CTAC-C, SLES-C, and AOS-C adsorbents was investigated using the batch equilib-
rium method by analyzing the dye solution’s absorbance before and after treatment. 
The capacity for adsorption and the rate of dye removal in an equilibrium condition 
were determined using Eqs. (1) and (2). 

Adsorption capacity (Qe) = 
(C0 − Ce)V 

m 
(1) 

Removal percentage (%) = 
(C0 − Ce) 

C0 
× 100 (2) 

where C0, Ce, V, and m refer to the initial and post-adsorption MB concentrations in 
mg/L, the volume in liter of adding methylene blue, and the weight of adsorbents in 
gram respectively. 

All the adsorption analysis are carried out using the standard test methods for 
wastewater and water [30]. 

3 Results and Discussion 

3.1 Investigation of the Surfactant Modified Activated 
Carbon 

3.1.1 FT-IR Identifications 

The surface characteristics of the adsorbent (Virgin-C and Surf-C) were detected 
by using FT-IR (Fourier transform infrared spectroscopy) as shown in Fig. 2 and 
Table 2.
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Fig. 2 FT-IR scanning for Virgin-C, BAC-C, CTAC-C, SLES-C and AOS-C

There were five significant absorption bands visible in the spectra of virgin acti-
vated carbon. The five peaks of 3469, 2916, 1618, 1425, and 1049 cm−1 may be 
correspond to the O-H stretching of carboxylic and phenolic groups, C-H stretching 
in aliphatic methyl group, C=O stretching conjugated to carboxylic group, bending 
in an alkane methyl group, and C-O stretching in a carboxylic group respectively. In 
the region of the fingerprint, the remaining peaks reflect the C-C bonds. 

As a result of surfactants’ modification of activated carbon, new bands were 
detected. For instance, the S-O stretching of sulphonate group, the S-O stretching 
of sulphonate group, and the C=C alkene may be referenced by the three bands in 
AOS-C at 1546 cm−1, 1035 cm−1, and 634 cm−1, respectively. 

In addition, three different bands at 1267, 1119, and 862 cm−1 in SLES-C were 
identified. These bands can be attributed to the C-O stretching in ether, S=O stretching 
of sulphate group, and S-O stretching of sulphate group, consecutively. The C-N 
stretching vibration of aliphatic amines in CTAC-C and BAC-C was represented by 
a new peak at 1276–1273 cm−1. while the C=C stretching vibration aromatic ring in 
BAC-C was observed at 1427 cm−1. 

The intensity of OH absorption band was decrease in all case of Surf-c than 
the Virgin-C this may be related to effect of different function groups (sulphate, 
sulphonate, and amine) were found in surfactants structures. 

3.1.2 SEM Identifications 

The surface morphological appearances of activated carbon and surfactant modified 
activated carbon (AOS-C) is shown in Figs. 3 and 4 using SEM analysis.
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Table 2 The functional groups for Virgin-C, BAC-C, CTAC-C, SLES-C, and AOS-C depending 
on FTIR scanning 

Functional group Wavenumber, cm−1 

AC AOS-AC SLES-AC CTAC-AC BAC-AC

-OH Stretching 3469 3438 3435 3435 3468

-CH2 Stretching in 
aliphatic 
(alkane) 

2916 2918 2922 2918 2916 

C=O Stretching 
conjugated 

1618 1654 1618 1618 1620 

C=C Stretching in 
alkene 

– 1546 – – –

-CH2 Bending in 
aliphatic 
(alkane) 

1425 1411 1423 1423 1421 

C-N Stretching of 
alphatic amine 

– – – 1273 1276 

C-O Ether group – – 1267 – – 

S=O Sulphate/ 
sulphonate 
group 

– 1035 1119 – – 

C-O Stretching in 
carboxylic 
group 

1049 1072 1059 1056 1072 

C=C Aromatic ring – – – – 856 

S-O Sulphate/ 
sulphonate 
group 

634 862 – –

Fig. 3 SEM analysis for Virgin-C at different magnification

The image of coconut shell-based activated carbon showed irregular 2D sheets. 
The sheets are aggregated, and there are organic moieties on the surface of them. 
While in AOS-C sample There are sandy granules (organic material) irregularly 
distributed on the surface of the aggregated 2D sheets.
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Fig. 4 SEM analysis for AOS-C at different magnification

The collected SEM images demonstrate clearly that modified active carbon adsor-
bents have distinct physico-chemical properties and larger surface area than unmod-
ified activated carbon. All of these findings suggest that surfactants and activated 
carbon can interact effectively via hydrophobic contact. 

The size of the sheets is in the range 105–800 nm with maximum at 210 nm as 
shown in Fig. 5. 
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Fig. 5 The size of AOS-C  sheet
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3.2 Adsorption Measurements 

3.2.1 Effect of Concentrations and Various Types of Surfactant 
Loading in the Modification Step 

The first and most important step in the modification process of the activated carbon 
by surfactants is to choose the right and effective concentration of surfactants, so we 
use three concentrations of each surfactant (before its CMC, at its CMC, and finally 
after its CMC) as shown in Fig. 6. A relationship between the removal percentage 
and the three concentrations of surfactants was used. Also, three concentrations of 
initial MB were used to make a good coverage area from comparison. 

The results revealed that the surfactant concentration equivalent to its CMC value 
is more efficient than the other two different concentrations. The removal percentage 
in the case of AOS-C and SLES-C increases as surfactant concentration increases, 
this may be correlated with the increase in net surface charges, both positive and 
negative. Whereas, on the contrary, the opposite happens in the case of BAC-C and 
CTAC-C did not increase remarkably, except for their CMC. The micropores were 
blocked when the surfactant molecules increased, resulting in a reduction in the 
surface area [31]. 

The analysis indicated that AOS-C, followed by SLES-C, Virgin-C, BAC-C, and 
CTAC-C, exhibit the maximum adsorption capacity of MB. Because the anionic 
and cationic systems (AOS-MB or SLES-MB) had a strong relationship, the anionic
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Fig. 6 Effect of concentrations and various types of surfactants on the percent removal of MB (S/ 
L = 0.015 g L−1, initial MB concentration = 10 mg L−1, pH  = 8.0, time = 120 min and T = 
298.15 K) 
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surfactant-modified activated carbon demonstrated a strong adsorption capacity for 
MB. The chemistry of the functional groups in surfactants has a considerable impact 
on the adsorption mechanism. Strong acids are supposed to have conjugate bases 
in the sulphate (SO4

−) and sulfite (SO3
−). The sodium and hydrogen ions that are 

attached to these conjugated bases make the dissociation easy in an aqueous solution. 
Therefore, the MB ion can be easily exchanged [32, 33]. 

On the other hand, the activated carbon improved by BAC and CTAC exhibited the 
frailest adsorption capacity for the MB because of the repulsive force that occurred 
between the cationic surfactants and cationic dye. Moreover, the two cationic surfac-
tants may clog the pores on the surface of the activated carbon when they are applied, 
which subsequently reduces its capability to adsorb MB compared with unmodified 
activated carbon [19]. 

3.2.2 Impacts of a pH Change in the Solution 

Figure 7 display the percentage of methylene blue removed by Virgin-C, SLES-C, 
and AOS-C at various pH levels. These figures demonstrate that the basic medium 
became appropriate for the adsorption process. 
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Fig. 7 Removal percentage of MB adsorption at different pH values by a Virgin-C b SLES-C, and 
c AOS-C (S/L = 0.015 g L−1, time  = 120 min, T = 298.15 K)
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The Qe of methylene blue were 2.39, 5.08, and 4.23 mg g−1, respectively, at a pH 
equal to 8, and they were 3.40, 5.71, and 4.52 mg g−1 at a pH of 12.00 in the case of 
AOS-C, where the starting concentrations of the dye were 10, 30, and 50 mg L−1. 
As a result, growing the pH value promote the adsorption removal % and the Qe. 

The surface charge of Virgin-C, SLES-C, and AOS-C is influenced by the pH 
of dye solutions, which also regulates the ionization of acids and bases. The total 
negative surface charge of virgin-C is improved by the anionic surfactant modification 
procedure. As the pH value increases, the surface charge becomes more negatively 
charged. Due to the attraction that develops between them as a result, the adsorption 
of MB by SLES-C and AOS-C grows with pH. At low pH values, the dissociation of 
(H+) ions on SLES-C and AOS-C functional groups may be prevented. Consequently, 
the electronegativity of SLES-C and AOS-C as well as the electrostatic attraction 
force between SLES-C or AOS-C and MB cation, were comparatively weak. At 
higher pH, the concentration of (OH+) ions in the solution is increased, which leads 
to the dissociation of dye cations becoming a little less rapid [34–36]. 

Kannan’s research on the impact of pH on the MB adsorption by different ACs 
revealed that an increase in the initial pH improved the adsorption capacity of dye 
[37]. 

The point of zero charge (PZC) for activated carbon and surfactants-modified 
activated carbon was calculated as mention in the previous studies [38, 39]. 

As shown from Fig. 8, the pH of points of zero charge (PZC) for virgin-C, SLES-
C, and AOS-C in 10 mg/L aqueous solution of methylene blue are 8.07, 8.6, and 9.6 
respectively. 
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Fig. 8 Point of zero charge of Virgin-C, SLES-C, and AOS-C
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These kinds of adsorbents exhibit excellent charge balance in the fundamental 
area, and their PZC values are over 8. The surface of these adsorbents is negatively 
charged and can attract cations. 

3.2.3 Effect of Contact Time 

The adsorption capacity and removal percentage of MB on anionic surfactants modi-
fied activated carbon in aqueous solutions through an interval of time have been 
reported in Table 3 and Fig. 9. 

Figure 9 demonstrated that, as the duration of the encounter lengthened, the Qe 

quantity of methylene blue by Virgin-C, SLES-C, and AOS-C was increased until it 
reached a maximum value, then it was stabilized. The process can be divided into 
two periods. The first one is called fast adsorption, which starts at 5–60 min until it 
reaches the adsorption equilibrium condition. This behavior is attributed to the good 
binding between the adsorption active sites on the SLES-C and AOS-C adsorbents 
and cationic dye, which reaches its highest value after all the adsorption active sites 
of the adsorbents are filled. the rate of dye adsorption for this phase is controlled by 
the MB ions which transferred to the surface of the adsorbents from the surround 
solution. After 60 min of contact time, we get to the second step, which is the slow 
growth adsorption process. At this stage, we did not see a noticeable increase in the 
rate of absorption with increasing time, but it did decrease and gradually stabilize. The 
surface saturation condition on the SLES-C and AOS-C adsorption active sites may 
be responsible for this performance. The factor controlling the rate of dye adsorption 
is the migration of the dye from the outside to the inner pore sites of the adsorbent

Table 3 The adsorption capacity of MB by Virgin-C, SLES-C, and AOS-C at different contact 
times (S/L = 0.015 g L−1, pH  = 8.0, T = 298.15 K) 
Time 
(min) 

Adsorption capacity (qe) mg/g  

MB = 10 mg/l MB = 30 mg/l MB = 50 mg/l 

Virgin-C SLES-C AOS-C Virgin-C SLES-C AOS-C Virgin-C SLES-C AOS-C 

5 0.72 0.75 0.73 1.44 2.60 2.09 1.78 1.32 2.12 

10 0.82 0.85 0.88 1.55 2.70 2.35 1.90 1.55 2.49 

15 0.92 0.97 1.03 1.67 2.79 2.61 2.03 1.79 2.87 

20 1.02 1.10 1.17 1.78 2.88 2.86 2.15 2.02 3.25 

30 1.21 1.34 1.47 2.01 3.07 3.37 2.40 2.49 4.00 

60 1.80 2.07 2.36 2.70 3.63 4.91 3.15 3.89 6.27 

90 1.80 2.07 2.37 2.74 3.66 5.08 3.18 3.84 6.32 

120 1.80 2.08 2.39 2.78 3.68 5.26 3.22 3.80 6.37 

150 1.81 2.08 2.40 2.82 3.71 5.43 3.25 3.75 6.42 

180 1.81 2.08 2.42 2.86 3.73 5.60 3.29 3.71 6.47
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Fig. 9 Removal percentage % of MB adsorption at interval time by a Virgin-C, b SLES-C, and 
c AOS-C (S/L = 0.015 g L−1, pH  = 8.0, T = 298.15 K)

molecules [40]. Finally, the adsorption process also moves along faster with a lesser 
dye concentration. This the result was agreed with previous studies [41]. 

3.2.4 The Impact of Initial MB Concentration 

The effect of various initial concentrations of MB dye was studied using the similar 
weight of the adsorbents (Virgin-C, SLES-C, and AOS-C) for 120 min at 298.15 K, 
keeping the solution pH at 8.0. As stated by results were collected in Table 4, a  
growth in the adsorption capacity at equilibrium (Qe) of MB dye using SLES-C and 
AOS-C was observed when the initial concentration of MB was increased, reaching 
its maximum values of 4.01 and 5.08 mg g−1 for adsorbents SLES-C and AOS-
C respectively, at the initial dye concentration of 30 mg L−1. Then, a decrease in 
adsorption capacities occurs as the initial concentration of MB dye is increased from 
30 to 50 mg L−1. This could be because SLES-C and AOS-C have full active sites 
on their surfaces [32, 42, 43].
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Table 4 The removal percentage and adsorption capacity of different initial concentration from 
MB by Virgin-C (S/L = 0.015 g L−1, time = 120 min, pH = 8.0, T = 298.15 K) 
MB initial concentration (mg/l) Removal percentage (%) Adsorption capacity (mg/g) 

Virgin-C SLES-C AOS-C Virgin-C SLES-C AOS-C 

10 28.17 30.06 35.79 1.88 2.00 2.39 

20 20.22 25.06 30.61 2.17 3.01 3.74 

30 13.89 20.05 25.42 2.78 4.01 5.08 

40 10.82 15.47 19.05 2.79 3.82 4.66 

50 8.91 10.89 12.69 1.78 3.63 4.23 

3.2.5 Effects of Adsorbent Dosage 

Adsorbent dosage plays a significant effectiveness on adsorption efficacy. To find 
the optimal dose of adsorbent at different concentrations of the cationic dye, MB 
adsorption was investigated in relation to the influence of adsorbent dosage. 

From Fig. 10, it was observed that with increasing adsorbent dose, the value of 
removal percentage increases until it reaches the highest value, then a relative stability 
occurs [44–46].

Table 5 contains the data that were gathered, and as an example at an initial MB 
concentration of 10 mg L−1, it was found that when Virgin-C, SLES-C, and AOS-C 
doses increased from 0.05 to 0.2 g/l, the adsorption capacities of MB increased as 
follows: from 4.2 to 9.25 mg/g, from 5.2 to 13.35 mg/g, and from 5.6 to 10.4 mg/ 
g, respectively. After that a decrease in the adsorption capacities of MB was found 
as the adsorbent dose increase. For a constant initial pollutant concentration, when 
the adsorbent concentration increases, the number of binding spots that are active 
and/or the surface area of the adsorbate may grow. A reduction for the specific ion 
absorption with an increase in adsorbent concentration may be caused by increased 
unsaturation and/or decreased utilization of the binding sites that are active at high 
adsorbent concentrations. Additionally, at high adsorbent concentrations, particles 
self-bind and agglomerate, which decreases the number of useful active binding sites 
that are accessible for adsorption. As a result, as the concentration of the adsorbent 
increases, the specific ion adsorbed decreases [47, 48].

3.3 Adsorption Kinetic and Isotherm Calculations 

3.3.1 Adsorption Kinetic Studies 

Adsorption kinetics data are used to describe the reaction rate between cationic dye 
and anionic surfactant-modified activated carbon in the adsorption process, besides 
studying different factors that could have an effect on the reaction rate. Four kinetic 
models were applied to assure the most effective equation in this study [38].
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Fig. 10 Effect of adsorbent dose a Virgin-C, b SLES-C, and c AOS-C on MB adsorption (MB 
initial concentration = 10,  30 and 50 mg l−1, time = 120 min, pH = 8, T = 298 K)

Table 5 Effect of adsorbent dose Virgin-C, SLES-C, and AOS-C on the adsorption capacity of 
different initial concentration from MB (MB initial concentration = 10,  30 and 50 mg l−1, time  = 
120 min, pH = 8, T = 298 K) 
Adsorbent 
dose (mg/ 
L) 

Adsorption capacity (mg/g) 

Virgin-C SLES-C AOS-C 

10 mg/l 30 mg/l 50 mg/l 10 mg/l 30 mg/l 50 mg/l 10 mg/l 30 mg/l 50 mg/l 

50 4.20 7.40 6.60 5.20 8.00 9.80 5.60 7.20 2.20 

100 4.80 7.60 6.70 10.10 8.90 9.70 8.10 8.30 9.40 

150 5.67 10.47 7.87 11.67 10.80 12.60 9.67 11.27 13.20 

200 9.25 9.10 9.04 13.35 11.55 14.20 10.40 13.90 18.60 

300 8.40 6.90 10.22 10.77 9.73 12.70 9.93 12.90 19.37 

500 6.48 5.76 8.18 7.76 7.52 8.58 7.78 10.32 13.72 

700 5.40 4.67 6.36 6.37 6.84 7.67 7.03 9.67 11.97 

1000 3.89 3.68 4.64 4.53 4.99 5.44 4.99 6.86 8.54 

1200 3.27 3.24 3.91 3.83 4.21 4.59 4.19 5.79 7.26 

1500 2.63 2.65 3.17 3.09 3.39 3.73 3.41 4.73 5.93
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Depending on the pseudo-first-order kinetic model, the reaction rate is directly 
dependent on the proportion of the saturation concentration to the quantity of dye 
that SLES-C or AOS-C adsorbed over time. Steps in the diffusion process regulate 
the adsorption in this model [42]. The following integrated equation (3) is used to  
describe this model. 

ln(Qe − Qt ) = ln Qe − k1t (3) 

where k1 (min−1), and Qe and Qt (mg g−1) are rate constant, the quantities of MB 
adsorbed at equilibrium concentration and at various times t, respectively. The rate 
constant was calculated by plotting a relation between ln(Qe − Qt) and time (t). 
The calculated R2 data was in the range of 0.886–0.954, 0.896–0.972, and 0.919– 
0.973 for Virgin-C, SLES-C, and AOS-C, respectively. Furthermore, the data in 
Table 6 showed that there are significant differences between Qe,exp and Qe,cal values, 
demonstrating that the pseudo-first order model was unable to accurately depict the 
adsorption process. 

The pseudo-second-order kinetic model presupposes that the adsorption is 
managed by a chemical adsorption step and that the reaction rate is proportionate to 
the concentrations of the two reactants. Equation (4) can explain this model [49]. 

t 

Qt 
= 

1 

k2 Q2 
e 

+ 
t 

Qe 
(4) 

where k2 (g mg−1 min−1) refers to the second order rate constant and can be measured 
using the linear plot of (t/Qt) against (t) for different MB concentrations as shown 
in Fig. 11. The observed (R2) values were found to be greater than 0.989, 0.994, 
and 0.989 for Virgin-C, SLES-C, and AOS-C, respectively. Also, there was good

Table 6 Pseudo (first and second) order models for the adsorption of MB by Virgin-C, SLES-C, 
and AOS-C 

Adsorbent C0 
mg L−1 

Qe,exp 

mg g−1 
Pseudo first order model Pseudo second order model 

k1 
min−1 

Qe,cal 
mg g−1 

R2 k2 
g mg−1 min−1 

Qe,cal 
mg g−1 

R2 

Virgin-C 10 1.806 0.047 2.374 0.919 0.030 2.074 0.989 

30 2.820 0.027 4.025 0.973 0.031 3.038 0.993 

50 3.254 0.043 5.922 0.927 0.031 3.486 0.994 

SLES-C 10 2.080 0.060 2.169 0.896 0.018 2.497 0.994 

30 3.708 0.036 1.425 0.946 0.014 3.840 0.998 

50 3.752 0.053 4.011 0.972 0.019 3.972 0.997 

AOS-C 10 2.401 0.047 2.374 0.919 0.013 2.951 0.993 

30 5.430 0.027 4.025 0.973 0.011 5.757 0.989 

50 6.422 0.043 5.922 0.927 0.011 6.288 0.993 
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Fig. 11 Pseudo second order model for the adsorption of MB on a Virgin-C, b SLES-C, and 
c AOS-C (S/L = 0.015 g L−1, pH  = 8.0, T = 298 K) 

agreement between both the experimental Qe,cal and Qe,exp. Depending on this perfor-
mance, the pseudo-second-order model was the most accurate model for describing 
the adsorption of MB on Virgin-C, SLES-C, and AOS-C. 

The intra-particle diffusion and Weber-Morris intra-particle diffusion models also 
applied to more clarifications for the adsorption mechanism as obtained in Eq. 5 [50]. 

Qt = kipt 
1 
2 + Ci (5) 

where kip (mg g−1 min−1/2) and Ci (mg g−1) are the rate constant and constant of 
the intra particle diffusion model, which can be measured using a linear curve for 
the Qt versus t1/2, the data was collected in Table 7. It was found that the values of 
constant Ci increase when the MB dye concentration is increased, it can be related to 
the thickening of the boundary layer. On the other hand, the high Ci values indicated 
that the initial adsorption interval was greatly influenced by the exterior diffusion 
of the MB on virgin-C, SLES-A, and AOS-C. The close proximity of the R2 values 
to 0.999 shows that the intra-particle model was successfully used in the sorption 
process.
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Table 7 Intra-particle diffusion and Elovich models for the elimination of MB by Virgin-C, SLES-
C, and AOS-C 

Adsorbent C0 
mg L−1 

Intra-particle diffusion model Elovich model 

kip 
mg g−1 min−1/2 

Ci R2 α 
g mg−1 min−1 

β 
mg g−1 

R2 

Virgin-C 10 0.164 0.310 0.990 0.311 2.339 0.898 

30 0.214 0.880 0.977 1.158 1.973 0.900 

50 0.235 1.164 0.976 1.869 1.817 0.899 

SLES-C 10 0.209 0.218 0.946 0.289 1.904 0.890 

30 0.164 2.190 0.955 30.213 2.423 0.899 

50 0.371 0.432 0.956 0.531 1.065 0.917 

AOS-C 10 0.257 0.090 0.951 0.269 1.546 0.898 

30 0.461 0.923 0.963 0.938 0.866 0.900 

50 0.658 0.476 0.951 0.798 0.605 0.898 

Elovich’s model of the adsorption process for a non-ideal condition is described 
in Eq. 6. In this model, the adsorption mechanism contains a fast and slow adsorption 
process. 

Qt = 
1 

β 
ln αβ + 

1 

β 
ln t (6) 

where α (mg g−1 min−1) and β (mg g−1) represent the initial adsorption rate and 
the desorption coefficient, respectively. Plotting Qt across ln(t) using 1/β for the 
slope and 1/β ln(α β) for the intercept allows for the calculation of this model. As 
presented in Table 7, the values of (R2) for the initial MB concentrations (10, 30, and 
50 mg L−1) were (0.898, 0.900, and 0.899), (0.890, 0.899, and 0.917) and (0.898, 
0.900, and 0.898) for virgin-C, SLES-C and AOS-C, respectively. The intra-particle 
diffusion mechanism is one of many that regulates the adsorption process, according 
to fitting data generated for the Elovich kinetic model [51]. 

3.3.2 Adsorption Isotherm Studies 

Explaining the link between both the adsorption capacity and quantity of the dye 
at a dynamic equilibrium state with constant pH and temperature is crucial for 
researching adsorption isotherms. To explain the phenomena of adsorption isotherms, 
three models were utilized: Langmuir, Freundlich, and Temkin models [19]. The 
Langmuir isotherm can be measured using the following Eq. (7): 

Ce 

Qt 
= 1 

Qmaxkl 
+ 

Ce 

Qmax 
(7)
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where Ce (mg L−1), Qe (mg g−1), Qmax (mg g−1) and KL (L mg−1) are the equilibrium 
concentration, the amount of adsorbed dye at equilibrium, the Langmuir constants 
and the adsorption rate, respectively. The linear plot of Ce/Qe against Ce yielded 
an R-squared value of 0.994, 0.996, and 1.000 for virgin-C, SLES-C, and AOS-C, 
respectively, demonstrating that the adsorption mechanism was consistent with the 
isotherm model proposed by Langmuir as shown in Fig. 12. The computed values of 
Qmax and KL are collected in Table 8. 

A dimension equilibrium variable can be used to express the key features of the 
Langmuir isotherm (RL), it can be calculated by Eq. 8: 

RL = 1 

1 + klCO 
(8)
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Fig. 12 Three isotherm graphs C a Langmuir, b Freundlich, and c Temkin for adsorption of MB 
on Virgin-C, SLES-C, and AOS-C
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Table 8 The three isotherms characteristics for the MB adsorption on Virgin-C, SLES-C, and 
AOS-C 

Adsorption model 

Langmuir Freundlich Temkin 

Qmax 
mg g−1 

KL 
L m−1 g−1 

R2 Kf 
mg g−1 

1/n R2 B 
J mol−1 

A 
L g−1 

b 
L g−1 

R2 

Virgin-C 3.854 0.103 0.994 0.943 0.324 0.994 0.788 1.269 3145.739 0.988 

SLES-C 4.395 0.130 0.996 1.128 0.337 0.928 0.966 1.337 2566.592 0.932 

AOS-C 1.010 6.987 1.000 0.889 0.547 0.983 2.219 0.441 1117.292 0.989

According to the magnitude of RL, the isotherm is either irreversible (RL = 0), 
preferential (0 < RL < 1), linear (RL = 1), or unpalatable (RL > 1).  

For Virgin-C, SLES-C, and AOS-C, the MB adsorption procedure performed 
favorably since the RL variable fell within the range of 0.003–0.493. 

The second adsorption isotherm is the Freundlich model, it is an empirical formula 
describe in Eq. (9). 

ln Qe = ln k f + 
1 

n 
ln Ce (9) 

where the parameter Kf (mg g−1) is associated with the energy of adsorption. The 
values of correlation coefficients (R2) produced from the linear plot that was drawn 
between ln Qe and ln Ce were 0.994, 0.928, and 0.983. The Freundlich equation was 
less adequate for this adsorption cases than Langmuir equation, as seen in Fig. 12, 
when evaluating the R2 values for both isotherm models. Table 8 contains the calcu-
lated values for 1/n and Kf. The adsorption intensity or surface heterogeneity was 
represented by the slope (1/n) data. A successful adsorption process is often consid-
ered to be one where the ratio of 1/n falls within the range of 0.1–1.0. The fact that the 
experiment’s index value fell within the permitted region shows that the adsorption 
process worked effectively. This finding matched that of the Langmuir model. 

Equations (10) and (11) illustrate the Temkin isotherm equation. 

Qe = 
RT 

b 
ln A + 

RT 

b 
ln Ce (10) 

B = 
RT 

b 
(11) 

where B (J mol−1) is a parameter associated with adsorption’s heat, The Temkin 
isotherm equilibrium binding factor is A (L g−1), and the Temkin isotherm charac-
teristic b (mg L−1). Table 8 displays the derived values for A, B, and b. Figure 12 
illustrates the linearization of the isotherm data using the Langmuir formula. Table 8 
displays the Langmuir isotherm’s variables. The high value of R2 demonstrated that 
the parameter estimates were in good agreement with each other. As determined by
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Table 9 The dimension equilibrium parameter (RL) of Langmuir model for adsorption of MB on 
Virgin-C, SLES-C, and AOS-C 

The feasibility of adsorbent adsorption 

RL 

Co = 10 mg L−1 Co = 30 mg L−1 Co = 50 mg L−1 

Virgin-C 0.493 0.245 0.163 

SLES-C 0.434 0.203 0.133 

AOS-C 0.014 0.005 0.003 

the fitting of the Langmuir adsorption isothermal equation, the theoretical extreme 
adsorption capacities of MB on Virgin-C, SLES-C, and AOS-C were up to 3.854, 
4.395, and 1.010 mg g−1, respectively. 

The same data was also fitted using the Freundlich equation and Temkin equation, 
as seen in Figure 12. The concerning coefficients, like KL, Qmax, RL, Kf , n, A, B, and 
b, can be determined from the three previous isotherms. The calculated data were 
collected in Table 9. 

According to that, the uniform surfactant molecule coverage of the AC surface for 
Virgin-C, SLES-C, and AOS-C produced homogeneous adsorption sites. Hence, it 
may be argued that Virgin-C, SLES-C, and AOS-C used the MB adsorption method, 
which involved both physical and chemical monolayer adsorption. 

4 Conclusions 

The optimum condition for the cationic dye which was adsorbed from aqueous 
solution by Virgin-C and Surf-C can be obtainable in Table 10. 

It is possible to apply this study and benefit from it practically in textile factories.

Table 10 The optimum condition for the adsorption of MB from aqueous solution by Virgin-C 
and SLES-C, and AOS-C 

Adsorbent pH Contact time 
min 

[MB] 
mg/l 

[Surfactant] 
mole/l 

Virgin-C ≥ 8 60 30 

SLES-C ≥ 8 60 30 0.0008 

AOS-C ≥ 8 60 30 0.0019 
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5 Recommendations 

To improve efficiency, many factors can be investigated, including the following: 
studying the effect of temperature, adding inorganic salts to the solution (e.g., NaCl), 
and trying to make a nano sample. 
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Textile Wastewater Treatment Using 
a Modified Coal Fly Ash as a Low-Cost 
Adsorbent 

Ahmed Eteba, Mohamed Bassyouni, Amr Mansi, and Mamdouh Saleh 

1 Introduction 

Synthetic dyes are commonly used in various industries, such as textiles, paper and 
tannery, due to their vibrant colors, low manufacturing costs, and durability against 
environmental factors [1]. However, the excessive use of these dyes has led to the 
generation of substantial volumes of polluted liquid waste, containing both organic 
and inorganic compounds [2]. It was estimated that, textile industry consumes almost 
3 × 103 m3 of water per day to produce 20 tons of textiles [3]. These discharges 
are highly contaminated with hazardous dyes and chemicals that exceed permissible 
limits, necessitating high-efficiency treatment technologies before discharging into 
water bodies. To this end, various methods have been investigated for removing 
dyes from industrial wastewater, such as coagulation, photo-degradation, nanofiltra-
tion, photocatalysis, adsorption, and cation-exchange membrane. Nevertheless, these 
techniques have limitations, including poor efficacy in removing various contami-
nants, high costs, large reagent requirements, and the production of toxic waste 
products that require safe disposal [4].
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Adsorption is considered one of the most versatile methods for removing dyes due 
to its simplicity, high removal efficiency, minimal secondary pollution, and ability to 
treat highly concentrated solutions [4, 5]. The most common application of adsorption 
is for removing colorants from industrial wastewater, using appropriate adsorbents. 
Adsorption is an effective and desirable alternative to traditional methods for treating 
industrial wastewater, especially when the adsorbent is readily available, inexpensive, 
and reusable. Many studies have investigated the use of industrial or agricultural 
waste materials as adsorbents, and the results have shown that these wastes have 
varying levels of adsorption capacity [6–8]. 

In recent years, the disposal of solid wastes has become a major environmental 
issue [9]. Coal fly ash (CFA) is a by-product of coal combustion that is primarily 
composed of unburned carbon, iron oxides, and aluminosilicate. It is commonly 
disposed of in landfills as an industrial solid waste [10]. To address this problem, 
researchers have explored alternative uses for CFA to ensure proper disposal, manage-
ment, and utilization. Despite some advantageous properties such as desirable particle 
size, large specific area, and metal oxy-ide components, CFA can be used as an adsor-
bent for industrial wastewater treatment [11]. To improve its adsorption character-
istics, physical and/or chemical methods can be used to increase its particle surface 
area, pore volume, and surface morphology. Treated fly ash has been successfully 
used as an economical adsorbent for the removal of dyes and heavy metals [12–16]. 

According to a report, fly ash can serve as an inexpensive adsorbent that efficiently 
removes toxic dyes with 99% effectiveness [4]. However, the required adsorption time 
of 1 h is longer than that of commercial adsorbents. To address this issue, several 
studies have been conducted to activate the fly ash using chemical methods that 
enhance its adsorption capacity and decrease the required contact time. For instance, 
treating fly ash with an acidic solution was found to increase its surface area from 13 
to 58 m2 g−1 [17]. Although previous studies have examined the ability of coal fly ash 
for dye removal, research on the direct dye adsorption technique onto coal fly ash is 
still limited. The novelty of this research is to improve the adsorption characteristics 
of coal fly ash by using a thermos-chemical treatment method to enhance its surface 
area and morphology and make it a cost-effective adsorbent for textile industrial 
wastewater treatment. 

This research directly contributes to several Sustainable Development Goals 
(SDGs). It aligns with SDG 6 by improving water quality and sanitation through the 
removal of pollutants from textile wastewater. Additionally, it supports SDG 9 by 
promoting innovation and sustainable infrastructure within the textile industry. SDG 
12 is addressed by reducing the environmental impact of textile production through 
responsible consumption and production patterns. Feasible targets and indicators 
include improving water quality, reducing pollution, and minimizing hazardous waste 
generation.
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2 Materials and Methods 

2.1 Preparation of Activated Fly Ash (AFA) 

Coal fly ash (CFA) used in this study was taken from a coal-based cement factory 
in eastern Egypt, which relies on coal as a source of energy in one of the production 
lines. The fly ash samples were taken into a 500 mL distilled water, the solution was 
stirred 4 h with speed 250 r.p.m at 25 °C for washing, filtered and left to dry at 120 °C 
for 24 h using a thermal furnace. In order to activate the raw fly ash, the samples 
were subjected to a microwave-chemical activation process. Fly ash samples were 
activated by dipping a 20 g of onto a 300 mL from HCl solution with concentration 
30%, then the solution was placed into a domestic microwave (frequency 2.45 GHz 
and power 600 W) for contact time 5 min. At the end of activation process the mixture 
was filtrated, washed using a distilled water and left to dry at 110 °C for 12 h (Fig. 1). 

The dye applied in the dyeing process was direct blue 78 (DB78), which has 
a maximum wavelength of 604 nm, a relative molecular mass of 1059.95, and a 
solubility of up to 10 g/L at 25 °C. This dye was selected due to its common use in 
the textile industry. The structure of direct blue 78 is depicted in Fig. 2. 
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Fig. 1 The preparation process of activated fly ash 

Fig. 2 The chemical structure of DB78 dye
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Fig. 3 Pilot plant used for wastewater treatment 

2.2 Sources of Wastewater 

In order to evaluate the AFA as a low-cost adsorbent and investigate its effect 
on chemical oxygen demand (COD), total dissolved solids (TDS), and biological 
oxygen demand (BOD5), a lab scale pilot plant consists of three stages (mixing, 
sedimentation and filtration) was designed as shown in Fig. 3. The influent wastew-
ater to the pilot plant was obtained from a wastewater collection sump in a textile 
factory—investment industrial zone—Port Said government—Egypt. 

2.3 Characterization of Materials 

The activated fly ash was diluted in water and ultrasonicated for 10 min in an ultra-
sonic bath at 5% (w/v). Model USC-1400 is one-of-a-kind (40 kHz of ultrasound 
frequency). The Malvern 3000 Zetasizer NanoZS was used to make the measurements 
(Malvern Instruments, UK). 

Prior to adsorption studies, the samples were degasified at 200 °C for 4 h then the 
surface area was measured in the presence of N2 adsorption at − 195.65 °C using 
surface area analyzers (Autosorb-l-C-8, Quantachrome, USA).
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FTIR studies for the used materials were observed using (VERTEX 80v vacuum 
FTIR Spectrometer, Bruker corporation, Germany). 

The surface morphology and porous micro-structure for materials samples were 
investigated by SEM analysis using (TESCAN MIRA-High Resolution scanning 
electron microscope, Tescan Essence company, Brno, Czech Republic). 

The chemical composition of coal fly ash was determined using XRF analysis 
(Axios advanced, Sequential WD_XRF Spectrometer, Panalytical 2005, Malvern, 
UK). 

Elemental analysis for samples were performed using field-emission scanning 
electron microscopy (TESCAN MIRA-High Resolution scanning electron micro-
scope, Tescan Essence company, Brno, Czech Republic) coupled with an energy 
dispersive X-ray (EDX) (Oxford instrument nano analysis detector, UK). 

3 Results and Discussion 

3.1 Characterization of Adsorbent 

3.1.1 Particle Size Distribution Analysis 

To investigate the impact of the activation process, size distribution analysis was 
conducted on fly ash particles, as shown in Fig. 4. The results showed that all RFA 
particles fell within a size range of 0.9–2.1 µm with an average size of 1.25 µm, 
while 13.65% of AFA particles fell within a size range of 0.1–0.3 µm with an average 
size of 0.25 µm. Moreover, 86.35% of AFA particles fell within a size range of 0.55– 
1.2 µm with an average size of 0.92 µm. This decrease in particle size was attributed 
to the erosion of fly ash particle surfaces caused by thermo-chemical treatment during 
the activation process. It has been reported that using fly ash with a small particle 
size and high surface area can enhance its adsorption capacity [18].

3.1.2 X-Ray Fluorescence (XRF) Analysis 

In order to investigate the chemical composition of RFA, the XRF analysis was 
conducted and the results showed that, The chemical compositions of RFA are 33.1% 
lime, 2.35% silica, 0.44% alumina, 0.04% titanium dioxide, 6.73% magnesium oxide, 
0.43% hematite, 3.41% sodium oxide, 8.42% potassium oxide, 3.59% phosphorus 
pentoxide, 2.22% sulfur trioxide, 2.61% chlorine and LOI (36.16%). Trace elements 
include MnO, NiO, CuO, ZnO, PbO and SrO as shown in Table 1.
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Fig. 4 Particles size distribution analysis

Table 1 XRF analysis results 
for raw coal fly ash sample Main constituents % weight 

SiO2 2.35 

TiO2 0.04 

Al2O3 0.44 

Fe2O3 0.43 

MgO 6.73 

CaO 33.14 

Na2O 3.41 

K2O 8.42 

P2O5 3.59 

SO3 2.22 

Cl 2.61 

LOI 36.16 

3.1.3 FTIR Analysis 

FTIR analysis was conducted on AFA before and after the adsorption process as 
shown in Fig. 5, to identify the primary peaks of minerals and organics. The FTIR 
spectrum showed nine main peaks with higher transmittance (%) at various wave 
numbers (cm−1). The first peak at 445 cm−1 indicated the bending of the Si-O-
Si bonds, while peaks 2–4 at 565, 605, and 711.6 cm−1, respectively, showed the 
stretching of the Si-O-Si and Al-O-Si bands. The fifth peak at 871 cm−1 indicated the 
loss of CaCo3, and peaks 6 and 7 at 1024 and 1400 cm−1, respectively, indicated the 
rise of Si-O-Si bond. Peak 8 at 1639 cm−1 indicated the presence of organic matter
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Fig. 5 FTIR analysis for activated fly ash before and after adsorption process 

(C=O carboxylate group), and the last peak at 3337 cm−1 indicated the strongly 
hydrogen bond Si-OH group and adsorbed molecules of water H-O-H bonds. The 
chemical structure analysis showed a difference in the FTIR spectra when comparing 
AFA with exhausted fly ash, indicating additional bonds resulted due to the accumu-
lation of dye molecules on AFA surface. These results suggested that the adsorption 
mechanism is chemical adsorption. 

3.1.4 Surface Morphology Analysis 

SEM analysis was conducted to examine the impact of activation process on RFA 
surface morphology. Figure 6 shows that raw fly ash particles have aggregated in 
irregular surfaces with a significant number of macropores and crevices of different 
sizes. The particles have unique size distribution and distinct shapes. The SEM image 
in Fig. 6a reveals that RFA particles have a rough surface with a constrained porosity 
structure. After activation process, the surface of the fly ash changed significantly, 
with a substantial improvement in the porous structure. The surface changed from 
being smooth to eroded and rough, and the particles became relatively smaller in size 
due to chemical degradation in the presence of acidic solution as observed in SEM 
image Fig. 6b.

3.1.5 XRD Analysis 

According to the diffraction curve obtained from X-rays for RFA with a particle size 
equal to or less than 75 µm, as shown in Fig. 7, it was discovered that the RFA
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(a) (b) 

Fig. 6 SEM analysis for a RFA and b AFA

Fig. 7 XRD pattern for RFA 

sample comprises a number of distinct crystalline peaks arising from the presence of 
minerals like quartz, mullite, hematite, and lime, as well as some amorphous phases 
that result from the formation of a stable glassy surface layer formed by quartz. This 
layer is characterized by an extremely strong intensity, as well as mullite. 

3.2 Textile Wastewater Treatment 

The experiments were conducted over a period of 15 days, divided into three separate 
runs. The first run, lasting for 3 days, involved starting the filter. The second and third



Textile Wastewater Treatment Using a Modified Coal Fly Ash … 319

Table 2 Chemical composition of industrial wastewater 

Pollutant Average dye 
concentration 
(mg/L) 

Average COD 
values (mg/L) 

Average BOD5 
values (mg/L) 

Average TDS 
values (mg/L) 

Second run 
analysis 

18.85 1312 126 2667 

Third run 
analysis 

19.50 1209 160 2306 

runs lasted approximately 6 days each, with the first and second weeks analysed 
separately. 

During the treatment process, industrial wastewater was mixed with an optimal 
dose of AFA until equilibrium conditions were reached. The fly ash particles exhib-
ited high efficiency in removing various adsorbates, including complex dyes and 
other dissolved solids. The adsorbates were transported from the liquid boundary 
layer to the surface of the particles, and then into the pores and micropores. This 
adsorbate movement was achieved due to the driving force created by the concen-
tration difference between the adsorbates in the liquid and on the surface of the 
particles. 

Once adsorption equilibrium was reached, the wastewater was subjected to a sedi-
mentation stage to remove the exhausted AFA particles from the treated wastewater. 
Finally, the treated wastewater was filtered using a sand filter to remove AFA fine 
particles with low sedimentation ability and to improve the elimination of other 
suspended solids. Table 2 shows the chemical composition of industrial wastewater. 

3.2.1 Effect of Treatment Process on Dye Removal 

Based on the second and third run analyses showed in Fig. 8, it can be concluded 
that the treatment process using AFA was effective in reducing the concentration 
of dyes in the industrial wastewater. The achieved removal efficiency for dyes was 
high, with an average of 89% in the second run and 86.5% in the third run. The AFA 
dose used in both runs was similar, with an average of 3.0 g/L in the second run 
and 3.1 g/L in the third run. The influent concentration values for dyes were slightly 
different between the two runs, with an average value of 19.3 mg/L in the second 
run and 19.7 mg/L in the third run. Overall, the results suggest that AFA can be used 
as an effective adsorbent for the removal of dyes from industrial wastewater with 
maximum capacity 5.73 mg/g.

3.2.2 Effect of Treatment Process on COD Removal 

Based on the second and third run analyses, the treatment process demonstrated a 
significant reduction in COD concentration of the industrial wastewater. The average
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Fig. 8 Effect of treatment process on dyes removal

removal efficiency for COD was found to be 85.4% and 83.3% for the second and third 
runs, respectively. The influent COD concentrations were found to be in the range of 
775–2226 mg/L and 781–1602 mg/L for the second and third runs, respectively. The 
effluent COD concentrations were significantly reduced and ranged from 82 mg/L to 
442 mg/L and 79 mg/L to 291 mg/L for the second and third runs, respectively. The 
average AFA dose used in both runs was 3.0 g/L and 3.1 g/L, respectively. Figure 9 
depicts the effect of the treatment process on the COD concentration values and 
removal efficiency.

3.2.3 Effect of Treatment Process on TDS Removal 

Based on the second and third run analysis, the influent TDS concentration values 
ranged from 986 to 3660 mg/L, with an average of 2667 mg/L in the second run, and 
ranged from 1165 to 3045 mg/L, with an average of 2307 mg/L in the third run. The 
effluent TDS concentration values ranged from 106 to 733 mg/L, with an average 
of 424 mg/L in the second run, and ranged from 164 to 744 mg/L, with an average 
of 447 mg/L in the third run. The average achieved removal efficiency for TDS was 
85.3% with an average AFA dose of 3.0 g/L in the second run, and 80% with an 
average AFA dose of 3.1 g/L in the third run. The effect of the treatment process on 
TDS values and removal efficiency is shown in Fig. 10.

The utilization of AFA can effectively reduce the concentrations of various pollu-
tants such as BOD5, COD, TDS and color in textile wastewater. The mechanism
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Fig. 9 Effect of treatment process on COD removal

Fig. 10 Effect of treatment process on TDS removal
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of pollutants adsorption onto absorbents can be explained by two basic concepts: 
intrinsic adsorption and coulombic interaction, which are influenced by the electro-
static energy between the adsorbent and adsorbate. The size of adsorbent particles 
and their specific surface area also affect the adsorption capacity. Increasing the 
specific surface area of an adsorbent increases its adsorption capacity, and this trend 
can be expressed as BOD5 > COD > TDS, which can be explained by solubility and 
diffusion mechanisms [19, 20]. 

4 Conclusion 

The use of AFA as an adsorbent for textile wastewater treatment has shown promising 
results. The thermos-chemical treatment of RFA significantly enhances its surface 
morphology and pore structure, thereby increasing its adsorption capacity. The pilot 
plant model, consisting of three stages (mixing, sedimentation, and filtration), effec-
tively reduces COD, TDS, and dye concentration values from influent wastewater. 
These results suggest that AFA has great potential as a low-cost adsorbent for the 
treatment of industrial wastewater. However, further studies are needed to optimize 
the operating parameters and investigate the feasibility of scaling up the process for 
commercial use. 

5 Recommendation 

This study on Textile Wastewater Treatment using a Modified Coal Fly Ash as a Low-
Cost Adsorbent has provided valuable insights into the potential of utilizing coal fly 
ash as an adsorbent for textile wastewater treatment. However, further research and 
development are recommended to advance this area of study and address certain 
aspects that remain unexplored. The following recommendations outline the future 
directions for this research: optimization of modification techniques: Investigate and 
optimize various modification techniques for coal fly ash to enhance its adsorp-
tion capacity, selectivity, and stability towards textile wastewater contaminants. This 
could involve surface modification methods such as chemical treatments, heat treat-
ments, and activation processes. Comparative studies should be conducted to evaluate 
the effectiveness of different modification approaches and their impact on the adsor-
bent’s performance. Furthermore, Perform a comprehensive life cycle assessment 
(LCA) to evaluate the environmental impact of the modified coal fly ash adsorbent 
compared to conventional treatment methods. Additionally, conduct an economic 
analysis to determine the cost-effectiveness of implementing the adsorbent in textile 
wastewater treatment plants. Consider factors such as adsorbent production costs, 
adsorption capacity, operational expenses, and potential revenue from recovered 
pollutants.
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Contrasting the Water Consumption 
Estimation Methods: Case of USA 
and South Africa 

E. A. Feukeu and L. W. Snyman 

1 Introduction 

Water is an essential component of any living being on earth and more than 65% 
of the human being is made of water. Water is incredibly important and vital for 
the human body. However, despite its influential importance to the wellbeing of the 
human being, because of its presence in many parts of the world, its preservation, 
storage, and management has been very well neglected in the past until the apparition 
of a fast desertification compounded with the global climate change pattern. This 
change of the climatic characteristics resulted in an unbalanced global water demand 
and supply system. These signals alerted the world on the essence of this vital, 
precious liquid (water). Thereafter, several worldwide actions and strategies have 
been setup to promote any action contributing to the preservation, maintenance, 
and protection of the planetarium eco-system. Based on the current statistics, the 
global water demand is expected to increase to 40% by 2030. Furthermore, under 
the “business-as-usual” approach, more water demand pressure is still ahead because 
the world’s population is predicted to reach 9.1 billion people by 2050 [1] from the 
current eight billion [2]. In view to contribute to the conservation of the water in 
the world, most action and activities related to the water daily usage guided by the 
water reticulation infrastructure must be well planned prior distribution to the water 
reticulation network. However, beside the technological and scientific advancement, 
a standardized and harmonised accurate estimation technique and prediction model
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is still a challenge nowadays. Most classical models in use till today for peak water 
demand calculation is some sort of improvement of the probabilistic model proposed 
by Hunter [3]. Water demand estimation is particularly important because it helps the 
water supply company to well plan future water demand forecast while maintaining 
lower operating cost. It was proved by Ghiassi et al. [4, 5] that good water demand 
estimation associated with optimal operation planning can result in a substantial 
saving amounting to a value of 25–30% of operating cost saving due to the reduction 
of the consumed electricity and the treatment inputs. Not only does good water 
estimation contribute to direct money saving, but it also helps reduce related water 
losses and thereby addressing the 6th Sustainable development goal of the United 
Nations 2030 agenda [1]. In general, an accurate water estimation method is a bit 
challenging because, numerous factors are involved in the calculation. Some most 
key factors include: the water pressure in the network, the losses in the system, the 
climatic conditions (temperature), the relative humidity and the precipitation, the 
size of the population, the price structure (residential, commercial, industrial, and 
public), the household income, size, and outdoor space [6–8]. 

In the field of on-demand water estimation, forecast and prediction, numerous 
works have already been published in the literature. A special case of Feed Forward 
architecture (FFNN) was improved to develop a Dynamic Artificial Neural Network 
(DAN2) in [4]. The DAN2 was thereafter used to predict daily, weekly, and monthly 
water demand forecast, and the result demonstrated the effectiveness and accuracy 
of the DAN2 in comparison to other methods such as Auto Regressive Integrated 
Moving Average (ARIMA) and ANN. It was also proved that an excellent adjust-
ment can be achieved even when only the water demand data are employed. This 
method proved to be efficient in performing water demand estimation for all time 
horizons. In [9], two types of Fuzzy Inference System (FIS): a Mandami Fuzzy Infer-
ence System (MFIS) and an Adaptive Neuro-fuzzy Inference System (ANFIS) were 
used to predict the time series of urban water demand. To evaluate the best forecast 
method, the performance of the two methods (ANFIS and MFIS) were analysed in the 
training and test stage of the water demand. All levels of threshold statistics employed 
in the study demonstrated the higher accuracy of the M5-ANFIS model over the M5-
MFIS model. The M5 model comprises a Fuzzy Inference System with five-month 
lags. Therefore, the results showed that the M5-ANFIS method is superior to the M5-
MFIS method for forecasting monthly demand series and can be applied successfully 
for predicting water consumption. Authors in [10] described and compared various 
methods for predicting water demand in a city in the south of Spain. The methods 
used were Support Vector Regression (SVR), FFNN employing the Error Back prop-
agation learning method, Projection Pursuit Regression (PPR), Multivariate Adap-
tive Regression Splines (MARS), and Random Forest (RF). In addition to these 
methods, researchers proposed a simple method based on the demand profile, using 
weighted results from exploratory data analysis (WPatt). The results obtained iden-
tified the SVR as the most accurate method, followed closely by the MARS, PPR 
and RF methods. In [11], a short-term water demand forecasting method based on 
the Markov Chain (MC) statistical concept was proposed. The proposal used two 
methods, one based on Homogeneous Markov Chains (HMC) and one based on
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Non-Homogeneous Markov Chains (NHMC). These methods were applied to three 
District Metered Areas (DMA) located in Yorkshire (UK), in order to predict water 
demands from 1 to 24 h later. Subsequently, the results were compared with the 
predictions of the two methods used as benchmarks (ANN, Naive Bayes). The results 
show that the HMC method provides more accurate short-term predictions than 
NHMC. Both methods provide probabilistic information on stochastic demand fore-
casting with reduced computational effort, as compared with most existing methods. 
Although most related works were conducted under a prescribed single standard or 
guidelines, there is still a considerable variance in term of achieving results especially 
while dealing with different standards. 

In an attempt to demonstrate the disparity which may exist in different model and 
standards, the work presented in this study contrast and analyse the inconsistency 
of the available water estimation methods presented in literature. Two applicable 
methods from two standards (USA and South Africa) are investigated in the study and 
compared to the recommended South African (SA) standard. The result exploration 
demonstrated that if the methods are used interchangeably, unreliable, and significant 
inaccurate result will occur over a long run. 

The remainder of this work is organized as follows; the methods exploration is 
presented in Sect. 2. The result discussion is presented in Sect. 3 and finally the 
conclusion in Sect. 4. 

2 Methods Exploration 

In order to explore the two selected methods used in the two countries, some prelim-
inary information related to the user’s daily water utilisation is required. Based on 
the user’s information gathered and consolidated from various sources [12, 13], a 
list of a 3 user’s daily activities requiring water as a main entrant are recapitulated in 
Table 1. This table summarises some activities performed by everyone several time 
in a week to keep its basis hygienic state in order. In all figures and tables, GPM 
stand for Gallon per Minute while LPM stands for litre per minute.

Making use of the information available from Table 1, considering the case where 
the shower, dishwasher and the laundry only work for a period of 1 h. The water 
consumption for each fixture is evaluated for the period of 1 h. Then total water flow 
rate for a period of 1 min was computed as 

FRemp =
(∑N 

i=1 Li
)

60 
(1) 

where Li  is the individual fixture water consumption over a period of 1 h and FRemp 

is the empirical water flow rate computation. 
After this step, an analytical flow rate calculation was evaluated using the Bernoulli 

equation. Since a Flow Rate (FR) describes how many cubic meters (in case of
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Table 1 Daily water activities 

Bathroom water use 

How many showers per day on average does each member of your household take? What is the 
average length (in minutes) of each shower? (10 min is average) 2-min shower = 20 l 
Washing dishes 

Do you wash your dishes by hand? If yes, how many times and for how long do you wash your 
dishes every day? Do you use a dishes washer to wash your dishes? If yes, for how long do you 
use a dishwasher every day? In general, 25 L of water are used per load of the dishwasher 

Laundry water use 

Do you wash your laundry by hand? If yes, how many times and for how long do you wash your 
laundry every day? Do you use a laundry washing machine to wash your laundry? If yes, for 
how long do you wash your laundry every day? In general, a new top loader washing machine 
use 50 L of water per load while the old one take 100 L of water per load

volumetric FR) or how many kilograms (in case of the mass FR) flow through one 
point of the pipe at a given time, since the FR is directly related to the pipe cross 
sectional size, for conformity [14], the pipe size of 15 mm was selected for this study. 

FR  = 3600πv

(
d 

2

)2 

(2) 

where v is the water velocity (m/s), d the pipe inner diameter (m) and FR  the water 
Flow Rate (m3/h). 

The South Africa (SA) water reticulation standard suggested the water velocity 
of 0.6, 1 and 1.5 m/s for the minimum, recommended and maximum water velocity 
in a SA reticulation system [15]. 

To conclude the investigation, the Exhaustive Enumeration Method (EEM) 
for automatic Water Demand Calculator (WDC) proposed by the USA’s special 
task group of the International Association of Plumbing and Mechanical Officials 
(IAPMO) was also employed to evaluate the water FR (Fig. 1).

The proposed WDC derivation builds upon the work performed by Hunter 
[3] and Wistort method [16] to propose a Zero-Truncated Binomial Distribution 
(ZTBD) which describe the conditional probability distribution of busy fixtures in 
any building, including single family homes. The IAPMO method makes use of the 
recommended probability fixture as well as the fixture FR depicted in Table 2 on its 
derivation.

Based on the water reticulation fixture of concern (dishwasher, shower, and 
laundry), the water FR was evaluated using the proposed EEM model of WDC 
developed by the IAPMO [17]. The WDC was downloaded and modified in line 
with our scenario.
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Fig. 1 Water demand calculator (WDC) [17]

Table 2 Recommended probability of fixture 

Fixtures Design P value (%) Maximum recommended design 
flow rate (GPM) 

Bar sink 2.0 1.5 

Bathtub 1.0 5.5 

Bidet 2.0 1.5 

Clothes washer 1.0 5.5 

Combination bath/shower 2.0 1.5 

Dishwasher 1.0 5.5 

Kitchen faucet 2.0 1.5 

Laundry faucet 1.0 5.5 

Lavatory faucet 2.0 1.5 

Shower, per head 1.0 5.5 

Water closet, 1.28 GPF gravity tank 2.0 1.5

3 Result and Discussion 

After running the WDC, the result in term GPM is depicted in Fig. 2; the total water 
consumed over a period of 10 h using the two prescribed methods and concept was 
computed and presented in Fig. 2.

This figure is made of three graphs named Empirical (Emp), Analytical (Ana) and 
Water Demand Calculator (WDC) representing the consumed water volume using
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Fig. 2 SA versus USA method comparison

Eqs. 1 and 2 and the IAPMO WDC, respectively. It is to note that the Analytic 
(Ana) was computed using the recommended SA standard velocity value of 1 m/ 
s as suggested in [14]. Looking at this figure, it can be observed that at the first 
running hour, the difference between the three different curves is not really percep-
tible. However, as the running time increase, it becomes obvious that a considerable 
discrepancy exists between the three graphs. This deviation in value just over 10 h of 
utilisation demonstrates the incoherence and the complexity faced by the any person 
or entity who is trying to theoretically estimate the customer water consumption and 
prediction. To further clarify and evaluate this calculation discrepancy, Table 3 was 
populated with the corresponding values. In this table, it can be noticed that although 
the difference in terms of FR calculation is less than 3% in all cases at the first 
minute, if evaluated over long run hours, a very important deviation can be observed 
especially in terms of consumed water volume where a difference of up to 1800 L 
is clearly perceptible. If after only 10 h of operation this type of discrepancy can be 
observed, what about 24 h, a month, and a year of operation! It became obvious and 
evident that continuing using mixture of methods for future water provision is really 
misleading and prone of significant inaccuracy and errors. The main problem here 
is that beside all underline theories used to perform the water estimation, there isn’t 
any realistic mean or criteria which can allow one to certainly confirm the accuracy 
of any of these three methods without proper physical direct measurement of the 
consumed water with a calibrated system. This result also raises the concern of the 
water reticulation standard conversion between the South Africa (SA) and the USA. 
In the USA, the correct prediction will be that achieved with the WDC (WDC) while 
in SA the correct prediction will be the recommended (Ana). The lesson here is that 
none of the method is false because they are all based on solid fundamental water 
measurement theory. But the problem only arises when instead of performing all 
measurements using the same concept or methods, a variety of methods are used
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Table 3 Comparative discrepancy 

Volume (L) after 10 h Flow rate (LPM) Discrepancy against Ana (%) 

WDC 43,721 13.248 24.96 

Emp 40,590 12.3 16 

Ana 34,989 10.6 0 

Bold indicates the comparative results of the two methods 

interchangeably. It is obvious that this type of problem is not only perceptible in 
water environment. However, in other engineering field, there is a standardisation 
and harmonisation which helps minimise the error when a variety of methods are 
used to estimate a certain quantity of product, material, or resources. But in water FR 
estimation environment, consistency is a key for a successful prediction. The same 
method needs to be used throughout in order to expect reliable result. 

4 Conclusion 

This work demonstrates the complexity and the challenge faced by the Water Supply 
Company, entity or individual during estimation and prediction of a possible water 
provision. The work makes use of the available data and information to estimate the 
total water consumed by a group of three fixtures using SA and USA standard. All 
methods, calculation and derived results were based on well-known water estimation 
concepts and theories. However, the result obtained after a long simulation period of 
10 h proved that as the running time increases, the discrepancy between the obtained 
results also increases considerably. As a result of this effect, it was suggested to stick 
to one method throughout and use it consistently in order to expect reliable end-result. 
The study also demonstrates that if different standards originated from different 
countries are used interchangeably, a high probability of error and misleading results 
can be obtained in the absence of the un-calibrated water measurement device. 

Future work will consider investigating and developing a conversion curve or 
coefficients to enable any user to work in both standards interchangeably. 
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Sustainability Research at Port Said 
University Towards the Achievement 
of the Sustainable Development Goals 

Mohamed M. Elsakka, Mohamed Bassyouni, Rawya Y. Rizk, 
and Ayman M. I. Mohamed 

1 Introduction 

Port Said University (PSU) pays great attention to research aimed at fulfilling Sustain-
able Development Goals (SDGs). The SDGs represent a set of 17 global goals that 
have been adopted by the United Nations since 2015. These goals aim to protect 
the planet and end poverty in addition to ensuring prosperity for all. Figure 1 illus-
trates the 17 sustainability goals of the United Nations, also known as SDGs. Figure 2 
presents an illustration of the University’s contributions towards the SDGs. However, 
this paper shed more light on the research aspects of the PSU contributions towards 
the achievements of the SDGs. Although the SDGs appear to be distinguishable, the 
majority of the SDGs have a significant and strong correlation with the other SDGs 
[1]. For example, SDG 1: Poverty elimination and SDG 3: Good health and well-
being (SDG 3) show synergetic relationships with the majority of the other goals. 
Also, SDG 7: Affordable and clean energy provides strong support to some other 
SDGs, particularly, SDG 1: No poverty, SDG 2: Zero hunger, SDG 3: Good health and
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well-being, SDG 8: Decent work and economic growth, and SDG 13: Climate action 
[1]. Although sustainability action has been active since the United Nations (UN) 
Sustainable Development Goals were announced in 2015, the COVID-19 pandemic 
has been found to threaten the global commitment to 2030 sustainable development 
[2]. SciVal [3] is an evaluation tool provided by Elsevier that assists in visualizing the 
organization’s research performance and benchmarking it relative to peers in addi-
tion to identifying and analyzing emerging research trends. SciVal can also be used 
to provide data-driven insights to evaluate research and monitor research progress. 
In this paper, the SciVal database is utilized to assess the sustainability research at 
PSU toward the Achievement of Sustainable Development Goals. Figure 3 presents 
a comparison between the worldwide research contribution to sustainable develop-
ment and the specific contributions from the PSU based on SciVal database [3]. It 
is observed that PSU has produced impactful world-leading research outputs in the 
fields of SDG 6: Clean water and sanitation, SDG 7: Affordable and Clean Energy, 
and SDG 14: Life below water. Figure 4 illustrates the number of research papers 
and the Field-Weighted Citation Impact for PSU publications for each SDG. It is 
depicted that SDG 3: Good Health and Well-being acquires the highest number of 
publications. However, the research output in SDG 5: Gender equality and SDG 13: 
Climate action has the highest citation impact.

Port Said University acknowledges that scientific research has played a crucial 
role in accomplishing these SDGs through the development of knowledge and solu-
tions that would influence real-life practices and policies. This paper provides a 
deeper insight into the recent research progress at PSU towards the fulfillment of the 
emerging SDGs while highlighting some of its key achievements and initiatives. 

2 Sustainable Development Goals in Port Said University 

Achieving the Sustainable Development Goals (SDGs) is a complex and multi-
faceted task. Leaders, researchers, instructors, students, and employees at PSU have 
worked together toward achieving the SDGs. Strategies that PSU has employed 
towards the SDGs included:

1. Integration of SDGs into PSU policies: the SDGs were integrated into PSU’s 
policies, including strategic plans, academic programs, and research agendas 
leading to create a culture of sustainability throughout the institution. 

2. Collaborative research: PSU engaged in collaborative research with other local 
and international institutions, and organizations to address the challenges posed 
by the SDGs. This collaboration included research on sustainable development, 
climate change, clean water, and other related topics. 

3. Community engagement: PSU has engaged with its local communities to promote 
sustainable development. It involved working with community organizations, 
local governments, and businesses to address local sustainability challenges.
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Fig. 1 An illustration of the 17 sustainability goals of the United Nations

4. Curriculum development: PSU has developed curricula in several programs 
that focus on sustainability and the SDGs including courses in environmental 
engineering, sustainable development, and social entrepreneurship. 

5. Sustainable campus practices: PSU has implemented sustainable practices on its 
campuses, such as reducing energy and water consumption, promoting recycling 
and waste reduction, and promoting sustainable transportation options. 

6. Capacity building: PSU has engaged in capacity-building activities to help 
communities build the skills and knowledge needed to achieve sustainable 
development. This strategy includes training programs, workshops, and other 
educational activities. 

One key strategy is to integrate the SDGs into institutional policies. This can 
involve developing a sustainability plan that outlines specific targets and goals for 
the institution to work towards. For example, PSU has developed a Sustainability 
Strategy that sets out specific targets for reducing carbon emissions, increasing energy 
efficiency, and low-cost production of desalinated water. 

In addition to developing a sustainability plan, PSU has also incorporated the 
SDGs into its academic programs and research agendas. This can involve developing
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Fig. 2 University contributions towards the SDGs 

Fig. 3 A comparison between the worldwide research contribution to sustainable development and 
the specific contributions from the Port Said University based on SciVal database [3]
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Fig. 4 An illustration of the number of research papers and the field-weighted citation impact for 
Port Said University publications for each SDG based on SciVal database [3]

new courses and programs that focus on sustainability and the SDGs, as well as 
conducting research on topics related to sustainable development. For example, the 
Faculty of Engineering at PSU has several courses covering SDGs studies such as 
Water treatment and desalination, fuel and combustion technology, air pollution and 
treatment, renewable energy technology, and environmental management systems 
that allow students to explore environmental and sustainability issues across a range 
of disciplines. 

Community engagement is another key strategy for PSU to achieve the SDGs. 
This involved working with local communities to identify sustainability challenges 
and develop solutions that are tailored to the specific needs of the community. For 
example, PSU has established a Community Engagement and Outreach that works 
with local communities for medical examinations and COVID-19 tests. 

Sustainable campus practices are also an important strategy to achieve the SDGs. 
This can involve reducing energy and water consumption, promoting sustainable 
transportation options, and implementing waste reduction and recycling programs. 
For example, PSU has a Sustainable Energy Initiative that aims to reduce the univer-
sity’s energy consumption through a combination of energy efficiency measures and 
the use of renewable energy sources. 

Finally, capacity building is another important strategy to achieve the SDGs. This 
involved providing training and education programs to help communities build the 
skills and knowledge needed to achieve sustainable development. For example, PSU 
has a Centre of Excellence in water desalination that provides training and support 
to educators and students on topics related to clean water and energy (SDG 6 and 
SDG 7).
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2.1 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 1 

Port Said University contributed to reducing the poverty (SDG 1) by providing educa-
tion and training opportunities to individuals living in poverty or at risk of poverty. 
By offering affordable and accessible education, the university helped the commu-
nity acquire the skills and knowledge they need to improve their economic situation 
and lift themselves out of poverty. Ibrahim et al. [4] studied the impact of a mother 
education programme at PSU on her knowledge and practices related to the preven-
tion of sudden infant death syndrome (SIDS). They found that more than 75% of the 
mothers had little to no knowledge about SIDS before the programme. Furthermore, 
prior to the training, almost half of the moms had an unacceptable level of SIDS 
prevention practice. After completing the program, the majority of them had enough 
knowledge and practice levels. 

In addition to education, PSU also supported SDG 1 by engaging in research and 
development activities that focused on poverty reduction. This included studying the 
causes and impacts of poverty, developing innovative solutions to alleviate poverty, 
and working with local communities and organizations to implement poverty reduc-
tion initiatives. Furthermore, the university can also promote sustainable develop-
ment practices that contribute to poverty reduction, such as promoting sustainable 
agriculture, energy efficiency, and access to clean water and sanitation. By taking a 
holistic approach to poverty reduction and promoting sustainable development, PSU 
can contribute to achieving SDG 1 and creating a more equitable and prosperous 
future for all. 

2.2 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 2 

Overcoming hunger and providing practical solutions to avoid hunger and supply 
sufficient amounts of food are crucial for the welfare of human beings, many 
researchers at PSU introduced solutions to face hunger fulfilling SDG 2. Selim 
et al. [5] investigated the results of the COVID-19 lockdown on small-scale farms 
in the North-eastern Nile Delta. They found that the income of small farm owners 
decreased to some extent. If smart irrigation was adopted, a considerable amount of 
water would be saved, but the farmers couldn’t afford to use this technology despite 
this technology having a positive impact on crop productivity. Suleiman et al. [6] 
examined ethanol extract as a biocontrol agent to eliminate post-harvest diseases 
of potatoes and tomatoes. As plant diseases are considered a major threat to global 
food security, El-Saadony et al. [7] investigated the challenges and the mechanisms 
of plant growth microorganisms as a biocontrol agent to resist plant diseases. The 
authors proved that these microorganisms were efficient from an economic perspec-
tive besides suppressing plant diseases producing inhibitory chemicals as immune
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responses in plants to resist phytopathogens. Shahda et al. [8] studied if skyscrapers 
integrated with vertical farming could solve the environmental and social issues 
that appeared as result of COVID-19. Results showed that skyscrapers integrated 
with vertical farming could be considered as closed ecosystem securing food and 
improving air quality. It also helps in improving physical and psychological health 
in addition to reducing greenhouse emissions. Eltarabily et al. [9] investigated the 
possibility of using groundwater for irrigation in El Moghra, Egypt. They recom-
mended planting highly salt-tolerant crops and short intervals between irrigations 
were important to ensure wet soil and avoid soil dryness. 

2.3 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 3 

By targeting a healthier life for Egyptian citizens, the researchers at PSU highlighted 
health care and well-being research with active research studies that aims to fulfil 
the SGD 3. Megahed et al. [10] evaluated the effect of building design on indoor air 
quality. COVID-19 pandemic showed how poor air quality could amplify airborne 
viruses effects, so the authors thought that air quality must be considered when a 
building is designed in the future as it didn’t be a luxury parameter anymore. Refat 
et al. [11] investigated new drug therapy for pulmonary dysfunction and ameliorate 
glucometabolic control in diabetes mellitus. Results showed that the potential of a 
combination therapy with MSCs and Q/Zn. Better insulin secretion and decreased 
cellular inflammation were achieved by using the combination rather than using 
each drug alone. Therapy was promising in mitigating the symptoms of COVID-19. 
Elmaaty et al. [12] revised some glucocorticoids activity as a potential inhibitor of 
SARS-CoV-2 main protease. Results showed some glucocorticoids had priority over 
others for inflammation treatment accompanied by COVID-19. 

2.4 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 4 

Enhancing education quality is considered the key to success and progress. High-
quality education always assists in forming brilliant and creative future generations. 
Many researchers at PSU directed their efforts for education development fulfilling 
SDG 4. Abdulaal et al. [13] compared dynamic and non-dynamic assessments and 
how they influenced EFL learners. They concluded dynamic assessments improve 
the listening and reading skills of the learners. Megahed et al. [14] investigated the 
influence of Ai empowered education in engineering. The study provided a vision 
about how AI could affect the educational processes. Hosni et al. [15] provided a 
virtual learning environment with different learning styles. It recommended study
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materials depending on the student education field. Megahed et al. [16] studied the 
transformation from traditional learning to e-learning and focused on the e-learning 
ecosystem to build sustainable education to face crises such as COVID-19. 

2.5 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 5 

Port Said university has shown its commitment to SDG 5 at both research, education, 
and administration levels. The university believes in the importance of promoting 
gender equality and empowering all women and girls. Zahra [17] discussed the vision 
of UNESCO to promote the dimensions of global citizenship in education. One of the 
goals of global citizenship education according to the 2030 agenda is emphasizing 
gender quality in education as there is gender disparities in the education system and 
girls had fewer opportunities to complete their education. During the investigation 
of human capital upgrading in the Suez Canal region, Biltagy et al. [18] found there 
was a lack of gender gap in the educational profile of the region. The number of 
women unemployed is remarkably high as men’s employment rate is about three 
times women’s employment rate. Elsayed et al. [19] studied women empowering 
effect of high education. They found that women’s empowerment had a positive 
effect on labour market outcomes, especially for women. Well-educated women had 
chances to get married to better-educated men leading to getting empowered in their 
households. 

2.6 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 6 

The SDG 6 concerns about Clean Water and Sanitation, the researchers at PSU have 
been active in investigating novel methods for wastewater treatment for domestic 
and industrial usage. Several types of membranes were fabricated from nano-based 
materials for water purification [20–24]. They evaluated the performance of the 
membranes and their fouling resistance. They found that nanosilica/PSF membrane 
resisted fouling and its tensile force was tolerant. Amin et al. [25] conducted an 
experimental study to investigate the motion response of a floating desalination plant 
powered by wind turbines. Experimental results were obtained for two models with 
and without the turbine to understand the motion behavior of the two models and 
study the possibility of using different types of wind turbines for the same plat-
form. Elhenawy et al. [26] investigated a desalination module with a corrugated feed 
channel with a new air gap membrane. The experiment was conducted to evaluate 
the performance of the module with the two new feed channels and the effect of 
the new channels on the thermal boundary of the membrane sheet. Rizk et al. [27]
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investigated the effect of heavy metal contamination in the aquatic ecosystem in 
lake Nasser. They found that the quality of lake Nasser water was excellent, and the 
dissolved metals were absorbed by the sediment, so water quality was preserved. 
Elwakeel et al. [28] investigated the performance of beach bivalve shells to absorb 
methylene blue from aqueous solutions Elgarahy et al. [29] reviewed heavy metals 
and organic dyes removal by biomaterials due to their low cost and eco-friendly. 

Several studies have utilized the state-of-the-art Computational Fluid Dynamics 
(CFD) simulation for the design and optimization of water channels [30, 31]. Amin 
et al. [31] designed an anoxic bioreactor based on computational fluid dynamics in 
the wastewater treatment plant. They compared three different models to find the 
optimum design. They found the orbital bioreactor had the optimal design as it drove 
the flow field with more uniform flow patterns at variance with the other designs. El-
Sayed et al. [32] investigated a novel nanomaterial for toxic substances removal. The 
new material had rapid adsorption properties and the maximum capability was 79.20 
mg/g. Elhady et al. [33] treated oily wastewater using a polyamide thin film composite 
membrane. Oily wastewater with a 99% concentration could be improved by about 
99%. Eltarabily et al. [34] modeled groundwater found in agriculture watersheds 
under variable conditions of charging and discharging for a quaternary aquifer located 
in the eastern Nile Delta. 

2.7 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 7 

Numerous researchers at PSU have dedicated their efforts to developing new ways 
to provide affordable and clean energy fulfilling SDG 7. The majority of energy 
research focuses on solar photovoltaics and wind turbine. However, there is an 
increasing research interest in green hydrogen and fuel cells. Green hydrogen produc-
tion recently become one of the most attractive research topics in the continuous 
efforts to mitigate the alarming climate change. Elgarahy et al. [35] carried out a 
critical review regarding the production of hydrogen from wastewater. Their review 
has been extended to cover the storage, economical evaluations, and applications 
of hydrogen produced from wastewater. They expected that hydrogen production 
will be economically competitive and that the cost of hydrogen production will fall 
after 2030 [35]. In light of the increasing attention towards green hydrogen, fuel 
cell technology is very important as a primary device to convert hydrogen directly 
to useful electricity. Albaz et al. [36] investigate the performance of Polymer Elec-
trolyte Membrane (PEM) fuel cells. They found that the Deterministic Particle Swarm 
Optimization (DPSO) technique has an outstanding performance in capturing the 
maximum power point and this enables maximizing the electricity generation in fuel 
cells [36]. 

Photovoltaic (PV) panels have excellent potential in providing affordable and 
clean energy for everyone [37–39]. It is expected to be the major energy source
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in the future energy mix [40–42]. However, large PV systems suffer from some 
issues regarding partial shading [43] and non-uniform aging [44]. Khalifa et al. 
[45] investigated the performance of several bio-inspired algorithms in order to 
track the maximum power point of PV arrays at several partial shading conditions. 
Their investigations concluded that the Cuckoo Search (CS) algorithm has a superior 
performance in terms of accuracy and short convergence time [45]. Yosry et al. [46] 
carried out a detailed experimental investigation that aimed to design and charac-
terize a small-scale low-speed tidal turbine. The additive manufacturing technique 
is utilized for prototyping. They concluded that increasing the blockage ratio leads 
to a significate increase in the power coefficient [46]. Concentrated PV systems aim 
to focus the solar irradiance onto a solar cell by means of a set of optical compo-
nents and this increases the energy produced from the solar panels while rising some 
challenges regarding the cooling of the panels. Several experimental investigations 
were carried out to improve the performance of high and ultra-high concentrator PV 
systems [47–49]. 

Egypt has limited regions with very good wind speeds in which large wind turbines 
have been installed. However, there is a need to develop new wind turbines that can 
work effectively in locations with low and moderate wind speeds. Several investiga-
tions have been conducted to investigate the aerodynamics of wind turbines [50, 51]. 
Gharib-Yosry et al. [52] evaluated the applicability of the Darrieus turbine in urban 
environments by carrying out experimental investigations in both the wind tunnel and 
the water current channels. They found that the blockage corrections are essential 
for the experimental data from confined test sections. Elsakka et al. [53] carried out 
a response surface optimization study in order to select the optimal design for small-
scale vertical axis wind turbines at low and moderate wind speeds. The optimization 
study leads to an improvement of about 34.5% in the power coefficient in contrast 
with the initial design. 

Due to the continuous increase in renewable energy utilization, there is an 
increasing interest in energy storage research. Amer et al. [54] investigated the 
effects of the number of fins on the performance of thermal energy accumulator 
units using the computational fluid dynamics numerical simulations. Furthermore, 
the researchers at PSU are actively investigating novel techniques for improving 
the energy efficiency in wireless sensor networks [55, 56], LTE-advanced networks 
[57, 58], computation offloading algorithm in industry 4.0 [59] and Joint channel 
assignment and power allocation [60]. 

2.8 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 8 

Decent work and economic growth are the main targets of SDG 8. Protecting workers’ 
rights and fostering safe and secure workplaces for all employees, including those in 
precarious jobs and migratory workers, particularly women migrants are one of the
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most important pillars in achieving SDG 8. Abuwarda et al. [61] developed wear-
ables to monitor workers’ fatigue. The previous scheduling algorithms physiological 
factors of humans led to unrealistic schedules. This work provided monitoring phys-
iological changes of workers during their work allowing them to set their activities 
up according to the collected data. 

2.9 Recent Progress in PSU Research Towards 
the Fulfillment of SDG 9 

Port Said University has been encouraging research seeking to find ways for sustain-
able industry. Various research investigated how to improve access to modern energy 
services and establish sustainable transport systems. Moshiri et al. [62] introduced 
a smart production system for the process chain to manufacture small lot size 
tooling. The production line of the proposed system was fully digitized. The system 
provided full traceability and flexibility. Salama et al. [63] developed industrial 
internet of things solution to monitor various manufacturing processes such as the 
nozzle temperature and filament runout. Charles et al. [64] used machine learning to 
develop additive manufacturing processes. The system guaranteed high quality of the 
printed products and efficient resource usage by preventing loss of material caused 
by defected parts. Mohsen et al. [65] introduced three models to recognize the daily 
activities of humans. The most accurate model was the combined long short-term 
memory and convolutional neural network with an accuracy of about 97%. Elkaseer 
et al. [66] investigated the effect of specified parameters that could affect the part 
quality and resource usage efficiency. Results showed that part quality decreased 
with increasing thickness layer as it spread out. 

In addition, the temperature had a remarkable effect on the dimensional errors as 
it regulated the used material viscosity. Also, high printing speed led to inaccurate 
deposition of the material. Bayomie et al. [67] introduced a new model of the crude 
distillation unit. They adopted a pinch analysis technique to assure heat transfer with 
high efficiency. The proposed system reduced CO2 emissions by 45%. Ibrahim et al. 
[68] investigated the improvement of combustion characteristics using an industrial 
air-blast atomizer. Alhajri et al. [69] introduced a new concept for designing heat 
recovery systems by relating heat duty to the heat exchange area. They found that 
a system with a high Q/A value -which is the new parameter- transfers heat more 
efficiently. Tayeb et al. [70] introduced a new sustainable material used in oil spill 
removal. However, rice straw was an agricultural waste, the authors proved that it 
could be used for oil removal with an efficiency reached 94.7%. Another study was 
conducted for noise reduction. The KNN-KF algorithm was suggested to improve 
the accuracy of data streams from Industrial Internet of Things (IIoT) sensors in 
cloud storage and fog node architecture [71].
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2.10 Recent Progress in PSU Research Towards 
the Fulfillment of SDG10 

Fulfilling SDG10, researchers at PSU are pursuing their research studies aiming to 
reduce social and economic inequality based on religion or sex. Mohamed et al. [72] 
investigated the relationship between the nurses’ gender and their perception of orga-
nizational justice at selected hospitals in Port Said. They found no significant effect 
of gender on the nurses’ perception of organizational justice. Mohamed et al. [73] 
studied how urban planning could affect the social sustainability of the residential 
neighborhood. Considering Salam’s new city as a case study, they found that social 
interaction improved by 48% from the base case. 

2.11 Recent Progress in PSU Research Towards 
the Fulfillment of SDG11 

Citizen’s safety and comfort are major concerns according to SDG11. Researchers at 
PSU have conducted several studies on sustainable cities and communities that serve 
to fulfil SDG11. Eltarabily et al. [74] developed a model to evaluate groundwater 
resources in Western Nile Delta and Examine variable management alternatives in 
the region. Elqattan et al. [75] employed a PV system to drive system used to cool 
pavement to improve outdoor climate, hence reducing energy consumption in build-
ings. Abdelmohsen et al. [76] conducted a study to optimize highway work zones to 
reduce traffic crashes and provide safety to individuals. Elrayies [77] discussed the 
role of microalgae in obtaining green buildings. The author summarized the chal-
lenges in obtaining these buildings as high capital cost and the positive impacts of 
these buildings as reducing greenhouse emissions, improving air quality, and water 
treatment. The VANET, also known as the Vehicular Ad hoc NETwork, has been 
utilized to create Intelligent Transportation Systems (ITSs) with a fast and ever-
changing network structure. The outcomes of simulations verify that the suggested 
protocol effectively handles both Vehicle to Vehicle and Vehicle to Infrastructure 
scenarios. Moreover, it significantly enhances the packet delivery ratio and reduces 
delays, while maintaining an acceptable level of overhead and number of hops across 
all vehicles [78]. Other studies showed that navigation in a vehicular ad hoc network 
(VANET) is used today to provide communications between nearby vehicles and 
between vehicles and fixed infrastructure on the roadside as well as to provide road 
safety, driving comfort, and infotainment due to the rapid growth of technology 
involved in smart city networks [79, 80].
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2.12 Recent Progress in PSU Research Towards 
the Fulfillment of SDG12 

The university encouraged research to investigate new approaches for responsible 
consumption and production to reduce waste and eliminate pollution which fulfilled 
SDG12. Aboelazayem et al. [81] investigated waste cooking oil conversion into 
biodiesel. The produced diesel matched the standards of biodiesel providing a solu-
tion for sustainable biofuel production. Eladl et al. [82] proposed an optimization 
model for dispatch for multi energy power sources. Taha et al. [83] experimentally 
studied biochar usage in the industrial field by employing biochar for pollutants 
removal from phosphoric acid. 

2.13 Recent Progress in PSU Research Towards 
the Fulfillment of SDG13 

Reducing greenhouse emissions by having cleaner energy resources was extensively 
investigated by researchers at PSU. All these efforts sought to face climate change 
and fulfill SDG13 [84, 85]. Moneim et al. [86] investigated a new approach to obtain 
hydrocarbon gases from solid agriculture waste especially rice straw. They did an 
optimization analysis to find the proper operating condition that provided the lowest 
possible cost. The findings revealed that the optimum operating temperature was 
250 °C which allowed proper gas composition with the highest rate of gas production. 
Eloffy et al. [87] studied the conversion of biomass into hydrogen. They evaluated 
the feasibility of the production of hydrogen and found the optimum operation by 
optimizing the main parameter that controlled the hydrogen production. Nabil et al. 
[88] examined CO2 with water conversion into fuel using a continuous-flow photo-
chemical reactor. Various catalysts are tested and compared in the performance of 
the reduction process of CO2. 

2.14 Recent Progress in PSU Research Towards 
the Fulfillment of SDG14 

Aiming to protect aquatic systems and ensure sustainable use of marine resources, 
PSU has numerous pieces of research in this field fulfilling SDG14. Awad et al. [89] 
investigated the effect of acidification on the grooved carpet shell clam. They found 
that there were no recent threats to the organism despite the current level of acidifica-
tion of the Mediterranean Sea. They concluded that risk assessment will be important 
in the future to assure that the organisms can adapt to the incoming climate changes. 
Al-Zaydi et al. [90] carried out an experimental study to treat contaminated water 
with ultrasound. This innovative method treated water contaminated by polycyclic
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aromatic sulfur hydrocarbons such as benzothiophene. These hydrocarbons were 
common impurities in water because of the oil industry. This method could convert 
the pollutant into small chain pollutants and less harmful pollutants allowing more 
efficient treatment. Abu El-Regal et al. [91] conducted an investigation discussing 
the first time when the Schindler’s fish was recorded in the red sea. Shaltout et al. 
[92] described plant diversity in the coastal lakes of Egypt. Nevertheless, the area of 
the lakes is about < 0.003 of the total area of Egypt, they are considered the most 
important hot spots for the Egyptian flora. Elgarahy et al. [93] published a review 
shedding the light on microplastic and its effect on the aquatic environment. The 
authors studied the interaction between microplastic waste and aquatic organisms 
and how it could accumulate through the chain of food affecting both the aquatic 
ecosystem and humans. 

2.15 Recent Progress in PSU Research Towards 
the Fulfillment of SDG15 

SDG15: life on land: this goal aims to protect and promote sustainable use of terres-
trial ecosystems and manage combat desertification. The researchers at PSU carried 
out several studies aiming at fulfilling this goal. Abdelhady et al. [94] ranked selected 
invertebrate fossils Stratigraphically. Results showed the Jurassic ammonite had the 
lowest species duration meanwhile the benthic foraminifers and bivalves had longer 
species durations. Assaeed et al. [95] studied the mechanisms of invasive species to 
control them in the arid ecosystem. Results showed that the aboveground phenolog-
ical features such as plant height, leaf dry mass and leaf area reached their highest 
value in the wadi channels while the lowest values were attained in the mountain 
ranges. Yahia et al. [96] studied the intraspecific differences in functional and molec-
ular traits of near-endemic Onopordum alexandrinum Boiss. in anthropogenic and 
natural habitats along the Western Mediterranean coast of Egypt. The results indi-
cated that plant functional traits related to high rates of growth occurred in populations 
located in abandoned fields and rich soil resources. 

2.16 Recent Progress in PSU Research Towards 
the Fulfillment of SDG16 

For promoting development and providing justice for all, the university promotes 
research practices to ensure public access to information and sustainable development 
fulfilling SDG16. Abdou et al. [97] discussed the relationship between earnings 
management and corporate governance. The authors concluded that firms had low 
earning management if they had larger boards in Egypt. Governance quality had a 
major effect on earnings management.
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3 Conclusions 

The United Nations SDGs have been adopted by the researchers at PSU in their 
endeavors towards pursuing their intensive sustainability research activities. This 
paper provides a deeper insight into the recent research progress at PSU toward the 
fulfillment of the emerging SDGs. The SciVal database has been found as a powerful 
evaluation tool for visualizing the university research performance. In this paper, 
the data provided by SciVal has been utilized to analyze sustainability research at 
PSU. It is observed that some of the SDGs are in a strong correlation with the other 
SDGs. Based on this review of the sustainability research at PSU, it is concluded 
that PSU has delivered world-leading research outputs in the fields of SDG 6: Clean 
water and sanitation, SDG 7: Affordable and Clean Energy, and SDG 14: Life below 
water. Furthermore, it is depicted that SDG 3: Good Health and Well-being acquires 
the highest number of publications from PSU. Also, the research output in SDG 
5: Gender equality and SDG 13: Climate action has the highest citation impact. 
It is concluded that the researchers at PSU have carried out substantial efforts in 
the research topics related to SDG 2 to SDG 16. However, there are still areas for 
potential improvement, such as SDG 1: and SDG 17: in which the researchers at 
PSU need to put more effort. 

4 Recommendations 

It is recommended to utilize the SciVal database for evaluating the university sustain-
ability research. For researchers at PSU, it is recommended to put more efforts on 
the research topics related to SDG 2 to SDG 16. 
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An Overview of LCA Integration 
Methods at the Early Design Stage 
Towards National Application 

Sally Rashad Hassan , Naglaa Ali Megahed , 
Osama Mahmoud Abo Eleinen, and Asmaa Mohamed Hassan 

1 Introduction 

The construction sector is responsible for 36% of final energy consumption and 
39% of energy-related greenhouse gas (GHG) emissions in 2018, 11% of which 
came from the production of building products and materials [1]. It is also in charge 
of 40% of natural resource depletion and 25% of waste generation [2]. Therefore, 
the architecture, engineering, and construction (AEC) sector started to adopt strate-
gies, methodologies, and technologies that minimize these percentages and promote 
sustainable development [3–8]. 

The life cycle assessment (LCA) is a methodology that evaluates the environ-
mental impact of a process or product over its entire life cycle [9] and has lately proven 
its reliability in the construction field. Integrating LCA in the early design stage can 
support the decision-making process and enable designers and stakeholders to deter-
mine the building’s shape, components, materials, and features based on scientific 
methodology measuring the environmental impact. Research interest in that field 
is growing and presenting frameworks, methodologies, approaches, and tools. The 
UN’s Sustainable Development Goals (SDGs) can be reinforced by integrating LCA 
into the design process. That possibly contributes to at least four SDGs; Sustain-
able Cities and Communities, Responsible Consumption and Production, Climate 
Action, and Affordable and Clean Energy. The presented study is driven by research 
questions as follows:

• What is the situation in Egypt regarding LCA studies?
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• What are the current methods used to integrate LCA at the early design stage and 
how it is implemented? 

This paper aims to present an overview of studies and attempts regarding the 
integration of LCA at the initial design stage to reach a method for a national early 
decision tool facilitating environmentally responsible choices from designers. The 
first two sections present background and LCA studies related to buildings in Egypt, 
then the used methodologies for the study are clarified. Afterward, the subsequent 
results section first offers the bibliometric analysis, then the integration methods. In 
the end, the conclusion and recommendations are outlined. 

2 Background 

Publications in the last decade regarding the LCA of building at the design stage are 
rapidly increasing (see Fig. 1). The design stage is more covered in research than the 
early stage or streamlined LCA. The integration of building LCA and early design 
stages was briefly covered in publications. Three review articles investigated Building 
Information Modelling (BIM)-LCA integration as Soust et al. [10] reviewed the  
recent studies which used BIM-based LCA focusing on how can BIM simplify data 
input, and optimize output data and results during the LCA application in buildings, 
taking advantage of data exchange and facilitating interoperability between different 
software. The study proposed the challenges and recommendations for BIM and LCA 
tools to be developed. Another review paper on BIM-LCA integration by Obrecht 
et al. [11] identified the current integration methods, shedding the light on positives 
and negatives of the integration process, 60 case studies were analyzed and 16 of 
which are during the early design stage. Moreover, Safari and AzariJafari [2] sought to 
promote the progress of BIM-based LCA by proposing research opportunities in the 
conducted systematic review. By analyzing the published articles from many aspects 
based on the ISO framework, BIM-based LCA was found to be lacking automation 
of data exchange. It also revealed areas of interest such as the opportunity to develop 
a local LCA database adapted to the level of development (LOD) models, involving 
sensitivity analysis in the design process, and comparing different LODs serve as a 
benchmark for early-stage decision-making.

Jusselme et al. [12] presented methods to improve the usability of LCA at the initial 
design stage by addressing the three primary problems with the application of LCA 
(time consumption, lack of design details, and the non-reproducibility of results) and 
the techniques that can currently deal with them. In the end, the paper outlines the 
composition and structure of an LCA-based data-driven design approach. Pomponi 
and Moncaster [13] took a quite different perspective in reviewing LCA studies as 
their article investigated in detail embodied carbon assessments in some case studies 
considering the used data and assumptions finding out fundamental limitations in 
comparing results and drawing conclusions due to variations of the applied methods, 
they recommend for more transparency of LCA studies.
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Fig. 1 The increase of publications over the years (1995–2022) (source Scopus)

Roberts et al. [14] conducted a systematic review to determine how life cycle 
assessment (LCA) is combined at various stages of the building design process 
by reviewing 108 publications. Finding out that LCA is generally used late in the 
design process also the review demonstrated that LCA still faces some challenges and 
limitations. Three main trends have also formed the results, the first two are coupling 
LCA with BIM or Life Cycle Costing (LCC) and the third promising trend is the 
parametric methods. Furthermore, The IEA-EBC Program, an international energy 
research and innovation program in the buildings and communities field, Launched 
Annex 72 project (2016–2022),which mission is to establish guidelines, standards, 
and tools for building design and planning that fit different regions integrating LCA 
[15]. Liying Li’s review [16] discussed the integration of climate change impact in the 
new building design process to propose recommendations for LCA tool developers, 
researchers, and policy-makers. 

The current published literature review revealed that there are still issues and 
gaps with implementing LCA at the early design stage, national studies are very 
constrained, and parametric methods can be advantageous for the early stage because 
they offer and compare a variety of options in addition to issues that should be geared 
towards interoperability facilitation with BIM. The next section will discuss national 
studies pertaining to LCA for buildings, but among the few presented national 
publications, only two are related to the design stage.
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3 LCA Studies Related to Buildings in Egypt 

According to a review of LCA studies carried out in Africa, there aren’t even half 
as many publications on the entire continent as there are in Germany, a developed 
country [17]. Only 8% of all LCA publications (199 publications) deal with construc-
tion, and in Egypt, there have been about ten LCA publications in the past ten years 
that consider buildings [17, 18]. This section reviews LCA studies related to buildings 
in Egypt and discusses the local constraints or boundaries like the country codes. 

Few publications discussed LCA concerning buildings and building materials in 
Egypt, Ali et al. [19] implemented an initiative LCA of a typical residential building in 
Egypt and carried out a comprehensive building LCA in accordance with ISO 14040 
standards. Two additional studies looked at the impact of structural and construction 
systems, as Morsi et al. [20] conducted an LCA of an Egyptian residential building 
using the Tally plugin to look at the stages and components that had the biggest 
influence, while Abouhamad and Abu-Hamd [21] developed a life cycle assessment 
framework for embodied environmental impacts of building construction systems 
to aid in decision-making during the early design phase. On the other hand, four 
publications provided LCA studies related to materials and components of buildings 
as Dabaieh et al. [22] compared the embodied energy of two kinds of bricks, and Ali 
et al. [23] investigated the LCA of the cement industry in Egypt, while Elkhayat et al. 
[24] used LCA to compare the energy performance and the environmental impacts of 
three glazing systems for office buildings in the hot desert climate zone. Ay-Eldeen 
and Negm [25] assessed the GWP of a pile foundation construction stage. On the other 
hand, another study by Ali et al. [26] suggested a framework to develop a national 
life cycle inventory (LCI) database. Furthermore, in the construction management 
scope, Morsi et al. [27] examined the potential and difficulties of using an LCA-BIM 
integration technique to create a sustainable management process. The results or 
outcome of these studies might support the design process but it is clear that there 
is no national study that investigated the architectural design concerning LCA as a 
guide, also Abouhamad and Abu-Hamd [21] or Gomaa et al. [28] research concerned 
early design but neglected national codes [29, 30]. 

National building codes in Egypt related to energy efficiency are “The Egyptian 
code for improving energy efficiency use in buildings,” ECP 306/1-2005 (Part one: 
residential buildings) [29] followed by a version for commercial buildings, ECP 306/ 
2-2009 (Part two: commercial buildings) [30]. They divide the area of Egypt into 
eight regions and determine the requirements for each region based on a group of 
factors. Other codes related to the material properties of external walls [31, 32] can 
also form constraints. The results of this review opened the door for a framework of 
a national LCA prototype tool that employ generative design during the early stage 
to support decisions for exterior walls of residential buildings in Egypt [33].
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4 Methodology 

The methodology used for this research can be divided into three steps. The first 
step is using Preferred Reporting Items for Systematic Reviews and Meta-Analysis 
(PRISMA) for database development. The second step is using the Biblioshiny tool 
for bibliometric analysis of the results. After filtering the data, the third step is a 
literature review performed on the final elected publications arranged and classified 
from the author’s point of view. 

First, a thorough literature search was conducted on Scopus and the WoS core 
collection to find terms associated with the topic. The used keywords for the research 
are “LCA” OR “life cycle assessment” AND “building” AND “design” AND “stage” 
within titles, abstracts, and keywords and filters were used for subject areas, source 
type, and language. The total number of publications after removing duplicates is 
648, then to make sure that only studies met the goals and parameters of the micro-
scale, the titles and abstracts of the publications were manually screened, resulting 
in 264 publications. The screening step filtered the results, and records related to 
manufacturing, civil, infrastructure, and assessment at other stages than design were 
excluded, as the focus is the decision support during the design phase, including 
embodied impact and choosing between alternatives. 

Lastly, to determine which studies should continue as part of the analysis, the full 
texts of 264 articles were examined, which led to 72 publications related to the topic, 
as shown in (Fig. 2).

5 Results and Discussion 

5.1 Overall Bibliometric Analysis 

The Biblioshiny tool’s results can give a general overview of the bibliometric analysis. 
Since the number of publications is not that vast, insightful information on research 
progress, trends, and opportunities is provided using author keywords and a thematic 
map. Then a literature review of the selected studies is presented and discussed. 

Investigating the trending topics is essentially based on analysis of keywords 
used by authors in the field for their publications. In this context, the most frequent 
keywords over the last years in publications related to the topic are presented in 
Fig. 3. It visualizes the word cloud of the authors’ most used keywords in LCA and 
building design publications. Around 2010, the majority of these keywords started 
to show up significantly in academic fields, and they have since increased.

The four quadrants (the niche themes, emerging or declining themes, motor 
themes, and basic themes) of the thematic map can be used to intuitively plot and 
group the keywords to understand research themes (Fig. 4).

The keywords “recycling,” “building material,” and “construction and demolition 
waste” present niche themes, which means express the extreme specialty of these
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Fig. 2 Flowchart for the selection process based on the PRISMA method (source The authors)

themes. However, the keywords “life-cycle assessment,” “early stage,” “emissions,” 
“framework,” and “environmental impacts” are considered emerging or declining 
themes, even though their important. On the other hand, the keywords “life cycle 
assessment,” “architectural design,” “environmental impacts,” and “eco-design” are 
considered motor themes, which demonstrate a well-developed and vital themes. 
The keywords “life cycle analysis,” “building,” “environmental impacts assessment,” 
“construction material,” and “design stage” appears to be trapped between basic and 
motor themes, which means they are significant and leading theme in the research 
field. Some emerging or declining themes (Q3) cross over into basic themes (Q4), 
indicating that some of the themes’ components are fundamental and essential for 
the field’s development. 

According to thematic analysis, upcoming work are required to evolve themes like 
“design stage” and “construction material” aligned with life cycle analysis. Also, the 
dimensions of demolition, waste, and recycling need consideration at the design 
stage. Therefore, further research should adopt and address such themes.
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Fig. 3 A word cloud showing a graphic of the most popular keywords in the 264 publications 
(source Biblioshiny tool)

Fig. 4 Thematic map of the most frequent keywords (source Biblioshiny tool)

According to countries, Fig. 5 presents the countries’ scientific production, which 
illustrates the leading nations in that scientific field. The results show that China 
accomplished 65 documents, Switzerland 60 documents, and England 57 documents.
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Fig. 5 Map visualization for the number of documents per country (source Biblioshiny tool) 

5.2 LCA Integration Methods 

The output of the bibliometric analysis emphasized the importance of that trending 
topic worldwide, and the objective of this review is to extract the experience of inter-
national trials to see the potential of application on the national level. The selected 
publications representing the research results are divided into two main sections. The 
first section handled the BIM and LCA integration, it proposes the attempts of early 
design stage integration. The second section reviews parametric methods used for 
conducting LCA (see Fig. 6).

5.2.1 BIM and LCA Integration 

The previous studies on BIM-LCA integration during the design stage are mainly 
targeting the following purposes:

• Revealing challenges and research gaps in the integration of BIM-LCA 
approaches [2, 10, 34–37].

• Case studies analysis by interpretation or evaluation [11, 34–36, 38].
• Establishing a framework, method, or tool for BIM and LCA integration [38–40].
• Simplifying LCA application or facilitating interoperability and data exchange 

[2, 10, 11, 40, 41]. 

Early design decisions have a significant effect on a building’s environmental 
impact, and designers need to be directed to which decisions are preferable [42]. 
Integrating LCA in the building design process is an increasing research field, which 
is aiming at the evaluation and improvement of the life cycle performance of buildings 
[43]. BIM offers quantities for Life Cycle Inventory (LCI) used in LCA, which gives
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Fig. 6 LCA integration at the early stage of building design (source The authors)

a good and easy potential for impact calculations, either by using a plugin tool 
like Tally and One Click or by data extraction and exportation to an external LCA 
software. 

The approach of integrating Life Cycle Assessment (LCA) in the early design 
phase has been introduced in previous studies through many aspects. For instance, 
Röck et al. [43] proposed an approach using BIM to assess a wide variety of construc-
tion options and their embodied environmental impact mainly focused on materials, 
the approach enables communication of LCA results and visual design to offer assis-
tance during the design stage. Rezaei et al. [44] investigated the integration of BIM 
and LCA in both early and detailed design stages of a residential building in Quebec, 
Canada by developing a framework and applying it to the case study then the envi-
ronmental impacts of the building stages and components were calculated to decide 
the best building assembly options from an environmental standpoint. Hollberg et al. 
[45] evaluated BIM-based LCA results for building design mainly concentrated on 
the embodied global warming potential (GWP) throughout the entire design process 
of an existing building, offering the first application of a BIM-LCA tool as environ-
mental performance assessments during the entire design process. Cavalliere et al. 
[46] suggested a novel approach to evaluate the flexibility level of buildings within a 
BIM environment leading to more flexible and sustainable design choices, Cavalliere 
et al. [47] also proposed a new method for applying LCA repeatedly over the entire 
building design process to assess the embodied environmental impacts by using the 
BIM data. Basbagill et al. [42] method targeted BIM design choices at the early
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design stage, taking into consideration: building shape, material options, and thick-
nesses; it used sensitivity analysis which will be discussed later. Shadram et al. [48] 
offered a framework that supports design decisions while facilitating interoperability 
between BIM and LCA and it was also tested by a developed prototype. Shadram 
et al. [49] also presented a BIM-based method to manage the trade-off between 
embodied and operational energy at early stages. Santos et al. developed and tested 
a tool (BIMEELCA) for both streamlined and complete LCA coupled with LCC 
through several articles [3, 50, 51]. 

On the national level, Eichner and Elsharawy [52] proposed an iterative design 
method for buildings based on LCA with the goal of establishing a path toward low 
or zero environmental impact levels during the concept phase in their conference 
paper “Life cycle assessment (LCA) based concept design method for potential 
zero-emission residential building”. 

No doubt that BIM facilitated the LCA process by providing an easy material 
take-off, but the main common observation of studies that attempt to integrate LCA 
and BIM at early design using a plugin or data extraction is the limited options of 
design alternatives. Uncertainties are not significantly considered as well. Most of 
the studies are classified as conventional or static LCA; only a few studies offered 
parametric methods through a suggested approach or framework that connects the 
BIM model with an external parametric tool. 

5.2.2 Parametric Methods and LCA 

Much interest is recently dedicated to generative processes in design [53]. New 
technologies in the field of artificial intelligence and computational tools made new 
horizons in the interaction between computers and the design process [54–57]. Mini-
mizing the environmental impacts of buildings using the parametric design where 
design alternatives are available for designers [14]. Using the parametric design 
exceeds traditional LCA tools in the early design process in both matters of time and 
determining optimal design solutions [58]. 

Hasik et al. [59] classified parametric and sensitivity LCA studies into two cate-
gories, the first category try to investigate the effect of LCA methods, assumptions, 
and other boundaries on the study results and outcome while the second category 
goal is to improve the selection of the building design. 

Grasshopper 

Reviewed literature about combining LCA with the parametric methods during the 
design presented publications that used Grasshopper to conduct a parametric design 
for buildings [58, 60–63] by integrating a simplified LCA with the design process. 
On the national level, Gomaa et al. [28] developed a framework that integrates LCA 
with the conventional design process to be applied at the early design stages using 
Grasshopper with Bombyx [63] plugin for embodied energy calculations, and other
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plugins for the operational energy calculations, Then testing it on a case study in 
Alexandria, Egypt. But Roberts et al. [14] consider that using Grasshopper for para-
metric design needs to be further developed. Another method that uses a set of param-
eters or variables to simplify the design process is using algorithms. The following 
subsections will unveil the used types of algorithms for LCA. 

Multidisciplinary Design Optimization (MDO) 

Initially developed in the aerospace industry in the 1970s, multidisciplinary design 
optimization (MDO) techniques have since been applied to a variety of other disci-
plines. Architectural design is one such example. Designers can navigate a wide 
range of design options using MDO methods, quickly assess a large number of 
design options, and identify optimal or nearly optimal solutions [64]. It was also 
used by some studies [65, 66] to investigate the conflicts and trade-offs between 
life-cycle environmental impact and cost but like any other method, it has limitations 
[64]. Basbagill et al. [64] proposed a multi-objective feedback approach to evaluate 
sequential design choices. The suggested method uses probability distribution func-
tions to assist sequential decision-making processes, which sets it apart from other 
MDO methods. 

Genetic Algorithms 

Genetic algorithms were early used in green building design optimization by Caldas 
and Norford who proposed a computer tool that applies genetic algorithms to find the 
best window placement and size options for office buildings, focusing on thermal and 
lighting performance in a building [54]. Further LCA was integrated into the para-
metric design process. Several studies used a multi-objective genetic algorithm for 
solving the trade-offs between cost and environmental impacts to support the design 
decision for example the presented framework by Inyim and Zhu [67] study allowing 
the selection of the best possible alternatives during the entire design phase. Wang 
et al. [68] identified several optimal solutions for green building design. Schwartz 
et al. [69] presented a decision support tool for building design balancing Life Cycle 
Carbon Footprint (LCCF) and Life Cycle Costs (LCC) using a type of genetic algo-
rithm. Genetic algorithm is also used for optimization in the refurbishment and 
renovation of buildings [70, 71]. Flager et al. [72] used it as well for building enve-
lope optimization while Azari et al. [73] investigated the ideal building envelope 
design focusing on energy use and LCA. Not only genetic algorithms are used in 
LCA studies, but also other algorithms and probabilistic methods. The two following 
subsections will discuss these methods.
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Building Attribute to Impact Algorithm (BAIA) 

“BAIA is a streamlined LCA method that incorporates uncertainty and probabilistic 
triage to calculate impact predictions and to identify influential attributes for the 
whole building life-cycle” [74]. Using Monte Carlo simulation, BAIA employs algo-
rithms to reduce the building design process to a set of parameters or variables 
[14]. 

Hester et al. [74] demonstrated that the use of streamlined probabilistic LCA at 
the primary stages of the design process by analyzing twelve design options for a 
hypothetical single-family residential building using the available level of details can 
inform decision-making to choose the preferred design. Going further with BAIA, 
Hester et al. [75] tested it coupled with two design guidance methods to identify 
the features of buildings with near optimum impacts and costs to reveal that genetic 
optimization is most efficient leading to more optimal solutions with better flexibility 
by analyzing design variables related to geometry, systems, and occupants behavior. 

Uncertainties and Sensitivity Analysis 

Using sampling process, sensitivity analysis, regression techniques, or any other 
probabilistic methods became very effective at early LCA as it assists users to try a 
significant number of solutions by iteratively testing design variables. 

Tecchio et al. [76] demonstrated that even at low levels of accuracy, users could 
statistically resolve a significant number of comparisons and options by proposing a 
streamlined LCA approach (structured under-specification). Their approach can be 
conducted even when only a few details about the design are decided, then Tecchio 
et al. [77] further tested the method combined with probabilistic triage on a series 
of building typologies. Basbagill et al. [42] presented a method for applying LCA at 
the early design stage. It employs sensitivity analysis to guide the reduction of the 
embodied impacts of building components, considering materials and dimensioning 
options. Hester et al. [78] used quantitative, probabilistic analyses (regression-based 
energy metamodel) for estimating the energy consumption at the initial stages of 
the design process while Xikai et al. [79] compared four regression models for the 
estimation of carbon emissions during a building’s lifecycle using designing aspects. 
Some studies also used sensitivity analysis to determine the domain factors that affect 
LCA results [80, 81]. 

6 Conclusion and Recommendations 

An overview of the Life Cycle Assessment (LCA) of buildings at the early design 
stage was conducted to investigate the potential of implementation in the Egyptian 
environment. The introduction and background on the topic and publication of LCA 
related to buildings in Egypt and national codes prefaced the study. The LCA studies
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in Egypt related to building appeared to be limited. The methodology first applied 
PRISMA for database development, and the results were fed into the Biblioshiny 
tool for the bibliometric analysis, then the main used methods and attempts of early 
integration were classified, discussed, and analyzed to understand the potential of 
national application. Summary of main findings can be summed up as follows:

• Bibliometric analysis results provided insightful data on research progress, trends, 
and possibilities. It revealed the frequently used keywords and each country’s 
scientific production.

• Results on BIM and LCA integration at the design and early design stage were 
discussed to confirm the obvious contribution of BIM on the LCA implementation 
and development, but the need for comparing various scenarios at the initial design 
stage requires more enhancements, as most of this method application can be 
described as traditional or static.

• Parametric LCA illustrates a beneficial influence on the early design process of 
buildings, as revealed by the reviewed and analysis studies. The results presented 
various methods by the selected publications, including Grasshopper, Multidis-
ciplinary design optimization (MDO), algorithms, Sensitivity analysis, and other 
probabilistic methods. 

The impact of using LCA on the design process, especially at the initial design 
stages, can significantly affect many aspects of building design and material selection; 
the study provided a comprehensive understanding of the current integration methods 
and the situation in Egypt to be the first step for national application. 

Recommendations for future studies related to LCA in Egypt will first comprise a 
national database containing environmental data on building materials and products 
as well as building codes; then facilitate the application of LCA at the early building 
design by developing a tool that uses input parameters and generative algorithms 
methods to inform architects and designers with the environmental impact or make 
suggestions based on it. An initiative toward developing such a tool for exterior walls 
of residential buildings in Egypt, is conducted by the authors in their publication [33]. 
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How Urban Morphology Affects Energy 
Consumption and Building Energy 
Loads? Strategies Based on Urban 
Ventilation 

Sarah G. Aboria, Osama M. Abo Eleinen, Basma N. El-Mowafy, 
and Asmaa M. Hassan 

1 Introduction 

Climate change is, in general, one of the most significant concerns that the globe 
has faced since the turn of the century [1–9] and has a significant influence on the 
performance of buildings and their energy consumption [10, 11]. It is expected that 
an increase in maximum temperatures in urban areas will reach 6° by 2100 [12]. 
As well population growth forecast, which put the numbers between 8.01 and 8.26 
billion by 2025, and 9.15–11.03 billion by 2050 [13], which in turn led to an increase 
in residential units [14], besides the attendant impact on the microclimate and energy 
consumption inside buildings [15, 16]. In developed countries, buildings account for 
about half of all energy used for heating, cooling, and lighting [9] and the attendant 
emissions of CO2 and greenhouse gases [17–19]. 

Whereas, in hot regions, keeping cool has become a topic of public concern and 
action in recent decades, affecting entire urban populations. Refrigeration’s energy 
and greenhouse gas emissions are similarly significant, but they have human effects. 
Due to high temperatures and heat waves, such greenhouse gases cause high heat 
stress and mortality; this is therefore a public health policy issue, as is low productivity 
[20–22]. 

As is well known, the occurrence of UHI, in which temperatures within cities are 
often several degrees higher than in the surrounding countryside, leads to increased 
energy requirements for cooling in hot climes [12, 23–33], both passive design
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and natural ventilation have become prominent sectors nowadays; passive cooling 
provides outstanding thermal comfort and indoor air quality while consuming very 
little energy to improve the microclimate and combat pollution [32, 34–41], as well 
as a healthy indoor environment. In hot and humid areas, passive cooling via natural 
ventilation is the most effective way [42–45], especially in residential buildings [46]. 

The heating, cooling, lighting, and urban ventilation of individual buildings, as 
well as the microclimate of the streets, are all affected by urban morphology [47– 
50]. One of the most significant challenges of urban design is predicting the effect of 
urban shape on the microclimate, which affects not only the external thermal comfort 
of buildings but also their energy performance [51]. 

This study aims to provide a comprehensive analysis of studies related to urban 
morphology and its impact on providing urban ventilation and reduction of energy 
consumption and building energy loads under various climatic regions and build-
ings’ heights based on the proposed matrix. Such aim can contribute to providing 
Sustainability Development Goals (SDGs), like goal number 11 considering sustain-
able cities and communities. Therefore, the next section presents a background of 
related studies. Then the used method of bibliometric analysis is clarified to present 
the results afterward then the proposed matrix. Finally, the conclusion is drawn. 

2 Background 

In the last few years, much more studies indicated the influence of urban morphology 
on energy in the building, for instance, Santamouris et al. [52] discuss the energy 
impact of rising temperature levels in city centers [53]. In addition, recent literature 
[15, 23, 52, 54] highlights the influence of urban geometry on urban ventilation and 
wind speed in urban canyons and UHI [17, 18, 24–26, 46, 55, 56], especially in a hot 
and humid climate [57], and their interrelationships with energy performance [58]. 
The findings were examined and analyzed in terms of natural ventilation passive 
cooling and its impact on human comfort [58] and health [14]. Such studies provide 
the potential for energy savings owing to the appropriate design of urban morphology 
[59]. 

Various variables can influence UHI effects, such as aspect ratio (H/W) [21], 
sky view factor (SVF), albedo [60, 61], orientation, site coverage ratio (ρ), average 
building height (H), density [62], plan area ratio [63], surface-to-volume ratio, 
obstruction angle [64] in changing the climate state and improving urban venti-
lation [65]. In this context, Table 1 sheds light on related studies with their tools, 
variables, and main findings.
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Table 1 Related studies with their tools, variables, and main findings 

References Description Location Main findings 

Tools Variables 

[70] Coupled 
ENVI-met and 
EnergyPlus 

• Street orientation 
• H/W  

• Taiwan • The  largest  
influence on 
building energy 
consumption is H/ 
W, followed by 
street direction and 
roadside vegetation 
density 

[60] ArcGIS • Urban porosity 
• Albedo  
• SVF  

• Seoul/ Korea 
South Korea 

• SVF can minimize 
the duration of hot 
air in both low and 
high albedo urban 
environments 

[71] URBSIM • H/W – • Shortwave 
radiation, which is 
the principal source 
of energy in 
canyons, is affected 
by low H/W and 
can be higher due to 
multiple reflections 
than in flat terrain 

[62] BPS with 
TRNSYS 

• ρ 
• H  

• Rome/Italy 
• Antofagasta/ 
Chile 

• The density of 
urban texture 
determines annual 
energy demand 
depending on the 
temperature of the 
location 

[63] Theoretical • H  
• Plan  area  ratio  

• Hong Kong • Building patterns 
can influence solar 
radiation gain and 
redistribution in 
sub-aspects, 
indirectly altering 
urban air 
temperature 

• The ventilation rate, 
building height, and 
plan area ratio all 
have an impact on 
the daily cycle of 
urban air 
temperature

(continued)
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Table 1 (continued)

References Description Location Main findings

Tools Variables

[61] KRLS model • Albedo  
• SVF  

• Seoul/South 
Korea 

• High albedo helps 
with intensive 
cooling in urban 
areas 

[64] Building 
energy 
consumption 
data 

• Surface-to-volume 
ratio 

• Orientation 
• Obstruction angle 

• Seoul/South 
Korea 

• Both the 
surface-to-volume 
ratio and the 
obstruction angle 
are critical 

3 Method  

This research is divided into two parts: database construction and the selection of the 
VOSviewer tool. The recommended reporting items for systematic reviews and meta-
analysis (PRISMA) technique was used to create the database [66]. The sections that 
follow go over these stages in further detail. 

3.1 Database Development 

This study is based on numerous criteria to construct the database, which represents 
an important phase in conducting scientific reviews due to its direct impact on the 
quality of results [67]. Whereas Scopus and the Web of Science Core Collection 
(WoSCC) present the most accessible bibliometric sources, their coverage varies, 
altering search results [67–69]. First, the topic was utilized to conduct the search, 
titles, abstracts, and keywords of “urban morphology”, “urban strategies” and energy 
from the first published article in 1981 to 2023. 473 documents were identified by 
Scopus on the 16th of November 2022 including 313 articles, 109 conference papers, 
19 book chapters, 10 reviews, 7 conference reviews, and 2 books. 

Following that, three filters were applied to limit relevant in-scope publications, 
including Scopus categories, publication type, and language. This analysis focused on 
the Scopus categories “engineering”, “environmental science”, and “energy”. This 
study is based on certified information in “articles”, “review articles”, and “book 
chapters” according to publishing kind. Finally, publications printed in languages 
other than English were barred. As a result, 458 papers matching the initial filters 
were discovered. These publications were then transferred to the VOSviewer tool for 
analysis. 

To ensure that no material appropriate for inquiry was overlooked, WoSCC 
offered additional searches with comparable keywords, yielding 410 more publi-
cations, which were then deleted, yielding 603 publications. The titles and abstracts
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Fig. 1 Workflow of the PRISMA-based selection mechanism. 

of the publications were manually checked to ensure that only research that fulfilled 
the objectives and scope of the study were included, resulting in 596 publications. 
Finally, the whole text of 596 publications was reviewed to determine their suit-
ability for retaining material related to the research topic. As a consequence, 546 
were identified as relevant to the goal of this bibliometric analysis s, as shown in 
Fig. 1. 

3.2 Selection of VOSviewer Tool for Data Analysis 

Over the last two decades, several software tools have been developed to map and 
visualise bibliometric data in order to properly analyse the literature, including 
VOSviewer, Biblioshiny, CiteSpace, Gephi, CitNeTExplorer, VantagePoint, and 
BibExcel [67]. Such tools are designed to visualise the complicated interactions that 
exist between things in research disciplines such as documents, keywords, authors, 
journals, references, nations, and so on. VOSviewer (version 1.6.18) was used to visu-
alise “co-occurrence”, “co-citation”, “co-authorship”, “bibliographic coupling”, and 
“citation” analyses in this context.
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Fig. 2 Annual number of articles published 

4 Results and Discussions 

4.1 General Information 

The total number of publications is an essential indicator of the state of scientific 
research. As shown in Fig. 2, the number of linked publications has grown year after 
year. The increase in the published literature year after year suggests that schol-
arly efforts have been made to apply concepts, technologies, and models of urban 
morphology and urban strategies to the creation of sustainable construction. 

4.2 Bibliometric Analysis 

4.2.1 Co-occurrence Network 

Co-occurrence network visualization of the 546 papers identified nine different color 
clusters, as shown in Fig. 3. The keyword “urban morphology” occupies the largest 
node. Green Cluster focuses on the application of urban morphology, including 
climate change, cities, energy, energy efficiency, green infrastructure, land use, solar 
access, sustainable cities, and sustainable urban design. Brown Cluster is mainly 
related to the topic of UHI, including local climate zones, urban meteorology, and 
WRF. The red cluster is associated with urban form and urban sustainability. Orange 
Cluster includes the technical requirements for achieving their goals of building 
energy simulation and CFD. Purple Cluster reflects the microclimate, including UHI
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and urban density that are related to outdoor thermal comfort. The dark blue cluster 
emphasizes the impact of such a city and its forms on buildings. The light blue cluster 
focuses on the street canyon, and urban ventilation, aiming at design and addressing 
the challenge of energy optimization. The pink cluster focuses on sustainable urban 
development, and the energy performance of buildings, including solar potential. 
The yellow cluster features advanced technologies and systems, such as urban form, 
density, and renewable energy, which are used to develop urban sustainability projects 
and energy consumption. 

Figure 4 illustrates a keyword network visualization on the theme of urban strate-
gies, which mainly includes urban morphology, green infrastructure, and thermal 
comfort, as applied to sustainable urban development. Among these themes, links 
between urban morphology and thermal comfort, such as green infrastructure, albedo, 
and natural ventilation are highlighted. However, energy fails to form effective links 
with urban strategies. The keywords urban form interlinked with other areas, focusing 
on energy, building performance optimization, and environmental impact. However, 
sustainable urban development is only linked to urban morphology.

The clustering keywords that are most closely related to urban morphology, urban 
strategies, and energy are urban morphology, UHI, urban form, GIS, urban planning, 
energy, energy efficiency, urban climate, sustainability, urban design, microclimate, 
solar potential, energy consumption, and climate change. Table 2 shows the high-
frequency keywords identified from the VOSviewer software keyword co-occurrence

Fig. 3 Co-occurrence map 
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Fig. 4 Keyword network visualization of urban form

analysis, which specifies at least 15 keyword occurrences, also including color repre-
sentation, clusters, the frequency of occurrences, and the total link strengths to the 
keywords. 

Table 2 High-frequency keywords 

Color Cluster Keyword Occurrences Total link strength 

1 Urban morphology 148 181 
2 UHI 47 63 
3 Urban form 30 37 
3 GIS 21 30 
3 Urban planning 20 22 
1 Energy 15 29 
8 Energy efficiency 15 19 
9 Urban climate 15 11 
6 Sustainability 14 28 
4 Urban design 14 27 
4 Microclimate 14 23 
8 Solar potential 14 15 
9 Energy consumption 13 19 
1 Climate change 13 16 
3 Solar energy 13 11
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4.2.2 Co-occurrence Overlay 

The temporal overlay graphic can show prominent study topics by year and can 
also reveal future research trends. Figure 5 illustrates the keyword co-occurrence 
overlay network map for urban morphology, urban strategies, and energy, with 
colours ranging from dark blue to yellow for the years 1981 to 2022. The colour 
of the circle corresponds to the emerging years for the various keywords. 

As indicated in Table 3, the study hotspots regarding urban morphology, urban 
strategies, and energy from the year 2014 to 2021, have been summarized as the 
following five schemes: 

(1) Cutting-edge concept: energy, urban morphology, and urban strategies. 
(2) Urban sustainability: urban climate, urban planning, and sustainability. 
(3) Factors influencing: albedo, natural ventilation, and street canyon. 
(4) Activity for outdoor thermal comfort, and energy. 
(5) Emerging technology: numerical analysis and simulation.

Fig. 5 Keyword overlay visualization from the year 2014 to 2021 

Table 3 Popular research keywords in the past eight years via overlay visualization 

Year Color Keywords 

2014 Urban, planning, land use, natural ventilation. 
2016 Urban design, sustainability, morphology, climate, energy efficiency. 
2018 Urban morphology, UHI, climate change. 
2020 Urban planning, urban form, energy efficiency. 
2022 Local climate zones, outdoor thermal comfort, green infrastructure. 
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Fig. 6 Most cited publications 

4.2.3 Most Cited Publications 

Co-citation analysis was carried out in order to identify the most cited papers, which 
is one of the most essential markers in an academic subject [72]. As shown in Fig. 6, 
the results were identified for a minimum of 20 citations. 

Furthermore, Table 4 summarises the top ten referenced papers, with 80% of the 
top ten cited publications including urban morphological aspects of case studies. 
However, only the third and fourth rankings are based on UHI, and they span a 
variety of techniques, including morphology, SVF, and UHI intensity [73, 74].

4.2.4 Most Productive Sources 

In addition, the top 10 most productive sources for the subject are visualized in Fig. 7 
and listed in Table 5. Among the sources, Sustainable Cities And Society is the most 
productive journal with 28 articles, followed by Energy And Buildings, Building 
And Environment, Sustainability Switzerland, Energy Procedia, Urban Climate, Wit 
Transactions On Ecology And The Environment, Energies, IOP Conference Series 
Earth And Environmental Science, and Applied Energy. The top ten most productive 
sources serve a key role in establishing for future studies on “urban morphology”, 
“urban strategies” and energy.
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Table 4 Top-ten most-cited publications 

Publication title Scope Citations Year 

1st A GIS tool for the calculation of solar 
irradiation on buildings at the urban 
scale, based on Italian standards 

Energy efficiency and urban 
solar irradiation 

676 2018 

2nd Boosting solar accessibility and 
potential of urban districts in the 
Nordic climate: A case study in 
Trondheim 

Solar potential and urban 
planning 

658 2017 

3rd Building neighborhood emerging 
properties and their impacts on 
multi-scale modeling of building 
energy and airflows 

Building energy simulation, 
urban neighborhood, and 
urban scale modeling 

424 2015 

4th Characterizing urban heat island in 
Montreal (Canada)—Effect of urban 
morphology 

Morphology, UHI intensity, 
urban canopy, and WRF 

423 2015 

5th Analysis of temperature variability 
within outdoor urban spaces at 
multiple scales 

Thermal comfort; climate, 
design, performance, hot and 
morphology 

274 2019 

6th A Mechanical Drag Coefficient 
Formulation and Urban Canopy 
Parameter Assimilation Technique 
for Complex Urban Environments 

Mesoscale models and urban 
canopy parameters 

233 2015 

7th Cross-indicator analysis between 
wind energy potential and urban 
morphology 

Morphological indicator, 
urban form, and urban wind 
energy 

219 2017 

8th A Conceptual Framework for 
Assessment of Urban Energy 
Resilience 

Absorption, adaptation, 
planning, recovery, resilience 
and urban energy 

219 2015 

9th CFD assessment of wind energy 
potential for generic high-rise 
buildings in close proximity: Impact 
of building arrangement and height 

Building arrangement, urban 
morphology, urban physics, 
urban planning, urban wind 
energy, and wind resource 
assessment 

202 2022 

10th Application of MORUSES 
single-layer urban canopy model in a 
tropical city: Results from Singapore 

Tropical city, urban canopy 
parametrization, and urban 
morphological parameters 

201 2020

5 Proposed Matrix 

Based on earlier studies, the research highlights the most related subjects between 
active and passive design, as demonstrated in Fig. 8. As seen in the illustration, passive 
design values strategies such as green infrastructure, square and plaza, urban venti-
lation potential, renewable morphological changes, and building typology, which 
contains potentials like albedo, building envelope design, the complexity of building
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Fig. 7 Most productive sources 

Table 5 Top 10 most productive sources 

Source titles Number of publications 

1st Sustainable Cities And Society 28 

2nd Energy And Buildings 26 

3rd Building And Environment 19 

4th Sustainability Switzerland 16 

5th Energy Procedia 12 

6th Urban Climate 12 

7th Wit Transactions On Ecology And The Environment 11 

8th Energies 9 

9th IOP Conference Series Earth And Environmental Science 8 

10th Applied Energy 7

cluster, and courtyard/patio aspect ratio. While renewable energy systems are the 
only ones active design considers.

The research focuses on urban ventilation potential as its main theme. Figure 9 
illustrated the possibilities of passive strategies that enhance urban ventilation poten-
tial in different climate zones; hot humid, hot dry, hot arid, tropical, temperate, 
temperate-humid, cold-desert, desert, and cold. The matrix categorizes the poten-
tial of every technique into three levels: weak, moderate, and high potential. The 
potential for urban ventilation is then shown in Fig. 10 for various building types, 
including low-rise, midrise, high-rise, planned, and unplanned.
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Fig. 8 Sub strategies associated with active and passive design

Based on the literature review, the proposed matrix proved that the highest possible 
techniques in all climate zones are urban density, roofing morphology, building 
porosity, and building layout (i.e. building void and separation) as illustrated in 
Fig. 11. Also, a Hot humid climate allows most techniques that can increase the 
potential of urban ventilation. Then, Fig. 12 confirms that a planned layout permits 
achieving most of the techniques that can enhance urban ventilation.

6 Conclusion and Recommendation 

This study conducted a comprehensive review of studies related to urban morphology 
and its impact on providing urban ventilation and reduction of energy consumption 
and building energy loads. Since 1981, the number of publications linked to the 
scope of the study has increased, indicating a positive tendency. A bibliometric 
study based on filtered articles using the VOSviewer tool within the scope of “urban 
morphology,” “urban strategies,” and energy to visualise “co-occurrence” and “co-
citation” analyses was also performed. VOSviewer software is used to provide the 
current status of research hotspots as well as future upcoming research hotspots. The 
following five schemes can be used to summarise the research hotspots in urban 
morphology, urban strategies, and energy: (a) cutting-edge concept: energy, urban 
morphology, and urban strategies, (b) urban sustainability: urban climate, urban plan-
ning, and sustainability, (c) factors influencing: albedo, natural ventilation, and street 
canyon, (d) activity for outdoor thermal comfort, and energy, and finally (e) emerging 
technology: numerical analysis and simulation. Both active and passive strategies 
were indicated to highlight their effects in the reduction of energy consumption and 
building energy loads. The proposed matrix emphasized passive strategies of urban 
morphology and urban ventilation potentials like; road orientations, building layout, 
porosity ratio, aspect ratio, frontal area density, building frontal area index, urban 
pattern, relative buildings height, urban block type under various climatic regions,
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and buildings’ heights. Such strategies contribute to urban ventilation, which impacts 
the performance and building energy consumption and the prevalence of urban heat 
islands (UHI). Further computational and generative investigations can be conducted 
to validate such proposed matrix and optimize such urban potentials with various 
implications. 
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1 Introduction 

According to United Nations estimations, the global urban population will expand 
by 80% by 2050, to reach 6.4 billion from 3.9 billion in 2014 [1]. With such rapid 
global urbanisation, the environmental optimization concept has become an increas-
ingly important driver of the urbanization process. In urbanism, environmental opti-
mization refers to the process of developing or recreating habitable and sustainable 
urban places using optimal criteria [2]. Numerous environmental concerns, such as 
urban microclimates, have an impact on urban development processes. Urbanisa-
tion negative environmental effects have drawn more attention about how to make 
cities more resilient and livable in the present and the future [3]. The attention 
paid to outdoor thermal comfort as the most important key performance factor for 
urban environmental evaluation has increased over the last three decades [4, 5]. 
The main goal of masterplans is typically to produce ecologically suitable physical 
urban spaces [6]. As a result, environmental impacts must be carefully taken into 
account during the urbanisation process [7]. However, most researches deal with the 
urban canyon thermal comfort and a few number of researches deal with the thermal 
comfort in the urban spaces such as courtyards where most of social activities occur 
[8]. By improving thermal comfort in the urban spaces, the indoor thermal perfor-
mance improves accordingly, which results in a reduction in energy consumption 
and helps in making the urban environment more sustainable [9, 10]. In this regard, 
this research study how can parametric urbanism be used in optimising the outdoor 
thermal comfort in the urban spaces. 

1.1 Urban Geometry 

Urban geometry is considered one of the most important components of the urban 
environment and contributes significantly to the formation of urban fabric [11–13]. 
The design geometries or building complex is a synthetic process, and the main 
driver is the design concept, which is established to achieve specific objectives that 
could be functional, environmental or social [6]. Urban geometry indicators can be 
divided into three main groups as shown in Fig. 1: density indicators such as floor 
area ratio and building coverage ratio, space enclosure indicator, and building layout 
indicators [11].

Perini and Magliocco studied the influence of BCR indicator on OTC in Italy, 
concluded that increasing BCR results in a rise in air temperature [14]. Skarbit et al. 
also found that areas with higher BCR in Szeged, Hungary have higher minimum 
and mean air temperatures [15]. Petralli et al. studied the impact of various density 
indicators on temperature in summer and they found that increasing BCR by 10% 
raises the air temperature by 0.36 °C [16]. In contrast, Lin et al. found that higher 
BCR and FAR areas in Hong Kong caused a reduction in air temperature [17].
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Fig. 1 Urban geometry indicators. Source By Authors

Lin et al. in a study in Taiwan found that a high sky view factor in summer causes 
discomfort [18]. Another study by Hwang et al. agreed with these findings [19]. From 
the above the selected indicators to be studied in this research are:

• SVF = non-dimensional number ranging from 0 to 1, illustrates the percentage 
of the sky occupied in the overlaying hemisphere [20].

• FAR = Gross Floors Area/Site Plan Area.
• BCR = Foot Print Area/Site Plan Area. 

1.2 Thermal Comfort 

The American Society of Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE) defines comfort as ‘that state of mind which expresses satisfaction with 
the thermal environment’ [21]. Although thermal comfort depends on microclimatic 
parameters and other parameters related to the human, microclimatic factors are the 
most considered because they are more solid and measurable, and they are [22–24]:

• Air temperature.
• Mean radiant temperature.
• Wind speed.
• Relative humidity. 

The definition of thermal comfort emphasizes that comfort evaluation is consid-
ered as a cognitive process that includes many factors, Physical, Physiological and 
psychological factors [25–27]. In this regard, there are 2 approaches for assessing 
thermal comfort, the adaptive approach which is very hard to predict as it based on 
surveys and questionnaires, and the rational approach which have many heat balance 
models with many indices such as PMV, PET, UTCI, etc. [25, 26, 28–30].
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1.3 Research Problem and Objectives 

The Egyptian government unveiled a long-term road map in 2015 for the physical 
growth of current cities and the development of new urban areas. Accordingly, the 
research problems are:

• The inability of traditional design methods to deal with the number of complica-
tions that affect outdoor thermal comfort in urban spaces.

• The efforts in Egypt to implement environmental performance evaluation are 
currently entirely voluntary.

• The Regulations of Construction Act only specify spatial guidelines rather than 
requirements for designing urban forms that are climate-responsive, as same urban 
forms can be found in different climates.

• The disconnect between research on outdoor thermal comfort and design prac-
tise, which prevents cities from improving their microclimates, besides worsens 
people’s well-being and health. 

From the above, the research objective is to suggest design considerations to help 
optimise outdoor thermal comfort in urban spaces in Egypt. 

2 Methodology 

To achieve the aim of the study, a hypothetical urban model was created and simulated 
in three successive phases as shown in Table 1. Design parameters thresholds were 
established according the Egyptian construction laws and regulations. 

The case study consists of 12 buildings surrounding a 100 m × 100 m urban 
space in hot climate in Cairo. Density in each case does not exceed 50% following 
the executive regulation, number of floor varies from G+3 to G+7, and spaces between 
buildings varies from 6 to 12 m. 

The first phase of the simulation is done by changing the heights of the buildings 
and the spacing between them symmetrically for the four building arrays as shown 
in Table 2 and deducing average UTCI, average MRT, FAR, BCR and SVF in each 
case to conclude the relationship between UTCI and MRT with the selected urban 
indicators which are SVF, FAR, and BCR. UTCI is calculated at each point on a 5 
m grid on the urban space, and recorded from 7 am to 5 pm to represent most of the 
diurnal of the day. Calculating the average UTCI offers a better overall perspective 
for the OTC in the urban space. Additionally, calculating average MRT explains the 
relationship between solar radiation and OTC and the importance of it on thermal 
performance in summer. 

In the second phase, a surrounding urban environment was added to the virtual 
model by repeating the virtual complex with average values for floor numbers and 
spacing between buildings, to create a residential neighborhood, and the average 
UTCI was also calculated in the same way as in the first phase from 7 am to 5 pm as
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shown in Table 2. The aim of this phase is to study the impact of urban context on 
OTC. 

In the third phase of simulation, the change is made in the number of floors and 
spacing between buildings for each array individually, with the rest of the arrays being 
fixed with average values in the number of floors and spacing between buildings, and 
then the change in the thermal comfort values and the rest of the outputs is deduced. 
This process was repeated 4 times for each array separately as shown in Table 3 
and the results of the 4 arrays were compared to each other. The aim of this phase 
is to conclude the most influential array on outdoor thermal comfort and the least 
effect on it. The case study components are separated into two groups: generators 
(constraints) and parameters (variables), either dependent or independent, and each 
of them can also be divided environmentally and geometrically, as shown in Fig. 2. 

Table 1 Shows the methodology of the research consisting of 3 phases of simulation, description, 
and aim for each phase 

Configuration No. of 
cases 

Description Aim 

Phase 
1 

20 
cases 

The changes in variables 
are made for the four 
arrays symmetrically 
around the urban space 

The aim of this phase is to 
study the relationship between 
thermal comfort and other 
geometrical indicators such as 
SVF, FAR, and BCR 

Phase 
2 

20 
cases 

There is an urban context 
added surrounding the 
studied model, the 
changes in variables are 
done symmetrically as in 
phase 1 

The aim of this phase is to 
study the impact of adding 
surrounding urban context on 
microclimate and outdoor 
thermal comfort 

Phase 
3 

80 
cases 

The changes are made 
individually in each array 
while the rest of array 
fixed in average numbers 

The aim of this phase is to 
conclude the most influential 
direction (east, west, north, 
south) on the outdoor thermal 
comfort and the least effect on 
it 

Table 2 The independent parameters (variables) steps for Phases 1 and 2 of the simulation 

Parameters (variables) Min Max Steps 

Building heights G+3 G+7 1 Floor 

Spacing (m) 6 12 2 

Hours 7 am 5 pm 1 h  

Source By Authors
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Table 3 The independent parameters (variables) steps for Phase 3 of the simulation 

Parameters (variables) Min Max Steps 

Array A (Western direction) 

Building heights (array A) G+3 G+7 1 Floor 

Spacing (array A) (m) 6 12 2 

Hours 7 am 5 pm 1 h  

Array B (Northern direction) 

Building heights (array B) G+3 G+7 1 Floor 

Spacing (array B) (m) 6 12 2 

Hours 7 am 5 pm 1 h  

Array C (Eastern direction) 

Building heights (array C) G+3 G+7 1 Floor 

Spacing (array C) (m) 6 12 2 

Hours 7 am 5 pm 1 h  

Array D (Southern direction) 

Building heights (array D) G+3 G+7 1 Floor 

Spacing (array D) (m) 6 12 2 

Hours 7 am 5 pm 1 h  

Source By Authors

2.1 Simulation Workflow 

The ladybug-tools model is a collection of plugins used to assess OTC and visualize 
the data and results. This model is based on connecting already validated engines with 
the grasshopper to calculate UTCI that represents the outdoor thermal comfort. The 
UTCI in the ladybug model is calculated by several other factors such as air temper-
ature, relative humidity, wind speed, and the Mean radiant temperature as shown in 
Table 4. The Urban Weather Generator (UWG) by Dragonfly plugin used to calculate 
the relative humidity and the air temperature according to climate change factors. The 
component collects a number of inputs, such as building function, average heights 
and other factors, to produce a new ‘urban’ weather file from the original ‘rural’ 
one with adjusted hourly relative humidity and air temperature [4]. Using butterfly 
plugin, wind speed can be simulated, but it takes a very long time, so the wind 
speed was used directly from the weather file. MRT is calculated as the sum of three 
components:

• The long-wave radiation from the surfaces.
• The quantity of sky long-wave radiation that the human body absorbed.
• The additional quantity of solar short-wave radiation absorbed.
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Fig. 2 Case study components. Source By Authors

Table 4 Each outdoor thermal comfort components source in the case study 

OTC components Tool of calculating 

Air temperature Calculated via UWG in Phase 2 and, while retrieved from the 
weather file in Phase 1Relative humidity 

Wind speed Retrieved from weather file 

Mean radiant temperature Calculated via Ladybug components 

Source By Authors

The Colibri component of the TT-Toolbox [31] was applied to repeat a total 
number of 120 cases for the three phases, 20, 20 and 80 cases respectively. The 
simulation workflow can be summarised as shown in Fig. 3.
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Fig. 3 The simulation map between plugins. Source By Authors 

2.2 Workflow Validation 

The simulation workflow is based on engines that have already been validated utilized 
to calculate MRT and UTCI. Bueno et al. validated urban weather generator in various 
climates: Singapore, Toulouse in France, and Basel in Switzerland by field measure-
ments [32, 33]. The process must next be validated is how MRT equations been 
applied in the workflow, and how it integrates the various UTCI components. Evola 
et al. in a recent research validated the ladybug tool process in Italy, a Mediterranean 
climate, using experimental measurements, the study findings showed a good match 
with the measured data, with a determination coefficient R2 = 0.92 [34]. 

Furthermore, Ibrahim et al. validated the process against ENVI-met, the modelling 
package of CFD in two locations, Cairo in Egypt and London in UK [35, 36]. The 
results of Cairo case study for the average UTCI and MRT of all the points on 
grid demonstrate a parallel behaviour in UTCI and MRT (R2 = 0.96 and 0.94, 
respectively) [35, 36]. 

Ibrahim et al. also validated the workflow against field measurements in Cairo, 
Egypt, and the findings show a good agreement in MRT and UTCI values, noting 
that the ladybug-tools simulation workflow did not including CFD wind analysis [4]. 
Natanian et al. used the same simulation workflow in hot dry climates to perform 
an analysis of wind and solar parameters to calculate UTCI. The study concluded 
that the UTCI most influenced by MRT and the use of wind data directly from the 
weather file rather than simulating it had a minimal effect on the UTCI value [37].
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Fig. 4 The calculated points 
on 5 m grid inside the urban 
space. Source By Authors 

2.3 Hypothetical Study Modelling 

A hypothetical urban geometry was built with the configuration of a square urban 
space of 100 m * 100 m surrounded by buildings on 4 sides as shown in Fig. 4, each 
side with 3 buildings of the same shape and dimensions. The shape was decided to 
be square to allow comparison between the four arrays representing the four main 
directions and to study the effect of each of them on outdoor thermal comfort. 

2.4 Simulation Setup 

The simulation was done using the weather file of ‘One building’ with the extension 
TMYx derived from the last 15 years (2007–2021), it was extracted from Cairo 
International Airport station. The simulation was done on July 16th as the hottest 
day of the year, according to the weather file, and throughout diurnal hours (10 h) 
from 7 am to 5 pm, by calculating the values of UTC for all the point distributed over 
the urban space on a 5 m grid  as  shown in Fig.  4 with a height 1.1 m representing 
human body gravity center, and taking the average UTCI for all points in every hour, 
then the average UTCI over the hours of the diurnal, to deduce the degree of thermal 
comfort expressing the specific case and compare it with the rest of the cases. 

In the second and third phases, the complex was repeated to form an urban context 
with average values for the number of floors and the spacing between buildings as 
G+Five and 9 m, respectively. For the inputs of UWG in Dragonfly plugin, the 
building programme set as “mid-rise apartments”, climate zone in construction set 
climate set to “Hot”, and conditioned set to “False”. In the MRT component, the 
ground reflectance should be a number between 0 and 1, and it was defined as the 
default value which is 0.25 and it expresses outdoor grass or dry bail soil (Fig. 5).
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Fig. 5 Urban context added 
to the studied area. Source 
By Authors 

2.5 Climate Context 

Egypt has a variety of climate conditions; nevertheless, based on Köppen-Geiger 
climate classification Egypt’s climate is considered a hot desert climate [4]. This 
climate is defined as hot dry summer and mild winter with little precipitation. The 
highest temperatures are usually recorded in July, and the lowest are recorded in 
January. A weather file from one building with the extension TMYx extracted over 
the past 15 years from Cairo International Airport Station was used in this research. 

3 Result and Discussion 

3.1 Phase 1 

The results of the first phase of simulation showed a noticeable reduction in the MRT 
values reached 4.2 ˚C, between the best and worst cases, the highest value of MRT 
was recorded at 55.6 ˚C, and the lowest value reached was recorded at about 51.4 ˚C, 
as for the reduction in the UTCI, it was very impressive, as it moved a level down 
on the UTCI assessment scale. The highest UTCI value reached 38.4 ˚C while the 
lowest recorded 37.4 ˚C, which is considered A noticeable difference in relation to 
the size of the urban space. 

The case that achieved the highest value of MRT and UTCI, i.e. the worst thermal 
performance, was the lowest case in the number of floors and the largest in the 
spacing between buildings, while the best thermal performance and the lowest value 
of MRT and UTCI was in the highest case in the number of floors and the least in 
the distances between buildings (Figs. 6, 7 and 8).
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Fig. 6 A graph shows the relations between inputs and outputs for Phase 1. Source By Authors 

Fig. 7 A graph shows the statics of the case of the lowest UTCI achieved in Phase 1. Source By 
Authors 

Fig. 8 A graph shows the statics of the case of the highest UTCI achieved in Phase 1. Source By 
Authors 

And through the previous results, it was found that the difference in the UTCI 
values when fixing the spacing between buildings and changing the floor numbers 
reach 0.8 ˚C, while when fixing the floor numbers and changing the spacing between 
buildings, the difference ranges from 0.2 to 0.3 ˚C in UTCI. Therefore, the effect of 
height on OTC is stronger than the effect of spacing between buildings as shown in 
Fig. 9. 

Accordingly, a simulation was made for an additional case outside the framework 
of building laws, so the number of floors was placed to G+Ten, there was a dramatic

Fig. 9 The relationship between UTCI and heights, resulted from Phase 1 (left), the relationship 
between UTCI and spacing between buildings resulted from Phase 1 (right). Source By Authors 
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reduction in UTCI reached 60% from the G+Seven case. As the difference between 
UTCI values between the best and the worst case reached 1.6 ˚C instead of 1.0 ˚C, 
with a value of 36.8 ˚C. The decrease in the MRT value reached almost 6.6 ˚C, as it 
recorded 49.0 ˚C. 

The value of SVF recorded downward, reaching 0.36, and FAR recorded 3.55. 
On the other hand, BCR remained the same because the change was in the height 
not in the spacing between buildings and the area of the ground floor. 

3.1.1 Sky View Factor (SVF) 

SVF has a significant impact on OTC. The following graph shows the values of the 
inputs of the 20 cases in phase 1, the values of SVF and average resulted UTCI. The 
graphs show that the relationship between SVF and UTCI is completely direct. The 
lower the value of the SVF and the higher the enclosure rate, the lower the degree of 
UTCI and the better thermal performance. The higher the value of SVF and the less 
enclosure, the higher the UTCI value and the worse the thermal performance. This is 
due to the increase in the percentage of shading and the reduction of solar radiation, 
which positively affects OTC (Figs. 10 and 11). 

Fig. 10 A graph shows the values of inputs and the resulting SVF and UTCI for the 20 cases in 
Phase 1 

Fig. 11 The relationship between UTCI and SVF resulting from Phase 1 (left), the relationship 
between MRT and SVF resulting from Phase 1 (right). Source By Authors
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Fig. 12 A graph shows the input values and the resulting FAR and UTCI for the 20 cases in Phase 
1. Source By Authors 

Fig. 13 The relationship between UTCI and FAR resulted from Phase 1 (left), the relationship 
between MRT and FAR resulted from Phase 1 (right). Source By Authors 

3.1.2 Floor Area Ratio (FAR) 

The change in the number of floors of buildings and the spacing between buildings 
both affect FAR, since the distances between buildings change by changing the 
width of the buildings. Through the results of phase 1, the following graph shows 
the values of the inputs of the 20 cases in phase 1, FAR values and the UTCI values, 
and the graphs show that FAR also has a strong effect on OTC, but with an inverse 
relationship. The higher the FAR, the lower the UTCI is and the better the thermal 
performance, and the lower the FAR, the higher the UTCI value and the worse the 
thermal performance. This is due to the increase in enclosure percentage by increasing 
the number of floors and reducing the distances between buildings, thus reducing 
solar radiation, which positively affects OTC (Fig. 12 and 13). 

3.1.3 Building Coverage Ratio (BCR) 

The spacing between buildings was the only factor that affected BCR, as it changes 
by the change of building widths, and the number of floors is not included in the 
calculation of BCR. The results of phase 1 is shown in the following graph, which 
illustrates the input values for the different cases and the values of the BCR and 
the corresponding UTCI, showed that the relationship between BCR and OTC is 
an irregular relationship that cannot be relied upon when designing for the purpose 
of environmental optimisation. It could be shown that there are some BCR values
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Fig. 14 A graph shows the input values and the resulting BCR and UTCI for the 20 cases in Phase 
1. Source By Authors 

Fig. 15 The relation between UTCI and BCR resulted from Phase 1 (left), the relation between 
MRT and BCR resulted from Phase 1. Source By Authors 

that give different results for UTCI, and the reason here is due to the fact that when 
increasing the number of floors, the thermal performance improves, but the value 
of BCR remains constant. And vice versa, when reducing the number of floors, the 
thermal performance deteriorates at the same value as BCR (Figs. 14 and 15). 

3.2 Phase 2 

In this phase UWG used to show the effect of the urban heat island by produces 
modified values for the air temperature, relative humidity and wind speed after adding 
the urban context. 

The results of this phase showed a noticeable difference in UTCI values for all 
cases compared to their counterparts in phase 1, and the decrease is estimated about 
0.4 ˚C. This is due to the changes in air temperature, wind speed and relative humidity 
values. The MRT values were not affected because they are related to solar radiation. 

From these results, it was concluded that adding an urban context have a great 
impact on OTC and deducing the urban weather file through UWG gives more 
accurate values with a noticeable difference and helps to significantly improve OTC. 

As for the relationship between UTCI and the rest of the factors such as SVF, FAR, 
and BCR, the results of the second phase showed the same relationships, but with a 
slight change in the UTCI values as it mentioned. The relationship between UTCI
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and SVF was completely direct, inversely with FAR, and an irregular relationship 
with BCR. 

3.3 Phase 3 

The third phase of the simulation consists of 4 parts, in each part, the number of 
floors and the spacing between buildings are changing, while fixing the rest of the 
three arrays with average values for the number of floors and the distances between 
buildings as G+five and 9 m respectively, and repeat these cases 4 times as follows:

• Array A, in the western direction.
• Array B, in the northern direction.
• Array C, in the eastern direction.
• Array D, in the southern direction. 

3.3.1 Part 1 (Array A—Western Direction) 

The results of this part show that the western direction is one of the directions that 
has the most impact on OTC, and the change in it shows a noticeable difference in the 
values of MRT reached 1.8 and 0.4 ˚C in UTCI. The highest value of UTCI was 37.6 
˚C, and it was for the lowest case in floor numbers and the largest in spacing between 
buildings, as is the case in the previous phases. The lowest value of UTCI and the 
best thermal performance was 37.2 ˚C for the case with the highest number of floors 
and the lowest in the spacing between buildings also as before, so the difference 
between the highest and lowest value of UTCI is about 0.4 ˚C when changing the 
western array and fixing the rest of the arrays. 

This is due to the fact that the sun’s path is a long high path in summer, and the 
sun rises in the NE and sets in the NW. Therefore, the duration of the day becomes 
longer and the eastern and western directions receive the greatest amount of solar 
radiation as shown in Fig. 17. Additionally, the altitude angle of the sun decreases 
in the early morning and late afternoon (Fig. 16). Thus, increasing buildings heights 
and decreasing the spacing between them in the western direction can block solar 
radiation and provide a large amount of shading, which improves OTC.

3.3.2 Part 2 (Array B—Northern Direction) 

The results of this part show a negligible difference in the values of the UTCI, and 
therefore the change in the northern side has a weak effect on OTC. 

This is because the sun path is from the NE direction to the NW, passing through 
the south, which makes the solar radiation in the northern direction the lowest; 
throughout the year and not only in the summer, compared to the other directions.
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Fig. 16 Original directions to the 4 arrays of the model. Source By Authors 

Fig. 17 The direction of the total radiation is on the path of the sun, 16 July. Source By Authors



Parametric Urbanism in Optimising Outdoor Thermal Comfort of Urban … 413

Therefore, increasing the buildings heights and decreasing the spacing between them 
do not significantly affect the shading and their effect on OTC is very weak. 

3.3.3 Part 3 (Array C—Eastern Direction) 

The results of this part showed a significant difference in the MRT and UTCI values 
by 2.1 ˚C and 0.5 ˚C respectively. As the highest value reached by UTCI, which 
represents the worst performance for OTC, is 37.8 ˚C for the case had the lowest 
number of floors and the most spacing between buildings, while the lowest value 
reached by UTCI and the best performance of outdoor thermal comfort amounted to 
37.3 ˚C for the case with the highest number of floors and the lowest in the spacing 
between buildings. From this it is concluded that the eastern direction is influential 
direction among the four directions on OTC. 

This is consistent with the sun’s path and its altitude angle as mentioned in Part 
1. It is worth mentioning that, the intensity of solar radiation in the eastern side is 
stronger than its intensity in the western side. Therefore, the effect of the eastern side 
in blocking the solar radiation and improving OTC is greater than the western side. 

3.3.4 Part 4 (Array D—Southern Direction) 

The results of this part show a very weak difference between the highest value reached 
by UTCI and the lowest value, from which we conclude that the southern direction 
does not have a noticeable effect on OTC in summer. 

This is because the sun’s path is almost perpendicular in summer. Additionally, in 
the south direction, the sun reaches its highest altitude. Thus, neither increasing the 
buildings heights nor decreasing the spacing between them can block solar radiation 
or provide shading effectively, which explains why OTC is slightly affected by the 
change in the southern side. 

Figure 18 shows the difference between the 4 arrays in UTCI and MRT values in 
the 20 cases of each part.

4 Conclusions 

The results of the first phase showed a strong direct relationship between SVF and 
UTCI, while the relationship was inverse between UTCI and FAR, and an irregular 
relationship with BCR. The difference in UTCI values reached 1.0 ˚C for the case 
that the number of floors was G+Seven in compliance with the building codes, but 
when the height was increased to G+Ten, the difference in the UTCI reached 1.6 ˚C in 
a significant improvement in the outdoor thermal comfort. The difference increases 
as the number of floors increases.



414 M. W. Rezk et al.

Fig. 18 A Line graph shows the difference in UTCI acting between the four arrays in Phase 3 (left), 
the difference in MRT acting between the four arrays in Phase 3 (right). Source By Authors

The results of the second phase showed that the urban context have a great impact 
on OTC and the importance of using the UWG to obtain more accurate results, as 
the difference in the values of UTCI reached 0.4 ˚C between the cases in phase 2 
and their counterparts in phase 1, which is considered a noticeable value. As for the 
relationships between UTC and MRT with each of SVF, FAR, and BCR, it showed 
the same relationships as phase 1 results. 

The results of the third phase showed that the buildings in the eastern and western 
directions have the most impact on OTC, whereas the northern and southern direc-
tions have a weak effect on OTC, because the percentage of solar radiation in the 
eastern and western directions constitutes most of the solar radiation in the summer. 

5 Recommendations 

Based on the foregoing, this research recommends decision makers to amend the 
building codes to allow for higher heights to provide a higher percentage of shading 
and thus improve OTC, as most of the new cities in Egypt have a hot arid climate 
and lack shading. It recommends the designers trying to reach a lower SVF and 
a higher FAR to improve the outdoor thermal comfort in the hot dry climate by 
increasing buildings’ heights and increasing the side compactness of the urban space. 
It is also recommended for designers to design higher buildings in the eastern and 
western directions to reach higher shading ratios, as most of the solar radiation is 
concentrated in these two directions in summer. Table 5 shows a summary for the 
main result, conclusions, recommendation for the three phases of simulation.
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Table 5 The results of the three phases with their conclusions and recommendations 

Results Conclusions Recommendations 

Phase 
1 

The difference between the cases of higher 
and lower thermal performance in the 
values of MRT reached 4.2 and 1.0 ˚C in 
UTCI moving a level down on the UTCI 
assessment scale 
The best thermal performance was in the 
case with the lowest number of floors and 
the largest in spacing between buildings 
The best thermal performance was in the 
case with the highest number of floors and 
least in the distances between buildings 
The difference in the UTCI values when 
fixing the spacing between buildings and 
changing the floor numbers reach 0.8 ˚C, 
while when fixing the floor numbers and 
changing the spacing between buildings, 
the difference ranges from 0.2 to 0.3 ˚C 

SVF has a 
significant impact 
on OTC and the 
relation between 
UTCI and SVF is 
completely direct 
FAR has a great 
impact on OTC 
with an inverse 
relationship 
between UTCI 
and FAR 
BCR has a little 
impact on OTC 
with irregular 
relationship 
The effect of 
height on OTC is 
stronger than the 
effect of spacing 
between 
buildings 

To design urban areas 
with low SVF and high 
FAR 

Phase 
2 

UTCI values reduced by 0.4 ˚C for the 20 
cases compared with their counterparts in 
phase 1 
MRT values was same as in phase 1 

The surrounding 
urban context has 
a great impact on 
OTC 

To use UWG in 
simulating OTC to 
achieve accurate results 

Phase 
3 

Array A—Western direction: The 
difference between the cases of higher and 
lower thermal performance in the values of 
MRT reached 1.8 and 0.4 ˚C in UTCI 
Array B—Northern direction: The 
difference in values of UTCI and MRT 
between the higher and lower cases in 
terms of thermal performance is negligible 
Array C—Eastern direction: The 
difference between the cases of higher and 
lower thermal performance in the values of 
MRT reached 2.1 and 0.5 ˚C in UTCI 
Array D—Southern direction: The 
difference in values of UTCI and MRT 
between the higher and lower cases in 
terms of thermal performance is negligible 

The western 
direction is one 
of the directions 
that has the most 
impact on OTC 
The northern and 
southern 
directions have a 
negligible impact 
on OTC 
The eastern 
direction has the 
most influence on 
OTC 

To increase the heights 
of buildings in the 
eastern and western 
directions and reduce 
the spacing between 
buildings in those 
directions
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7. Çalışkan O (2017) Parametric design in urbanism: a critical reflection. JPPR 32(4):417–443 
8. Ibrahim Y et al (2022) Multi-objective optimisation of urban courtyard blocks in hot arid zones. 

240:104–120 
9. Mohamed AN et al (2022) Improve urban form to achieve high social sustainability in a 

residential neighborhood Salam new city as a case study. 12(11):1935 
10. Basaly LG et al (2021) Improvement of outdoor space microclimate in hot arid regions using 

solar pavilions. 147(3):05021027 
11. Mahmoud H, Ghanem H (2019) Urban geometry mitigation guidelines to improve outdoor 

thermal performance in Egyptian hot arid new cities. JES 47(2):172–193 
12. Jafari M et al (2018) Characteristics of arid and desert ecosystems, pp 21–91 
13. Shafaghat A et al (2016) Street geometry factors influence urban microclimate in tropical 

coastal cities: a review. 17(1):61–75 
14. Perini K, Magliocco A (2014) Effects of vegetation, urban density, building height, and 

atmospheric conditions on local temperatures and thermal comfort. JUFUG 13(3):495–506 
15. Skarbit N et al (2017) Employing an urban meteorological network to monitor air temperature 

conditions in the ‘local climate zones’ of Szeged, Hungary. 37:582–596 
16. Petralli M et al (2014) Urban planning indicators: useful tools to measure the effect of 

urbanization and vegetation on summer air temperatures. 34(4):1236–1244 
17. Lin P et al (2017) Effects of urban planning indicators on urban heat island: a case study of 

pocket parks in high-rise high-density environment. 168:48–60 
18. Lin T-P et al (2010) Shading effect on long-term outdoor thermal comfort. 45(1):213–221 
19. Hwang R-L et al (2011) Seasonal effects of urban street shading on long-term outdoor thermal 

comfort. 46(4):863–870 
20. Wei R et al (2016) Impact of urban morphology parameters on microclimate. Procedia Eng 

169:142–149 
21. Handbook, A.J.V. and A.-C. Engineers, Fundamentals, ASHRAE–American society of heating 

(2017) 
22. Achour-Younsi S, Kharrat F (2016) Outdoor thermal comfort: impact of the geometry of 

an urban street canyon in a Mediterranean subtropical climate—case study Tunis, Tunisia. 
Procedia-Soc Behav Sci 216:689–700



Parametric Urbanism in Optimising Outdoor Thermal Comfort of Urban … 417

23. Yang F et al (2011) Urban design to lower summertime outdoor temperatures: an empirical 
study on high-rise housing in Shanghai. 46(3):769–785 

24. Aljawabra F (2014) Thermal comfort in outdoor urban spaces: the hot arid climate. University 
of Bath 

25. A review of thermal comfort. TU Delft (2019) 
26. Kumar P, Sharma A (2020) Study on importance, procedure, and scope of outdoor thermal 

comfort—a review. Sustain Cities Soc 61:102297 
27. Coccolo S et al (2016) Outdoor human comfort and thermal stress: a comprehensive review on 

models and standards. 18:33–57 
28. Ghani S et al (2021) Assessment of thermal comfort indices in an open air-conditioned stadium 

in hot and arid environment. 40:102378 
29. Lin T-P et al (2019) The potential of a modified physiologically equivalent temperature (mPET) 

based on local thermal comfort perception in hot and humid regions. 135:873–876 
30. Honjo T (2009) Thermal comfort in outdoor environment. Glob Environ Res 2009(13):43–47 
31. Tomasetti T (2020) Core Studio 
32. Bueno B et al (2013) The urban weather generator. 6(4):269–281 
33. Bueno B et al (2014) Computationally efficient prediction of canopy level urban air temperature 

at the neighbourhood scale. 9:35–53 
34. Evola G et al (2020) A novel comprehensive workflow for modelling outdoor thermal comfort 

and energy demand in urban canyons: results and critical issues. 216:109946 
35. Ibrahim YI, Kershaw T, Shepherd P (2020) A methodology for modelling microclimate: 

a Ladybug-tools and ENVI-met verification study. In: 35th PLEA conference sustainable 
architecture and urban design: planning post carbon cities 

36. Ibrahim Y et al (2020) Improvement of the Ladybug-tools microclimate workflow: a verification 
study 

37. Natanian J et al (2020) From energy performative to livable Mediterranean cities: an annual 
outdoor thermal comfort and energy balance cross-climatic typological study. 224:110283



Field Measurements Used to Validate 
Envi-MET and Conduct Sensitivity 
Analysis in Egypt 

Esraa Ebrahiem Salim, Naser Fawzy Ramadan, and Mohamed Saad 

1 Introduction 

Today’s population is confronted with unfamiliar human changes in the lower and 
middle atmosphere of various other natural systems and global depletion. Apart 
from recognizing that these changes would affect economic activity, infrastructure 
and ecosystems managed at an early stage; global climate change is now recog-
nized as a risk for population health. Globalization has created new, broad-based 
effects on patterns of human health. Some global changes are associated (in partic-
ular climate), including changes in regional food crops, the emergence of infectious 
diseases, the prevalence of cigarette smoking, various economic, social, demographic 
and environmental conditions, and health disparities. 

Primary prevention from these global impacts is an enormous challenge at source 
to reduce health risks. 

Conceptual perspectives are needed which go beyond the traditional under-
standing of causation and prevention. The challenge of mitigation strategies for 
climate change is clear. In the meantime, new instruments and policies will be 
required to reduce the health risks, which were or cannot be prevented as a result of 
global change. In order to redefine human society’s plans, development, transporta-
tion, development, use, exchanges, and resources to support human lives sustainably 
and in long-term health, the health sector needs to work with other sectors.
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Urban design factors can affect public health in several ways, including phys-
ical activity, traffic accident risk and sound level, pollution exposure, access to 
health resources, mental health and affordability, which affect household’s ability 
to affordability. 

The impact of the physical environment on health and well-being has become a 
common concern of the “new urbanism” called for the reintegration of public health 
and urban design. The application of human needs in the urban space which include 
air and water clean, safety, transportation, social interaction, and open space for 
leisure. Can lead to environmental space through:

• Reduction of urban fabric imbalances.
• Car use, air and noise pollution.
• Quality of public spaces, social cohesion.
• Healthy lifestyles and increase employment opportunities 

As a result, environmental impacts must be considered during the design phase. 
The influence of space design on internal climate can be monitored before imple-
mentation using simulations such as the ENVI-met program to assure the best space 
design before the implementation phase on the site. 

This research aims to covering some aspects of the environmental impacts of 
socio-economic development. Sustainable use of land, water, energy and biological 
resources to develop good health and wellbeing, global sustainability—the obstacles 
and ways in which they could be overcome. 

2 Problem Definition 

1. Public health research indicates that heat extreme affects human health. 
2. Planning policies are incompatible with human health, in particular rigid 

standards of zoning and design. 
3. Urban ratios effects climate change which affects urban spaces efficiency. 

3 Methodology 

This study validates the Envi-met software using measured and predicted air temper-
atures, relative humidity, wind speed in a residential area in El Obour city. The study’s 
objective is to check the performance efficiency of the software using statistical 
analysis.
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4 Validation of Envi-Met Software Using Measured 
and Predicted Air Temperatures, Relative Humidity 
and Wind Speed in Obour City 

Obour city is the second-generation Satellite city located around and close to Cairo 
with a short and middle term objective of minimizing population density and bene-
fiting from the available basic structures such as services and labour in attracting 
population, activities, creating new job opportunities, and economic elements that 
are associated with the mother city. 

This study validates the Envi-met software using measured and predicted air 
temperatures, relative humidity, wind speed in a residential area in El Obour city. 
The study’s objective is to check the performance efficiency of the software using 
statistical analysis. 

Air temperature, relative humidity, and wind speed measured at the height of 1.8 
m above the ground took 2 h from 3 to 4 pm at date 12/4/2021 used as the variables 
for the simulation validation (Fig. 1; Table 1).

4.1 Air Temperature Validation 

See Figs. 2 and 3; Table 2.

4.2 Relative Humidity Validation 

See Figs. 4 and 5; Table 3.

4.3 Wind Speed Validation 

See Table 4; Fig.  6.

5 Results Ratios of Relationship Between Program 
Simulation and Site Measures

• Air temperature, the difference about 0.35 and 0.65 °C.
• Relative humidity, the difference about 0 and 1%.
• Wind speed, the difference about 0.08 and 0.58%.
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Fig. 1 Shows the points were measured in the location. Source Google earth 

Table 1 The simulation data 
Date 12/4/2021 

Time 3 pm  

Temperature 25.3 °C 

Relative humidity 31% 

Wind speed 3.3 m/s

6 Conclution 

This study presents the verification of measured and predicted air temperatures, rela-
tive humidity and wind speed in Obour City using the Envi-met program. Measured 
and forecast data was taken for 2 h, and simulations were performed; the degree of
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Fig. 2 Shows the measure points on the simulation results. Source Envi-mat program 

Fig. 3 The graph shows the 
relationship between 
program simulation and 
measured air temperature, 
about 0.35 and 0.65 °C. 
Source The researcher 
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Table 2 Show the field measures and the simulation result of air temperature 

Air temperature B1 B2 B3 B4 B5 B6 

Simulation 28.85 28.35 29.53 28.35 28.85 29.85 

Measured 28.5 27.8 30.1 28.9 28.3 30.5

agreement was signed. Our study shows that the Envi-met software is well validated 
for further analysis because all parameters behave well. 

We can use Envi-Met simulation programe to examine urban spaces design applied 
on a global scale or in various geographical areas by choosing the project location 
on the programe and choose the best design that provides thermal comfort to users 
prior to implementation.
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Fig. 4 Shows the shows the measure points on the simulation results. Source Envi-mat program 

Fig. 5 Graph showing the 
relationship between 
program simulation and 
measured relative humidity, 
the difference about 0 and 
1%. Source The researcher 
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Table 3 Show the field measures and the simulation result of relative humidity 

Relative humidity B1 B2 B3 B4 B5 B6 

Simulation 37 38 34 36 34 32 

Measured 37 39 33 37 34 33

Table 4 Show the field measures and the simulation result of wind speed 

Wind speed B1 B2 B3 B4 B5 B6 

Simulation 2.52 2.02 3.02 2.02 2.52 3.02 

Measured 3.1 2.5 3.6 2.6 2.6 3.6
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Fig. 6 Shows the measure points on the simulation results. Source Envi-mat program

7 Recommendation 

Now, we must take care of our urbanity because everything around us affects climate 
change, especially extreme heat and wind speed, which impacts our health and lives. 
The world is now suffering from the problem of disease spread, which we can reduce 
with our designs and stop with appropriate decisions in our new urbanism. 

Future developments of our urbanity are in the hand of researchers, professionals, 
the public.

• Researchers, must continue work on this field to achieve more details about the 
relation between the urban environment and our health, and continue the study of 
finishing materials’ effect on the environment.

• Professional people need to remind the public and their work partners of the value 
of taking into account balanced ratios when designing every place for people in 
order to build comfortable places that are walking able and healthy.

• The general public should be mindful of the advantages and health effects of 
metropolitan environments. The public alone will have sufficient leverage to get 
politicians to promote and demand new urban leaders and to take part in urban 
initiatives to learn how their urban spaces can be preserved.
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Smart Cities and Communities



Sustainable Development: A Review 
of Concepts, Domains, Technologies, 
and Trends in Smart Cities 

Mohamed Elnahla and Hossam Wefki 

1 Introduction 

Sustainable development is a complex and multidimensional concept that aims to 
balance human well-being’s economic, social, and environmental aspects. According 
to World Commission on Environment and Development, sustainable development is 
defined as “a development that meets the needs of the present without compromising 
the ability of future generations to meet their own needs” [1]. This definition implies 
two key principles: first, recognizing the basic needs of the people living in poverty 
and their right to a decent quality of life, and second, acknowledging the limits of 
natural resources and ecosystems to support human activities. However, achieving 
sustainable development in an era of rapid urbanization and technological change 
poses significant challenges for policymakers, planners, and practitioners [2]. The 
United Nations Department of Economic and Social Affairs expects the number of 
people living in urban areas to increase to 68% by 2050, up from more than half 
of the world’s population currently living in urban areas [3]. Urbanization brings 
opportunities for economic growth, social inclusion, and cultural diversity but also 
generates pressures on land use, infrastructure, energy, water, waste management, 
and climate change. Some megacities such as Tokyo, Delhi, Shanghai, and Cairo 
have reached unprecedented population density and complexity levels, requiring 
innovative solutions for urban governance and service delivery. 

Smart cities are one of the emerging paradigms. Based on the United Nations 
Economic Commission for Europe, a smart city can be defined as “an innovative city 
that uses information and communication technologies (ICTs) and other means to
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improve quality of life, the efficiency of urban operation and services, and competi-
tiveness, while ensuring that it meets the needs of present and future generations 
concerning economic, social, cultural and environmental aspects” [4]. However, 
smart cities are not homogeneous; they can vary in their domains, technologies, 
and trends depending on their context, vision, and goals [5]. 

This research paper provides a review of the existing literature on the sustainable 
development of smart cities, focusing on four main dimensions: 

(a) the conceptualization and definition of smart cities. 
(b) the domains of smart city. 
(c) the technologies and applications that enable smart city solutions. 
(d) the current and future trends in smart city development. 

This paper aims to provide a comprehensive overview of the state-of-the-art 
knowledge on smart cities and identify gaps and challenges for future research by 
examining the evolution of smart cities using in-depth network analysis on relevant 
Scopus database papers published between 1997 and 2023 Q1. The network analysis 
allows us to capture the main themes, trends, and relationships among the publica-
tions and reveal how the concept of smart cities has changed over time. The study 
is organized as follows: The study methodology, including the steps for gathering 
and analyzing data, is described in Sect. 2. The results are presented in Sect. 3. The  
findings are discussed in Sect. 4, together with study implications for smart cities. 
Section 5 shows the recommendations for further research on smart cities while, 
Sect. 6 concludes by outlining the study’s primary contributions, and shortcomings. 

As this paper is studying Smart Cities so it targets the following Sustainable 
Development Goals (SDGs):

• Goal 3: Good health and well-being.
• Goal 6: Clean water and sanitation.
• Goal 7: Affordable and clean energy.
• Goal 9: Industry, innovation, and infrastructure.
• Goal 11: Sustainable cities and communities.
• Goal 12: Responsible consumption and production.
• Goal 13: Climate action. 

Goal 11 is considered the main target in this study, but other mentioned goals are 
also covered. 

2 Materials and Methods 

This study conducted a scientometric study based on [6, 7] to understand the smart 
city literature. This review aims to present a thorough, organized analysis of the idea 
of smart cities, along with the technologies and applications surrounding them. The 
review takes a two-step approach to accomplish this goal.
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First, it identifies and examines the main keywords associated with smart cities in 
the literature using an Analysis of the keyword co-occurrence network. This analysis 
includes the following steps: 

(a) choosing the database and keywords for the search. 
(b) performing initial data analytics. 
(c) analyzing the leading data indicators. 
(d) creating the keyword co-occurrence network. 
(e) discussing the topics uncovered by keyword co-occurrence clustering. 

Second, by investigating each year, it determines and evaluates the domains of 
smart cities proposed in studies. This analysis involves repeating the same steps used 
to create the co-occurrence network to create a network for each year. 

This study seeks to give a complete overview of smart cities by following this 
two-step approach. 

The next subsections cover in full the methodological procedure. 

2.1 Database Selection and Search 

The primary data source for this study was the Scopus database, which is widely 
regarded as a comprehensive and reliable repository of scholarly publications from 
prominent worldwide publishers. Among the publishers included in the Scopus 
database are Emerald Insight, IEEE, Elsevier, Springer, and Taylor & Francis. The 
Scopus database offers a robust indexing system that facilitates the retrieval of rele-
vant articles on various topics. To maintain high standards of quality and academic 
rigor in the data, the selection criteria for this study restricted inclusion to journal 
articles only. The study was centered on examining published articles that explore 
the topic of smart cities from various contexts and perspectives. 

A rigorous and systematic search strategy was employed to reduce the likelihood 
of including irrelevant or inaccurate papers in the analysis. The main keyword used 
for the search was “smart cit*”, which captured variations such as “smart city”, 
and “smart cities”. The search was conducted in English-language journals only. No 
filters were applied based on the publication date or subject area to avoid missing any 
important or recent publications on the topic. The search returned 12,148 papers. 

2.2 Initial Data Analytics 

The bibliographic is exported to record the selected publications and analyze them 
using descriptive statistics and bibliometric methods. The distribution of publications 
was examined by year, subject area, keyword, country, source, author, and affiliation 
to identify the main trends and patterns in smart city research. Table 1 summarizes 
the main features of smart city articles derived from the Scopus database.
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Table 1 The main features of 
smart city articles Documents 12,148 

Subjects areas 26 

Sources 160 

Keywords with 100+ 160 

Countries 133 

Time frame 1997–2023 (Q1) 

2.3 Analysing the Leading Data Indicators 

The leading data indicators are filtered and exported from Scopus by merging the 
main keywords corresponding to the same topic. Then, these main keywords were 
categorized for further analysis. 

Using PowerBI to visualize the filtered general indicators regarding geographic 
and chronological information, the subject area, and keyword statistics. Then, a 
subjective mapping is created using an alluvial diagram between the top 50 keywords 
and their categories, following the same procedures of [7, 8]. 

2.4 The Keyword Co-occurrence Network (KCN) 

The citation network and the Keyword Co-occurrence Network (KCN) are two 
network-based methodologies extensively utilized in bibliometric analysis. A cita-
tion network identifies popular research based on the frequency of its citations. It 
investigates the transmission of scientific information by focusing on the relationships 
between publications cited. However, it does not reveal new patterns in literature. On 
the other hand, a KCN is a valuable technique for scientometric analysis that exam-
ines the keywords in scientific papers to understand the knowledge components and 
display the major study subjects in a scientific discipline. Keywords provide a quick 
summary of the main points of the scientific study [7]. The KCN collects relationships 
between distinct knowledge components. It quantifies the relative relevance of each 
element within the network based on the density and centrality metrics of keywords. 
It also incorporates methodologies from co-word networks and portfolio analysis [6]. 
The KCN approach is more relevant for the present research than citation network 
methods since authors are interested in analyzing the knowledge components of the 
articles rather than determining the value and popularity of articles. KCNs are used 
in this research to analyze the development of subjects in scientific studies on smart 
cities. 

To generate the KCN, the data is split by year to examine the themes and trends of 
smart city research in different periods. Then a keyword co-occurrence network was 
created using VOSviewer software, in which nodes correspond to keywords, and the
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distance between each pair of nodes is defined by density. The degree of associa-
tion and interaction between keywords is represented by density. The density-based 
approach minimizes the weighted sum of the squared Euclidean distance between 
each pair of nodes. As a result, a high-density number suggests a short distance 
between two nodes. 

3 Results and Discussion 

3.1 Geographic and Chronological Information 

The analysis began by tracing the evolution of scholarly research into smart cities. 
Figure 1 depicts the annual propagation of papers in this discipline, exhibiting a 
spectacular long-term growth pattern. The time range is divided into three periods 
based on the volume and frequency of publications. The first period, which lasted 
from 1997 to 2012, was distinguished by a low level of research activity, with only 
a few articles produced each year. From 2013 to 2016, the second period showed 
substantial growth in research production as more scholars got interested in the smart 
city topic. The third period, from 2017 through 2022, had exponential publication 
growth, peaking in 2022. Based on presently published articles, the expected number 
of articles published this year will exceed that of the previous year by March 2023. 
This study analysis confirms the outcomes of [9], which evaluated the literature on 
smart cities from a computer science and information technology standpoint, and the 
findings of [10], who studied the smart city literature between 1990 and 2019. 

Figure 2 depicts the provenance of research (country contributions); China is the 
most significant contributor, accounting for 2.5K publications, followed by India 
(1.5K), the United States (1.5K), the United Kingdom (1000), and Italy (0.9K). The 
figure depicts the remaining countries with a logarithmic scale bubble to represent 
each country’s contribution and a bar chart representation to better demonstrate the 
number of publications.

Fig. 1 Number of publications by year 
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Fig. 2 The origin of research (countries’ contributions) 

3.2 The Subject Area 

Figure 3 discovered that computer science has the most interest with 6725 articles, 
followed by engineering with 5934 articles, the social sciences with 3347 articles, 
environmental science with 1495 articles and energy with 1486 articles. 

Fig. 3 Subjects of 
publications
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3.3 Keyword Statistics 

By investigating the keywords provided by authors in the database and starting by 
getting the statistics, it was found that some keywords like smart city and smart 
cities are general and won’t help in data analysis. Also, some keywords like “IoT”, 
“Internet of Things”, and “Internet of Things (IoT)” are the same, but because authors 
wrote them differently, the statistics show them as many entities. 

So to address this issue, the data is filtered, and keywords with similar meanings 
are merged. As shown in Fig. 4, IoT was the most used keyword, accounting for 4487 
papers, followed by Sustainable Development (654 articles) and Machine Learning 
(652 articles); these findings confirm the outcomes of [11] who studied the factors 
of the net zero smart city. 

Keywords categorized for better understanding into (communication, environ-
ment, data processing, data security, application, testing, data storage, country,

Fig. 4 Author keywords (filtered)—Top 50 
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factors, data collection, and regulation) as shown in Fig. 5. Applications of Smart 
Cities are at the top, followed by Data Processing, Data Collection, Data Security, 
Communication, Environment, and Factors, then Data Storage. 

Figure 6 shows a subjective mapping using an alluvial diagram between the top 
fifty keywords (right) and their categories (left) to show correlations between cate-
gorical dimensions, representing them as flows. The number next to the keyword 
indicates the number of publications that have used this keyword in the Scopus 
database. This figure helps further investigation of the categorized author keywords 
by providing a better understanding of the main keywords related to each category.

Fig. 5 Author keywords (categorized) 



Sustainable Development: A Review of Concepts, Domains … 437

Fig. 6 Subjective mapping using an alluvial diagram between the top fifty keywords (right) and 
their categories (left) 

3.4 Keyword Co-occurrence Networks 

To fully understand the evolution of smart cities, this study generated research co-
occurrence networks and summarized the development of the field and future trends 
using the links between keywords and clusters.
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3.4.1 An Overview on the Full Period 

First, a network is investigated for the full period (1997-2023Q1), as shown in Fig. 7. 
This network shows the co-occurrence of keywords and their relationships. Through 
it, the leading technologies and trends governing smart city research can be identified, 
as they have a bigger node size and more links to other nodes like the Internet of 
Things, big data, machine learning, blockchain, deep learning, security, and cloud 
computing. 

Moreover, for more accurate detection of the main keywords, the density map in 
Fig. 8 can show, with a clearer vision, the keywords with the most significant impact.

Also, using a timeline network in Fig. 9 that highlights, with different colors, 
the nodes of keywords based on the year they first appeared, and detect which of 
these technologies started from the beginning of research and continued till now, like 
(the Internet of Things, energy efficiency, big data, cloud computing), and which are 
new trends that appeared recently and showing better solutions that will continue to 
improve through years to come, like (artificial intelligence, blockchain).

Although this analysis managed to get a more fabulous look at trends and tech-
nologies of smart cities through the entire period network, till further analysis needs 
to be performed to understand the domains and concept evolution of smart cities for 
each year of research to find the common theme of the period and the main parts 
proposed through that time. 

So, the database is divided into three periods and a small part of 2023 Q1 as it 
was evolving while performing the study. These three periods were created based on 
the annual distribution of journal articles shown in Fig. 1.

Fig. 7 Keywords co-occurrence network (1997-2023Q1) 
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Fig. 8 Keywords co-occurrence density map (1997-2023Q1)

Fig. 9 Keywords co-occurrence network time based (1997-2023Q1)
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Fig. 10 Keywords co-occurrence network time based (1997–2012) 

• The first period (1997–2012)
• The second period (2013–2016)
• The third period (2017–2022)
• At the time of the study (2023 Q1). 

3.4.2 First Period (1997–2012) 

In this period, authors observed that the first published paper about smart cities in 
the Scopus database was in 1997, and until 2010, just 20 articles were published. 
During this very early stage, the longest connected series of keyword nodes show 
that the concept of smart cities revolved around finding sustainable solutions using 
knowledge management and data security. The possible applications targeted by 
smart cities were infrastructure, urban transportation, energy use, and urban growth. 

By the end of 2011, the network expanded, and some technologies like GIS started 
to appear, but no main target or technology was forming the main shape of the smart 
city till that time. 

In 2012, the shape and target of smart cities started to be more apparent by targeting 
sustainability and using Big Data for the first time; meanwhile, data collection 
technologies like sensors or Android phones began to gain the interest of researchers. 

Figure 10 shows the network from 1997 to 2012. 

3.4.3 Second Period (2013–2016) 

By entering the second period starting in 2013, smart city research jumped. In 2013, 
99 research projects were independently created, nearly the number of all publications 
produced in the first period. When investigating the network of 2013, Fig. 11 clarifies 
the reason behind this huge increase as the Internet of Things (IoT) started to be 
the main technology of smart cities. With its ability to collect huge amounts of
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Fig. 11 Keywords co-occurrence network (2013) 

information and store it in big data, smart cities can start to be more practical and 
efficient. 

In 2014, as shown in Fig. 12, IoT and big data in smart cities continued to be 
the leading research topic with the emergence of new aspects like using social 
media platforms and developing some machine learning algorithms under the name 
“context-awareness”.

In 2015, and by investigating the network in Fig. 13, the network stayed with the 
same theme as in 2014, but some aspects regarding interoperability and cybersecurity 
started to gain more interest, and some applications like smart parking evolved.

In 2016, the network of 2015 expanded, and new interests appeared, as shown in 
Fig. 14, as cloud computing became one of the essential topics and smart grids meant 
that machine learning started to play a massive role in the structure of smart cities 
while applications expanded to urban transport and planning and supported decision 
making. Also, blockchain started to appear in smart city research.

3.4.4 Third Period (2017–2022) 

At the beginning of the third period, research in smart cities had its central theme 
oriented toward the Internet of Things. It focused on big data, machine learning, 
and artificial intelligence, with the blockchain aspect evolving. Figure 15 shows the 
network of 2017.
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Fig. 12 Keywords co-occurrence network (2014)

Fig. 13 Keywords co-occurrence network (2015)
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Fig. 14 Keywords co-occurrence network (2016)

In 2018, the network shown in Fig. 16 was the same as in 2017, but a new trend 
towards the uses of 5G started to gain more interest and helped develop more smart 
city applications and solutions while providing more data.

In 2019, the network shown in Fig. 17 showed a huge increase in research on 
Blockchain and more focus on privacy and Industry 4.0 than before.

In 2020, as shown in Fig. 18, during the COVID-19 Pandemic, the focus of most 
of the studies stayed the same as in 2019. However, new aspects of education, health 
informatics, and risk assessment started to be taken into consideration by some 
researchers.

In 2021, as shown in the network in Fig. 19, new trends started to appear as 6G 
and Society 5.0. Meanwhile, there was greater interest in industry 4.0, digital twins, 
3D city models, and genetic algorithms. Also, some devices like drones captured 
greater interest in studies this year.

Meanwhile, security and Blockchain have become the focal point of much 
research. 

The network of 2022, shown in Fig. 20, shows the same interests as in 2021 but 
with a focus on AI and deep learning.
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Fig. 15 Keywords co-occurrence network (2017)

Fig. 16 Keywords co-occurrence network (2018)
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Fig. 17 Keywords co-occurrence network (2019)

Fig. 18 Keywords co-occurrence network (2020)
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Fig. 19 Keywords co-occurrence network (2021)

Fig. 20 Keywords co-occurrence network (2022)
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3.4.5 At the Time of Research (2023-Q1) 

As shown in Fig. 21, by investigating the network of the current year 2023 up until 
the date of typing this paper, it is found that IoT is still the main topic, while AI, 
blockchain, machine learning, deep learning, and big data are the focus of most 
studies. Also, some trends started to appear, like the metaverse. 

4 Findings 

4.1 The Evolution of the Concept of Smart Cities 

According to network analysis, the early stages of the development of smart cities 
lacked a clear theme or technology that governs smart city applications till IoT was 
introduced into the field of smart city research. IoT has managed to become the 
central component of smart cities as almost all technologies and applications since 
2013 show a relation with IoT either based on it or linked to it. Thus, a smart city 
can be defined as a framework that utilizes ICT to improve operational efficiency,

Fig. 21 Keywords co-occurrence network (2023 Q1) 
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public services, and the quality of life for its residents. A fundamental component 
of this architecture is the IoT, a network of interconnected objects that can interact 
and share data. IoT devices may include automobiles, sensors, household appliances, 
streetlights, and meters, among other things. By collecting and analyzing data from 
these devices, smart cities may enhance their infrastructure, transportation, energy 
distribution, waste management, and environmental sustainability. Smart cities seek 
to use technology and data to solve the urban issues and possibilities resulting from 
growing urbanization [5]. 

4.2 The Domains of Smart Cities 

By analyzing the keywords and the networks, the smart city research has split the 
main domains governing the smart city applications into five main domains: 

1. Data collection: Devices using sensors and other means of data collection, 
like surveys, are used to collect data on smart cities. Mostly these devices are 
connected and share data in IoT. 

2. Communications: A fast connection method is needed to send this data from 
devices to storage systems, especially to collect vast amounts of information and 
process it in real time. For this, 5G and 6G are the targets in many recent research 
papers. 

3. Data Storing: The data collected usually have different structures and needs to 
be processed to organize it before storing it to be used later for applications of 
smart cities. To cover this domain, studies of smart cities focus on Big Data and 
algorithms to organize this data. 

4. Data Processing: For end applications to give users useful information and help 
in decision-making or main life sectors like education or health, the stored data 
needs to be processed using AI, Machine Learning (ML), and deep learning. 

5. Security: Either it is about the connection between collecting Data devices, 
processing, and storing methods, or end applications receiving these processed 
data; a secure transfer and sharing of data are required to maintain smart cities. 
Many methods have been used, but the blockchain is the most effective one that is 
becoming the leading research focus in recent years and is expected to continue 
for subsequent years, as it is decentralized and peer-to-peer in nature [12]. 

4.3 Main Smart City Applications 

The main applications of smart cities, as found by research, are Energy Management, 
Waste-Management, Water Management, Education, Economy, Health, Commu-
nication, Environment, Transportation, Safety and security, Infrastructure, City 
Resilience, and Construction.
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These findings regarding the applications of smart cities confirm the findings of 
[2], while expanding the areas of applications to cover more applications found in 
the analysis. 

4.3.1 Energy Management 

One of the main objectives of smart city research is to optimize energy consumption 
in urban areas. By using a smart grid system that regulates the power supply and 
monitors energy consumption through intelligent meters and streetlights, smart cities 
can ensure that the resources are used efficiently and reduce wastage. Data collection 
related to bills, usage patterns, and other indicators should be done with care and 
supervision. This approach should also encourage more adoption of solar energy 
and other green projects to create sustainable buildings and residences. Moreover, 
smart cities should have a system that can manage renewable resources effectively 
and balance them with conventional sources [13]. 

4.3.2 Water Management 

The essential component of life for all living things is water. Since life on Earth 
cannot exist without water, it should be used responsibly. Smart meters must be 
installed in homes, businesses, and factories to control usage and reduce waste. 
Digital management using autosensed leakage detection should be used for water 
supply management to cut down on waste [14]. 

4.3.3 Waste Management 

Containers and trash cans need to be tracked in real time. As a result, if bins are too 
full, the system should notify the appropriate team right away so that an unoccupied 
bin can be used in their place. Waste classification, collection, and disposal should 
be scheduled carefully. Implementing resource optimization mechanisms based on 
actual needs will increase the effectiveness of the intelligent waste-management 
system. 

4.3.4 The Environment 

A smart city’s efficient and environmentally friendly architecture is essential. In 
addition to creating intelligent buildings, minimizing the waste of non-renewable 
resources is crucial. Sustainable data centers are required to manage and store the 
data needed for various smart city applications. It is necessary to construct a pollution-
control system with air toxicity monitoring capabilities. For the city’s various appli-
cations to use weather data, an intelligent network of meteorological stations may be



450 M. Elnahla and H. Wefki

necessary for an innovative environment. Automatic forest fire detection and preven-
tion, intelligent earthquake early detection, and an intelligent meteorological system 
are all possible combinations. 

4.3.5 Communication 

Applications for the smart city can be supported by optical fiber, citywide Wi-Fi 
connectivity, and 5G/6G systems. These systems play the leading role in expanding 
applications of smart cities by providing faster connections to collect and transfer the 
most significant amounts of data. This connectivity enables using sensors, cameras, 
and other IoT devices to gather real-time data that can be analyzed to improve city 
services and infrastructure. As a result, smart cities can enhance the quality of life 
for citizens and promote sustainable development [15]. 

4.3.6 Healthcare 

E-health and enhanced therapeutic workflow in smart hospitals can greatly enhance 
healthcare services. Utilizing various applications made specifically for smart health-
care systems can improve patient interaction. Smart healthcare may include updated 
healthcare information systems, M-Healthcare, and certified smart card readers for 
patient data security. In the meantime, sensors placed throughout the city can help 
gather information about the spread of viruses, assisting in the early detection and 
prevention of pandemics. 

4.3.7 Education 

Smart education and an intelligent educational environment have educated students 
and researchers throughout the pandemic. Various online learning platforms have 
made many courses available to sharpen skills. Webinars and online seminars have 
played an important role in knowledge sharing. Virtual class management systems 
and virtual labs have guaranteed no impediment to knowledge acquisition when 
educators and learners cannot interact face-to-face. Also, It provides learners with 
new tools and opportunities, such as using digital twins and smart learning indicators 
[16]. 

4.3.8 The Economy 

With vast amounts of data collected in smart cities and stored and processed, appli-
cations can use this data to build better plans and business decisions that can result in 
overall economic growth. However, it is essential to ensure that this data is collected 
and used ethically and securely to protect citizens’ privacy. Additionally, smart city
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initiatives should prioritize inclusivity and accessibility to ensure all community 
members benefit from these advancements [17]. 

4.3.9 Transportation 

By tracking the usage of means of transportation and the level of service also the 
quality of roads and record of crashes and their causes through sensors, cameras, 
smartphones, digital twin, and smart cars, the smart city applications can provide 
better plans regarding the maintenance of roads or adding new transportation method 
some places or increasing the number of buses in sometimes of the day in some places. 
Moreover, using self-driving cars or smart cars connected applications can eliminate 
crashes or traffic jams [18]. 

4.3.10 Infrastructure 

The city can improve sewage, identify any capacity issues, and provide upgrade plans 
using the data collected by sensors and other devices in the IoT network of smart 
cities. Additionally, it can use metrology data to predict rain so that the city can be 
ready with a place to deal with these enormous amounts of water without flooding 
sewage systems. In the meantime, the city can identify the severity of road flaws and 
cracks so that timely maintenance can be performed. 

4.3.11 Security and Surveillance 

Security cameras and control station analytics should be handled carefully to reduce 
crime. An intelligent system must monitor the smart home safety system and the 
traffic system so that police can take appropriate action on time. 

4.3.12 City Resilience 

Using the smart city data, the city can predict natural disasters and create prevention 
methods that can be automatically operated using the smart city systems based on 
conditions detected by sensors and real-time data processing. Meanwhile, the city 
can monitor the virus spread and air quality to prevent pandemics and possible 
dangerous impacts on health. This application of smart cities gained more interest 
after the COVID-19 pandemic, and researchers started to investigate its relation to 
sustainability in smart cities, as performed by Lopez and Castro [19].
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4.3.13 Construction 

Construction is considered a high resource usage process with high negative envi-
ronmental impacts while evolving high risks and safety hazards. Smart city systems 
can improve this industry sector by implementing the Construction 4.0 concept. 

Based on [20], the applications of smart city technologies in the construction 
process are:

• Generative Design, especially in architectural designs, is enabled through Gener-
ative deep learning models and used to provide conceptual designs, generating 
floor plans or indoor designs.

• Structural Analysis through deep learning and machine learning models.
• Material Selection and Optimization, using Machine Learning algorithms to 

predict the properties of construction materials and provide the most optimum 
solution regarding cost, sustainability, and strength.

• Smart Modular systems manufacturing, using AI and 3D printing to provide a 
better-manufactured Modular part, while providing robotic arms, the steps to 
assembly it in the site.

• Digital Twin, in the operational phase, provides a considerable amount of data 
that ensure the reduction of emissions, the efficiency of the energy system, and 
the best user experience throughout the building [21]. 

4.4 Challenges of Smart Cities 

Data analytics, accessibility, and affordability are the fundamental issues that all 
smart city systems face. Some of the major challenges are as follows: 

4.4.1 Big Data Sources 

Diverse data is produced from multiple sources in various forms, such as text, 
pictures, clips, sound, and social media data. To transform unstructured data into 
structured data and manage this varied data, big data technologies must be employed 
by developers. Conventional data mining techniques and software tools need to be 
improved to deal with the vast amounts and intricacies of data generated by various 
end devices and applications. Overcoming the obstacles associated with data manage-
ment, system design, data analysis, distributed big data mining, continuous data 
generation, data compression, data visualization, and data security. 

4.4.2 Data Filtration 

As smart city applications are expected to generate substantial data volumes, devel-
opers should monitor and validate relevant and reliable information. Redundant or
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insignificant data must be discarded to ensure efficient data storage and retention, 
which requires significant resources. To maintain data effectively, only high-quality 
data should be preserved in distributed databases. Developers face the challenge of 
maintaining high data consistency, integrity, and heterogeneity levels. 

4.4.3 Data Exchange and Accessibility 

The biggest challenge for development companies facing and managing the exchange 
of information among diverse and ever-changing users of various smart city applica-
tions. It is widely known that government officials maintain their own secure storage 
systems for confidential, sensitive, and personal information. Sharing such sensitive 
data across multiple applications poses a severe issue for developers, who must ensure 
the utmost security of private data. Nowadays, many users store their private infor-
mation on their mobile devices. Citizens’ personal information, including personal 
identification, addresses, contact details, etc., is highly confidential and cannot be 
revealed or used for any other purposes without the consent of the individuals 
concerned. Governments must devise a method to guarantee the privacy and security 
of individuals’ data. 

4.4.4 Safety and Privacy 

As discussed in the previous section, ensuring safety and privacy is the most signif-
icant hurdle to overcome in a smart city that utilizes big data. Keeping personal 
information confidential and safeguarding it against harmful attacks and unautho-
rized access is essential. A smart system comprises several systems interconnected 
across multiple networks, which requires a high degree of security as data travels 
through different network types [17]. 

4.4.5 Affordability 

The cost factor is fundamental, as separating valuable data from irrelevant data 
requires significant effort. Approximately 85% of the data generated needs to be 
more useful or noisy, making it challenging to verify, isolate, and refine the valu-
able data from the garbage. Nowadays, all enterprises depend on well-established 
traditional data management techniques, but advancements like cloud storage and 
virtualization demand more resources at a higher cost. As data overgrows, organiza-
tions strive to identify effective data management approaches to minimize the overall 
cost of maintaining large datasets. Innovative tools and technologies are necessary 
to provide efficient big data solutions. Smart city planners require state-of-the-art 
equipment and software, but the cost is delicate as it determines the viability of a 
program aimed at the people. The government must devise cost-effective strategies 
to develop successful solutions.
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5 Conclusion 

Smart cities offer an opportunity to manage population growth and rapid urbaniza-
tion by establishing a data infrastructure. The primary objective of this study is to 
consolidate the progress made in the field of smart cities and enhance the current 
knowledge base. By conducting a bibliometric analysis and qualitatively assessing 
selected publications, the study can identify the most common topics in current 
research and suggest new and intriguing directions for future investigation. This 
study reviewed 12,148 journal articles from Scopus Database. The findings of this 
review can be beneficial to scholars actively studying the context of smart cities. 
This study provides valuable insights into this field’s current state of research and 
highlights areas for future exploration. 

Based on the study it was found that: 
First, research on smart cities started in 1997, but it was in 2013 that it took its 

shape and formed the main targets and applications due to implementing IoT and big 
data as the core of smart city applications. These technologies shaped the concept of 
smart cities that has continued until now and will continue for years. 

Then the study found the domains of smart cities to be Data collection, commu-
nication, data storing, data processing, and security. In contrast, the main appli-
cation areas were Energy Management, Waste Management, Water Management, 
Education, Economy, Health, Communication, Environment, Transportation, Safety 
and security, Infrastructure, City Resilience, and construction. The study also found 
that AI, Machine learning, deep learning, Blockchain, big data, and IoT are the 
leading technologies shaping the future of smart city research. While, 5G and 6G 
communication technologies are the keys to expanding smart city applications. 

When deeper investigating the applications of smart cities in construction, it was 
found that Generative Design, Structural Analysis through deep learning and machine 
learning models, Smart Modular-systems manufacturing, and Digital Twin in the 
operational phase are the main and most promising applications. 

Meanwhile, the fundamental problems all smart city systems share are data 
analytics, accessibility, and affordability. 

6 Recommendations 

This Review of literature on smart cities has highlighted the main domains of smart 
cities and the key technologies and trends evolving to shape the future of smart cities. 
It has also highlighted the challenges of smart cities, and it turns out that the main 
challenge is the structure and clearance of collected data, so it is recommended that 
future studies find a new solution to standardize the structure of data collected in 
cities to help in reducing the time and cost of data filtration and processing. It is also 
recommended that future studies focus more on the trends emerging in each domain 
to accelerate the evolution of smart cities, especially in the security domain.



Sustainable Development: A Review of Concepts, Domains … 455

References 

1. Environment WCo, Development, Brundtland GH (1987) Opening address by Gro Harlem 
Brundtland... on the occasion of the launch of the report “our common future”, London, 
England, 27 April 1987. World Commission on Environment and Development 

2. Malik S, Gupta K (2021) Smart city: a new phase of sustainable development using fog 
computing and IoT. IOP Conf Ser Mater Sci Eng 1022(1):012093 

3. UNDESA P (2018) World urbanization prospects: the 2018 revision, vol 26. Retrieved Aug 
2018 

4. ECOSOC U (2015) The UNECE–ITU smart sustainable cities indicators 
5. Belli L, Cilfone A, Davoli L, Ferrari G, Adorni P, Di Nocera F et al (2020) IoT-enabled smart 

sustainable cities: challenges and approaches. Smart Cities 3(3):1039–1071 
6. Rejeb A, Rejeb K, Simske S, Treiblmaier H, Zailani S (2022) The big picture on the internet 

of things and the smart city: a review of what we know and what we need to know. Internet 
Things 19:100565 

7. Weerasekara S, Lu Z, Ozek B, Isaacs J, Kamarthi S (2022) Trends in adopting Industry 4.0 for 
asset life cycle management for sustainability: a keyword co-occurrence network review and 
analysis. Sustainability 14(19):12233 

8. Yuan C, Li G, Kamarthi S, Jin X, Moghaddam M (2022) Trends in intelligent manufacturing 
research: a keyword co-occurrence network based review. J Intell Manuf 33(2):425–439 

9. Camero A, Alba E (2019) Smart City and information technology: a review. Cities 93:84–94 
10. Zheng C, Yuan J, Zhu L, Zhang Y, Shao Q (2020) From digital to sustainable: a scientometric 

review of smart city literature between 1990 and 2019. J Clean Prod 258:120689 
11. Barbhuiya MR, Kulkarni K (2022) Use of IoT in net-zero smart city concept in the Indian 

context: a bibliographic analysis of literature. In: Nath Sur S, Balas VE, Bhoi AK, Nayyar A 
(eds) IoT and IoE driven smart cities. Springer International Publishing, Cham, pp 235–251 

12. Singh S, Sharma PK, Yoon B, Shojafar M, Cho GH, Ra I-H (2020) Convergence of blockchain 
and artificial intelligence in IoT network for the sustainable smart city. Sustain Cities Soc 
63:102364 

13. Verhulsdonck G, Weible JL, Helser S, Hajduk N (2023) Smart cities, playable cities, and 
cybersecurity: a systematic review. Int J Human-Comput Interact 39(2):378–390 

14. Talebkhah M, Sali A, Marjani M, Gordan M, Hashim SJ, Rokhani FZ (2021) IoT and big 
data applications in smart cities: recent advances, challenges, and critical issues. IEEE Access 
9:55465–55484 

15. Puliga G, Bono F, Gutiérrez Tenreiro E, Strozzi F (2023) Bibliometric analysis of scientific 
publications and patents on smart cities 

16. Tham JCK, Verhulsdonck G (2023) Smart education in smart cities: layered implications for 
networked and ubiquitous learning. IEEE Trans Technol Soc 4(1):87–95 

17. Alam T (2022) Blockchain cities: the futuristic cities driven by Blockchain, big data and internet 
of things. GeoJ 87(6):5383–5412 

18. Jafari M, Kavousi-Fard A, Chen T, Karimi M (2023) A review on digital twin technology in 
smart grid, transportation system and smart city: challenges and future. IEEE Access 11:17471– 
17484 

19. Ramirez Lopez LJ, Grijalba Castro AI (2021) Sustainability and resilience in smart city 
planning: a review. Sustainability 13(1):181 

20. Baduge SK, Thilakarathna S, Perera JS, Arashpour M, Sharafi P, Teodosio B et al (2022) 
Artificial intelligence and smart vision for building and construction 4.0: machine and deep 
learning methods and applications. Autom Constr 141:104440 

21. Wang H, Chen X, Jia F, Cheng X (2023) Digital twin-supported smart city: status, challenges 
and future research directions. Exp Syst Appl 217:119531



Questions Concerning the Role 
of the Skycourt as a Passive Strategy 
to Enhance Energy Efficiency 

Rasha A. Ali, Naglaa A. Megahed, Asmaa M. Hassan, 
and Merhan M. Shahda 

1 Introduction 

Buildings are responsible for 46.7% of the world’s energy consumption and respon-
sible for 40–50% of global carbon dioxide emissions [1, 2]. Heating, ventilation, and 
air conditioning (HVAC) systems account for more than 60% of the total energy use 
in buildings around the world [3]. Hence, increasing energy efficiency in buildings 
and providing a comfortable and healthy indoor environment has become a major 
challenge in the construction sector [4, 5]. This also represents the achievement of 
one of the Sustainable Development Goals (SDGs), which includes seventeen goals, 
including sustainable cities and communities [6, 7]. 

Several studies conducted to study the role of building form as a passive design 
element that helps reduce energy consumption [8–11]. The courtyard has been 
addressed as an important passive design element that has significant environmental, 
social, and economic benefits [12, 13]. Then other forms emerged that resulted from 
the development of the courtyard, such as the atrium. However, with the rapid spread 
of multi-story buildings around the world, designers began to develop these forms for 
the vertical level of buildings, and other configurations known as skycourt appeared 
[3].

R. A. Ali (B) · N. A. Megahed · A. M. Hassan · M. M. Shahda 
Department of Architectural Engineering and Urban Planning, Faculty of Engineering, Port Said 
University, Port Said, Egypt 
e-mail: rasha.adel@eng.psu.edu.eg 

N. A. Megahed 
e-mail: naglaaali257@eng.psu.edu.eg 

A. M. Hassan 
e-mail: assmaa.mohamed@eng.psu.edu.eg 

M. M. Shahda 
e-mail: m.shahda@eng.psu.edu.eg 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
A. M. Negm et al. (eds.), Engineering Solutions Toward Sustainable Development, Earth  
and Environmental Sciences Library, https://doi.org/10.1007/978-3-031-46491-1_27 

457

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46491-1_27&domain=pdf
mailto:rasha.adel@eng.psu.edu.eg
mailto:naglaaali257@eng.psu.edu.eg
mailto:assmaa.mohamed@eng.psu.edu.eg
mailto:m.shahda@eng.psu.edu.eg
https://doi.org/10.1007/978-3-031-46491-1_27


458 R. A. Ali et al.

SetbackAtriaCourtyard SkygardenSkycourt 

Y-axis elementsZ-axis elementsX-axis elements 

Passive strategies contribute to raising the environmental performance of the building and 
reducing energy consumption. 

Horizontal and Vertical building form elements 

Guedouh, et al. [22] 

Al-Hafith, et al. [23] 

Samodra, el al. [24] 

Taleghani, et al. [68] 

Soflaei, et al [25] 

Vujošević, et al. [26] 

Yunus, et al. [33] 

Tabesh, et al. [34] 

Tien, et al. [17] 

Alnusairat, et al. [27] 

Alnusairat, et al. [15] 

Alnusairat, et al. [28] 

Bakar, et al. [69] 

Kumar, et al. [21] 

Bairagi, et al. [29] 

Liu, et al [19] 

Mohammadi, et al. [20] 

Fig. 1 Passive design strategies related to building envelope design. Source The Authors, adapted 
from [15, 17, 19–29, 33, 34, 68, 69] 

Skycourt is a transitional space that can offer a variety of social, environmental, 
and economic benefits while improving the overall performance of buildings and 
saving energy consumption [14, 15]. The concept of skycourts arose from adapting 
traditional elements of low-rise buildings, such as courtyards and atriums, which have 
great potential in dealing with the building’s surrounding climate [16]. Skycourts 
can provide passive designs for high-rise and mid-rise buildings by allowing natural 
light to penetrate deeply into indoor spaces and enhancing ventilation while avoiding 
unwanted solar gain [15]. 

There are different types of skycourts such as the skygardens and the setbacks 
[3]. Figure 1 shows examples of previous studies that have examined these passive 
forms. 

The current research aims to study the role of skycourt as a passive design 
strategy that contributes to providing more sustainable cities and communities and 
providing clean energy as part of the Sustainable Development Goals (SDGs). This 
goal is achieved through a comprehensive study of previous research that dealt with 
this element that acts as a buffer between the interior and exterior spaces from an 
environmental point of view. 

Table 1 shows the previous studies that dealt with the above-mentioned forms. 
In the study of Tien and Calautit [17], the objective was based on verifying the 
thermal air comfort in the different designs of a skycourt; the results indicated that 
the effect of skycourts on temperature is minimal, especially when vegetation cover 
is not considered. Alnusairat and Jones [14] investigated the potential of skycourts 
as ventilated buffer zones and reported that the construction of a ventilated skycourt 
exerts a significant impact on annual energy consumption. Alnusairat and Jones [18] 
also investigated skycourts as ventilated buffer spaces in high-rise buildings and
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explored their effect on reducing energy demand. They found that incorporating 
skycourts as ventilated buffer spaces can reduce annual heating and cooling demand. 
As for skygardens, which are skycourts provided with implants, Liu and Huang 
[19], studied their effects on improving natural ventilation. They found that skygar-
dens offer an effective way to mitigate the effect of heat, which is important for 
improving the quality of urban living. In addition, Mohammadi et al. [20] revealed 
that plants can provide a slight decrease in temperatures. The appropriate composi-
tion and proportions of these elements can help generate aerodynamic comfort across 
skygardens. As for the effect of setbacks on indoor daylight in residential buildings, 
Kumar and Kranthi [21] demonstrated that a small setback leads to poor lighting. 
Meanwhile, Guedouh and Inmmouri [22] studied the effect of the morphology of 
courtyard buildings on thermal and luminous environments in hot and dry regions. 
The results indicated that using a deep, sheltered void tends to improve daylight and 
sun exposure. Omar et al. [23] examined the effect of courtyard transactions on the 
level of shading and proved that the geometry of a courtyard greatly affects the level of 
shading. Moreover, the most effective parameter is the ratio of the width of the court-
yard to its height. Focusing on the effect of courtyards with atriums, Samodra et al. 
[24] established that the use of an open courtyard from May to October and the use 
of the lobby for the rest of the year results in an optimal balance between energy use 
and summer comfort. In addition, Soflaei et al. [25] demonstrated that increasing the 
height of a courtyard improves shading performance and consequently the comfort 
temperature. As for the effect of lobbies on energy performance, Vujošević and Krstić 
[26] confirmed that atriums contribute to saving heating and cooling energy but that 
they require a great amount of energy for air conditioning.

Following the review of the previous studies, it becomes clear to us the large 
gap in the study of strategies (skycourts, skygardens, and setbacks). Therefore, the 
current research sheds light on verifying this gap. 

This research follows a new methodology in scientific research that includes 
dividing the main subject of the study into several questions and answering them 
based on previous research to achieve the goal of the current research, this method-
ology is adopted here. The rest of the paper is organized as follows: Sect. 2 presents 
questions related to the research topic and strategies outlined above, as well as 
corresponding answers. Section 3 comprehensively presents conclusions about these 
answers. 

2 Research Questions 

Considering the current research gap described earlier, this study developed questions 
whose answers could contribute to providing a theoretical background on skycourt 
voids and their role as architectural spaces that provide comfort for occupants and 
help in energy saving.
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Table 1 Collection of objectives of previous studies that dealt with skycourts, skygardens, setbacks, 
courtyards, and atriums 

Refs. Year Research objectives 

Skycourt [17] 2019 Investigate the aerothermal comfort in different skycourt designs 

[14] 2019 Examine the potential of skycourts as ventilated buffer zones 

[27] 2020 Explore skycourts as ventilated buffer spaces in high-rise buildings 
and investigate their impact on reducing energy demand 

[28] 2017 Outline the methodology for examining the performance of the basic 
spatial configurations of skycourts in high-rise office buildings 

Skygarden [19] 2020 Investigate the influence of skygardens on natural ventilation 
improvement 

[20] 2020 Investigate the effects of three common wind buffers (railing, hedges, 
and trees) on the performance of skygardens in occupants’ wind 
comfort 

Setback [21] 2017 Examine the impact of building setbacks on indoor daylighting 

[29] 2018 Investigate the aerodynamic coefficient and structural behavior of 
setbacks in tall buildings 

Courtyard [30] 2022 Investigate the effects of courtyard envelope design on the energy 
performance in the hot summer–cold winter region 

[31] 2023 Identify the optimal configuration to enhance the environmental 
conditions of a terrace house courtyard in a hot-humid climate 

[24] 2018 Investigate the sustainability design performances of courtyards and 
atriums designs based on recommended site space 

[25] 2017 Identify the best design model for courtyards in terms of geometrical 
properties and orientation to improve thermal comfort in desert 
houses 

Atrium [32] 2021 Investigate the impact of glazed balconies and atriums on reducing 
the energy consumption of buildings with a cold semi-arid climate 

[33] 2019 Study the daylight availability in an atrium using different techniques 
and models 

[34] 2016 Investigate the integrated usage of an atrium and a courtyard for 
energy efficiency

As shown in Fig. 2, the questions are divided into 3 main groups. The first 
group, which includes the first and second questions, deals with the theoretical back-
ground of design forms through definitions and comparisons (skycourts, courtyards, 
and atriums). The second group, which consists of the third question, deals with 
the different configurations and designs of skycourt voids. The third group, which 
consists of the fourth and the fifth questions, deals with the role of these formations 
from an environmental, economic, and social perspective, and their impact on saving 
energy consumption. Research conclusions shed light on answers to questions.
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Fig. 2 Schematic overview of research questions. Source The Authors 

2.1 What Are Skycourts and How and When Did They 
Transform into Buildings? 

Architects have recently attempted to integrate solutions and introduce elements that 
can improve the quality of the indoor environment and provide beneficial effects for 
occupants [35–42]. One of those elements is the skycourt, which can be considered a 
transitional space that can provide a variety of social, environmental, and economic 
benefits and improve the overall performance of buildings [43, 44]. The concept of a 
skycourt originated from the adaptation of traditional (vernacular) elements of low-
rise buildings, such as courtyards and atriums which have great potential in dealing 
with the surrounding climate [45]. 

Skycourts in high-rise and mid-rise buildings can provide a contemporary alter-
native to courtyards by allowing natural light to penetrate deep into indoor spaces 
and enhancing ventilation while avoiding unwanted solar gain [46]. This strategy 
can lead to a significant reduction in energy consumption and great improvement in 
occupants’ health, well-being, and productivity [47]. 

Skycourts are increasingly being included in multistory buildings. These spaces 
serve as areas for social gatherings and transitional zones. In addition, they have the 
potential to provide environmental and economic benefits. Skycourts were developed 
from the well-known shape of courtyards and atriums [48].
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Fig. 3 Evolution of skycourts in buildings. Source The Authors 

As shown in Fig. 3, skycourts were included in buildings between 1890 and 1930 
as courtyard forms within U-, H-, E-, and O-shaped building plans to enhance venti-
lation and lighting [48]. Multistory buildings based on mechanical systems became 
increasingly common between 1950 and 1970 with the invention of air conditioning 
[49]. After the oil crisis in 1973, new mechanisms to reduce energy consumption for 
heating, ventilation, cooling, and lighting emerged. Skycourt has been reintroduced 
as a passive design strategy. Skycourts are incorporated as hollow multistory tran-
sitional zones located between the indoor and exterior walls of multistory buildings 
[43]. They have the potential to conserve energy and improve passenger satisfaction 
[50]. They have also been used as open spaces to divide buildings into vertical sectors 
[51]. 

2.2 What Is the Difference Between Courtyards, Atriums, 
and Skycourts? 

Courtyards, atriums, and skycourts are traditional architectural forms that have 
contributed to improving the climatic environment inside buildings [52]. Table 2 
shows a comparison of these architectural elements in terms of definition, image, 
and environmental benefit.

2.3 What Are the Different Skycourt Forms? 

As shown in Fig. 4, skycourt voids can be located at the lower part of the buildings 
as a skyentrance, between the middle floors of the buildings as a skycourt, and at the 
top of the buildings as a skyroof. Skycourt voids spaces can be of two-floor height 
or more, linked with the surrounding indoor and outdoor spaces by open or enclosed 
walls [3, 15].

Skycourt is classified into five models that are used in multi-story buildings. As 
shown in Fig. 5, the skycourt can be (a) a hollow space with only one side connected 
to the outside, (b) a corner space with two sides connected to the outside, (c) an
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Table 2 Comparison of a courtyard, an atrium, and a skycourt. Source The Authors, adapted from 
[14, 22, 28, 43, 53, 70, 71] 

Definition Image Environmental 
benefit 

Courtyard The courtyard is a space of the building on 
the horizontal plane exposed to the open air 
and the architectural voids are built around 
this open space. It is also defined as an 
unroofed area that is totally or partially 
surrounded by walls or buildings. The 
courtyard has many forms such as U-, H-, 
E-, and O-shaped building plans

• Enhance 
natural 
ventilation and 
daylight in the 
middle of a 
house

• Provide an 
outdoor area to 
the interior of 
the building 

Atrium The atrium is an evolution of the courtyard 
known for its traditional form but is covered 
with a glass roof providing an open view of 
the sky and weather protection. It is also 
defined as a building of two or more floors 
with high open spaces enclosed by a roof 
and vertical volumes enclosed by usable 
areas 

0

• Promote  
impressive 
aesthetic space

• Expose 
adjacent 
indoor spaces 
to daylight

• Increase 
benefits from 
direct solar 
gain

• Provide air 
circulation and 
communica-
tion among 
different 
stories of the 
building 

Skyucourt The skycourt is also considered a 
development of the courtyard but on the 
vertical level of the facades of the buildings. 
Skycourt began to appear with the spread of 
multi-story buildings. Skycourts in 
high-rise and mid-rise buildings can 
provide a contemporary alternative to patios

• Allow air and 
light to 
penetrate the 
interior

• Reduces the 
effect of solar 
radiation and 
glare

• Enhance 
thermal 
comfort

interstitial space with the building in the middle and the skycourt area enclosed by 
it as outer space, (d) chimney, similar to the case of a traditional courtyard in that 
the void is in the middle of the building and (e) filled space, which is similar to the 
previous case, but the void is the entire width of the building [3, 15].
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Fig. 4 Types of skycourt according to location within the high-rise building. Source The Authors, 
adapted from [3]

Fig. 5 The spatial configuration of skycourts in multi-story buildings a hollow space, b corner 
space, c interstitial space, d chimney, and e filling space. Source The Authors, adapted from [3] 

2.4 What Are the Benefits of Skycourts in Multistory 
Buildings? 

The main functions of skycourts in multistory buildings can be divided into 
environmental, social, and economic functions [53, 54]. 

Regarding environmental benefits: the skycourt serves as heat storage to mediate 
the temperature between the outside and the inside. It allows the air to penetrate inside 
and reduces the effect of solar radiation. These features provide positive effects on 
the thermal conditions inside spaces and on occupants as they provide a comfortable 
indoor environment in terms of air temperature, relative humidity, and air velocity 
[55, 56]. Additionally, skycourts can allow daylight to permeate the indoor envi-
ronment [43]. Furthermore, green spaces in skycourts can enhance air quality by 
filtering polluting organisms [57]. Skygardens on top of buildings can reduce room 
temperature under the structure by 10% and surface heat loss during cold days in 
winter in hot climates [58, 59]. 

Considering social benefits: skycourts can provide a medium for different levels 
of social interactions between people [43]. They enhance the psychological well-
being of occupants and thus improve their quality of life [60]. They also allow social 
interaction, which in turn affects users’ sense of belonging and security. Furthermore, 
they can enhance exposure to natural features, such as air, daylight, views, and
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greenery. These benefits improve the quality of architectural spaces, which in turn 
exert beneficial psychological effects on occupants [61]. 

Concerning economic benefits: skycourts act as a productivity enhancer. A direct 
relationship exists between productivity and the internal environment. Evidence 
shows that productivity can be improved by 4–10% by improving environmental 
conditions such as indoor air quality and pollution [62]. As a healthy work environ-
ment stems from natural light, good ventilation, the absence of organic compounds, 
and the right temperature, skycourts can lead to happier and healthier workers [63]. 
Skycourts act as a means to reduce energy consumption and thus reduce the economic 
aspect [64]. 

2.5 Can Energy Efficiency in Buildings Be Affected 
by Courtyard and Skycourt Strategies? 

Courtyards and skycourts are traditional design metrics that can be used to reduce 
energy consumption in buildings [14, 65]. Several studies have indicated that the 
courtyard as a climatic modifier helps to improve the thermal environment and 
enhance the daylight in the indoor depth thus reducing the energy consumption 
of the building [65, 66]. The integrated use of the courtyard and atrium can save 
energy in all climates if the placement of the courtyard is adopted during the summer 
and the architectural style of the hall is used in the colder months. The results of this 
research showed that the use of the passive properties of courtyards and atriums and 
their integration affect energy consumption [34, 67]. 

By using a skycourt as a ventilated, heat- and cooling-free buffer zone, heating and 
cooling energy consumption can be significantly reduced, resulting in more than 55% 
energy savings per year. In addition, thermal comfort conditions are achieved in the 
occupied areas of skycourts [14]. The co-exhaust strategy, which involves ventilating 
skycourts using air emitted from adjacent void spaces, is an effective approach. This 
strategy can provide heating and cooling for multistory buildings relative to typical 
air conditioning strategies and provide thermal comfort to occupants in enclosed 
transition buffer areas, such as skycourts [17]. Alnusairat [3] demonstrated that the 
skycourt as an unheated and uncooled place in multi-story buildings, and ventilated 
based on a combined exhaust ventilation strategy, has a positive impact on reducing 
the total energy demand for heating and cooling of the building by more than 65% 
annually in the future.



466 R. A. Ali et al.

3 Conclusions 

Multistory buildings have become very popular nowadays for several reasons, but 
they are responsible for high energy consumption. One reason is the extensive use 
of air conditioning systems to provide thermal comfort to occupants. Skycourt has 
become increasingly integrated into the design of multistory buildings to provide 
ecologically designed and livable environments. This feature acts as a transition node 
and space for social interaction. Previous literature indicated that skycourts could 
play a promising role in reducing the energy consumption of buildings. Therefore, 
the research answered some of the questions related to the skycourt and its role in 
multistory buildings (Fig. 6). It was found that it contributes to providing natural 
ventilation, which leads to a reduction in energy consumption for cooling. It also has 
a role in providing natural lighting in addition to its social role. However, few studies 
provide evidence of its effect on the total energy demand of buildings. Hence, this 
research recommends further research related to the study of skycourt and the design 
indicators on which these designs can be based. 

This research contributed to providing a large amount of information related to 
skycourt and its benefits from several aspects. The idea of skycourt can be applied on a 
global scale and not only in a specific geographical area, because the benefits related 
to it are not only from the environmental side but from the social and economic 
side as well. Undoubtedly, this contributes to the achievement of the Sustainable 
Development Goals at the global scale.

Fig. 6 Summarizing the answers to the research questions 



Questions Concerning the Role of the Skycourt as a Passive Strategy … 467

4 Recommendations 

The research recommends more future studies on the idea of a skycourt and the most 
important design criteria for a skycourt in each regional climate. The research also 
recommends studies related to the possibility of benefiting from the skycourt spaces 
in providing clean energy for buildings by cultivating these spaces, and this thus 
contributes to achieving the Sustainable Development Goals. 
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Utilizing Deep Reinforcement Learning 
for Resource Scheduling in Virtualized 
Clouds 

Mona Nashaat and Heba Nashaat 

1 Introduction 

In cloud environments, clients can request processing, storage, and services from 
cloud computing over the Internet. As a result, operators and users produce massive 
volumes of data on various services in cloud environments, steadily demonstrating all 
of the general features of big data. Modern features, including flexibility, scalability, 
accessibility, and reliability, are advantageous to the cloud [1]. As a result, switching 
to the cloud from private internal IT infrastructures is a desirable option. Govern-
ments, corporations, and research organizations can use the cloud to handle their 
expanding storage and computing problems. Recent examples of successful commer-
cial cloud providers include Microsoft Azure Services Platform, IBM “Blue Cloud,” 
GoGrid, Google App Engine, and Amazon EC2. Cloud environment primarily offers 
three service models [2], which are Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS), and Software as a Service (SaaS). IaaS offers cloud users the infras-
tructure for several purposes, such as computing resources and storage systems. 
Alternatively, PaaS gives clients access to platforms so they may build their apps 
there. Finally, SaaS makes software available to customers so they may get it straight 
from the cloud and avoid installing it on their computers [3]. 

In the context of cloud computing environments, users have access to endless 
resources. However, commercial cloud providers frequently bill customers on an 
hourly basis. As a result, rather than considering the number of resources used, the 
cost is calculated using the time unit model. As a result, Cloud Service Providers 
(CSPs) require large-sized data centers to organize the services provided to cloud
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clients under the per-pay-usage model. Furthermore, to fulfill the ever-increasing 
demands of cloud consumers, CSPs must also continuously grow the number of 
servers, network devices, storage, cooling infrastructure, and other components 
in their data centers [3, 4]. Scheduling is therefore used to effectively distribute 
cloud applications among cloud servers while considering several crucial factors 
(such as processing power, memory, network bandwidth, deadline, and so forth) 
and consuming the least amount of energy possible. The most effective computer 
resources can be selected using efficient scheduling techniques based on perfor-
mance, job makespan, system throughput, and energy efficiency. To maximize profits, 
efficient scheduling is currently combined with virtualization and migration strategy. 

Virtualization is the leading cloud computing technology that can offer energy 
savings. With the use of virtualization technology, it is possible to separate the 
primary hardware and system resources from the Operating System (OS). By running 
a significant number of Virtual Machines (VM) on a single physical server, the 
number of physical servers required for operation can be decreased. As a result, a 
drop in the number of active servers could save money and reduce energy usage 
[5]. With a single virtualized server running multiple virtual servers, several phys-
ical servers can be combined into a single server with numerous OS on a virtual 
layer that can run concurrently. Different OSs can be separated from the essential 
server functionality via a virtual layer [6]. Since numerous VMs on a single server 
may share workloads, this dramatically increases server utilization while lowering 
energy consumption. Virtualization can avoid node under-utilization and mitigate 
energy usage as the under-utilized resources tend to draw more energy in their idle 
state. 

Additionally, VM migration techniques are put into practice to help balance the 
workloads across the various nodes. These techniques involve moving VMs from 
a server that is severely loaded to a less laden server. There are two categories of 
migration techniques: cold migration and live migration. Cold migration involves 
shutting down the machine first before moving it to a different host, while hot migra-
tion occurs while the VM is running [7]. Migration helps to prevent any performance 
degradation brought on by a node that is overloaded. With advancements in virtual-
ization and load balancing, there is a reduction in energy usage, resource utilization, 
as well as carbon footprints, and the resulting performance. 

Alternatively, machine learning aims at teaching computers to predict events 
without explicit programming [8, 9]. Machine learning algorithms can be categorized 
into supervised [10], unsupervised [11], and semi-supervised learning [12] based on 
the learning techniques [11, 13]. Reinforcement learning is one of the unsupervised 
learning methods. Similarly, deep reinforcement learning (DRL) [8, 14] is the  inter-
section of deep learning and reinforcement learning. DRL combines the perception 
of deep learning and the decision-making capacity of the RL [8]. However, two new 
technologies, DRL and cloud computing [15, 16], still need to intersect sufficiently. 
Recent years have seen an increase in the use of DRL to overcome scheduling issues 
in the cloud computing [8]. Following that, DRL demonstrated superior performance 
in the most recent study on using Cloud computing resource scheduling. Moreover, 
the global sustainable development goals aim to reach an affordable, reliable, and
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sustainable energy system. SDG 7 calls to reduce unnecessary power consumption 
and target to increase power efficiency by at least 32.5% by 2030. This could be 
realized through energy consumption reductions in various domains. Therefore, this 
paper presents a DRL-based scheduling algorithm in cloud computing that aims 
to enhance power efficiency. The algorithm aims at optimizing dynamic resource 
allocation for large-scale cloud computing environments. The algorithm considers 
several policy parameters, such as system throughput and power usage. The algo-
rithm then gathers metrics from the cluster using its monitor module before using a 
Deep Q learning network as its decision function to decide the following action. 

The paper is structured as follows: Sect. 2 presents the background related 
to scheduling problems in cloud environments and virtualization, while Sect. 3 
discusses related work. The proposed algorithm is presented in Sect. 4. Section 5 
summarizes the experimental results, while Sect. 6 concludes the paper. 

2 Resource Scheduling in Cloud Environment 

This section discusses the cloud computing environment, task model, and methods. 

2.1 Cloud Environments 

Large-scale and complicated computations can now be carried out using the cloud [1, 
2]. It makes it possible to quickly and instantly access a shared pool of configurable 
computing resources over the network. These resources can be quickly deployed 
and released without administration work or service provider involvement. The 
most important characteristics of cloud systems are flexibility and scalability, which 
make them highly complex and widely dispersed. Massive amounts of data can be 
computed and processed thanks to cloud computing. Task scheduling mechanisms 
play a crucial role in cloud computing settings as millions of users submit their 
computing jobs to the system. 

Task scheduling refers to the process of assigning incoming tasks to all available 
resources. The primary objective of the task scheduling algorithm [17] is to maxi-
mize resource consumption while maintaining the cloud service parameters [3]. The 
fundamental scheduling procedure carried out in a cloud environment is depicted in 
Fig. 1. As the figure shows, there are three distinct approaches to task scheduling. 
The task scheduler gathers task and resource information from the task manager and 
resource manager in the first procedure, known as information provisioning. The 
second method is a selection procedure in which the target resource is chosen based 
on particular resource and task factors. The scheduling process considers different 
parameters such as task size, task priority, reliability factor, activity-based cost, and
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Fig. 1 Task scheduling in cloud environments 

dynamic slotted length of the tasks. The resource manager receives the task alloca-
tion plan from the task scheduler. The task distribution process is the last step. The 
task manager assigns each task to the relevant resources during this procedure. 

As would be assumed, scheduling many jobs reduces computing effectiveness. 
This causes lengthy maketime, extended waits, and exorbitant expenditures. As a 
result, it can be challenging to assign many tasks to the right Virtual Machines 
(VMs). 

2.2 Deep Reinforcement Learning 

Reinforcement Learning (RL) is a type of machine learning algorithm that falls 
somewhere between supervised and unsupervised learning. Since it relies not only 
on a set of labeled training data, it cannot be categorized as supervised learning. On 
the other hand, the reinforcement learning agent aims to maximize a reward, hence; 
it cannot be classified as unsupervised learning. The agent is trained to choose the 
“right” actions in many scenarios to accomplish its main objective. The autonomous 
agent observes a state from the environment at timestep. The agent engages in envi-
ronmental interaction by acting at state. Based on the current state and the selected 
action, the agent and environment move to a new state when an action is taken. The 
rewards that the environment offers define the optimum sequence of action. Every 
time the environment changes states, it also gives the agent feedback as a scalar 
reward. The agent aims to discover a policy that maximizes the predicted return. 

Deep learning allows RL to scale to unsolvable decision-making problems, such 
as situations with high-dimensional states and action spaces. DRL algorithms have 
already been used to solve various problems, including robotics [8], where robot
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Fig. 2 Overview of DRL 

control policies can now be learned directly from camera inputs in the real world, 
replacing controllers that were previously hand-engineered or learned from low-
dimensional features of the robot’s state. Additionally, an overview of the DRL 
model is illustrated in Fig. 2. DRL has been used to develop agents that can meta-
learn (or “learn to learn”) [8], enabling them to generalize to complicated visual 
environments they have never seen before. This is a step towards ever more capable 
agents. 

In contrast to tabular and conventional non-parametric approaches, DRL may 
effectively address the curse of dimensionality through the use of representation 
learning [8]. For example, convolutional neural networks (CNNs) can be included 
in RL agents to enable learning directly from unprocessed, high-dimensional visual 
inputs. DRL generally relies on deep neural network training to approximate the best 
possible policy and value functions. 

3 Related Work 

Scheduling algorithms assign workflow jobs to resources while still adhering to 
user-defined QoS constraints and data requirements. Different techniques have been 
investigated to provide scheduling solutions in cloud environments. Table 1 summa-
rizes the state-of-the-art scheduling techniques. As the table shows, recent research 
has utilized different algorithms to obtain scheduling decisions. For instance, recent 
research [18] proposed a normalization-based budget constraint workflow scheduling 
algorithm for scheduling workflows using dynamic resource provisioning in the IaaS 
cloud.

Similarly, other research [8, 19] offer heuristic algorithms for scheduling Big Data 
workflow to achieve the deadline constraints. Most of these efforts [8, 19] aim to 
enhance the energy efficiency by minimizing the runtime of the proposed scheduler.
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Table 1 Summary of related work 

Authors Techniques Merits Demerits 

Chakravarthi et al. [18] NBWS and ERB To minimize the 
schedule length and 
execution time 

Budget constraints and 
the makespan mitigation 

Garg et al. [7] DEAS and DVFS Energy-efficiency Average energy 
consumption 

Ahmad et al. [19] DCEDA Better performance Overheads and extra 
costs 

Hussain et al. [20] EPETS Reduction in 
execution time and 
energy usage 

Deadline constraints 

Haidri et al. [21] CEDA Optimization of the 
total execution time 

Deadline and priority 
constraints 

Kalra and Singh [22] HAED and GA Better quality with 
regards to accuracy 
as well as diversity 

Utilization of 
hyper-volume as well as 
set coverage 

Nanjappan and Albert 
[23] 

MCFCMA and PSO Reduces load 
balancing 

Load balancing and load 
scheduling 

Kchaou et al. [26] IT2FCM and PSO To minimize data 
movements 

Workflow scheduling 
problem 

Supreeth and Patil [25] GA-MPSO Reduced energy 
consumption, SLA 
violation, and cost 
reduction 

It is not easy to allocate 
the computational 
resources efficiently

Alternatively, several research [20, 21] focuses on minimizing the execution time. 
For example, authors in [21] proposed a scheduling technique that prioritizes the 
tasks with the highest upward rank to optimize the total execution time. 

Likewise, Kalra and Singh in [22] emphasize satisfying QoS requirements by 
developing a hybrid technique that uses smart water drops and genetic algorithms to 
reduce the schedule length, execution time, and energy consumption. Like [22], 
another hybrid algorithm is proposed in [23], which utilizes a particle swarm-
based optimization algorithm [24] with MCFCMA to cluster the available tasks and 
schedule them to virtual machines. Also, another research [25] applies the genetic 
algorithm along with a modified version of Particle Swarm Optimization to satisfy 
QoS parameters like reduced energy consumption cost. 

Another scheduling algorithm is proposed in [26] to reduce data movements. 
The work utilizes the fuzzy clustering methods and the meta-heuristic optimiza-
tion technique Particle Swarm Optimization (PSO) to minimize data movements 
throughout the workflow’s execution. However, none of these efforts have utilized 
deep learning or reinforcement learning to obtain the scheduling decision, which is 
what this research aims to investigate.
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4 The Proposed Solution: DRL Scheduler 

In this section, we first describe an overview of the proposed solution. Then, we 
present the implementation details used to architect the proposed network. 

4.1 DRL Scheduler Overview 

The proposed algorithm utilizes a reward function, defined as the minimization of 
a user-defined policy function that expresses the user preferences for the system’s 
behavior. To meet the user needs, the policy function combines the throughput, 
latency, and number of VMs per timestep parameters. With DRL’s ability to handle 
high-dimensional states and action spaces, the agents are successful in obtaining 
better and more accurate results as the number of our input parameters increases, 
which corresponds to an increase in the number of input states. Also, since the input 
space is much less than other deep RL algorithms, the proposed solution can utilize 
a neural network solution with few hidden layers. As a result, the used Q tables are 
smaller, and our space complexity is much lower [8]. 

Afterward, the algorithm employs its monitor function to gather metrics from 
the cluster once every ten seconds. The metrics include a wide range of factors, 
including the cluster’s throughput, latency, number of virtual machines, and power 
consumption. The algorithm uses 13 different parameters to describe the current 
state. Then, the framework applies its decision network, which is a Deep Q learning 
agent, to resolve the following action. We employ the Bellman equation to define the 
Q targets as: 

Q(s, a) = r (s, a) + γ max Q(s∗, a∗|s, a) (1) 

where r(s, a) represents the reward the agent will benefit if it takes action a from 
state s and Q(s*, a*|s, a) is the Q function given that the agent is currently on state 
s and takes action a, and γ is the discount factor that represents the impact of the 
subsequent rewards to the taken decision. 

The algorithm utilizes the neural network as a function approximator that calcu-
lates the output based on a given input. The network output is then evaluated against 
a specified target. As we want our output to be as near to the objective as possible, 
we are utilizing the backpropagation [10] to change the weights in the network to 
make future outputs similar to the desired target. Backpropagation is used to find the 
minimum of a function using gradient descent [10], a first-order iterative optimiza-
tion approach. The primary operation of the neural network is to multiply an input 
by the network weights to produce an output. Alternatively, in deep reinforcement 
learning, there are no predetermined targets. Instead, we construct our targets by 
computing the Bellman equation [10] for each state using the network. Therefore, 
the Q target obtained from the Bellman equation serves as the model’s objective. The
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r(s, a) factor represents the reward function. Our reward function is described as a 
function that evaluates a state’s “goodness” depending on user-specified criteria. 

At the beginning of training, the agent behaves erratically in the environment, 
especially in its early stages. The number of steps that our agent must take before 
decreasing the likelihood of making a random decision and raising the probability 
of making the best choice is the number of annealing steps. The algorithm decides 
to adopt a random action with probability 1 after i annealing steps rather than action 
a, where action a = arg max 

a 
Q(s, a). All of the agent decisions are optimal if i-

annealing steps are equal to or larger than the training steps (i represents the iteration 
index). Moreover, the proposed algorithm uses a memory buffer to get better results. 
The buffer retains some previous output which consists of a state s, an action a, 
the reward r received from this action a, and the resulting state s. Therefore, during 
training, the model utilizes these experiences in various weight updates. 

4.2 Network Architecture 

To build the network, we used Google’s TensorFlow framework [27] to build and 
train our neural network agent. The network has three hidden layers. Instead of a 
convolutional neural network, we utilize a fully connected neural network. A state s, 
an action a, the reward r obtained for an action a, and the state s that the agent finds 
after taking action a. (s, a, r, s') are the components of the experience replay buffer 
employed in the proposed solution. During the first steps of training, the buffer is 
filled with memories which we refer to as pre-train steps. Following that, we feed 
the agent as many historical data points as our batch size suggests. We employ the 
TensorFlow RMSPropOptimizer as a trainer[27]. As a generalization of Rprop [27], 
RMSProp can deal with smaller batches in addition to complete batches. 

5 Experimental Evaluation 

The section presents the experimental results of comparing the proposed solu-
tion (DRL scheduler) against popular scheduling algorithms, including the shortest 
processing time first (SPF), and longest processing time first (LPF). The CloudSim 
platform was used to conduct the experiments. Section 5.1 describes the cloud 
environment employed in detail, while Sect. 5.2 describes the obtained results.
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Table 2 Simulation environment 

Type No. Parameters Value 

VM 10 Processor speed 9726 MIPS 

Memory 0.5 GB 

Bandwidth 1 GB/s  

Image size 10 GB 

Number of PEs 1 

VM monitor Xen 

Data center 1 Arch x86 

Operating system Linux 

VM monitor Xen 

Cost 3.0 

Cost per memory 0.05 

Cost per storage 0.001 

Host 20 MIPS 177,730 

Storage 4.0 TB 

VM monitor Xen 

RAM 16.0 GB 

Bandwidth 15 GB/s 

Cores 6 

DRL Number of hidden layers 3 

Training steps [2000, 5000, 10,000, 20,000, 500,000] 

Evaluation steps 2000 

Max error 106 

Loss function Loss = ((target − prediction)2) 

5.1 Experimental Setup 

Cloud computing has become a powerful architecture for large-scale and complex 
computing. CloudSim [28] is a simulation tool used to evaluate the proposed algo-
rithm’s performance and compare the results with the other algorithms in terms of 
latency, resource utilization, and energy consumption. Table 2 shows the simulation 
parameters of the cloud environment used in the experiments. 

5.2 Experimental Results 

The proposed algorithm is compared against the shortest processing time and longest 
processing time scheduling algorithms with a large number of tasks to show the



480 M. Nashaat and H. Nashaat

Table 3 Performance of 
DLR, SPF, and LPF in terms 
of latency 

Number of tasks DLR scheduler SPF LPF 

5000 80 82 84 

7500 79 81 83 

10,000 80 86 82 

12,500 75 79 83 

15,000 73 81 83 

17,500 74 82 83 

20,000 76 83 89 

effect of the proposed algorithm. The number of tasks varies from 5000 to 2000. 
Table 3 compares the proposed algorithm with SPF and LPF regarding latency. It 
shows that the latency of the DLR scheduler decreases by about 10% relative to the 
SPF algorithm when it works with 17,500 tasks. The performance results regarding 
latency are illustrated in Fig. 3. 

When compared with SPF and LPF, the proposed algorithm attained the highest 
resource utilization across all task numbers. The results of the comparison in terms of 
resource utilization are presented in Table 4 and Fig. 4. As the table show, when the 
number of tasks increases, the proposed method could enhance resource utilization 
by 13% and 11% when compared to SPF and LPF, respectively, when the number of 
tasks reaches 2000.

Finally, Table 5 shows the experimental results of energy savings enhancement 
achieved by the DRL scheduler and LPF compared to SPF. As the results, shown in 
Fig. 5, depict, DLR could reduce energy consumption, especially with higher task 
numbers. For instance, with 15,000 tasks, the DRL scheduler could enhance energy 
saving by 5% while LPF could only enhance the energy saving by 2.3%. overall, the

Fig. 3 Experimental results in terms of latency 
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Table 4 Performance of DLR, SPF, and LPF in terms of resource utilization 

Number of tasks DLR scheduler SPF LPF 

5000 65.2 58.3 58.3 

7500 69.3 63.7 64.5 

10,000 79.2 74 74.4 

12,500 81.3 72.5 73.5 

15,000 84.1 74.9 76.1 

17,500 82.12 76.3 76.6 

20,000 83.3 73.9 75 

Fig. 4 Experimental results in terms of resource utilization

Table 5 Performance of DLR, SPF, and LPF in terms of energy savings 

Number of tasks DLR scheduler LPF 

5000 3.41 2.75 

7500 4.21 3.34 

10,000 4.04 3.03 

12,500 3.34 2.95 

15,000 4.91 2.37 

17,500 3.02 2.83 

20,000 3.01 2.53

results depict that the proposed solution sustains the highest quality of services (e.g., 
latency) while achieving the lowest energy consumption. 
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Fig. 5 Performance of 
DLR, SPF, and LPF in terms 
of energy savings 

6 Conclusion 

Resource scheduling is an important and developing topic of research in cloud 
computing. In this paper, we present deep reinforcement learning approaches as 
a suitable solution for scheduling problems in cloud environments that can success-
fully integrate the areas of cloud computing and DRL. Therefore, the paper proposes 
a DLR scheduler to accomplish automated elasticity. The scheduler employs Deep 
Reinforcement learning algorithms to process the multidimensional state of a cluster 
as input and learns and converges to the ideal elasticity behavior after a limited 
number of training steps. The algorithm considers reducing the task response and 
maintaining a satisfying Quality of Service while reducing energy consumption. 
To evaluate the proposed solution, we compare the proposed agent against popular 
scheduling algorithms and demonstrate that it achieves better rewards by up to 15% 
over different task numbers. To further evaluate our approach on a global scale, we 
next put our methodology to the test in a real-world cluster setting, demonstrating 
how the system resizes clusters in real time and responds to changing input and 
training loads and performance demands. 

7 Recommendations 

As the next step of this research, we aim to obtain a real-world dataset to test the 
proposed model in real-world situations with different traffic loads and task numbers. 
The dataset is collected with the help of the information technology center at Port Said 
University, which can provide us with a real-world dataset from their data centers 
located on campus. Another direction of this research is to investigate applying 
representation learning techniques to the input data so the model can learn the features 
automatically instead of engineering the input features. Finally, we also plan to 
conduct a feasibility study on the model parameters to investigate their effect on the 
overall performance.
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Enhanced COVID-19 Classification 
Using Ensemble Meta-Algorithms 
on Chest X-ray Images 

Lamiaa Menshawy, Ahmad H. Eid, and Rehab F. Abdel-Kader 

1 Introduction 

Medical imaging of the chest is a critical tool for the detection, diagnosis and treat-
ment of a wide range of medical conditions, including lung cancer, pneumonia, 
COVID-19, and tuberculosis. Through imaging techniques such as X-rays, comput-
erized tomography (CT), and magnetic resonance imaging (MRI) it is possible to 
visualize the internal structures within the chest, and detect abnormalities or changes 
that may indicate the presence of a disease [1–5]. In addition to diagnosis, chest 
imaging enables early detection of diseases, which is crucial for effective treat-
ment and improved patient outcomes. Furthermore, it is essential for monitoring the 
progress of a disease or a treatment and evaluating the effectiveness of interventions. 

The use of medical imaging for COVID-19 detection has attracted the attention 
of researchers in recent years. One of the early symptoms of COVID-19 is respira-
tory distress, which can be detected through chest imaging. A CT scan of the chest 
can reveal characteristic features of COVID-19, such as ground-glass opacities and 
consolidations, which can help healthcare professionals diagnose the disease and 
distinguish it from other respiratory conditions. Moreover, chest imaging can also
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help identify asymptomatic carriers of the virus, who may not show any symptoms 
but are still contagious which is essential to prevent the spread of the disease. The use 
of CT scans to diagnose COVID-19 retains many difficulties as it requires expensive 
equipment that is not usually available in many medical institutions, the need to accu-
rately interpret the images, and the potential for radiation exposure. In contrast, the 
use of X-ray images is affordable, can provide results quickly, and is less dangerous 
than CT. As a result, the issue of categorizing COVID-19 using X-ray images is a 
research topic that is widely investigated in the literature [1]. 

Ensemble learning is a Machine Learning (ML) paradigm that combines the 
advantages of the base learners (weak learners) and uses them as building blocks to 
improve the overall performance of a predictive model [6]. Ensemble methods tend 
to reduce bias and/or variance of such weak learners by properly combining several 
of them. The ensemble construction process involves two main steps. First, multiple 
base learners are generated, which can be created either in parallel or sequential 
manner. Afterwards, predictions from the different learners are merged to produce a 
single prediction. 

Tree-based ensemble algorithms for supervised ML have multiple advantages 
compared to other algorithms. This includes ease of use, they are non-parametric, 
can handle different datatypes, and robustness against multicollinearity, noise and 
overfitting. Bagging and boosting are two well-known tree-based ensemble models 
[6] as shown in Fig. 1. Bagging also called bootstrapping is a non-sequential learning 
ensemble. Initially, several sets of random samples are taken from the training dataset, 
and these subsets are utilized to train several base learners that are of the same type 
and are independent of each other. To produce predictions, an individual learner 
processes a test sample, and the outcomes are averaged (for regression) or voted (for 
classification) to generate the final result. On the other hand, the core idea of boosting 
is to implement homogeneous ML algorithms in a sequential manner. Boosting makes 
predictions for multiple rounds on the entire training sample and iteratively improves 
the performance of the boosting algorithm with the information from the prior round’s 
prediction. The methodology by which each base learner’s error improves with the 
next base learner in the sequence is the fundamental difference between all boosting 
approaches.

The detection of COVID-19 using chest X-ray images has been explored exten-
sively in the literature. Some of these studies classify COVID-19 images based on 
deep learning [2, 7]. In [2], a deep neural network-based model for performing binary 
and multiclass classification was proposed with a classification accuracy of 98.08% 
and 87.02%, respectively. Badawi and Elgazzar [7] proposed a deep-learning model 
for identifying COVID-19 from X-ray images based on DenseNet201, VGG16, and 
VGG19. Aslan [8] presented a robust semantic lung segmentation study for CNN-
based COVID-19 diagnosis. Ohata et al. [9] uses Convolution Neural Networks 
(CNNs) to extract features and classify them using various machine-learning tech-
niques. In [10], two pre-trained CNN models, AlexNet and Xception, are used to 
merge features obtained from input X-rays using a deep feature concatenation mech-
anism. A voting ensemble strategy is proposed in [11] to create an ensemble frame-
work using three classifiers: GoogLeNet, ResNet-18 and DenseNet-121. Authors in
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Fig. 1 Bagging and boosting algorithms

[12] use SVMs trained on deep networks to identify Covid-19 from chest X-rays 
images. The maximum accuracy is 96.16%, which is achieved by the proposed SVM 
on deep networks. Another approach is the use of deep convolutional neural networks 
(CNNs), such as in the work of Narin et al. [13] and Gupta et al. [14], who developed 
deep neural networks for COVID-19 detection using chest X-ray images. Another 
approach involves data augmentation using the auxiliary classifier GAN, as imple-
mented in the CovidGAN by Waheed et al. [15]. Dhanapala and Sotheeswaran [16] 
proposed a transfer learning technique with SVM for COVID-19 disease prediction 
based on chest X-ray images. 

Other studies have used ensemble models and ML to detect COVID-19 [1, 17– 
20]. Menshawy et al. [1] proposed two ensemble-based models that contrast deep 
learning (DL) approaches with traditional ML approaches. The first approach 
combines the results of different classifiers using two different decision fusion tech-
niques: majority voting and bayes optimal. The second approach uses various deep-
learning models for feature extraction. Subsequently, a voting classifier is employed 
to calculate the average outcome of the various classifiers. 

In the study by Saha et al. [17], a deep learning model called EMCNet was 
proposed for automated COVID-19 diagnosis from X-ray images using a CNN 
and an ensemble of ML classifiers. The proposed model achieved an accuracy of 
96.44%, a sensitivity of 95.67%, and a specificity of 97.20. Rahimzadeh and Attar
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[18] proposed a modified deep CNN for detecting COVID-19 and pneumonia from 
chest X-ray images based on the concatenation of Xception and ResNet50V2. The 
proposed model achieved an accuracy of 97.08%, a sensitivity of 98.33%, and a 
specificity of 94.77% in detecting COVID-19. Huang and Liao [19] proposed a 
stacking ensemble and ECA-EfficientNetV2 CNN for the classification of multiple 
chest diseases, including COVID-19. Kumar [20] proposed a ML-based ensemble 
approach for predicting the mortality risk of COVID-19 patients. The proposed model 
used demographic and clinical features of patients to predict mortality risk. The model 
achieved an accuracy of 88.89% and an F1 score of 0.77, demonstrating its potential 
for predicting the mortality risk of COVID-19 patients. 

The primary contributions of this study are outlined as follows:

• Various models are proposed to evaluate the effectiveness of bagging and boosting 
ensemble learning algorithms in the detection of COVID-19 form chest X-rays. 
The two boosting- based models utilize VGG-16, DenseNet201, and ResNet50V2 
for feature extraction. Feature vectors obtained from these models are concate-
nated to provide feature sets. Instead of selecting only one classifier, boosting 
algorithms are utilized to estimate the average of all classifier outcomes.

• A comparison of the performance of the proposed models is investigated. Experi-
mental results demonstrate that the proposed models outperform the performance 
of the individual base learners in multiclass covid-19 classification. Boosting 
yields better than that of the bagging-based model. 

AI-powered algorithms and advanced diagnostic tools, play a crucial role in the 
early identification and tracking of Covid-19 cases, enabling prompt interventions 
and effective containment strategies. By leveraging technology to swiftly identify 
infected individuals, these detection mechanisms contribute to Sustainable Develop-
ment Goal 3: Good Health and Well-being, as they help mitigate the spread of the 
virus and minimize its impact on communities. Moreover, the automatic detection of 
Covid-19 supports other Sustainable Development Goals, such as Goal 9: Industry, 
Innovation and Infrastructure, by fostering the development of cutting-edge technolo-
gies and improving healthcare infrastructure. Furthermore, it aligns with Goal 17: 
Partnerships for the Goals, as international collaboration and knowledge-sharing, 
are essential for the successful implementation of automatic detection systems 
worldwide. 

The remainder of this paper is structured as follows: In Sect. 2, the proposed 
models are presented. In Sect. 3, the classification performance analysis of the 
suggested models is evaluated and discussed. Finally, the paper is concluded in 
Sect. 4.
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2 The Proposed Models 

2.1 Boosting Ensemble Proposed Model 

Two variants of the Boosting Ensemble Model (BEM) were introduced, both 
consisting of four main stages. The first three stages are identical in both models, 
while the fourth stage differs between the two models, as illustrated in Fig. 2. The  
initial stage is the data augmentation phase that involves generating new images 
from the original dataset. The deep feature extraction phase uses popular Deep CNN 
models, such as VGG-16, DenseNet201, and ResNet50V2, to extract features. The 
feature fusion stage combines these extracted features to form a fused feature vector. 
Assuming that DenseNet201, ResNet50V2, and VGG-16 extract m-dimensional, n-
dimensional, and v-dimensional vectors, respectively, concatenating them yields an 
(m + n + v) dimensional vector representing the fused feature vector.

In the fourth phase, Boosting Decision Fusion is utilized to enhance classifica-
tion performance. BEM1 uses AdaBoost (Adaptive Boosting) while BEM2 uses the 
XGBoost classifier. The default weak classifier for AdaBoost is typically decision 
trees, but BEM1 uses different ML classifiers like K-Nearest Neighbor (KNN) and 
Logistic Regression (LR) to augment traditional AdaBoost. 

2.2 The Proposed ML Feature and Decision Fusion 
(MLFDF) Model 

The model shown in Fig. 3 is ML Feature and Decision Fusion (MLFDF) Model 
that consists of four phases. It shares similarities with BEM1 and BEM2 in terms 
of data augmentation, feature extraction, and feature fusion. In the fourth phase, the 
Decision Fusion phase, the final classification score is achieved by combining a SVM 
Classifier, a KNN Classifier, and LR classifier using a majority voting classifier.

3 Results and Discussion 

3.1 Data Description 

In this study, the performance of the proposed systems was examined using the 
COVID-ChestXray-15 k dataset. The dataset contains chest X-ray images of patients 
with COVID-19, pneumonia, and other respiratory and cardiovascular diseases [7]. 
The dataset is designed to aid researchers and healthcare professionals in the diag-
nosis and management of COVID-19 cases, especially in the early stages of the 
pandemic when access to COVID-19-specific datasets was limited. This dataset has
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Fig. 2 The proposed 
boosting ensemble models 
(BEMs)

addressed important concerns such as the data imbalance as the dataset consists of 
over 15,000 images, with approximately 4420 images labelled as COVID-19 positive, 
5000 images as pneumonia positive, and 5000 images as negative for both COVID-
19 and pneumonia. The images are collected from various sources, including public 
datasets and hospitals worldwide. Images sizes of 128 × 128 were used and data 
set was divided as 70% for training, 15% validation and 15% for testing. All exper-
imental simulations were carried out on TPUs with 16 GB of RAM using Google 
Colab.



Enhanced COVID-19 Classification Using Ensemble Meta-Algorithms … 491

Fig. 3 The proposed ML 
feature and decision fusion 
(MLFDF) [1]

3.2 Performance of Multi-Class Classification 

A confusion matrix is a table used in ML to evaluate the performance of a classifica-
tion model. The matrix compares the predicted classes against the actual classes and 
provides a summary of the model’s performance. The multiclass confusion presented 
in Fig. 4 is an N × N dimension matrix, where N is the number of distinct class labels 
C0, C1, CN and with rows and columns representing the actual and predicted classes, 
respectively. In the diagonal of the matrix, the true positive (TP) and true negative 
(TN) values are represented, which are the cases where the model correctly predicted 
the class. In the off-diagonal cells, the false positive (FP) and false negative (FN) 
values are represented, which are the cases where the model made a mistake in its
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Fig. 4 Multiclass 
classification confusion 
matrix [21] 

prediction. A confusion matrix provides useful information such as accuracy, preci-
sion, recall, and F1 score, which are common metrics for the assessment of the 
performance of classification algorithms. 

The proposed models perform multi-class classification to distinguish between 
normal, COVID-19, and pneumonia cases, with class 0 representing normal, class 
1 representing COVID-19, and class 2 representing pneumonia. Figures 5 and 6 
present confusion matrices that illustrate the test results for COVID-19, normal, and 
pneumonia cases. Table 1 summarizes the performance of the proposed models on 
the testing dataset by reporting accuracy, precision, recall, and F1 scores. The best-
performing model for each metric is highlighted in bold font. The terms used in this 
table, including Accuracy (Acc), Recall (Rec), Precision (Pre), and F1-Score (F1), 
are defined mathematically as shown in reference [21]. 

Acc =
∑N 

i=1 T P(Ci)
∑N 

i=1

∑N 
j=1 Ci.j 

(1) 

Rec(Ci) = T P(Ci) 

T P(Ci) + FN  (Ci) 
(2) 

Pre(Ci) = T P(Ci) 

T P(Ci) + FP(Ci) 
(3) 

F1(Ci) = 2 ×
(
Rec(Ci) × Pre(Ci) 
Rec(Ci) + Pre(Ci)

)

(4)

Additionally, we compared the performance of the proposed models with other 
base learners, such as decision trees, KNN, Enhanced VGG16, Enhanced VGG19, 
Enhanced DenseNet201, and traditional bagging [7]. 

The Decision tree showed the lowest performance with a recall value of 82.43%. 
Furthermore, the KNN and traditional Bagging classifiers showed slightly improved 
results, with recall values of 91.2% and 90.33% respectively.
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Fig. 5 The confusion 
matrices obtained using; 
a decision tree classifier, 
b KNN, c bagging classifier
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Fig. 6 The confusion 
matrices obtained using: 
a MLFDF, b proposed 
BEM1, c proposed BEM2
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Table 1 Multi-class classification performance for the various models 

Models Acc Rec Pre F1 

Decision tree 82.43 82.43 82.43 82.43 

KNN 91.2 91.2 91.37 91.2 

Bagging classifier 90.33 90.33 90.37 90.31 

Enhanced VGG16 [7] 95.48 95.41 95.48 95.41 

Enhanced VGG19[7] 95.03 94.95 95.01 94.96 

Enhanced DenseNet201[7] 91.97 88.30 94.07 89.44 

Proposed MLFDF [1] 94.5 95.6 96.12 95.8 

Proposed BEM1 94.03 94.03 94.2 93.99 

Proposed BEM2 96.2 96.23 96.27 96.22 

Bold indicates Proposed BEM2 achieved the best performance

Finally, the proposed MLFDF, BEM1 and BEM2 achieved recall values 95.6%, 
94.03% and 96.2% respectively. When comparing BEM2 proposed model with the 
enhanced models in [7] it is shown that our model yield better performance compared 
to enhanced DenseNet201, VGG19, and VGG16. 

The test results demonstrate that ensemble learning outperforms other models in 
terms of generalization performance. By combining the strengths of the base learner 
models, the final model yields superior performance. Moreover, model combination 
can effectively reduce training time, subject to the availability of hardware for model 
execution. 

Among the various Machine learning algorithms and enhanced models, BEM2 
achieved the highest performance with an accuracy of 96.2%, recall of 96.23%, and 
precision of 96.8%. This is attributed to BEM2’s utilization of XGBoost, which is 
known to perform well with complex datasets. 

4 Conclusion 

This study aimed to develop multi-class classification models for detecting COVID-
19 in chest X-rays. The COVID-Chest Xray-15k dataset was used, which consists of 
15,000 radiographs. A voting classifier-based model was proposed for the bagging 
method, while AdaBoost and XGBoost algorithms were used for boosting. A compre-
hensive experimental analysis was conducted to evaluate the performance of the 
proposed models on the test dataset. The proposed ensemble models outperformed 
individual machine learning methods in the multiclass classification problem. The 
proposed bagging model achieved a recall of 0.956. The proposed AdaBoost and 
XGBoost-based models achieved recall scores of 0.94 and 0.962, respectively. 
XGBoost demonstrated the best performance among all ensemble methods and 
individual base learners in all experiments.
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This paper can be applied in various geographical areas by providing insights 
into the development and implementation of COVID-19 classification methods. By 
understanding the strengths and limitations of various classification and detection 
methods, countries can develop strategies to effectively detect and control the spread 
of COVID-19. 

Future research could focus on expanding the dataset to include chest radiographs 
from other classes of illnesses and other types of scans. Additionally, it may be 
possible to apply the proposed models to other imaging modalities. 

5 Recommendation 

This study suggests additional investigation into ensemble learning techniques for 
classifying COVID-19 patients according to their chest X-rays. It also advises 
working together globally to exchange knowledge and resources, as well as creating 
standardised datasets to compare the effectiveness of various machine learning 
models. The use of machine learning models in healthcare should also be made 
more widely known and understood by the general public, according to healthcare 
organizations. The final recommendation made by this study is to assess the utility 
of ensemble learning techniques in other healthcare applications. 
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Epileptic Seizure Detection Contribution 
in Healthcare Sustainability 

Saly Abd-Elateif El-Gindy, Ayman Ahmed, and Saad Elsayed 

1 Introduction 

Recently, sustainable development has gained increasing importance and plays a 
major role in the wise use of resources. It is worth noting that 17 major sustainable 
development Goals (SDGs) were proposed by the United States of America to address 
the most important global issues. These issues are about sustainable development and 
guiding countries in the economic, social and environmental aspects [1]. There is no 
doubt that health care plays a major role towards sustainable development, in that it 
guarantees the well-being of individuals and the health of societies and this can be 
achieved by diagnosis, detection and prediction of diseases as earlier as possible [2]. 

Electroencephalography is a medical signal acquisition system, which is utilized 
to read scalp electrical activities resulting from various brain functions. The elec-
troencephalogram (EEG) in a simple word that refers to the recording of electrical 
activities, which contain useful information of different human states. Therefore, 
these recordings not only can be used to diagnose various brain disorders such as 
Alzheimer’s disease and epilepsy, but it can also be used to monitor patterns of 
consciousness (such as feelings and emotions) or unconsciousness (such as sleep 
state and comma) of a human [3, 4]. Specialists have shown that epilepsy charac-
terization is the most prevalent and dominant in the field of processing of electrical 
EEG signals [5].
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Epilepsy is one of the most serious, acute and chronic brain disorders that cause 
an imbalance in the human nervous system. It should be noted that epilepsy patients 
face many challenges and risks in their daily lives, especially when dealing with 
heavy machinery or driving vehicle, due to the loss of control over most of the 
nervous organs [6]. Recent studies have shown that approximately more than 65% of 
epilepsy patients can control seizures through anti-epileptic drugs, and approximately 
10% could befit from surgery. The remaining 25% have drug resistant and experi-
ence sudden symptoms. Therefore, it is necessary to notify the patient’s medication-
resistant epileptic seizure to the caretaker and analyze the pattern of related signals 
before, during, and after the seizure onset [7]. 

The most effective method for epileptic activity analysis among diagnostic 
imaging methods is the analysis of electrical EEG signals. These signals give a 
description of the voltage fluctuations, which result from ionic current within the 
brain [8]. Hence, there was a need for seizure detection and seizure prediction strate-
gies, where seizure detection deals with recognition of seizures that occurring (or 
have occurred) through analysis of biologic signals recorded from a patient with 
epilepsy. 

The rest of this paper is organized as follows. Section 2 presents the description of 
experimental materials and utilized methods. This section includes a brief description 
of the FWHT algorithm, the EEG signal attributes and the performance metrics. 
Section 3 investigates the simulation results and discussion. Finally, Sect. 4 gives the 
conclusion remarks. 

2 Materials and Methods 

2.1 Description of the Dataset 

To evaluate the proposed approach, we used the CHB-MIT dataset, which was 
acquired at the Children Hospital Boston. It is also referred to as the Physio Net 
EEG dataset [9], which is composed of EEG recordings for pediatric individuals 
with intractable seizures. These recordings are public, available, and widely-used in 
the detection and prediction of epileptic seizures. It is grouped into 23 cases with 
various genders and different ages. It contains5 males, ages 3–22; and 17 females, 
ages 1.5–19. The standard 10–20 electrode system has been used to collect the EEG 
recordings in this dataset, which is sampled with a sampling rate of 256 Hz. The brief 
description of these datasets is illustrated in Table 1. This table includes all cases of 
patients, showing their age, gender and number of seizures for each case, in addition 
to the time taken during the measurement.
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Table 1 Cases considered 
for seizure detection on 
CHB-MIT dataset [9] 

Patient no. Gender Age Seizure 

1 F 11 3 

2 M 11 7 

3 F 14 4 

4 M 22 5 

5 F 7 10 

6 F 15 3 

7 F 14.5 5 

8 M 3.5 4 

9 F 10 7 

10 M 3 3 

11 F 12 7 

12 F 22 10 

13 F 3 8 

14 F 9 20 

15 M 16 8 

16 F 7 3 

17 F 12 6 

18 F 18 3 

19 F 19 8 

20 F 6 4 

21 F 13 3 

22 F 9 7 

23 F 6 7 

24 F – 16 

2.2 Proposed Method 

The proposed method depends mainly on the FWHD for discrimination between 
seizure and healthy epochs. The main idea of the proposed method is based on the 
decomposition of EEG signals into Hadamard coefficients, and then extraction of 
a certain attribute from decomposed EEG signals. Finally, the classification stage 
is performed based on a feature ranking method with a single attribute statistic as 
shown in Fig. 1. In this method, the Receiver Operating Characteristic (ROC) curve 
is utilized for performance assessment according to the selected attribute. The ROC 
curve is a relation between sensitivity and 1-specificity, for various values of the 
threshold. Ranking in general is executed depending on the area under the ROC 
curve [10–12].
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Multi-channel 
EEG signal 

FFWHT Estimation of 
statistics 

PDF 
Estimation 

Thresholding Classification 

Decision 

Normal 

Ictal 

Fig. 1 Block diagram of the proposed method 

The detection results are obtained for a selected attribute. The considered attributes 
include Kurtosis, Skewness, mean curve length, and Hjorth activity are estimated for 
decomposed Hadamard coefficients. 

The classification strategy is performed based on a thresholding technique in 
which an optimum threshold is determined first on each attribute after PDF estimation 
of normal and seizure epochs, and then the threshold used in the classification process. 
Each threshold value is obtained at the intersection point between two PDF curves for 
normal and seizure activities as illustrated in Fig. 2. The distributions are obtained for 
groups of segments for normal and seizure activities to obtain the PDFs of FWHT 
coefficients. We clarify the values of thresholds for all attributes for all cases of 
CHB-MIT dataset in Tables 3, 4, 5 and 6.

The EEG seizure detection performance based on a single attribute is evaluated 
depending on five important metrics, which are optimum threshold Sensitivity (SEN), 
optimum threshold Specificity (SPE), obtained maximum Accuracy (ACC), Positive 
Predicted Value (PPV), Negative Predicted Value (NPV). These results are given in 
Tables 3, 4, 5 and 6. The steps of the proposed method are illustrated in Algorithm 
1 for the detection of normal and seizure activities for epilepsy patients. 

Algorithm 1
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PDF of patient 1 for mean curve length 
feature 

AROC of patient 1for mean curve length 
feature 

PDF of patient 2 for mean curve length 
feature 

AROC of patient 2 for mean curve length 
feature 

No. of 

No. of 

PDF of patient 3 for mean curve length 
feature 

AROC of patient 3 for mean curve length 
feature 

No. of 

Fig. 2 PDFs and AROCs of samples patients for mean curve length feature
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PDF of patient 5 for mean curve length 
feature 

AROC of patient 5 for mean curve length 
feature 

PDF of patient 4 for mean curve length 
feature 

AROC of patient 4 for mean curve length 
feature 

Fig. 2 (continued)

Detection of normal and seizure activities for epilepsy patients 

Input: multi-channel EEG signal 
Procedure 
1. Apply FWHT on EEG signals 
2. Extract one of the following attributes, namely Kurtosis, Skewness, mean curve length, 

Hjorth activity from decomposed EEG coefficients for several normal and seizure waveforms 
3. Estimate PDFs of the selected attribute for several normal and seizure waveforms 
4. Estimate the intersection point of the PDFs 
5. Apply a ranking step for new incoming segments to perform classification 
6. Obtain ROC curve and calculate area under ROC curve 
7. Obtain SEN, SPE, ACC, PPV, and NPV for all segments 
Output: ACC and FAR
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2.2.1 Fast Walsh Hadamard Transform (FWHT) 

The FWHT is an efficient methodology, which depends mainly on transformation of 
signals from time domain to frequency domain. It is worth monitoring that Walsh 
Hadamard transform is defined as being sequence oriented [13]. In addition to 
providing spectral representation, Hadamard transform is also essential for describing 
certain types of systems and their properties in the frequency domain. It has a high 
efficiency to identify the signals that have sharp disturbances in a more accurate way 
[14]. The FWHT of a signal x(n) for  n= 1, 2, … N can be computed according to 
this equation. 

Xw(k) = 
N∑

n=1 

x(n)Wn, k = 1, 2, . . .  N (1) 

where N indicates the total number of samples and Wn represents the Walsh matrix, 
which is given by the following equation: 

Wn = 
1 

2 
n 
2

(
Wn−1Wn−1 

Wn−1 − Wn−1

)
(2) 

The basic benefit of this transformation is the high speed in performance, and it 
requires less storage memory to store decomposed coefficients. 

2.2.2 EEG Signal Attributes 

• Hjorth Activity 

It is one of Hjorth’s parameters, which define amplitude of EEG signal [15]. It can 
be determined according to the following equation: 

m0 = 
∞∫

−∞ 

S(w)dw = 
1 

T 

t∫

t−T 

f 2 (t)dt (3) 

where S(w) represents the power density spectrum and f(t) denotes as EEG signal 
(function of bio-signal). The activity parameter indicates the signal power, the 
variance of a time function m0 = σ 2 0 . 

• Kurtosis 

It is one of the high-level statistics, which are recommended in the recognition of 
EEG signals. It provides a measure of sharpness of the probability distribution of 
EEG signals. These distributions may have positive or negative values [16, 17]. 
The positive value is denoted as Kurtosis super-Gaussian, while the negative one is
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labeled as Kurtosis sub-Gaussian. The normalized Kurtosis of random value can be 
determined according to the following equation 

Kc(z) = E
{|z|4}

(E
{|z|2})2 −

∣∣E
{
z2

}∣∣2 

(E
{|z|2})2 − 2 (4)  

where the first term indicates the fourth-order moment, while the second term 
represents the circulatory coefficients. 

• Skewness 

It is another complex static metric, which has high competency in the field of detection 
and prediction of EEG signals. It provides a measure of symmetry or asymmetry of 
the probability distribution of EEG signals. These distributions may have positive or 
negative values [18, 19]. Skewness of a signal x(n) can be determined according to 
the following equation: 

Skewness = 
E

[
(x(n) − μ)3

]

σ 3 
(5) 

where μ indicates the mean of the signal, σ represents the standard deviation and E 
is the expected value of the signal. 

• Mean Curve Length (MCL) 

It is one of the prominent features in the field of recognition of EEG signals, as it 
reduces the computational cost and leads to better performance. It provides a measure 
of signal complexity depending on Katz fractal dimension [20, 21]. The Curve Length 
(CL) can be defined as the sum of linear distances between successive points on the 
curve. In the case of EEG signals, it can be defined for a time series as the sum of 
the absolute value of the first order finite difference. The MCL can be determined 
as the average of CL values. The MCL of a signal x(n) for length N can be obtained 
according to the following equation: 

MC L  = 1 

N − 1 

N−2∑

n=0 

|x(n + 1) − x(n)| (6) 

2.2.3 Performance Metrics 

The performance of the proposed method is evaluated depending on six metrics as 
follows [20] as tabulated in Table 2.

where TP is the true positives, FP is the false positives, FN is the false negatives, and 
TN is the true negatives.
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Table 2 Performance metrics of the proposed approach 

Performance metric Equation 

Sensitivity (SEN %) SE  N  = T P  
T P+FN  × 100 (7) 

Specificity (SPE %) SP  E  = TN  
T N+FN  × 100 (8) 

Accuracy (ACC %) ACC = T P+TN  
T P+TN+FP+FN) × 100 (9) 

Positive prediction value (PPV %) P P  V  = T P  
T P+FP  × 100 (10) 

Negative prediction value (NPV %) NP  V  = TN  
T N+FN  × 100 (11) 

ROC It is created by plotting sensitivity versus 1-specificity at 
various values of the threshold

FN  = L − T P (12) 

T N  = L − FP (13) 

where L is the data class length. 

3 Simulation Results and Discussion 

Simulation experiments have been carried out on the whole CHB-MIT dataset as 
tabulated in Table 1. For each case, we apply the FWHT to analyze the EEG signals 
in frequency domain. Several attributes are considered including, kurtosis, skewness, 
mean curve length, and Hjorth activity. 

Simulation results of the detection process for all patients are illustrated in 
Tables 3, 4, 5 and 6. The majority voting strategy is applied on the results of all 
attributes for efficient detection results. It is clear from all obtained results that the 
majority voting gives the best detection results. Moreover, working on MCL with 
FWHT gives the best results compared to the results obtained with other features 
achieving an average sensitivity of 98.59%, an average specificity of 96.26% and an 
average accuracy of 96.83%. Samples of MCL feature with the FWHT is illustrated 
in Fig. 2, which indicates the PDFs and area under the ROC curve for all patients.

One of the advantages of the proposed approach is avoiding the over-training 
problem, which is a major concern in modeling of data in several fields due to using 
a statistical model that contains more parameters than can be justified by the data. 
Unlike other techniques, one of the reasons that make our approach far from the 
over-training is that we do not use a noisy or unknown dataset. The dataset we use 
is well prepared as a standard benchmark for many years of research. In addition, 
we do not have a training process in which over-training may occur, but it is a direct 
detection technique (online technique) based on different metrics, statistical analysis 
and similarity measures. It avoids the training process, testing and then over-training 
problem.
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Table 3 Results of Hjorth 
activity with FWHT for all 
patients 

For all patient Result of Hjorth with FWHT 

Average SEN (%) 92.6984 

Average SPE (%) 92.19697 

Average AROC 0.9201641 

Average ACC (%) 90.37879 

Average PPV (%) 86.02868 

Average NPV (%) 85.45591 

Table 4 Results of mean 
curve length activity with 
FWHT for all patients 

For all patient Result of MCL with FWHT 

Average SEN (%) 98.59206 

Average SPE (%) 96.26984 

Average AROC 0.9617989 

Average ACC (%) 96.83333 

Average PPV (%) 90.41736 

Average NPV (%) 88.2364 

Table 5 Results of kurtosis 
activity with FWHT for all 
patients 

For all patient Result of kurtosis with FWHT 

Average SEN (%) 93.43136 

Average SPE (%) 95.39216 

Average AROC 0.9314705 

Average ACC (%) 93.82353 

Average PPV (%) 92.35181 

Average NPV (%) 89.37992 

Table 6 Results of skewness 
activity with FWHT for all 
patients 

For all patient Result of skewness with FWHT 

Average SEN (%) 95.93751 

Average SPE (%) 94.89584 

Average AROC 0.9265799 

Average ACC (%) 95.88541 

Average PPV (%) 86.38388 

Average NPV (%) 82.53691

In addition to the accuracy of the proposed approach in detecting epileptic seizures, 
it also saves a lot of time as it avoids the time consumed in the training process. In 
addition, the time of the proposed approach is very short ranging from 2 to 3 min using 
the same machine specifications. All of these benefits make the proposed approach
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Table 7 Comparison of performance for the existing with the proposed method 

Author Dataset Subject Features Classifier 

Tsiouris et al. 
[20] 

CHB-MIT 24 
patients 
181 
seizures 

Spectral analysis, variation in 
EEG energy distribution over the 
delta, theta, and alpha rhythms 

Subset selection 
method (SSM) 

Prathap and 
Aswathy [21] 

CHB-MIT 17 
patients 
78 
seizures 

Spectral power and spectral 
power ratios 

Kernel sparse 
representation 
classifier 

Behnam and 
Hossein [22] 

CHB-MIT 23 
patients 
163 
seizures 

Arithmetic mean, geometric 
mean, variance, COV, mode, 
median, Pearson and Bowley’s, 
and moment measure of 
skewness, kurtosis, and negative 
entropy 

Bayesian 
classifier 

Janjarasjitt [23] CHB-MIT 12 
patients 

Wavelet-based spectral features No classifier 

Proposed 
method 

CHB-MIT 23 
patients 
174 
seizures 

Kurtosis, skewness, mean curve 
length, and Hjorth activity 

Thresholding 
strategy 

more effective in comparison with other previous methods. A comparison study with 
the existing state-of-the-art algorithms is given in Table 7. 

4 Conclusion 

The proposed approach adopted in this paper depends on using the FWHT, and 
hence statistical analysis of decomposed coefficients. Different statistical attributes 
are estimated for them. A thresholding strategy is applied on each attribute. Hence, 
a decision is taken based on that attribute. The main advantage of this approach 
is the avoidance of the classification problems represented in training, testing and 
overfitting problems. In addition, the results prove that mean curve length with FWHT 
demonstrates the best performance in comparison. 

5 Recommendations 

A growing body of evidence suggests that EEG analyses can be used in the early 
detect of Alzheimer’s and may even allow for the diagnosis for different dementia 
subtypes. Most of the research has been done in academic environments, however
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there could be the potential to develop low-cost medical testing devices which achieve 
sustainability in healthcare systems. 
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Performance Analysis of Emerging 
Waveforms for 6G Wireless 
Communications 

Walid Raslan and Heba Abdel-Atty 

1 Introduction 

The next generation of wireless systems and standards (beyond 5G/6G) will need 
to accommodate extremely high mobility scenarios such as high-speed railway 
systems, vehicle-to-infrastructure, and vehicle-to-vehicle. Orthogonal frequency 
division multiplexing (OFDM) is currently used in 5G cellular systems and performs 
well in time-invariant frequency selective channels. However, in high-mobility 
scenarios, the large Doppler frequency shifts break orthogonality between subcar-
riers in OFDM, resulting in significant performance degradation. To address this 
issue, new waveforms are being investigated for fast time-varying channels [1]. 

Orthogonal chirp division multiplexing (OCDM) based on the discrete Fresnel 
transform (DFnT) performs better than OFDM in terms of bit error rate (BER) in 
multipath channels. However, OCDM does not achieve full diversity in general time-
varying channels [2]. The orthogonal time frequency space (OTFS) was proposed in 
the delay-Doppler (DD) domain and shows superior performance to OFDM in time-
varying channels but lacks its own orthogonal transmission pulse in the DD domain. 
Other modulation waveforms implemented in different domains are also proposed, 
such as orthogonal time sequency multiplexing (OTSM) which utilize the Walsh 
Hadamard transform (WHT) and the discrete Mellin transform (DMT), respectively 
[3]. 

To determine which waveform is most suitable for next-generation wireless 
communications, a thorough comparison of their performance is necessary. This
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involves analyzing the correlations between the waveforms from the perspective 
of their modulation domain and obtaining a unified framework by discussing their 
system models [4, 5]. 

The BER performance of each waveform is then analyzed and compared through 
simulations. Based on these analyses and demonstrations, candidate waveform 
suggestions for future wireless communications are provided. 

The study’s emphasis on high-speed railway systems, vehicle-to-infrastructure, 
and vehicle-to-vehicle communications aligns with SDG 11. By optimizing wave-
forms for high-mobility scenarios, the research contributes to building smarter and 
more sustainable cities and communities. Reliable wireless communication is vital 
for efficient transportation systems, traffic management, and enhanced connectivity 
in urban environments [6]. 

The rest of the paper is organized as follows. In Sect. 2, we discuss the system 
model for four modulation techniques. The simulation results are provided in Sect. 3. 
Section 4 contains our concluding remarks. 

2 System Model 

In this section, we provide the overview and system model of the waveforms including 
OFDM, OCDM, OTFS, and OTSM. We classify them according to their modula-
tion domain, i.e., time frequency (TF), delay-Doppler, delay-sequency, and delay-
scale domain. Figure 1 illustrates the relationships between different domains (time, 
frequency, delay, Doppler, scale and sequency) [7]. The domains can be classified into 
three types: information symbol, channel, and transition. Each domain can be trans-
formed using specific mathematical techniques Discrete Fourier Transform (DFT)/ 
Inverse Discrete Fourier Transform (IDFT), Discrete Multitone (DMT)/Inverse 
Discrete Multitone (IDMT), and Walsh-Hadamard Transform (WHT)/Inverse Walsh-
Hadamard Transform (IWHT). For example, in the OTFS system, information 
symbols are multiplexed in the DD domain and then transferred to the TF domain 
through the Inverse Symplectic Finite Fourier Transform (ISFFT), which involves 
applying a Discrete Fourier Transform (DFT) along the delay axis and an inverse 
DFT (IDFT) along the Doppler axis. The TF domain is then converted to the delay-
time domain using IDFT along the frequency axis, and the signal is transmitted in 
the delay-time domain. It is worth noting that the channel plays a critical role in the 
transformation of relations described above.
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Fig. 1 Relation between the different discrete information symbol domains (time, frequency, delay, 
Doppler, scale and sequency) and the corresponding modulation transforms [7] 

2.1 Orthogonal Frequency Division Multiplexing (OFDM) 

OFDM can be seen as a chirp-based modulation waveform with a linearly varying 
instantaneous frequency of zero. OFDM is a widely used digital modulation tech-
nique in modern wireless communication systems. OFDM is a multicarrier modu-
lation scheme that divides the high-speed data stream into multiple subcarriers and 
transmits them simultaneously in parallel. OFDM has become popular due to its 
ability to mitigate the effects of multipath fading, increase spectral efficiency, and 
provide robustness against interference [8]. 

The basic idea behind OFDM is to divide the high-speed data stream into multiple 
parallel subcarriers that are orthogonal to each other. The orthogonality between 
subcarriers eliminates the need for a guard interval between symbols, which reduces 
the bandwidth overhead and improves the spectral efficiency. OFDM also allows for 
the use of advanced error-correction codes, such as forward error correction (FEC), 
which further improves the reliability of the communication [9]. 

OFDM has been adopted in several wireless communication standards such as 
Digital Video Broadcasting (DVB), Wi-Fi, Long-Term Evolution (LTE), and 5G 
[10]. OFDM has also been used in other applications such as digital audio broad-
casting, powerline communication, and optical communication. OFDM has become a 
popular multi-carrier modulation technique in various industries. The OFDM method 
involves dividing the available frequency band into multiple sub-bands, known as 
subcarriers, to enable parallel transmission of data. A baseband OFDM modulation 
and demodulation are functionally illustrated in Fig. 2 [11]. 

Fig. 2 Block diagram of OFDM modulation and demodulation [11]
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OFDM can be understood as a chirp-based modulation waveform with a linearly 
varying instantaneous frequency of zero. Other modulation techniques, such as 
OCDM are also based on chirp modulation waveforms in the time–frequency domain 
as chirp-based waveforms The expression of data symbols X can be represented in 
the case of OFDM as follows. 

X = [X(0), X(1), . . . ,  X(M − 1)]T (1) 

where X(m) = [X(m, 0), X(m, 1), . . . ,  X(m, N − 1)]T . Figure 2 illustrates that 
X (n; m) represents the data symbol transmitted on the m-th  subcarrier of the n-th  
OFDM symbol. The data symbols X are transmitted on each m-th  OFDM symbol and 
are represented as X = [X(0), X(1), . . . ,  X(N − 1)]T . These data symbols are then 
processed by the IDFT block, and the resulting time-domain signal can be expressed 
as: 

s[n] =  
1 √
N 

N−1∑ 

m=0 

X [m]ei 2π 
N nm (2) 

In matrix form, (4) can be rewritten as 

s = FH X, (3) 

The DFT matrix, with entries e− j2π mn/N / 
√
N , is denoted by F. The signal is then 

subjected to the addition of a cyclic prefix (CP) before being transmitted into the 
channels [12]. 

2.2 Orthogonal Time Frequency Space (OTFS) 

OTFS is a novel modulation technique that has recently gained popularity in wire-
less communication systems. OTFS is a non-linear modulation technique that aims 
to overcome the limitations of traditional modulation schemes, such as OFDM, 
in dynamic and challenging wireless environments. OTFS operates in a two-
dimensional time–frequency space, where the signal is spread across multiple time 
and frequency dimensions, rather than being confined to a single dimension [13]. 

The basic idea behind OTFS is to encode information in the delay-Doppler 
domain, which describes the changes in signal propagation caused by motion or 
reflections in the wireless channel. The delay-Doppler domain can be represented 
as a two-dimensional matrix, where the rows represent the signal delay and the 
columns represent the Doppler shift. OTFS spreads the signal energy across this 
matrix, making it resilient to fading and multipath effects, as well as Doppler shifts 
caused by the motion of the transmitter or receiver [14, 15].
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Fig. 3 The block diagram of OTFS modulation and demodulation [17] 

OTFS has several advantages over traditional modulation techniques. It provides 
high spectral efficiency, robustness against channel variations, and low latency, 
making it suitable for a wide range of applications, including autonomous vehi-
cles, 5G networks, and satellite communication systems. OTFS also provides high 
accuracy in channel estimation, which is critical for beamforming and other advanced 
signal processing techniques [16]. 

Figure 3 illustrates the modulation and demodulation process of the OTFS system. 
At the transmitter, the delay-Doppler information matrix X[m, n] is utilized, which 
comprises NM  symbols that map from modulation symbols. The number of subcar-
riers and time slots are denoted by M and N , respectively. The discrete-time domain 
OTFS frame contains NM  samples, and as a result, the OTFS frame duration is given 
by Tf = NMTs = NT  with the sampling frequency fs = B = 1 

Ts 
. 

The modulator applies the inverse symplectic fast Fourier transform (ISFFT) to 
transform the symbols from the delay-Doppler domain to the time–frequency domain 
Xt f  [l, k], as shown in Fig. 3 [17]. 

Xt f  [l, k] =  
1 √
NM  

N−1∑ 

n=0 

M−1∑ 

m=0 

X [m, n]ei2π( nk N − ml 
M ) (4) 

where l = 0, . . . ,  M − 1, k = 0, . . . ,  N − 1. 
The inverse symplectic fast Fourier transform (ISFFT) is used to convert the 

symbols from the delay-Doppler domain to the time–frequency domain Xt f  [l, k]. 
The ISFFT involves two operations: first, performing an M-point discrete Fourier 
transform (DFT) on the columns of X , and second, performing an N-point inverse 
DFT on the rows of X . A pulse shaping waveform gtx  (t). is used to produce the 
transmitted signal s(t) through the Heisenberg transform. 

s(t) = 
N−1∑ 

n=0 

M−1∑ 

m=0 

Xt f  [l, k]gtx  (t − kT  )ei2πΔ  f (t−kT  ) (5)
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Let’s consider a high mobility communication scenario with a bandwidth of B 
and P channel paths. The delay and Doppler shift of the channel can be represented 
by the variables τ and ν, respectively, as shown in the following equation [18]: 

τi = 
li 

MΔ f 
≤ τmax = 

lmax 

MΔ f 
, νi = 

κi 

NT  
|νi | ≤ νmax (6) 

The normalized delay and Doppler shift are represented by li and κi , respectively. 
The received signal r (t) in continuous time is expressed as follows: 

r (t) = 
∫ 

g(τ, ν)s(t−τ)dτ (7) 

where g(τ, t) is the delay-time channel response 

g(τ, t) = 
∫ 

v 

h(τ, ν)e j2πν(t−τ)  dν (8) 

where h(τ, ν) is the high mobility channel response. The discrete-time form of the 
received is expressed as 

r [q] =  
∑ 

gs[l, q]s[q − l], q = 0, . . . ,  NM  − 1, (9) 

where gs[l, q] is the discrete delay-time channel response. 

gs[l, q] =  
P∑ 

i=1 

gi z
κi (q−l)δ[l−li ] (10) 

The channel gain of the multipath channel is represented by gi , and z = e 
j2π 
NM  . 

It is assumed that the delay-Doppler channel is constant over the duration of Tf . In  
order to maintain this, N may need to be reduced, which would result in a decrease 
in Doppler shift resolution. 

At the receiver end, the received signal r(t) is converted to the time–frequency 
domain using the Wigner transform, as shown below [19]: 

Yt f  [l, k] =  
∫ 

r (t ')g∗ 
r x  (t

' − t)e− j2π f (t '−t) dt ' (11) 

The received matched filter grx  is used to obtain the delay-Doppler domain 
samples. To achieve this, the time-domain received samples are transformed using 
symplectic fast Fourier transform (SFFT), which is a 2D transformation involving 
an M-point inverse discrete Fourier transform (IDFT) of the columns of Y and an 
N-point discrete Fourier transform (DFT) of the rows of Y .
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2.3 Orthogonal Time Sequency Multiplexing (OTSM) 

OTSM is a single-carrier modulation scheme, which offers similar BER to OTFS. 
The information symbols are multiplexed in the delay-sequency domain using WHT. 
Note that sequency is the number of zero-crossings per unit interval. Since WHT 
does not require multiplicative operations and requires only addition and subtraction 
operations, the OTSM modulation/demodulation complexity is significantly low as 
compared to OFDM and OTFS modulation [18]. 

we will adopt the matrix and vector notation as follows: x and y, both of size 
NM  × 1, represent the transmitted and received information symbols, respectively. 
The duration of the transmitted OTSM signal frame, denoted as T f = NT  , while the 
bandwidth is B = MΔ f , where N is a power of 2. We assume that T Δ f = 1, which 
implies that the OTSM signal is critically sampled for any pulse shaping waveform. 
The operation of the OTSM transceiver is illustrated in Fig. 4 [20]. 

The transmitter splits the information symbols x = [xT 0 , . . . ,  xT M−1]T into vectors 
xm. These symbol vectors are organized into a matrix X ∈ C M×N by placing each 
symbol vector xm in the m-th  row. The indices of the columns and rows indicate the 
delay and sequency indices, respectively, of the delay-sequency grid [20]. 

X = [x0, x1, . . . ,  xM−1]T (12) 

The final lmax symbol vectors, which refers to xm for m ≥ M − lmax M, are set 
to zero vectors. The reason behind this is to avoid inter-block interference caused by 
channel delay spread. This is illustrated in Fig. 4. 

By performing zero padding (ZP) along the delay domain, the signal is protected 
from this type of interference. 

Afterward, a N-point Walsh-Hadamard transform is performed on each symbol 
vector to convert it into the delay-time domain. 

X̃ = X · WN (13) 

The delay-time samples are stored in a matrix called X̃ , which is then converted 
into time-domain samples s by vectorizing it. These time-domain samples s are

Fig. 4 The block diagram of OTSM modulation and demodulation [20] 
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then transmitted into the physical channel. The entire operation performed by the 
transmitter can be represented in a concise matrix form. 

s = P · (IM ⊗ WN ) · x (14) 

The above equation describes a matrix operation that involves a row-column 
interleaver matrix P . This permutation matrix is called a perfect shuffle and is used 
to rearrange the elements of two matrices A and B. The property of a perfect shuffle 
is described as follows: if A and B are both square matrices of equal size, then their 
perfect shuffle using the permutation matrix P results in a new matrix that has the 
same size as A and B combined. 

A ⊗ B = P · (B ⊗ A) · PT (15) 

Additionally, as P is a matrix of permutation, P−1= PT . By employing the 
perfect shuffle property given in (5), the operation of the transmitter in (4) can be 
simplified as: 

s = (WN ⊗ IM ) · (P · x) (16) 

The time-domain samples are pulse shaped, and digital to analog converted, and 
transmitted into the wireless channel as s(t). 

After the time-domain samples are shaped by pulses, converted to digital signals, 
they are transmitted as s(t) into the wireless channel. At the receiver, the received 
time-domain vector r (t) undergoes analog to digital conversion and sampling, and 
the steps taken by the transmitter are reversed to demodulate the received time-
domain samples. The received information symbols y are arranged into the matrix
∼ 
Y by folding the symbols column-wise, where Mand  N  denote the number of delay 
and sequency bins respectively. The symbols can be converted from the DS domain 
to the DT domain by applying the N-point inverse WHT, represented by WN . 

Ỹ = vec−1 
M,N (r) (17) 

The received information symbols are obtained by taking a N-point WHT of the 

received delay-time samples 
∼ 
Y as 

Y = [y0, y1, . . . ,  yM−1]T = Ỹ · WN (18) 

The receiver operation can be simplified in the matrix form as 

y = (IM ⊗ WN ) ·
(
PT · r) (19) 

where
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Y = [yT 0 , . . . ,  yT M−1]T (20) 

2.4 Orthogonal Chirp Division Multiplexing (OCDM) 

Orthogonal Chirp Division Multiplexing (OCDM) is a modulation scheme that has 
gained significant attention in recent years due to its potential to provide high data 
rates and robustness against interference in wireless communication systems. 

OCDM is a form of time division multiplexing (TDM) that uses orthogonal chirp 
signals to modulate multiple data streams onto the same frequency band. In OCDM, 
each data stream is modulated into a separate chirp signal, and the chirp signals are 
spaced so that they are orthogonal to each other. This allows for multiple data streams 
to be transmitted simultaneously without interfering with each other, thus increasing 
the data rate and robustness against interference as shown in Fig. 5 [21]. 

OCDM has several advantages over other modulation schemes, including its 
ability to provide high spectral efficiency, resistance to multipath fading and 
frequency-selective fading, and low power requirements. These features make 
OCDM an attractive option for high-speed data transmission in wireless commu-
nication systems, especially in challenging environments [22]. 

OCDM has been implemented in several communication standards, such as the 
IEEE 802.15.3c standard for high-speed wireless personal area networks (WPANs) 
and has also been proposed for use in fifth generation (5G) cellular networks. To 
introduce the Fresnel transform in the optics for OCDM, some constraints are raised.

Fig. 5 a the multi-code chirp waveform and b the digital implemented OCDM signal in the temporal 
frequency-chirp dimension [2] 
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Firstly, the chirped waveform for modulation is time limited. Secondly, the spatial 
Talbot effect is adapted into the temporal counterpart for OCDM. 

The OCDM system model combines the advantages of both OCDMA (Optical 
Code Division Multiple Access) and CSS (Chirp Spread Spectrum) techniques for 
secure and efficient communication. It uses chirp signals for spreading the spec-
trum of the signal, which provides secure and robust communication for military, 
underwater, and aerospace scenarios. 

The chirp signal is conventionally generated by analog devices using filtering or 
frequency-modulation approaches. In the CSS system, a broad spectrum is occupied 
for modulating information, sacrificing spectral efficiency for high processing gain, 
multipath resolution, and other merits of the chirp signal. In a given period and 
bandwidth, only one modulated chirp is present, and interference occurs if multiple 
chirp signals are present in the same period and bandwidth. Thus, chirp is attractive 
for low data rate applications where reliability is a priority [23]. 

OCDM adds the benefit of OCDMA, which uses orthogonal codes for multiple 
access, allowing multiple users to share the same bandwidth without interference. In 
OCDM, the spreading codes are orthogonal chirp signals, and each user is assigned 
a unique orthogonal chirp code. This allows multiple users to share the same band-
width while avoiding interference, increasing spectral efficiency. OCDM has poten-
tial applications in optical fiber communication systems, where multiple users can 
share the same fiber without interference, increasing the capacity of the system [23]. 

According to [2], x(m) can be extracted by the matched filter to the m-th  chirp 
as shown in Fig. 6, as  

x '(m) = 
T∫ 

0 

s(t) ψ∗ 
m(t) dt  

= 
N−1∑ 

k=0 

x(k) δ(m − k) = x(m) (21)

where ψ(t) is the root chirp. The analog OCDM signal is transmitted within a band-
width ranging from −B to B, where B is equal to N divided by T . The digital 
implementation of the OCDM signal based on DFnT which demonstrates that the 
digital OCDM generates the OCDM signal with wrapped spectra in accordance with 
the sampling theory. The spectrum of the digital OCDM signal can be limited within 
the bandwidth of − 0.5B to 0.5B. Furthermore, digital filters can effectively manage 
the out-of-band aliasing signal in chirp-based systems, such as CSS. 

The discrete-time OCDM signal is equivalent to the continuous-time OCDM 
signal but with a wrapped spectrum. It is worth noting that there are two types of 
DFnT matrix. Therefore, the discrete OCDM signal can be expressed as:

s(n) = s(t)|t=n T N 
= 

N−1∑ 

k=0 

x(k) ψk

(
n 
t 

N

)
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Fig. 6 The block diagram of OCDM modulation and demodulation [2]

= e j 
π 
4 

N−1∑ 

k=0 

x(k)e− j π 
N (n−k)2 (22)

For even N , or  

s(n) = s(t)|t=(n+ 1 
2 ) T N = 

N−1∑ 

k=0 

x(k) ψk

(
n 
T 

N 
+ 

T 

2N

)

= e j 
π 
4 

N−1∑ 

k=0 

x(k)e− j π 
N (n−k+ 1 

2 )
2 

(23) 

Upon examining Eqs. (22) and (23), one can observe that they resemble the 
definition of DFnT, and are precisely the IDFnT. Hence, the synthesis of a series of 
discretized modulated chirp waveforms can be achieved using the IDFnT. thereby 
obtaining the discrete time-domain OCDM signal [2]. 

s = ΦH x (24)
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Given that the DFnT matrix is unitary, the transmitted symbols can be retrieved 
at the receiver through the inverse operation, namely DFnT. The symbols obtained 
through this process are: 

x' = Φs = x (25) 

3 Simulation Results and Discussion 

This section provides simulation outcomes that assist in evaluating the effective-
ness of the proposed waveforms. The assessment is conducted by examining three 
different waveforms techniques and comparing them to the OFDM system within 
the extended vehicular channel (EVA). 

In order to maintain simplicity in the OFDM system, only the ZF equalizer is 
employed, as both the ZF and MMSE equalizers exhibit identical bit-error-rate (BER) 
performance within the OFDM system. For the processing of OTFS and OTSM, a 
frequency domain equalizer is utilized, which implements a single tap and linear 
mean square error (LMMSE). In OCDM, both the zero-forcing (ZF) and minimum 
mean squared error (MMSE) equalizers are employed. All considered waveforms 
occupy the same resources, and the simulation parameters can be found in Table 1. 

Figures 7, 8 and 9 show the bit error rate (BER) performance of OFDM, OCDM, 
OTFS, and OTSM, respectively, under the standard EVA Channel model. The modu-
lation orders of 4-QAM, 16-QAM, and 64-QAM are used, and the receiver speed 
is set at 350 km/h. The channel delay model is generated in accordance with the 
standard EVA model (with a speed of 350 km/h) as described in [24], where the 
Doppler shift for the i-th  path is produced from a uniform distribution U (0, νmax ),, 
with νmax representing the maximum Doppler shift.

In the OFDM system, only the ZF equalizer is used due to its simplicity. Both 
ZF and MMSE equalizers achieve the same BER performance in the OFDM system. 
However, the performance of OFDM is the worst in high-mobility scenarios due

Table 1 Simulation 
parameters Simulation parameters Value 

Modulation order QPSK, 16 and 64 QAM 

Number of symbols (N ) 64 

Number of subcarriers (M) 64 

Subcarrier spacing (Δ f ) 15 kHz 

Number of frames 300 

Carrier frequency ( f c) 4 GHz 

Channels model EVA (9 taps) 

Speed 350 km/h 
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Fig. 7 BER performance of OFDM, OCDM, OTFS, and OTSM for 4 QAM in EVA Channel model 
(350 km/h) 

Fig. 8 BER performance of OFDM, OCDM, OTFS, and OTSM for 16 QAM in EVA Channel 
model (350 km/h)
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Fig. 9 BER performance of OFDM, OCDM, OTFS, and OTSM for 64 QAM in EVA Channel 
model (350 km/h)

to large Doppler frequency shifts and loss of orthogonality among subcarriers, 
resulting in inter-carrier interference. In contrast, OCDM has better performance 
than OFDM, thanks to its superior path separation capabilities. Similarly, OTFS 
outperforms OFDM because it operates in the DD coordinate system, allowing it 
to extract full channel diversity even under limited SNR. OTSM and OTFS have 
nearly identical performances as both maintain good orthogonality of subcarriers in 
the corresponding domain to carry information symbols. In the OCDM system with 
ZF equalizer, higher SNR is required to achieve the same BER compared to OFDM, 
especially in low SNR regions. 

However, BER curves of OCDM and OFDM approach each other as SNR 
increases. Noise enhancement of the ZF equalizer causes the degradation of the BER 
performance of OCDM, which becomes smaller as SNR increases. The OCDM with 
MMSE equalizer outperforms that with the ZF equalizer, as the MMSE equalizer 
balances channel compensation and noise enhancement, and contributes to superior 
performance over OFDM due to multipath diversity. However, the MMSE equalizer 
is slightly degraded in low SNR regions. This degradation is more pronounced as 
the modulation level increases from 4 and 16 to 64-QAM, as high-level modulation 
formats are sensitive to noise. 

OTSM uses a single tap equalizer whose performance can be improved by 
increasing the sub-carrier spacing Δf. When the channel Doppler spread is a small 
fraction of the sub-carrier spacing, time–frequency domain samples remain roughly 
orthogonal. This is useful for low-latency and delay-critical wireless applications. 

OTSM also offers similar performance to OTFS but at significantly lower 
transmitter and receiver complexity.
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The BER performance of the systems with 64-QAM modulation is shown in Fig. 8. 
The BER of OTFS with LMMSE equalization is the lowest among all the systems, 
followed by OTSM with LMMSE and 1-tap equalization. The BER of OCDM with 
ZF equalization is the highest among all the systems, and the BER of OFDM is 
higher than that of OTFS and OTSM. The results indicate that the BER performance 
of the systems depends on the modulation order and choice of equalization method. In 
most cases, OTFS with LMMSE equalization outperforms the other systems in terms 
of BER. However, OCDM with ZF equalization has the highest BER among all the 
systems. The simulation results provide insights for selecting suitable communication 
systems for high-speed mobile applications. 

The simulation results indicate that OFDM is the worst-performing system in high-
mobility scenarios, while OCDM has better performance than OFDM due to its supe-
rior path separation capabilities. OTFS outperforms OFDM, and OTSM offers similar 
performance to OTFS with significantly lower transmitter and receiver complexity. 
The choice of equalization method is crucial, with MMSE equalizer outperforming 
ZF equalizer in most cases. However, high-level modulation formats are sensitive to 
noise, and the performance of OCDM with MMSE equalizer is slightly degraded in 
low SNR regions. The results suggest that OTFS with LMMSE equalization is the 
best option for high-speed mobile communication applications. 

4 Conclusion 

In this paper, a comprehensive overview of the emerging multi-carrier waveforms for 
6G wireless communications was presented. The performances of three promising 
multi-carrier waveforms, namely OTFS, OTSM, and OCDM, were analyzed and 
compared over doubly dispersive channels. Simulation results revealed that OTFS, 
OTSM, and OCDM are all waveforms techniques used in modern communication 
systems. 

OTFS modulation is a recent technique that maps symbols to the time–frequency 
domain of a signal. The unique mapping technique used by OTFS transforms the time-
varying channel into a static channel, making it highly resilient to channel impair-
ments. It is particularly useful in high-speed mobility scenarios like autonomous 
vehicles, where the channel has a high Doppler spread. 

OTSM is a well-established technique that uses the principles of time-domain 
and frequency-domain orthogonal codes to transmit multiple signals over a single 
channel. It utilizes a set of orthogonal waveforms to transmit symbols over time 
slots, which are then transmitted over different subcarriers in the frequency domain. 
OTSM is widely used in wireless communication systems such as cellular networks. 

OCDM is another multicarrier technique that uses a set of orthogonal chirp wave-
forms to transmit multiple signals simultaneously over a single channel. It utilizes 
the principles of spread spectrum communication, where a unique code is assigned to 
each user to separate their data from others in the same channel. OCDM is primarily



528 W. Raslan and H. Abdel-Atty

used in satellite communication systems and has the advantage of being highly 
resistant to interference and jamming. 

The global applicability of these waveforms lies in their ability to enhance wireless 
communication systems’ performance in various geographical areas. The challenges 
posed by high-mobility scenarios are not limited to specific regions but are encoun-
tered worldwide. By adopting OTFS, OTSM, or OCDM in the design of 6G wireless 
systems, countries and regions can improve their communication infrastructure and 
provide reliable and efficient connectivity to their populations. 

In summary, the choice of which technique to use depends on the specific appli-
cation requirements and the characteristics of the communication channel. Overall, 
this paper provides insights into the benefits and drawbacks of the three multi-carrier 
waveforms and how they can be applied in different scenarios. 

5 Recommendations 

The recommendations for future studies, policy planners, decision makers, and 
stakeholders regarding emerging waveforms for 6G wireless communications are 
as follows: Future studies should focus on evaluating these waveforms in real-world 
scenarios, exploring optimization techniques and signal processing methods, and 
conducting comparative studies. Policy planners and decision makers should stay 
informed about advancements, make informed decisions on spectrum allocation and 
regulatory frameworks, and engage with relevant stakeholders. Stakeholders should 
consider the benefits and challenges of adopting these waveforms, contribute to stan-
dardization efforts, and invest in research and development. Standardization bodies 
should include emerging waveforms in their efforts, ensure interoperability with 
existing technologies, and collaborate with industry, academia, and regulatory author-
ities. Following these recommendations will foster the development, deployment, 
and standardization of emerging waveforms, leading to improved performance and 
reliability in high-mobility scenarios in the context of 6G wireless communications. 
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Post-pandemic Active Learning (PPAL): 
A Framework for Active Architectural 
Education 

Asmaa M. Hassan and Basma N. El-Mowafy 

1 Introduction 

Integrating artificial intelligence (AI) applications and information, communication 
technology (ICT) provides a significant approach in many fields [1–7], in particular, 
sustainability to promote human–environment interactions on social, economic, and 
environmental levels to especially provide adapting to vulnerabilities, unprecedented 
changes, and unforeseen circumstances [8–12]. The COVID-19 pandemic affected all 
aspects of daily life [13–17], including university operations, especially the teaching 
and learning sections [18–20]. Therefore, several studies globally have discussed the 
transformation from conventional learning in physical settings to e-learning through 
virtual classes [17, 21, 22]. E-learning supports personalized, productive, and collab-
orative learning experiences and distance learning [1–3]. E-learning enables the inte-
gration of ICT to organize communication processes during instructional activities 
via innovative technology platforms [23]. 

Architectural education has attracted attention owing to the special category of 
pedagogy strategies [24, 25]. Conventional architectural education is based on face-
to-face lectures and design studios [26], including desk critique and design juries 
[27–41]. 

The COVID-19 pandemic has posed several challenges in content delivery, assess-
ments, and interrelations of students in a post-pandemic scenario [42, 43] to consider 
the requirements of mass gathering and social distancing [42, 44–50].
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Recognizing the significance of e-learning in response to the post-pandemic 
scenario, this study addresses the following research gaps: post-pandemic archi-
tectural education, considering the special category of architectural education in 
e-learning. In addition, the necessity to develop conceptual frameworks considering 
the requirements of active learning environments, each architectural course, and its 
teaching methods and strategies. To bridge these gaps, this study contributes to iden-
tifying active learning approaches, teaching methods, and strategies by classifying 
architectural courses in terms of content delivery, assessments, and interrelations in 
a post-pandemic scenario, and a post-pandemic active learning (PPAL) framework is 
developed as an appropriate methodology to realize an active learning environment. 
Therefore this study can help to achieve the Sustainable Development Goals (SDGs), 
such as Goal 4 regarding quality education. The paper is organized as follows: Sect. 2 
discusses the transformation from conventional to e-learning based, the innova-
tive modes of content delivery, its ability the motivation of students, and blended 
learning in particular. Section 3 identifies the approaches of active learning and their 
teaching methods, and strategies. Section 4 presents the shift in post-pandemic archi-
tectural education, focusing on the proposed PPAL framework, which provides active 
learning strategies through both synchronous and asynchronous learning, according 
to the classification of architectural courses. Section 5 discusses the proposed frame-
work, and Sect. 6 concludes the paper and presents future research directions to 
enhance future studies on post-pandemic architectural education applications. 

2 Transition from Conventional to E-Learning 

Several studies discuss the e-learning modes of content delivery, such as synchronous 
and asynchronous delivery types, as well as its ability to motivate students, with a 
particular focus on blended learning owing to its integration of conventional and e-
learning. Geng et al. [51] compared conventional and blended learning and demon-
strated that blended learning can promote involvement and collaboration among 
students in a class. In addition, Zhou et al. [52] reported that blended learning 
can be adapted to combine the advantages of conventional learning and e-learning 
to achieve student interaction and meet their individual needs to ensure an active 
learning process. Moreover, various previous studies have emphasized the concept 
of the blended learning methodology, as summarized in (Table 1).

3 Approaches to Active Learning Process 

Current best practice approaches for teaching and learning emphasize the impor-
tance of student engagement in learning processes [53]. Figure 1 identifies the 
engagement of students with their own learning processes, which is considered the 
main pillar of active learning processes. Active learning processes are based on
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Table 1 Previous studies conducted on blended learning and flipped classroom 

References Field Method Evaluation 

Integration of 
flipped classroom 

[54] Medicine Pre-class: 
• Online lectures; 
and videos 

In-class: 
• A patient case with 
slides 

• Several relevant 
questions were 
presented 

• Small groups 
presentation 

Pre-class: quiz 
In-class: quiz 

[55] Nursing Pre-class: 
• Textbook 
• Recorded lectures, 
and videos 

In-class: 
• Small group 
discussions 

• Clinical scenario 

In-class: quiz 
After-class: 
Questionnaire 

[3, 56] Computer Science Pre-class: 
• Electronic 
documents, or 
videos 

In-class: 
• Problem-solving, 
• Small group 
activities, 
discussions, and 
feedback 

After-class: 
Questionnaire 

[52] Engineering Pre-class: 
• Hstar teaching 
platform 

In-class: 
• Intelligent 
classroom 

Pre-class: 
• Course documents 
• YouTube links 
• Course books 
In-class: 
• Interaction around 
collaborative 
problem solving 

• Integrated  
questions 

[57] 

[58] 

[59] 

[3]
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Fig. 1 Pillars of the active learning process. Source The authors after [3, 53, 60–66] 

attaining a balance between the following three pillars: teacher-centered learning 
(TCL), pedagogy-space-technology (PST), and student-centered learning (SCL) to 
exploit their individual advantages [3]. 

4 Active Learning Strategies 

Various strategies have been implemented to provide active learning, which differs 
according to the used teaching pedagogies (Fig. 2). To enable students to become 
learners, creators, and directors of content via active learning methods and strategies, 
the matrix between active learning methods and strategies are shown in (Fig. 3). 
Students can learn more effectively and flexibly and achieve academic goals, such 
as improving their achievement, productivity, self-confidence, independence, and 
autonomy.

5 Architectural Education 

Architectural education is based on interpersonal interactions between teacher and 
student or student and student to implement the approach of “learning by design” or 
“learning by trial and error.” Such an approach needs cognitive processing, mental 
images, affect relationships, functional, technical, performance, aesthetic, cultural,
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Fig. 2 Active learning strategies. The authors after [67–69]

and physical aspects [62]. In particular, the learning environment affects architec-
tural student creativity, which requires group activities, sketch images, and visual 
references [70]. However, architectural education during the COVID-19 pandemic 
challenges academic staff to develop effective and technical ways of teaching and 
learning. 

According to several researchers, e-learning at the outbreak of the COVID-19 
pandemic does not meet the requirements of architectural education and requires new 
reform and change of curriculum. Therefore, we develop a conceptual framework 
that provides the shift toward architectural education in response to the COVID-
19 pandemic, promoting key opportunities and considering threats related to such 
transformation. 

6 PPAL Framework 

Regarding the challenges related to the post-pandemic and special category of archi-
tectural education, we developed a conceptual framework, called PPAL. The PPAL 
framework provides an architectural active learning environment considering not 
only the learning environment but also the social and cognitive environments. In 
addition, key required skills and levels of cognitive activities are considered (Fig. 4). 
The proposed framework is based on the four interrelated pillars to support active 
learning related to post-pandemic architecture education: (a) the overall and speci-
fied skills of architectural courses; (b) the associated cognitive activities of Bloom’s
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Fig. 3 Matrix between the methods and strategies of active learning toward a shift in post-pandemic

Taxonomy, with their four dimensions; (c) the approaches of active learning environ-
ment with their strategies and methods; (d) mode of delivery and assessment related 
to three classifications of architectural courses. The proposed framework illustrates 
the stages of required key skills related to each classification of architectural courses, 
whether design, skills, and knowledge, and the specifying skills of each classifica-
tion. According to the overall skills, the proposed framework is based on the three 
domains of twenty-first-century skills; cognitive, interpersonal, and intrapersonal 
skills [71]. The framework determines the disparity between these skills according 
to the main classification of architectural courses and specifies skills that correspond 
to each classification.

For design courses, intrapersonal skills are key, this is followed by interpersonal 
and cognitive overall skills. In particular, design courses provide the following spec-
ified skills: creativity, innovation, decision-making, presentation, problem-solving, 
communication, and time management. The knowledge courses, interpersonal, 
cognitive, and intrapersonal skills are key, and research skills, critical thinking,
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Fig. 4 Proposed conceptual framework

adapting to diversity, presentation, responsibility, decision-making, and work ethics 
are specified skills. 

Implementing previous skills is associated with Bloom’s Taxonomy, in which 
cognitive activities are categorized into six hierarchical levels, including remem-
bering, understanding, applying, analyzing, evaluating, and creating. These cogni-
tive activities can be developed to support an active learning environment via four
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knowledge dimensions [72]: factual, conceptual, procedural, and metacognitive 
knowledge. 

Considering the third pillar of the active learning process, the active learning 
approaches can provide three classifications of architectural courses via SCL and 
TCL. Active learning processes include the cognitive activities of Bloom’s Taxonomy 
with their four dimensions through active strategies and methods, which can be 
involved via collaborative learning, cooperative learning, and peer teaching. Active 
learning is a gradient scale that starts with the basic fractal knowledge in knowl-
edge courses and conceptual, procedural, and metacognitive knowledge in skills and 
design courses. Various strategies can be implemented to provide active learning, 
considering the pillars of key skills and Bloom’s Taxonomy of the three classifica-
tions of architectural courses. For design courses, project, problem, and team-based 
learnings present the main strategies to support design conception via active learning 
by either face-to-face or online meetings. Skill courses can also be based on inquiry-
based learning, problem, team, and scenario-based learning. Nevertheless, inquiry, 
scenario, case, and team-based learning can support the active learning process in 
knowledge courses. 

Finally, the last pillar concerning the mode of delivery and assessment is related 
to three classifications of architectural courses. Blended learning demonstrates a 
vital need to provide both synchronous interactions in face-to-face or online meet-
ings and asynchronous learning environments to verify the key skills and outcomes 
in architectural courses. In design courses, synchronous delivery shows the main 
delivery mode, including face-to-face and online meetings, and the asynchronous 
mode. Face-to-face or physical meetings exceed online meetings in promoting the 
quality of design products and the performance of students in their work. However, 
in skill courses, synchronous delivery is the main delivery mode, which includes 
face-to-face and online meetings. For knowledge courses, synchronous and asyn-
chronous modes can be equal, and teachers can use brainstorming, question and 
answer, mimesis, pair and group work, role-playing, and creative drama techniques 
to promote active learning and student engagement. Notably, the goals of courses, 
learning roadmap, general procedures, and assessment criteria should be explained 
to support the outcomes of courses and prepare students for interactive and intensive 
online synchronous or asynchronous learning modes. 

7 Discussion 

Although the COVID-19 pandemic has considerably affected several activities world-
wide in late 2019, the post-pandemic learning process is under ongoing development 
owing to investigations, analyses, and studies. The proposed PPAL framework can 
provide students’ engagement in learning processes in general, and in architectural 
education particularly. The PPAL framework promotes active learning using specified 
strategies and methods, considering the category of courses and their required goals, 
outcomes, and skills. In the proposed framework, the instructor or teacher of a course



Post-pandemic Active Learning (PPAL): A Framework for Active … 539

is considered an organizer or facilitator to direct the learning process toward active 
learning using the SCL approach to ensure the engagement of students, especially 
during e-learning. 

The proposed framework has confirmed previous research regarding the active 
learning process with the SCL approach [63] and contributes as an appropriate 
methodology to attain active collaborative and cooperative learning environments 
by involving the basic applied strategies and methods according to their suitability 
with the classification of architectural courses. In addition, instructors integrate active 
learning approaches and levels of cognitive activities with their dimensions of knowl-
edge, considering post-pandemic challenges in content delivery, assessments, and 
interrelations. Considering that the proposed framework emphasizes a general vision 
toward integrating active learning and post-pandemic architectural education, more 
inquiries and assessments are required on specified courses that can improve students’ 
active participation in post-pandemic architectural education. 

8 Conclusion 

This study has highlighted the significance of active learning and SCL in particular, 
because of the COVID-19 lockdown. All aspects of life, including learning, have 
transformed, shifting the world into a new paradigm of the post-pandemic learning 
environment. Herein, we established a PPAL framework to bridge the gaps in previous 
studies conducted regarding the possibilities and threats of post-pandemic scenarios 
and e-learning in general and to determine how specialists can analyze such transfor-
mation. Furthermore, architectural education as a special category under e-learning 
faced several challenges during the COVID-19 lockdown. 

The proposed framework emphasizes the active learning environments and SCL 
in particular as the key to verifying the required skills (cognitive, interpersonal, 
and intrapersonal skills), of each classification of each architectural course through 
several active teaching methods and strategies. Inquiry, scenario, project, problem, 
team, and case-based learning strategies can support the active learning process, 
which can be involved via collaborative learning, cooperative learning, and peer-
teaching methods. 

The proposed framework promotes students’ engagement in learning processes 
via either face-to-face or online meetings, which can improve their motivation and 
attain the cognitive activities of Bloom’s Taxonomy, with their four dimensions: 
factual, conceptual, procedural, and metacognitive knowledge. 

Finally, this study serves as the first step, and various surveys need to be considered 
to verify the importance of active learning in post-pandemic architectural education, 
which needs continuous evaluation. There is a need for assessment and investigation 
to verify and develop the proposed framework for future studies. 
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Real-Time Facial Emotion Recognition 
Using Haar-Cascade Classifier 
and MobileNet in Smart Cities 

Shereen El-Shekheby 

1 Introduction 

Facial emotion recognition (FER) has become a significant issue in many smart city 
applications. Facial expressions are forms of nonverbal communication, providing 
hints for human emotions. For decades, decoding expressions of emotion has been an 
interesting research topic in the field of human–computer interaction (HCI). Recently, 
the widespread availability of cameras and technological advances in biometric anal-
ysis, machine learning, and pattern recognition have played a prominent role in the 
development of FER technology [1–9]. FER is beneficial in several applications 
such as predictive teaching and learning for students, healthcare, driving, security, 
customer satisfaction, and marketing as shown in Fig. 1.

Due to the increase in connectivity and availability of advanced tools and sensors, 
smart cities have the potential to provide healthcare services that can truly meet the 
demands of citizens. Hence, an intelligent healthcare system in the smart city based 
on facial expression recognition was introduced in [10]. The proposed system allows 
registered physicians and caregivers to monitor patients’ feelings remotely and take 
appropriate action as needed. 

In the smart city, to enhance the driver’s ability to think, perceive, and judge, 
it is necessary to detect the driver’s negative emotions because negative emotions 
increase the risk of traffic accidents. In this paper [11], the Intelligent Vehicle Alert 
System (IVAUT) relies on the emotional identification of the driver. Proposed system 
is based on a convolutional neural network (CNN) along with a transformer network 
for smart vehicle alarms. 

Measuring Customer Satisfaction (CS) has become one of the strategic tools 
for any smart city business. A comprehensive method for measuring customer 
satisfaction based on the most important facial emotions was proposed in [12].
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Fig. 1 Facial emotion recognition applications

Another scoring system for a restaurant based on facial emotion recognition has 
been proposed in [13]. FER is used to stimulate the customer’s interest. The CNN 
model was used to automatically detect the features of interest without any human 
supervision. 

Nethravathi [14] developed a quantifiable system for measuring customer interest. 
This system recognizes significant facial expressions and describes a deep learning-
based system for monitoring customers’ actions. The proposed approach determines 
the client’s attention by estimating the position of the head. The system detects facial 
expressions and informs about customers’ interest. The proposed method identi-
fies frontal facial positions, and then cuts out facial mechanisms that are critical 
to identifying facial expressions and creating an iconized face image. Finally, the 
values obtained from the resulting image are combined with the original value of 
facial sentiment analysis. This method combines local, fragment-based features with 
comprehensive facial information. 

In the educational classroom, student participation leads to effective learning 
and increased success rates. Therefore, Smart Attendance Management (SAMS) 
application is proposed in [15]. The system is developed to manage student attendance 
using face recognition. 

In fact, better services can be provided to citizens in smart cities if their personal 
experience is effectively evaluated and that experience is utilized in making the 
necessary adjustments to improve services and accordingly achieve a high-level 
quality of life for all citizens. 

In this paper, the emotions of citizens’ faces are subjective data that can be utilized 
to enhance smart city services and achieve SDG 11. For example, citizens’ emotions 
could be analyzed in a smart store to assess a potential customer’s appreciation 
towards certain products or, in terms of public safety, to assess whether someone is 
getting seriously angry. Therefore, the proposed approach identifies citizens’ facial



Real-Time Facial Emotion Recognition Using Haar-Cascade Classifier … 547

emotions by combining the OpenCV Haar-Cascade classifier for automatic real-
time facial detection and MobileNet as an emotion detection model. A performance 
comparison of the proposed model was investigated. Experimental results show that 
the proposed model is superior to other models. 

The remainder of this paper is organized as follows: In Sect. 2, the research 
methodology is presented. In Sect. 3, the recognition performance analysis of the 
proposed approach is evaluated. In Sect. 4, the research is concluded. Finally, research 
recommendations are presented in Sect. 5. 

2 Research Methodology 

Facial emotion recognition mainly consists of three steps as follows: image acquisi-
tion, face detection, and facial emotion recognition. In this study, first Haar-Cascade 
classifier is applied to automatically detect the face in captured images. Then the 
MobileNet model trained on FER2013 [16] is used in the emotion recognition process 
to employ these emotions as indicators to achieve citizen satisfaction and improve 
the quality of services in the smart city. 

2.1 Haar-Cascade Classifier 

Object detection using Haar-Cascade classifier [17] is a powerful method introduced 
by Viola-Jones. It is a machine learning based method in which the cascade function is 
trained from various positive and negative images. Then, it is used to identify objects 
in an image or video in real-time. In this paper, OpenCV Haar-Cascade classifier is 
used to automatically detect the face in the captured images in real-time. 

2.2 MobileNet 

In this study, MobileNet [18, 19], which is a class of CNN architecture with a small 
model size and few trainable parameters, is used. MobileNets are great deep learning 
models for use on mobile devices, hence called “mobile”. CNN results in higher 
performance but requires large GPU memory and computational time. Therefore, 
MobileNet was developed where it uses depth wise separable convolutions instead 
of the standard convolutions used in previous architectures to build lighter models. It 
introduces two global hyperparameters (width multiplier and resolution multiplier) 
that allow model developers to trade off latency or accuracy to reduce speed and 
scale according to their requirements [18]. 

MobileNet is built on deep, separable convolutional layers except the first layer, 
which is a full convolution. All layers are followed by nonlinear batchnorm and ReLU
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Fig. 2 MobileNet depthwise separable convolutions 

except for the ending fully connected layer which does not contain nonlinearity and 
feeds into the softmax layer for classification. Each depthwise detachable convolution 
layer is composed of a depthwise convolution and a pointwise convolution as shown 
in Fig. 2. When calculating depthwise and pointwise convolutions as separate layers, 
MobileNet contains 28 layers. The original MobileNet has 4.2 million parameters 
which can be minimized by modifying the width multiplier hyperparameter properly 
[18]. 

In the proposed approach, it is better to use the SoftMax activation function 
together with the categorical crossentropy loss function. The loss function measures 
how far an estimated value is from its true value and evaluates how well the given 
algorithm models the given data. If predictions deviate too much from actual results, 
the loss function will be a very large number. Gradually, with some optimization 
function, the loss function learns to reduce the prediction error. There are several 
types of loss functions, but for this case of emotion identification the categorical 
crossentropy is used which is a loss function for multiclass classification tasks. 

3 Results and Discussion 

The dataset used in this study is FER2013 facial expression dataset [16]. The training 
set contains 28,709 images, and the validation set contains 7179 images. All images 
belong to the 7 classes: (Angry, Disgust, Fear, Happy, Neutral, Sad, Surprise). 

The experiments were based on the Keras framework and were implemented in 
Python 3.9.7. The SoftMax classifier is used together with the categorical crossen-
tropy loss function. Optimizers are used to change the attributes of the model such 
as weights to reduce losses, therefore, Adam optimizer which is an adaptive learning 
rate approach is used for training. The size of the input image is 224 × 224 × 3. The
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Table 1 Parameters used 
during MobileNet model 
training 

Parameter Value 

Input image size (224, 224, 3) 

Epochs 30–60 

Batch size 64 

Classifier Softmax 

Optimizer Adam 

Loss function Categorical_crossentropy 

Dropout 0.5 

Regularization Batch Normalization 

Table 2 Training accuracy 
and validation accuracy Epoch Training accuracy % Validation accuracy % 

30 80.22 65 

50 88.2 66.08 

60 91 66.58 

batch size is 64 with epochs ranging from 30 to 60. The proposed model parameters 
are presented in Table 1. 

In experiments, high accuracy is achieved in the training set but accuracy in the 
validation set is limited to 66.58% as shown in Table 2 and Fig. 3. It has been observed 
that there are unbalanced sample sets in the FER2013 dataset. The images are 
misplaced and grouped into the wrong category, and dataset also contains non-facial 
images, which leads to a decrease in the accuracy of human emotion recognition.

In Table 3 the proposed method is compared with the existing methods. The 
comparative analysis shows that the proposed model presents a slightly higher 
accuracy than the other comparative models with prediction accuracy of 66.58%.

In order to validate the proposed model, it was tested using a computer camera, 
and face detection was initially performed using OpenCV Haar-Cascade classifier. 
The MobileNet classification model is then used to predict the facial emotion in the 
captured image and the predicted emotion is added to the image as shown in the real-
world example in Fig. 4. The future scope of this work is to increase its efficiency 
for the unbalanced sample sets by exploring the use of ensemble learning to handle 
the inaccurate supervised FER2013 dataset [24].



550 S. El-Shekheby

Fig. 3 MobileNet model accuracy results using different epochs a 30 epochs, b 50 epochs and c 60 
epochs
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Table 3 Accuracy 
comparison of the proposed 
emotion recognition and 
baseline methods 

Method Accuracy % 

Transfer learning [20] 48.5 

Multiple deep network [21] 52.29 

FN2EN [22] 55.15 

ZFER [23] 65 

Proposed MobileNet 66.58

Fig. 4 Facial emotion recognition for images taken from a computer’s webcam 

4 Conclusion 

In a smart city, citizens can enjoy a variety of modern technologies in many areas, such 
as smart healthcare, smart homes, smart traffic, smart buildings, smart community, 
smart education, and many other areas that are all essential for a smart city. Citizens’ 
facial emotions are subjective data that need to be managed properly to enhance many
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services in a smart city and achieve SDG 11. Proposed approach determines the citi-
zens’ facial emotions by combining OpenCV Haar-Cascade classifier for automatic 
face detection in real-time and MobileNet model for the emotion detection. The 
proposed model is superior to other comparative models with a prediction accuracy 
of 66.58%. The experimental results showed that the proposed approach is applicable 
in a real-world scenario. 

5 Recommendations 

Future research can focus on using other datasets and enabling data-driven rectifica-
tion and ensemble learning to handle the inaccurate FER2013 dataset. 
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Parametric Form-Finding 
in Architecture: Dimensions 
Classification and Processes Guidelines 

Lina A. Ramadan, Ashraf El Mokadem, and Nancy Badawy 

1 Introduction 

The introduction of new digital tools to the architectural design process has always 
affected the architectural practice [1]. This development of the digital tools has shifted 
the design paradigm from being a traditional representational process to being a 
contemporary complex generative digital process based on simulation and evaluation 
[2]. Accordingly, parametric architecture emerged and caused the emergence of the 
other design approaches related to it, such as: generative design, performance-based 
parametric design [3], etc. In these design approaches, architects no longer create 
forms by pen on paper, or by mouse in CAD program, instead they define parameters 
and control procedures to generate forms which is called “form-finding”. 

There are many aspects/dimensions (tools, decisions, methods, processes, etc.) 
to consider in the process of parametric form-finding in order to achieve the desired 
design requirements, such as: sustainability, functional, structural, fabrication, etc. 
As a result, a designer may initially have an incomplete or unclear vision of the 
whole design process. Therefore, it is important to have a better understanding for the 
parametric form-finding process and its different aspects in order to aid the architects 
in managing their design process. However, only very few studies mentioned a guide 
or a classification for the whole dimensions of digital form-finding. 

The main objectives of this research is to propose a classification that sums up 
the different dimensions of parametric form-finding process, including the ones that
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support sustainability (optimization, performance, simulation, etc.). In addition to 
providing architects with some guidelines that can be used by them in designing para-
metric forms. Thus, enhancing the design of parametric buildings and contributing 
in achieving the UN SDG number 11: Sustainable Cities and Communities, which 
intends to make cities and human settlements inclusive, safe, resilient, and sustain-
able. The paper will discuss in detail the parametric form-finding. A classification 
of the different dimensions of parametric form-finding will be proposed. It will also 
categorize the current practices of parametric form-finding processes, giving some 
guidelines for the architects regarding designing parametric forms. 

1.1 History of Digital Tools 

During last years, computation tools introduced new innovative methods of designing 
and generating architectural forms that are based on specific requirements. Limita-
tions that affected the architectural practice before are now starting to disappear. 
Evolution of design software throughout the years can be categorized as follows [2, 
4]:

• The first category is the 2D processing software, including technical CAD soft-
ware and other programs used for graphics and communication of the project 
(Photoshop, Illustrator, etc.).

• The first commercially successful software, AutoCAD was released in 1982. Early 
versions of the software basically provided the designers a digital version of 
their conventional drawings. Later in the 90 s, it included some powerful spline 
modelers allowing architects to create unfamiliar designs.

• The second category is the 3D graphic based software, which was initially used 
at the entertainment world of movies. However, it was later used in the modeling 
and rendering of architecture.

• The third category is the BIM (Building Information Modeling) software, in  
which the 3D model is extended to more than visual purposes only, to include 
the economic aspects and the construction phases of large and complex projects, 
facilitating the control of different aspects of the entire process.

• The fourth category is parametric modeling software and plugins (i.e.: 
Grasshopper for Rhinoceros) that enable the design of 3D models using parameters 
defined by the designer.

• The fifth category is the analytical software for different aspects (environmental, 
structural, etc.), that helps to create informed models and to work with algorithmic 
and scripting-based software by using the analysis results linking the shape of 
an architectural element to the studied performance. It is clearly associated with 
the previous parametric modeling category.

• As a result of these last two categories, new significant design trends appeared such 
as: performance-based design approaches and generative processes which are 
the processes of identifying the best design options for a number of different
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objectives and constraints using the power of computation to explore a wide 
range of design solutions. They form promising opportunities for exploration in 
the current architectural research. 

1.2 Parametric Architecture 

Parametric architecture was defined by many researchers. Woodbury defined it as 
“a constraint modeling in which parts of a design, relate and change together in 
a coordinated way. It explores associative geometric relationships to support the 
creation, management, and organization of complex digital design models” [5]. Aish 
et al. defined it as “an approach which increases complexity of both designer task 
and interface as designers must model not only the artifact being designed, but a 
conceptual structure that guides variation. The designed artifact that is represented 
parametrically admits rapid change of design dimensions and structure” [6]. 

This research gives a very simple definition to parametric architecture as follows: 
“Parametric architecture is designing with the use of parameters and relations 
between them to generate architectural forms”. Where the parameters are variable 
attributes for the properties of a design’s geometrical entities. Values of these param-
eters are plugged into multiple equations defining the relationship between them 
in an algorithmic logic [7]. They are defined by the designer in the beginning of 
searching for a design solution. Manipulation of these parameters inform the design 
of architectural forms, as the model responds to the changes by adapting or reconfig-
uring to the new values of the parameters without erasing or redrawing the design. In 
parametric architecture, parameters determine the relationship between design intent 
and design outcomes, in contrast to the direct traditional design approach. 

The use of parametric design does not necessarily lead to any specific style, 
it is just an efficient way of flexibly describing forms [8]. Parametric design as 
a design methodology based on parametric modeling and scripting techniques is 
equally applicable to any architectural style [9]. The strength of parametric design 
lies in generating highly specific, differentiated, rule-based designs [10]. 

1.3 From Form-Generation to Parametric Form-Finding 

Form Generation is the process of producing new forms in architecture. It is the main 
aim of any architectural design process. With the huge advancements in computa-
tional tools, form generation is shifted from the traditional methods of form-making 
which used to have a static design target to new innovative techniques of digital form-
finding where the design target is not a target, but a logical sequence connecting a 
variety of aspects of the architectural design [11, 12]. 

Agkathidis et al. defined form-finding as “a design method where generation of 
form is based on rules or algorithms, often deriving from computational tools, such as
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Processing, Rhinoceros, Grasshopper and other scripting platforms” [13]. Parametric 
form-finding is simply the process which uses rules and parameters to find forms that 
offer solutions to spatial problems. It is common that parametric form-finding is also 
described by other terms such as: parametric design, generative design, evolutionary 
design, and algorithmic design. 

1.4 Evolution of Parametric Architecture and Form-Finding 

Parametric design is familiar for architects. From ancient pyramids to contemporary 
buildings, they have been designed and constructed in relationship to a variety of 
changing factors including climate, technology, usage, character, setting, culture, 
etc. [1]. Reviewing the history of parametric design, we can find that its evolution 
took many phases. Each phase somehow contributed in shaping the parametric form-
finding practices that we know nowadays. Some of these phases are analogue and 
others are digital as shown in Fig. 1. The phases and their corresponding effect on 
the way of performing the form-finding process are listed as follows:

Analogue Phases

• Form-Finding Through Mathematical Equations 

The term parametric design was first used by Luigi Moretti in the 1940s as he 
studied the relationship between parametric equations and architectural design 
[14].

• Form-Finding Through Physical Experiments 

One of the earliest analogue examples of parametric design was Antonio Gaudi’s 
upside down model of churches late in the nineteenth century. He created a model 
for the Church of Colònia Güell that consisted of strings weighted down with 
birdshot in order to create complex vaulted ceilings and arches. By manipulating 
the position of the weights, the length of the strings changed, this change affected 
the arches connected to it [15]. 

The method of analogue computing was enlarged by Frei Otto in the 1960s, where 
he used soap bubbles to find optimal shapes of tensed structures in the design of 
Munich Olympic Stadium, designed for the 1972 Summer Olympics in Munich. 

Digital Phases

• Form-Finding Through 2D Parametric Modelling Software 

In 1963, Ivan Sutherland used the computational power of the computer to create 
“Sketchpad”, the first interactive computer-aided design program. Using a pen, a 
designer could draw simple two-dimensional shapes/models [16]. The architect’s 
control of Sketchpad was similar to the idea of most of the parametric modelling 
software. They not only control the parameters of the model but also the model’s 
underlying relationships [17].



Parametric Form-Finding in Architecture: Dimensions Classification … 559

F
ig
. 1
 
E
vo
lu
tio

n 
of
 p
ar
am

et
ri
c 
ar
ch
ite
ct
ur
e 
th
ro
ug
ho
ut
 h
is
to
ry
. S

ou
rc
e 
A
ut
ho
r



560 L. A. Ramadan et al.

• Form-Finding Through 3D Parametric Modelling Software 

In 1985, the mathematics professor Samuel Geisberg founded Parametric Tech-
nology Corporation. They created what would become the first commercially 
successful parametric software, “Pro/ENGINEER”, in 1988. Pro/ENGINEER 
is a feature-based, parametric solid modeling system with many extended design 
and manufacturing applications. Like with Sketchpad, users could connect parts 
of the drawing models together using various parametric relations (equations), 
but the geometry here was three-dimensional [17]. 

Also, Ghery Technology Company which was incorporated in 2001, released the 
parametric modelling software “Digital Project” in 2004. Digital Project took 
the parametric engine of CATIAv5 (computer-aided three-dimensional interac-
tive application), an engine that enables architects to revise the parameters and 
equations defining their geometry, and combined it with tools tailored to archi-
tects to be able to rationalize complicated models as Frank Ghery’s projects [17]. 
Among the changes made by Gehry Technologies to CATIA is a new visual 
interface suitable for architecture work.

• Form-Finding Concept in BIM Software 

The original software of “Revit” was developed by Revit Technology Corporation. 
The initial release of the software was in April, 2000. The authors of Revit website 
define parametric as an object based on parametric equations that the designer can 
adjust for particular circumstances. They later explained how a designer might 
adjust an object and how Revit in turn will revise instantly all plans, elevations, 
sections, schedules, dimensions and other elements of the model.

• Form-Finding Through Innovative Visual-Scripting Parametric Modelling 
Software 

In the twenty-first century, the visual interface emerged, which is a new type 
of scripting interface. In 2003, architects got their first visual-scripting inter-
face, “Generative Components”, which is a parametric CAD software developed 
by Bentley Systems. It uses graphs to map the flow of relations from parameters 
through user-defined functions, leading to the generation of geometry [17]. 

Later in 2007, Robert McNeel and Associates assigned developer David Rutten 
to develop the visual scripting interface, “Grasshopper”. The release of Gener-
ative Components in 2003 and Grasshopper in 2007 helped computational and 
parametric modelling to evolve and expand [4]. These tools are widely used in 
parametric design recently, and are being developed every day.

• Form-Finding Introduction to the Traditional CAD Software 

In AutoCAD2010, they published on their website that “Autodesk Takes 3D 
Design and Documentation to Next Level with AutoCAD 2010”. Parametric 
functionality was finally introduced. 

It is obvious that computers did not invent parametric design, nor did it redefine 
the architectural profession. However, it did provide treasured tools that has enabled
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architects to design and construct innovative buildings with more challenging quali-
tative and quantitative conditions [1]. The use of parametric design tools has opened 
new opportunities on how the designers work and think. It has significant impact on 
architecture [7]. 

2 Methodology (Dimensions of Digital Form-Finding 
in the Previous Work) 

The research follows an analytical approach where it will conduct a review on the 
previous work related to the topic digital form-finding in order to clearly understand 
its different dimensions and to be able to develop a classification for the dimensions 
of parametric form-finding that can be used by architects in their future designs. The 
methodology which will be followed in this paper consists of five steps as shown in 
Fig. 2. The steps are represented as follows:

• Gathering the previous work related to the topic of digital form-finding.
• Analyzing the gathered work with respect to five different sub-topics.
• Suggesting a new classification for the dimensions of parametric form-finding 

based on the previous analysis.
• Evaluating the efficiency of the proposed classification by analyzing its relation 

with the reviewed work.
• Further analysis of the proposed classification to conclude a categorization for the 

main types of parametric form-finding processes currently used in the parametric 
design practice.

• Giving some guidelines to the architects who are willing to develop their own 
workflow/framework for their design process regarding the specific type of 
parametric form-finding process they are going to deal with. 

After gathering and reviewing the previous work related to the topic of digital/ 
parametric form-finding, the research will analyze these works in detail with respect 
to five sub-topics which were found to be common in most of these works. These five 
sub-topics are: approaches to generating forms, sources of making design decisions, 
design methods and processes, tools of designing parametric forms, implementa-
tion of designed forms. The analysis will be represented in the following sections 
discussing the sub-topics in the reviewed related work. 

2.1 Approaches to Generating Forms 

Many different approaches to designing a form were mentioned in the reviewed work. 
Kourkoutas in their thesis analyzed some of the pieces of contemporary architecture 
and found that generally the architectural forms consists of some two dimensional
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Fig. 2 Research methodology

shapes created using Nurbs Curves, and a skinning or an operation connecting those 
curves such as: sweep, loft, extrude, etc. [18]. They considered that these 2D initial 
geometries are the main approach to designing a form. 

Also Agkathidis et al. studied some strategies for defining forms in architecture 
on a number of students’ projects. The used strategies were some forming tech-
niques (spatial and organizational principles for different types of geometries), such 
as: accumulation, constraint folding, knotting, linear dynamics, modularity, nodal
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points, and surface fusion. The main concept was to diverge from the traditional 
ways of thinking and design, allowing for new innovative forms to emerge [19]. 
Later, Agkathidis et al. extended their limited idea about form-finding in which they 
discussed four different philosophies for form-finding in their book about generative 
design. The first is design processes driven by nature, in which they gain inspiration 
for the new forms form nature and science. The second is design processes driven 
by geometry, in which they follow geometric rules and proportions to produce new 
forms. The third is design processes driven by context, where the morphology and 
topology of the site are the main drivers of the new forms. The fourth is design 
processes driven by performance, where the different performance aspects of the 
new forms are the main focus of the design [13]. 

Another example for this extended idea about form-finding is the work of Oxman 
et al. who discussed computational processes, dividing form and generation into 
six models; mathematical form generation which use mathematical formulae as the 
base of the generative process, tectonic form generation that consider the use of 
tectonic patterns as the base of form generation, material form generation which are 
based on material structures and properties, natural or neo-biological form generation 
which rely on a specific natural form or phenomenon or process or principle for the 
generation of forms, fabricational form generation that use fabrication logics and 
techniques in the form generation, performative form generation where analysis is 
used along with the generation process in order to focus on the needed performance 
[20]. 

In some later work, the idea about form-finding was again limited to a specific 
approach. However, that approach wasn’t limited to geometries and organizational 
principles. Schaur et al. highlighted the concept of self-generating forms, one of 
the most interesting formation processes of forms, which they defined as the visible 
result of equilibrium of all acting forces on a form in its generation process. They 
mentioned the huge interdependence of the shape and the structure of the form, which 
can also be seen as the connection between the visual aspect and the structural aspect 
of forms [21]. Their main approach for the form-finding was the structural logic. 

Another example is the work of Ibrahim who explored the potential of applying 
new innovative methods of formation to ordinary materials like concrete. The resulted 
form was optimized for minimum used of concrete material. The research showed that 
form explorations with the new innovative tools can generate unexpected forms from 
ordinary materials which were only used before in producing traditional buildings 
[22]. His main approach for the form-finding was the properties of the used material. 

2.2 Sources of Making Design Decisions 

Sources of making design decisions were not directly mentioned in any of the 
reviewed work. However in most of the cases we can conclude them from the context 
of the work. In [13, 18, 19], the designer was the main source of making design deci-
sions. In [21, 23–25], the design decisions were left to be done by the computer
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which we consider as a rational source of decision. While in [26, 27], they relied on 
both the designer and the computer in making the design decisions. 

An exception to this is the work of Al-Kazzaz, who directly introduced two main 
sources of decision making in his framework for digital form-finding in architecture. 
The first is intuitive guided design which is an interactive way that allows the user/ 
designer to interact with the process while it is running. The second is rational 
guided design where a form is designed or found on the basis of design requirements 
provided at the beginning of the design process through data and analysis [29]. 

While a unique direction was found in the work of Muehlbauer et al. where 
they represented a way of integrating the user in the evolutionary cycle of design. 
Their framework supported the collaborative decision making allowing users to be 
engaged with the designer and the computer in making some decisions during the 
design process through an aesthetic evaluation of some design alternatives [28]. 

2.3 Design Methods and Processes 

Some of the reviewed work mainly focused on the design method. They described the 
whole method for the form-finding such as: self-generating forms, iterative process, 
etc. However, we still can conclude the processes which are underlying these design 
methods form the context of most of these works. Bohnacker et al. introduced the 
generative design as a process based on an initial idea, which is then applied to a 
rule or algorithm, then translated into a source code, producing a design output, 
the output returns to the designer where they can then modify the source code, and 
so on [26]. It is clearly an iterative design process. We can see that they used the 
generation process at the beginning, then the modification process, and finally the 
evaluation process. Also, Agkathidis et al. introduced a method of form-finding based 
on three phases. The first phase is the analysis, which focuses on the collection of 
data from different sources and the definition of design rules. The second phase is 
morphogenesis, which targets the generation of an abstract prototype based on some 
spatial and organizational principles. The third phase is metamorphosis, which is 
the transformation of the previous prototype into an architectural building [13]. It is 
mainly a one-way design process method. 

Similar to that one-way process is the work of Zhang, who introduced four steps 
of a form-finding process. First step was gathering information. Second step was 
defining relationships between the different parameters and setting the algorithm to 
control them, then forming an initial model. In the third step, modifications were 
made to the initial model based on feedback. The fourth step was preparing the final 
model for fabrication and construction [27]. They obviously performed a generation 
process at the beginning, then evaluation process, then modification according to 
feedback. Also in the work of Kourkoutas, two methods of parametric form-finding 
were presented and explained in detail. The main steps of the faster method are: 
defining variables, creation of bounding volume, selecting the starting curve and 
additional curves if exist, form-finding using the selected starting curve, then the
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selected additional curve if exist, and selecting a skinning technique to connect all 
the generated curves [18]. It is a one-way process. We can see that they used the 
generation process, then they mentioned that the form can undergo a modification 
process later if the designer decided to after conducting their evaluation process. 

A unique design method was presented in the work of Schaur et al. where they 
conducted many studies about the concept of self-generating forms in relation to 
different topics; biology, non-planned settlements, and the phenomena of irregularity. 
They found that all the elements they studied follow the same structural principle 
of the self-generating forms. They came to the discovery of multi-layer membranes 
which follows the same phenomena of self-generation [21]. It is definitely a one-
way process. We can see that they relied on the process of form imitation to generate 
forms from a phenomena found in nature. Another unique study was performed by 
Ibrahim, where they conducted a research that consisted of three steps. The first step 
was the form generation using a technique that converts two-dimensional images into 
three-dimensional geometries. In the second step, the generated forms were struc-
turally analyzed. Finally, the resulted structural analysis was optimized for minimum 
use of concrete material [22]. It is an iterative process that uses both imitation and 
optimization. 

Mainly focusing on the design method, Lee et al. introduced two parametric design 
strategies. Problem forwarding strategy, which focuses on decomposing the initial 
problem into algorithmic and geometric sub problems, forwarding them, resulting in 
a sequential synthesis until the final design is reached. Solution reflecting strategy, 
in which many variations of forms are generated, each generated form is reflected 
to new sub problems, producing a new form, and so on. They compared the two 
strategies and the results showed that the later strategy was the highest in terms of 
creativity [24]. 

Only in one of the reviewed works, they just focused on the processes themselves 
which are underlying the method for the form-finding such as: generation, optimiza-
tion, etc. This can be seen in the work of Adriaenessens et al. who described the 
process of form-finding as controlling different parameters starting with an initial 
geometry, then the resulting shapes can be optimized for three main aspects. First, 
shape optimization, which affect the main geometry. Second, topology optimiza-
tion, which affect the topology itself. Third, size optimization, which change the 
dimensions and proportions of a design, keeping its geometry and topology [25]. 
They mentioned the form generation process, with a huge focus on the optimization 
process. 

However, some of the works clearly mentioned both the methods and the processes 
underlying them. Al-Kazzaz presented a framework for digital form-finding. He clas-
sified the digital form-finding methods into two methods; process-driven method, 
and outcome-driven method. He also mentioned some of the digital form-finding 
processes; generative process, and modification process. Finally, he applied the 
framework on some of existing contemporary tower designs through analyzing 
their design processes. The results showed that the different approaches of digital 
form finding have the ability to generate a wide variety of efficient complex forms 
[29]. Also, Anil Kumar et al. divided the parametric design process into three
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stages; defining data sources, establishing relations between the data sources and 
defining parameters, and changing the parameters as per requirement to regenerate 
the designed form. It is obvious that they considered a one-way design process. 
They also classified the approaches to parametrization into three processes based 
on their purpose; form imitation (a source that inspired the architect searching for 
a new form), form optimization (a previously designed constrain-dependent form 
refined itself to solve a specific problem), and form-finding (an explorative approach 
of finding an internal generative logic that produces a range of possible forms that 
the designer can choose between them) [23]. 

2.4 Tools of Designing Parametric Forms 

The tools that were used for designing were not directly mentioned in the reviewed 
work. However, they can be extracted from the context of the work. They mainly 
vary between parametric tools, simulation software, algorithms, and optimization 
tools. Only Al-Kazzaz directly presented some design tools in his framework for 
digital form-finding in architecture. He referred to them as the techniques of digital 
form-finding which are simulation-based, parametric-based, algorithmic-based, 
mathematic-based, and digital sketching and sculpting based [29]. 

2.5 Implementation of Designed Forms 

Generally, in all of the reviewed work the bigger attention was given to the design 
and the form-finding process itself. Just a few of them considered how these designed 
forms will be implemented. Oxman et al. presented three digital technologies related 
to the implementation of the digitally designed forms. First one is materialization, 
which was defined as the translation of a former design in to its material state using 
computational tools. Second one is fabrication, where they highlighted the derivation 
of architectural forms through the potential of fabrication tools. Finally, the respon-
sive technology which is the ability to react with the surrounding environment, it is 
also known as: interactive and dynamic [20]. Agkathidis et al. in their proposed design 
process, gave a huge focus to the materiality in design. They claimed that working 
with physical models in the design process was very crucial for more sensing of the 
produced forms, even in today’s digital climate [19]. 

Ibrahim considered in his work an important aspect of implementation. Where 
the last step of his design method was the optimization of the designed forms for the 
minimum use of concrete material [22]. Also in the work of Zhang, they mentioned 
that the last step of their proposed design method was all about preparing the final 
designed model for fabrication and construction [27]. Also Agkathidis et al. who 
mentioned in their design method that the generation of the prototype forms can be 
done either in a digital or a physical way. They also explained that the last phase of
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their design method is the transformation of the previous prototype into an actual 
architectural building which is implementation [13]. 

As we can find in the previous analysis for the related work, many aspects/ 
dimensions of digital form-finding were considered. However, some studies focused 
on one or more dimensions, giving less focus to the other dimensions or neglecting 
them. This confirms that it is very important to have a classification that sums up the 
different dimensions of form-finding to be able to perform the whole process without 
forgetting any important aspect of it. 

3 Findings (Proposed Classification for the Dimensions 
of Parametric Form-Finding) 

Based on the aforementioned studies and analysis for the work related to the topic of 
digital form-finding in literature, we suggest a classification that sums up the different 
dimensions of parametric form-finding process in architecture, as shown in Fig. 3. 
The classification includes six dimensions as follows:

3.1 Approaches (Sources of Inspiration) 

The approach is basically the main idea that inspired the initial shape of the form 
such as:

A. Nature 

Forms are inspired by processes or materials or other forms from nature, 
mimicking them into new architectural forms. 

B. Mathematics 

Forms are inspired by theories or laws of mathematics, such as: fractals, golden 
ratio, etc. 

C. Geometry 

Forms are inspired by different geometries, being them simple or complex. 
D. Spatial and Organizational Principles 

Forms are generated by the spatial and organizational principles that connect 
different shapes and geometries together in a space, forming new complex forms. 

E. Context 

Forms are inspired by the topology or the morphology of the context or the social 
and cultural characteristics of that context in some cases. 

F. Performance
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Fig. 3 The proposed classification for the dimensions of parametric form-finding in architecture. 
Source Author

Forms are generated considering the analysis and simulation results regarding 
their performance in a pre-specified aspect. These aspects can include: energy, 
structure, cost, etc.

G. Material Properties 

The specific materials’ structure and properties drives the generation of forms. 
H. Structural Logic 

The structural composition is what generates the forms, such as: self-generating 
forms. 

I. Fabrication 

The use of a specific fabrication design logic or technique in generating forms.
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3.2 Sources of Decision Making 

During the form-finding process, different sources can contribute in the decision 
making such as: 

A. Designer 

The designer is the one who makes the major decisions in the design process 
according to his intention. 

B. Rational 

Major decisions are automatically made as a result of a certain logic or target 
identified at the beginning of the design process, these decisions usually follow 
functional and design requirements for a design. 

C. Users 

The main focus in the design process is the users themselves and their own needs, 
where designers adjust their design to satisfy them. Sometimes users are asked 
to support in making some design decisions. This is described as: user centric 
design. 

3.3 Methods 

There are two different methods for the process of form-finding: 

A. Process-Driven Method (One-Way Process) 

A certain targeted process is set at the beginning, then the process runs until it 
produces any form, which is considered a final form. Here, the main focus is on 
the process itself. 

B. Outcome-Driven Method (Iterative Process) 

A main target for the design outcome is set at the beginning of the process, where 
the process begins to run and many iterations can happen until that final target 
is achieved. Here, the main focus is on the design outcome. 

3.4 Processes 

Many sub-processes lie under the major form-finding process either contributing in 
generating the form or editing it such as: 

A. Imitation 

It is one of the very first sub-processes where the forms are inspired from any 
source of inspiration mimicking it such as: nature, art, etc. An initial form is 
generated.
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B. Generation 

It is also one of the very first sub-processes where data about the design 
is collected as input parameters, then the process runs to generate the form 
according to the collected data. An initial form is generated. 

C. Modification 

After the form is generated, aesthetic or simulation feedback about that form is 
collected. It can then be modified according to the collected feedback until the 
designer is satisfied with the result or until it meets a specific objective. 

D. Optimization 

It is trying to find the best possible solution from a wide range of solutions 
for a given problem. It is an iterative process where values of different design 
parameters are varied until the form reaches the solution with the optimum 
values of these parameters that meet a pre-specified objective or objectives. 
When these optimum values are achieved, the process is done and the design 
result is extracted. 

E. Evaluation 

It is using a specific criteria to evaluate the design result/results in order to choose 
a final result or even modify the design. 

Both processes of modification and optimization can contribute in achieving 
the UN sustainable development goal (SDG) number 11: Sustainable Cities and 
Communities, especially when the design objective is decided to be sustainability 
related. 

3.5 Tools 

We have a lot of computational design tools that are being developed every day and 
of course can be used in the digital form-finding process such as: 

A. Parametric Modeling Tools (PMT) 

Parametric modeling programs such as: Rhinoceros with its virtual programming 
environment: Grasshopper. In addition to the plug-ins associated with them such 
as: Ladybug, Kangaroo, etc. 

B. Simulation Software 

Software that is used to simulate various conditions related to the designed 
forms. An example to that are the software used for simulating environmental 
conditions, such as: Energy Plus, Radiance, Ecotect, etc. 

C. Algorithms 

Algorithms are a finite sequence of rules that are followed by the computer to 
solve a design problem. They define the logical process behind design decisions.
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They also can be used to find the optimum solution for a specific problem. There 
are various types of algorithms, such as Genetic algorithms (Galapagos, Octopus, 
etc.). 

3.6 Implementation of Digital Forms 

For implementing/constructing a digital form after its design, we need to proceed 
with the following processes: 

A. Materialization 

Assigning materials to the generated forms. 
B. Digital Fabrication 

Deciding which fabrication technique will be used to create the generated forms 
and prepare the forms to be ready for fabrication. 

4 Discussion 

4.1 Efficiency of the Proposed Classification 

To demonstrate the efficiency of the proposed classification, the research analyzes 
its relation with the existing related work. Table 1 shows an analysis of the reviewed 
previous work in relation to the proposed classification.

It is clear that each of the previous work used different approaches for form-
finding, some of them mentioned many approaches, while others mentioned only 
one approach, and others didn’t mention any. The most common approaches were: 
Geometry, spatial and organizational principles, and material properties. For the 
sources of decision making, most of the previous work focused whether on the 
designer or the rational sources or both of them together during the process, while 
in [20] none of the sources of decision making was mentioned. Only in [28] users 
were also incorporated in making design decisions together with both the designer 
and the rational sources. Users source of decision making is still a novel direction in 
design. 

It is shown that both methods of form-finding were likely mentioned in the 
previous work. In the form-finding processes, generation process was the most 
mentioned, then imitation and modification processes, while optimization process 
was the least mentioned. In general, two of the previous work [19, 20] didn’t mention 
neither the methods nor the processes of form-finding in their work. 

We can notice that the most common of all of the form-finding tools are the 
parametric tools. Many of the previous work didn’t consider the implementation of 
digital forms in their work, while others focused on both the materialization and 
the digital fabrication in their processes of form-generation, only in [27] digital
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Table 1 Dimensions of form-finding in the related work 

Related 
work 

Approaches Sources 
of 
decision 
making 

Methods Processes Tools Implementation 
of digital forms 

[13] Nature 
Geometry 
Spatial and 
organizational 
principles 
Context 
Performance 

Designer Process-driven Imitation 
Generation 
Modification 

PMT 
Simulation 
software 

Materialization 
Digital 
fabrication 

[20] Nature 
Mathematics 
Performance 
Material 
properties 
Fabrication 

N/A N/A N/A PMT 
Simulation 
software 
Algorithms 

Materialization 
Digital 
fabrication 

[26] N/A Designer 
Rational 

Outcome-driven Imitation 
Generation 
Modification 
Evaluation 

PMT 
Algorithms 

N/A 

[23] N/A Rational Process-driven Imitation 
Generation 
Optimization 
Evaluation 

PMT 
Simulation 
software 
Algorithms 

N/A 

[19] Spatial and 
organizational 
principles 
Material 
properties 

Designer N/A N/A Parametric 
tools 

Materialization 
Digital 
fabrication 

[29] Mathematics 
Performance 
Spatial and 
organizational 
principles 

Designer 
Rational 

Process-driven 
Outcome-driven 

Generation 
Modification 

PMT 
Simulation 
software 
Algorithms 

N/A 

[24] N/A Rational Process-driven 
Outcome-driven 

Generation 
Modification 

PMT 
Algorithms 

N/A 

[21] Structural 
logic 

Rational Process-driven Imitation N/A N/A 

[25] Geometry Rational Process-driven Generation 
Optimization 

PMT 
Algorithms 

N/A 

[27] N/A Designer 
Rational 

Outcome-driven Generation 
Evaluation 
Modification 

PMT 
Algorithms 

Digital 
fabrication

(continued)
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Table 1 (continued)

Related
work

Approaches Sources
of
decision
making

Methods Processes Tools Implementation
of digital forms

[22] Material 
properties 
Structural 
logic 

Rational Process-driven Imitation 
Optimization 

PMT 
Simulation 
software 
Algorithms 

Materialization 
Digital 
fabrication 

[18] Context 
Geometry 

Designer Outcome-driven Generation 
Evaluation 
Modification 

PMT N/A 

[28] Nature Designer 
Rational 
Users 

Outcome-driven Imitation 
Optimization 

PMT 
Simulation 
software 
Algorithms 

N/A

fabrication was mentioned along with construction, but materialization process was 
not mentioned. 

It is found that each of the previous work considered some of the dimensions 
of form-finding, while giving less focus to some other important dimensions or 
neglecting them. This can affect the designers’ visions resulting in an incomplete 
or unclear vision during the design of new architectural forms. It can also affect the 
time and money spent on the process of form-finding, making it harder and slower 
for designers to design new architectural forms. The proposed classification of the 
dimensions of form-finding which was shown in Table 1, connects the different 
dimensions of form-finding. Following this classification will make it easier for the 
designers to organize their thoughts and ideas in the generating of architectural forms. 

4.2 Categorization for the Current Practices of Parametric 
Form-Finding Processes 

Analyzing the proposed classification of the dimensions of parametric form-finding, 
we can obtain three main types of parametric form-finding processes that are currently 
used by architects in their practice. These types can be explained as follows:

• Basic Parametric Form-finding Process 

It refers to the normal parametric design workflow, where the designer generates 
an initial form, then that form is being simulated with respect to a specific aspect 
using a simulation design program. After that, the simulation results are being 
used as feedback so that the designer can modify the design. The process runs 
again and again until the designer is satisfied with the simulation results, then the 
final design outcome is obtained. The process is shown in Fig. 4.
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Fig. 4 Basic parametric form-finding process. Source Author

• Evolutionary Parametric Form-finding Process 

It is the design process where an evolutionary algorithm is integrated in the process 
of form-finding. The designer creates an initial design. Both the parameters of the 
initial design, and design objectives are introduced to the algorithm. Then the algo-
rithm runs and starts to produce generations eliminating some design alternatives 
and keeping some others according to their fitness values. This process keeps 
running iteratively until the design objectives are satisfied, then the algorithm 
produces the final design alternative/alternatives. It is also known as generative 
parametric form-finding process. The process is shown in Fig. 5.

• User-integrated Parametric Form-finding Process 

In some practices, the designer may give users the chance to contribute with their 
choices regarding a specific design’s alternatives or modifications. The designer 
then takes the user’s choices into consideration producing a final outcome that 
meets their opinion and satisfy the other design objectives at the same time. This
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Fig. 5 Evolutionary parametric form-finding process. Source Author 

type of process can be a part integrated to any of the other two types of processes 
mentioned above. The process is shown in both Figs. 4 and 5, represented in the 
parts outlined in the red color.

4.3 Guidelines for Architects in Designing Parametric Forms 

As we notice in the previous figures, Figs. 4 and 5, each of the mentioned types 
of the parametric form-finding processes is related to different dimensions of para-
metric form-finding. This can be further demonstrated to be a guide for architects in 
designing parametric forms as shown in the following Fig. 6.

Any of the previously mentioned types of parametric form-finding processes can 
be used by architects in their practice. Therefore, it would be easier for them to follow 
the guidelines presented in Fig. 6 in order to only consider the specific dimensions 
related to the type of the process they are willing to use in their form-finding. This will 
direct them to efficiently create their own parametric design workflows/frameworks 
based on these guidelines.
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Fig. 6 A guide matrix for the dimensions of the different types of parametric form-finding 
processes. Source Author

5 Conclusion 

The paper presented parametric architecture, parametric form-finding, and their 
evolution. A review was conducted for some of the existing related work which 
focused on the dimensions of digital form-finding, it was analyzed with respect to 
five sub-topics found to be common in most of these works: approaches to gener-
ating forms, sources of making design decisions, design methods and processes, tools 
of designing parametric forms, implementation of designed forms. Then, a classi-
fication for the dimensions of parametric form-finding was proposed (Fig. 3). The 
reviewed work was then analyzed for its relation with the proposed classification 
to demonstrate its efficiency (Table 1). It was found that each of the previous work 
considered some of the dimensions of form-finding, while giving less focus to some 
other important dimensions or neglecting them. The proposed classification was 
further analyzed to obtain a categorization for the main types of parametric design 
processes that are currently used in the practice of parametric form-finding (Figs. 4 
and 5). Some guidelines regarding which dimensions of parametric form-finding 
are used in each of the different types of the mentioned parametric form-finding 
processes were given for architects to support them in designing their future designs 
(Fig. 6). 

The proposed classification of the dimensions of form-finding can make it easier 
for the designers to consider the different dimensions of form-finding and orga-
nize their process accordingly. Thus, saving time and effort throughout the whole 
process, and cutting costs related to major design modifications (as a result of non-
well planned design process) or fabrication applicability issues in some cases. Also, 
the presented guidelines mainly direct architects to efficiently create their own design
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workflows/frameworks in the future based on them. In general, the work presented 
in this paper is applicable anywhere around the world. The paper mainly addressed 
enhancing the design process of parametric architectural forms. This in turn can have 
a great influence on the UN SDG number 11: Sustainable Cities and Communities, 
which intends to make cities and human settlements inclusive, safe, resilient, and 
sustainable. 

6 Recommendations 

It is important to consider that as the technologies around us continue to develop 
every day, more things can be added to the proposed classification in the future, 
especially for the tools and implementation methods which are strongly related to 
the technological advancement. Accordingly, new types of parametric form-finding 
processes may be introduced in future studies and be used by architects in their 
practices. 

We recommend that architects, who are the main design decision makers, should 
always refresh their knowledge and stay up to date with the upcoming innovative 
trends in our digital world in order to make the best use of it in the architectural 
realm. 
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Risk Categorization for Various Project 
Delivery Methods in Construction Sector 

Ibrahim Mahdi, Ahmed Mohamed Abdelkhaleq, Hassan Mohamed Hassan, 
Ehab Rashad Tolba, and Lamisse Raed 

1 Introduction 

Delivery of a construction project or service is facilitated by a project delivery 
method, which is a strategy for planning and carrying out the phases of planning, 
designing, building, operating, and maintaining [1]. 

The selection of an appropriate project delivery method (PDM) greatly influences 
the project outcome. Design-Build, Design-Bid-Build and Construction Manage-
ment represent the three traditional methods. Each PDM has its own advantages and 
disadvantages which suit various construction projects in different circumstances 
[21]. 

The selection of the appropriate PDM is one of the most important managerial 
decisions since it has a direct impact on the success of any project, it affects the project 
objectives such as cost, quality, schedule and safety. Indeed, PDMs have developed 
over the years, and there have been alternatives introduced in the construction industry 
to meet various demands [3]. 

Mitkus and Mitkus [29] Indicated that about 90% of the construction claims and 
disputes are caused by poor communication between the project stakeholders. Many 
authors underlined the importance of collaboration and partnership between all the 
parties involved in a project, which is supposedly established by the choice of the
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PDM. The selection of a suitable PDM for a particular project is vital process to 
adopt a procurement and contracting method that is suitable for the project. 

Because sustainable building delivery processes are more complex than traditional 
counterparts, there is still a lag in incorporating the concept of sustainability into 
fundamental management practices [9]. 

Ahmed and El-Sayegh [5] produced a list of applicable selection criteria to 
assist decision-makers in selecting the optimum project delivery method for sustain-
able construction projects and assessing the impact of those selection factors on 
the success of such projects. According to the findings, the most important factors 
are level of integration, green contract, green liability, green team, technology, and 
innovation. 

The findings indicated that level of integration and green contract clauses are 
the most important relevant factors that influence the choice of PDM. For instance, 
in order to meet sustainability goals, the payment provisions should be carefully 
drafted. 

The decision should be made in the project initiation phase and certainly before 
the final design phase begins. Although the purpose and needs must be clear in the 
scoping stage. 

Ahmed and El-Sayegh [4] stated that to ensure that the suppliers chosen for 
sustainable building projects are adequate in considering the challenges associ-
ated with sustainable materials and technology, critical selection criteria for green 
suppliers should be created. In addition, there should be contractual incentives to 
promote the adoption of sustainable building and the use of an integrated team 
approach in order to address the contractual problems. 

The purpose of this study is to identify the major risks present in various project 
delivery methods rather than focusing on all the risks at the same time as it is time-
consuming as well as very complicated. 

The results of this study will help construction practitioners to identify risks 
related to project delivery methods during project’ s life cycle before commencement 
of the projects. Risk identification will enhance the capability of managing risk in 
construction projects. Further categorization of risks is done which will help in better 
allotment of risk responsibilities. 

Traditional ways of managing projects, like Design Bid Build, Design Bid, Design 
Build, or EPC project delivery methods, are becoming less popular because of the 
way they work [1]. 

Molenaar [30] stated that sustainability goals are more likely to be met when 
the scope and cost of a project are discussed, like in a Guaranteed Maximum Price 
(GMP) with shared risks and rewards clauses. 

This includes the overall responsibility for achieving sustainable goals, the 
communication strategies employed by project participants to ensure that everyone 
fulfils their part in achieving this responsibility, as well as the stage in the project 
delivery process at which the responsibility for obtaining a green certification is being 
assigned. 

The “green guarantee” is the term used to describe the point at which the owner 
is legally obligated to receive the necessary green certification. The success rate
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of sustainable construction projects will ultimately be impacted by the important 
selection criterion of selecting a delivery strategy that offers an early green assurance 
[30]. 

Understanding the risk involved in different project delivery methods at different 
phases of projects at such an early stage (commencement) of the project will help 
construction practitioners to manage it in such a way that it has the least negative 
effect on project targets and the most positive results possible. 

2 Theoretical Background 

2.1 Project Delivery Methods 

There are various delivery methods available in the construction industry, from the 
traditional design-bid-build (DBB) to other alternative methods such as design-build 
(DB) and construction manager at risk (CMR) [20]. 

Traditional project delivery methods are described as forms of procurement that 
tends to separate the design and delivery, typically Design-Bid-Build (DBB) [16]. 

Traditional project delivery is also characterized by a large degree of responsibility 
for the owner. These methods focus on the integration between design and delivery 
processes mainly through contractual or physical planning and control systems. As 
opposing to methods that segregates the Design and Delivery processes. Integrated 
forms of project delivery are often aligned towards the formation of one project team 
to deliver both design and construction [16]. 

Traditional project delivery system has a linear flow of work processes which 
consists of decision, design, bidding and construction phases [17] (Fig. 1). 

2.1.1 Design-Bid-Build 

In the traditional project delivery method known as design-bid-build (DBB), the 
owner retains a designer to provide all design services and then awards a construc-
tion contract based on the designer’s drawings and specifications. The owner “owns”

Decision Design Bidding Construction 

Fig. 1 Workflow Scheme of traditional project delivery system [8] 
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Fig. 2 Design bid build 
delivery method [10] 

Fig. 3 Design build delivery 
method [10] 

the design details and bears the financial burden of any mistakes made during 
construction in DBB [28]. 

In DBB, there is no direct relationship between the designer and the builder, They 
communicate only through the owner as shown in the following Fig. 2 [14]. 

2.1.2 Design-Build 

In recent years, DB projects have become increasingly common in both the private 
and public sectors. The primary reason is that Design-Build project delivery is a 
viable option if the owner wishes to rely on a single source of responsibility for 
design and construction in an effort to reduce unnecessary delays and extra expenses 
caused by claims and counterclaims [38]. 

In DB method, In DB project structure, a single organization is ultimately respon-
sible for both design and construction (Fig. 3). A DB project begins with the owner 
devising a conceptual design that describes the functional or performance require-
ments of the proposed project but does not specify its form or construction [7, 14, 
22]. 

2.1.3 Construction Management (CM) 

During the design phase and beyond, the construction manager (CM) takes on the 
responsibility of analyzing the facility’s budget, schedule, potential effects on other 
designs and systems, and materials. The construction manager acts as the general 
contractor in this delivery method, much like in the more conventional design-bid-
build method [25]. 

Agency-CM is a fee-based service in which the construction manager (CM) is 
solely accountable to the agency and represents the agency throughout the whole 
project. 

While the CM may collaborate with the designer or contractor to lower costs, it 
does not provide price assurance or assume contractual responsibility for construction 
[40].



Risk Categorization for Various Project Delivery Methods … 583

Fig. 4 CM and CMR 
delivery methods [17] 

Depending on the contract provisions with the Construction Manager, the Owner 
may or may not negotiate directly with contractors. The Construction Manager (CM) 
delivery method is characterized by the owner’s collaboration with a consultant 
and construction manager to achieve efficiency in time, constructability, and costs, 
especially during the pre-construction phase of a project, when the construction 
manager is not responsible for the construction but only manages it [27]. 

2.1.4 Construction Management at Risk (CMR) 

While the owner may have signed separate contracts with the CM and designer, this 
approach allowed for team integration due to the CMR’s early integration with the 
designer [18]. The owner could use the contractor’s expertise to better estimate costs, 
create a work schedule, assess the engineer’s framework, source and negotiate bids, 
and coordinate various aspects of the project [7]. 

CMR was established with the goal of supplying owners whose organizations 
lack such capabilities with expert management throughout the entirety of their 
projects [35]. A CMR project using this delivery method requires the execution 
of two contracts. Preconstruction services are provided during the design phase in 
the former, while construction is carried out in the latter. If the project’s scope does 
not change after the GMP is established, as is often the case, the owner is relieved 
of any further financial responsibility under the CMR (Fig. 4). 

2.1.5 Integrated Project Delivery 

In order to supply accurate information and cutting-edge technologies in a collabo-
rative team setting, Integrated Project Delivery (IPD) is introduced as a new delivery 
system. IPD promotes high efficiency. In this regard, the research sought to analyze 
the IPD principles and their primary categories, including contract, process, informa-
tion and modeling (I&M), team, and communication. It also performed a qualitative 
analysis to show the current trends in research [41]. 

There is a lack of understanding about the integrated project delivery systems 
(IPD). That affects the lack of project environment, supply chain relationships, and 
possible project outcomes. Despite the fact that the IPD system is intended as a 
solution to the design and construction industry’s performance problems [26]. 

The reluctance to implement IPD could be the result of practitioners lacking 
in the necessary knowledge, abilities, and/or experience, as well as the presence 
of company-specific technical challenges. Managers may move slowly through the
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transformation process due to a lack of information. Professional skills in a multi-
disciplinary setting, BIM-relevant skills, and integrated experience are now seen as 
essential for success in an IPD context at the implementation level [13]. 

The sustainability component is served by the IPD principles. When people respect 
and trust each other, it helps the project reach its goals, encourages creativity, and 
lets ideas run. This, in turn, will affect the business side of the project and help find 
new ways to save energy and cut pollution to save the environment. It will also make 
it possible for more projects to happen, which will help people socially [2]. 

The adoption and use of the integrated project delivery method is for sustainable 
building projects. But the standard Design-Bid-Build method is still the most used 
way to get projects done [11]. 

2.1.6 Public Private Partnerships (PPP) 

The public and private sectors often work together on infrastructure projects through 
Public–Private Partnerships (PPP), which has received a lot of attention recently [37]. 

Several types of infrastructure have benefited from the use of PPP, including but 
not limited to: the construction of power plants and distribution networks; the building 
of hospitals, schools, airports, and prisons; the construction of railways, roads, and 
highways; and the construction of stadiums and telecommunications facilities. With 
a PPP delivery approach, the government and private enterprise may share risks and 
rewards equally and make full use of each other’s strengths [32]. 

2.1.7 Build-Operate-Transfer (BOT) 

Build-Operate-Transfer is one of the most promising new methods of funding 
construction projects (BOT). In the case of a shortage of building funds, it allows the 
client to gain access to the necessary capital. Concessions on project design, planning, 
funding, implementation, and management are all elements of this public–private 
financing model. The approach allows for post-completion project management, 
giving proponents a chance to recoup their initial investment [10, 43]. 

The Build-Operate-Transfer (BOT) model is an example of a public–private 
partnership (PPP), which is an arrangement whereby the government and private 
companies work together to supply goods and services for public infrastructure [12]. 

2.1.8 Engineering–Procurement–Construction (EPC) 

In this delivery method, general contractor plans and executes the project, acquires 
all necessary materials, and hands over a completed building to the developer [19]. 
Simply said, the general contractor is in charge of nearly every aspect of a construction 
project.
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When it comes to organizing and carrying out building projects, the Engineering-
Procurement-Construction (EPC) model is widely recognized as the best practice 
[42]. 

Consequently, implementing the EPC mode is a strategic approach to overcoming 
the challenges associated with developing prefab structures. 

In Zhao [44] study on the management of prefabricated buildings, he stated that 
the use of EPC as a delivery methods allows for systematic consideration of manu-
facturing and assembly procedures during the design phase. Furthermore, general 
contract management organization ensures prefabricated building design, produc-
tion, and constructions are integrated, which is helpful in realizing lean construction 
[44]. 

Some very large construction projects in the engineering field feature complex 
technology, challenging management, and high management risk. The EPC project 
contractor must assume additional risk because the contractor is the sole party to 
the contract [36]. The logistics of engineering construction is a crucial guarantee 
for companies to participate in international engineering projects, as large-scale 
construction projects often require the joint completion of multiple companies. 

2.2 Risk Management 

Throughout the lifecycle of a project, risk management plays a vital role by identi-
fying and addressing any threats that could derail progress toward the project’s goals 
[8]. 

The term “risk management” refers to the procedure of systematically assessing, 
naming, and dealing with potential threats to a project’s success. In order to achieve 
the project’s goals, it entails increasing the likelihood and significance of favorable 
outcomes while decreasing those of unfavorable ones [23]. 

Due to the qualitative and quantitative analysis, risk management is an integral 
part of any decision-making process, whether in personal life, business, industry, or 
at different stages of the business cycle. The goal of risk management is to systemati-
cally examine a variety of relevant factors in order to estimate the likelihood of prob-
lems arising, to characterize the nature and likely consequences of these problems, 
and to consider how they might be avoided or at least mitigated [24]. 

The purpose of a risk assessment is to investigate potential causes of hazardous 
events. 

The next step is to assess the potential dangers and weigh the likelihood of each 
against the potential harm they could cause. 

The different uncertainties or assumptions must be accounted for, and a plan must 
be identified to decide whether a risk is acceptable or what should be done to make 
it acceptable. In addition, this method should aid in determining the likelihood of 
occurrence and the effects of known, unknown, and unexpected events [6].
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Fig. 5 RM process [38] 

Typically, this RM framework has four main phases; hazard identification, risk 
assessment, risk mitigation and risk monitoring [31]. A schematic of (RM) is shown 
in Fig. 5 

2.2.1 Risk Management Over Project Life Cycle 

All stages of a project’s life cycle carry some degree of danger, and some threats may 
manifest themselves in multiple stages. Academics can’t agree on how dangerous 
each step of the building process actually is. 

Ehi-Uujamhan [15] proposed establishing a risk plan during the planning and 
design phase; the plan should detail how to deal with all the potential problems 
that could arise during those steps. They also brought up the idea that all project 
stakeholders need to participate in risk planning at that stage, as doing so can help 
resolve problems before they progress to the mitigation stage. 

Smith et al. [34] emphasized the importance of monitoring and controlling 
processes during the execution phase to ensure that activities were carried out as 
planned and that risks identified in earlier phases were mitigated.
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Fig. 6 Utilizing RM elements over PLC [41] 

The following Fig. 6 by Shawish [33] showed the utilization of risk management 
over project life cycle. 

3 Methodology 

This research surveyed existing literature in order to learn more about the potential 
dangers of using different approaches to delivering projects at different stages. Project 
delivery methods, risk management, and life cycle management were some of the 
keywords used to search online databases and Google Scholar for relevant articles. 
These supplementary works were located by following references provided in the 
previously cited works. 

The articles were selected from 126 articles published in high-quality, peer-
reviewed journals over the past three decades and subjected to a thorough content 
analysis review. Content analysis showed that most of the articles selected iden-
tified risks for various delivery methods used in the construction industry around 
the world, and that these risks were typically categorized based on risk categoriza-
tion throughout the life cycle of the project. Choosing a delivery method is often 
done without a clear understanding of how it will affect the overall budget or the 
distribution of risks in the project [39]. 

At the beginning of the project, all parties involved in the project want to see 
it through to a successful conclusion as quickly and cheaply as possible without 
sacrificing quality. Because of the number of people and factors involved, it may 
be challenging for the owners in particular to accomplish these aims, and they may 
encounter a number of obstacles along the way [17].
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Table 1 Risk categorization 
ID Risk category 

R1 Market risk and production competition (R1) 

R2 Planning (R2) 

R3 Government (R3) 

R4 Management risks (R4) 

R5 Stakeholders (R5) 

R6 Financial and economical risk (R6) 

R7 Tendering and contractual (R7) 

R8 Design risks (R8) 

R9 Time and cost (R9) 

R10 Construction and technical (R10) 

R11 Quality (R11) 

R12 Operation and maintenance (R12) 

R13 HSE (R13) 

R14 Other risks (R14) 

Possible risk categories which can be found in the literature are combined in 
Table 1. It was found 14 key risks categories related to different phases of project 
life cycle for various project delivery methods. 

More effective management of risks would be possible if these risks are managed 
from the perspective of a project life cycle. 

The foregoing 14 key risks categories are allocated into different project phases 
as per their possible time of occurrence. Many risks may arise in more than one 
phase of a construction project and hence they need to be considered in more than 
one phase. 

Table 1 contains a list of potential dangers, and Table 2 provides a concise summary 
of how these threats relate to each of the four phases in the construction process. Risk 
decision-making relies heavily on assessing the influence level, which varies greatly 
across lifecycles. 

It is crucial to anticipate potential problems at each stage and take correc-
tive measures as needed. However, as these threats are all stakeholder-centric, the 
success of the project hinges on how well various stakeholders are engaged in risk

Table 2 Risk categorization over PLC 

Project phase Risk category 

Inception and feasibility R1, R4, R5, R6, R15 

Planning and design R2, R3, R4, R5, R6, R8, R9, R12, R15 

Execution R5, R6, R10, R11, R12, R15 

Performance and monitoring R5, R6, R12, R13, R14, R15 
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Fig. 7 Consolidation of key risk categories, delivery methods and PLC 

management throughout the project’s life cycle. Figure 7 is a fish-bone diagram that 
summarizes the project life cycle, PDMs, and key risks in a single visual. 

4 Conclusions 

The risk management-based selection of project delivery methods in sustainable 
construction can have a significant impact on the global construction industry. The 
selection of a project delivery method that prioritizes risk management can ensure 
that these sustainable practices are carried out effectively, thereby contributing to the 
growth of the sustainable construction sector. 

Adopting risk management-based selection methods also helps avoid project 
delays, and related costs, enabling contractors to complete projects on schedule, 
within the budget, and to the satisfaction of all stakeholders. By adopting sustainable 
construction practices and the risk management-based selection of project delivery 
methods, the industry can mitigate these risks and deliver better projects. 

This study provides a comprehensive literature for exploring the performance 
of project delivery systems. This literature allows for a better knowledge for tradi-
tional methods such as Design-Bid Build (DBB), Design-Build (DB), Construc-
tion Manager (CM), and non-traditional methods Integrated project delivery (IPD),
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Public–Private-Partnership (PPP), Build-Operate-Transfer (BOT) and Engineering, 
Procurement and Construction (EPC) along the project life cycle starting from incep-
tion and feasibility and ended by performance and monitoring systems operate in 
terms of their organizational structure and contractual relationships. 

The purpose of this research was to identify the most pressing threats to meeting 
the project’s financial, schedule, quality, and scope goals. 

This preliminary investigation is founded entirely on a survey of previous research 
and expert opinion. The findings determined the causes of Project Delivery Methods 
(PDMs) risk factors, which were categorized into15 major groups. They are Market 
risk and Production Competition (R1), Planning (R2), Government (R3), Manage-
ment Risks (R4), Stakeholders (R5), Financial and Economical risk (R6), Tendering 
and Contractual (R7), Design Risks (R8), Time and cost (R9), Construction and Tech-
nical (R10), Quality (R11), Operation and maintenance (R12), Health and safety risks 
(R13) and Other Risks (R14). 

It has been evident that the Tendering and contractual risks for various PDMs in 
project development and planning have been widely studied. However, how construc-
tion risks, operational performance over post construction phase associated to various 
types of PDMs have not been the focus in the past studies. 

Overall, the risk management-based selection of project delivery methods in 
sustainable construction has the potential to enhance the construction industry’s 
sustainability, profitability, and reputation. 

5 Recommendations 

Future research must be focused on qualitative and quantitative risk analysis on 
various PDMs and their effect on the project life cycle. The findings can help the 
scholars and practitioners in the construction sector advance their knowledge on risk 
management for various PDMs, as well as provide direction for future research. 
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A Strategy to Create a City Brand 
as a Tool to Achieve Sustainable 
Development (Case Study: Branding 
of Port-Said City-Egypt) 

Shaimaa R. Nosier and Nancy M. Badawy 

1 Introduction 

According to Egypt’s 2030 vision and 17 sustainable development goals, City 
branding has become one of the main objectives of regeneration for many cities, 
as it aims to put a trademark for cities to attract foreign direct investment support, 
develop tourism and advance the city [1] cultural heritage can help shape a city’s 
identity through city branding [2]. Heritage buildings can be used to create a sense 
of identity and belonging for citizens, as well as attract tourists and investors to the 
city [3, 4] Limited research has been done on how heritage buildings can be used 
as a key element in city branding and how it promotes the sense of nationalism and 
patriotism among the population and increases the attraction of tourist locations [5]. 
Meanwhile, economic interests in urban tourism and related cultural sectors coexist 
peacefully with social and cultural goals of maintaining national heritage [6]. 

City branding impacts the three-axis economic, social, and environmental [7, 8]. 
First, the economic axis. by maximizing the economic value of city marketing and 
complete reliance on the continuation of the economy, as well as by utilizing every-
thing genuine and readily available in the city, as well as by ensuring the sustainability 
of investment sources and tourist attractions that sustain the city development [9], 
second, the social axis and the goal of the citizen through the revival of cultural 
and moral legacy, customs and traditions And raise the standard of living and the 
rate of employment, then enhance the culture and identity of each city and establish 
celebrations, seminars, conferences, etc., and publish the image of the city around 
the world, and the integration of the national cultural heritage with other cities in the
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cultural system of the country [10], third, the environment axis, especially the devel-
opment of the urban environment of the city through interest in heritage buildings. 
The distinction is for every city in addition to caring for modern urban growth in a 
framework that serves the city’s identity [11]. 

The concept of city branding has been gaining increasing attention in recent years, 
as cities around the world have sought to differentiate themselves from their competi-
tors and create a unique identity. This has led to a growing body of research on the 
various frameworks and strategies used to achieve successful city branding. There 
is an increasing focus on the role of heritage buildings in city branding, as these 
can be used to create a sense of place and evoke positive emotions in potential visi-
tors [12, 13]. Furthermore, studies have highlighted the importance of incorporating 
local culture and history into city branding initiatives [14, 15]. Also, Garcia-Lopez 
et al. explored how digital technologies can be used to enhance city branding efforts 
[16, 17]. 

To reach the city branding, procedures for choosing all positive factors for the 
place, then distinguishing between them, then promoting its new image through 
geographical characteristics of the place [18]. The city’s marketing process means 
designing a place that meets the needs of the targeted markets. The brand system 
succeeds when it meets the needs of citizens and companies in their societies and 
meets the expectations of visitors and investors in the city [19]. 

The goal of this paper is to investigate the steps of successful city branding and put 
a framework for implementation in Port-said city in Egypt. This paper contributes 
to a clear framework for comprehensive and sustainable development contributing 
to Sustainable Development Goal 11 (SDG 11) Smart Cities and Communities in its 
economic, social, environmental, and urban aspects. It also contributes to achieving 
the purpose of political practice, which is serving the individual, achieving equality, 
social justice, and equal opportunities. The research consists of three parts, steps for 
reaching successful city branding, a comprehensive theoretical framework to city 
branding, and a case study for implementation in Port-said in Egypt, as shown in 
Fig. 1

2 Literature Review 

188 relevant city branding research studies were found and obtained through iterative 
searches in various databases of the literature Scopus and Wos over years 2013–2023. 
Figure 2 mentions the keywords of topics related to city branding as analyzed by the 
VOS viewer,  as  shown in Fig.  2.

Culture heritage, heritage conservation, economic development, sustainable 
development, tourism, and brand equity were the keywords mentioned in the city 
branding. The studies most mention countries with heritage and historical cities, as 
illustrated in Fig. 3 were the ancient countries, with significant increase in numbers 
of city branding projects in Europe, regardless of the Middle East and Africa cities.
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Fig. 1 Graphical abstract of research goals, objectives, and results. Credit The authors

Fig. 2 Analysis of the keywords of Scopus research on city branding using the VOS viewer. Credit 
The authors

Fig. 3 Scopus analysis of research on city branding. Credit The authors
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Researchers generally tend to heavily rely on case studies as methodology 
employed rather than comparative and multi-case studies, there is three main 
emerging perspectives can be seen when it comes to the current theoretical frame-
work of the research field of city branding: (1) branding as production (with a focus 
on how to produce, create, and manage a brand as well as how to organize and govern 
a branding process); (2) Critical studies of city branding as a positive or negative 
influence on the economic, social, and cultural environment; and (3) branding as 
appropriation with emphasis on the reception, use, and consumption of the brand, 
as well as on the interpretation and utilization of the branding process [20]. Some 
studies were selected and divided into four categories based on steps to build city 
identity, Emotive visual city image, Existential Genuineness, Sense of community 
identity and Local culture and city development history. 

Researchers generally tend to heavily rely on case studies as methodology 
employed rather than comparative and multi-case studies, there is three mains. 

Emerging perspectives can be seen when it comes to the current theoretical frame-
work of the research field of city branding: (1) branding as production (with a focus 
on how to produce, create, and manage a brand as well as how to organize and govern 
a branding process); (2) Critical studies of city branding as a positive or negative 
influence on the economic, social, and cultural environment; and (3) branding as 
appropriation with emphasis on the reception, use, and consumption of the brand, 
as well as on the interpretation and utilization of the branding process [20]. Some 
studies were selected and divided into four categories based on steps to build city 
identity, Emotive visual city image, Existential Genuineness, Sense of community 
identity and Local culture and city development history. 

2.1 Emotive Visual City Image 

The emotive city image describes how people see the city according to personal 
experience. According to Sahin and Baloglu [21], it is essential to include the affective 
component of a city’s image while assessing it. The emotive city image is also treated 
by Ekinci and Hosany as a factor in predicting people’s impressions of a city and 
their propensity to suggest it. The construct known as the “affective image of a city” 
has been extensively accepted and used to describe an individual’s [22]. 

2.2 Existential Genuineness 

Ram et al. describe Existential genuineness as how visitors felt during visiting the 
city. Existential authenticity refers to a feeling of pleasure and escape in a place [23]. 
Domnguez-Quintero et al. mention it as existential authenticity, which he describes 
as the process of discovering one’s true self in a strange place and the relationships 
between existential authenticity and visitor feelings [24].
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2.3 Sense of Community Identity 

Sense of community is defining as “a feeling of belonging, a feeling that members 
matter to one another and to the group” [25] characterized by Los as the social 
construction influenced by contemporary political, economic, and social issues [5]. 
A heritage site can serve as a common link for people to their ancestry. It aids in the 
growth and enrichment of people’s cultural identities as cohesive groupings within 
many contexts, including geography, history, aesthetics, and religious beliefs [26]. 

2.4 Local Culture and History of Development of the City 

Preservation of historic sites can aid in the creation of urban areas’ place-specific 
characteristics [2]. Understanding the healthy co-existence of the ancient and the new 
is crucial for maintaining local culture and features [27]. People’s sense of place and 
identity is negatively impacted when historic buildings are demolished and replaced 
with new ones, as this fails to preserve the social and cultural essence of certain 
locations [28]. Maintaining traditional identity operations in local communities 
undergoing urban transformation is particularly difficult. 

3 Research Methodology 

Many Egyptian cities lack the attractions that encourage attracting investments and 
enhancing their economy, in addition to placing them on the ranks of tourist cities, 
which negatively affects their residents despite owning especial identity. 

Comprehensive approach: City branding in heritage cites requires a comprehensive 
approach that considers the history, culture, and identity of the area.

• The first step is to identify the unique characteristics of the heritage site and the 
values that it holds. This can be done through research and consultation with local 
stakeholders (different participants). Once the values have been identified, the next 
step is to develop a brand strategy that reflects these values and communicates 
them to the public. This can include creating a logo, slogan, and other visuals that 
represent the heritage site.

• The second step is to create a marketing plan that outlines how the brand will be 
communicated to the public. This plan should include a mix of traditional and 
digital marketing tactics such as advertising, public relations, social networks, 
and events. It should also include a budget and timeline for use empirical study, a 
variety of mixed data collection techniques will be used: visualization techniques, 
structural observations, descriptive analysis, and case study in respect for this the 
research uses three questions:
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A. How can cities compete globally in attracting investments and marketing them-
selves through their tourism, cultural, commercial, industrial, and environmental 
characteristics? 

B. How can the buildings of the city branding contribute to highlighting its 
advantages? 

C. What is the impact of establishing the city brand on the location of sustainable 
development and the achievement of its social, environmental, and economic 
aspects? 

4 Definitions of City Branding 

First, you should know that the identity of the city refers to the unique characteristics, 
values, and culture that define a city and differentiate it from other destinations. 
It is the core of the city’s branding and marketing efforts and is a key factor in 
attracting visitors, investors, and residents [29]. Three terms in this aspect must be 
distinguished: City branding, city marketing, and city promotion are related concepts 
that are used to promote a city and attract visitors, investors, and residents. However, 
each have distinct roles and objectives. 

City branding is a strategic process that involves creating and managing a unique 
identity and image for a city [30]. The goal of city branding is to differentiate the 
city from other destinations and create a compelling message that resonates with the 
target audience. City branding is a long-term process that requires a comprehensive 
strategy and a commitment to building the city’s brand and reputation [31]. 

City marketing is a tactical process that involves promoting the city’s attractions, 
events, and offerings to the target audience [32]. The goal of city marketing is to 
generate interest and awareness of the city and encourage visitors, investors, and 
residents to engage with the city. City marketing is typically focused on short-term 
campaigns and initiatives that support the overall brand strategy [33]. 

City promotion is a specific type of city marketing that involves promoting the 
city’s attractions and events to potential visitors, investors, and residents [34]. City 
promotion can include a range of tactics such as advertising, public relations, events, 
and digital marketing. The goal of city promotion is to generate interest and awareness 
of the city and encourage people to visit, invest, or live in the city [14]. 

Overall, city branding is the strategic process of creating and managing a unique 
identity and image for a city, city marketing is the tactical process of promoting the 
city’s offerings, and city promotion is a specific type of city marketing that focuses 
on promoting the city’s attractions and events. All three concepts are important to 
promote a city and attract visitors, investors, and residents, the relationship between 
them is sequential and overlapping, as shown in the Fig. 4.

And effective city branding, marketing, and promotion require a comprehensive 
and integrated approach that involves collaboration between various stakeholders, 
including city officials, tourism boards, business owners, and marketing profes-
sionals. It is important that all these activities are aligned with the city’s overall
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Fig. 4 Main stages of the strategy of city branding city promotion, city marketing and city branding. 
Credit The authors, after [36]

goals and objectives and are designed to create a positive image of the city and 
enhance its reputation. And city identity is a crucial component of city branding and 
promotion. By developing a strong and authentic city identity, cities can enhance their 
reputation, attract visitors, investors, and residents, and improve their economic and 
social well-being. 

5 Steps Towards City Branding 

The steps in the city branding process can vary depending on the specific context 
and goals of the branding initiative; in Egypt, our goals are closely related to 
Egypt’s Vision 2030 and the seventeenth Sustainable Development Goals through 
the realization of three main aspects [35]. 

1. The economy axis: Enhancing the economic value through marketing the city and 
relying entirely on the continuity of the economy by exploiting everything that is 
authentic and available in the city. With the sustainability of the sources of invest-
ment and points of attraction for tourism, the economy and all its consequences 
will be sustainable.
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2. The social axis: reviving cultural and ethical legacy—customs and traditions— 
folklore—raising the standard of living—raising employment rates—paying 
attention to the historical heritage of the place and raising the sense of identity 
and belonging—the openness of Egyptian culture to the world—the integration 
of the Egyptian cultural heritage into the international cultural system. 

3. The environmental axis: the urban development of the city through paying 
attention to the heritage and distinctive buildings of each city, in addition to 
paying attention to urban growth in a framework that serves to highlight the 
city’s identity. 

6 Stakeholders in City Branding 

Stakeholders are groups or individuals who are interested in the success of a city 
branding initiative. Effective city branding requires collaboration and engagement 
with a range of stakeholders to build support for the brand and ensure its success. 
Some of the key stakeholders in city branding may include. 

1. City officials, city officials such as mayors, city council members, and economic 
development officers, play a crucial role in city branding. They are responsible for 
establishing policies and strategies that support the city’s economic development 
and reputation [37]. 

2. Local businesses: local businesses are important stakeholders in city branding, 
as they are key contributors to the city’s economy and can help promote the city 
to their customers and clients. They may also be involved in the sponsoring of 
events and initiatives that promote the city [38]. 

3. Residents: residents are important stakeholders in city branding, as they are the 
ones who live and work in the city and can help promote it to others. Engaging 
residents in the branding process can help build support for the brand and create 
a sense of community pride [39]. 

4. Tourism industry: the tourism industry is a key stakeholder in city branding, as it 
is responsible for promoting the city as a destination to visitors. Tourism boards, 
hotels, and other tourism-related businesses can help promote the city’s brand 
and attract visitors [40]. 

5. Educational institutions: educational institutions such as universities and colleges 
are important stakeholders in city branding, as they attract students and faculty 
to the city and can help promote it as a center for education and innovation. 

6. Community organizations: Community organizations such as chambers of 
commerce, nonprofit organizations, and cultural groups can play an important 
role in city branding by promoting the city’s culture, heritage, and attractions 
[41]. 

In general, effective city branding requires collaboration and engagement with 
a range of stakeholders to build support for the brand and ensure its success. By 
involving key stakeholders in the branding process, cities can create a sense of 
community pride and build support for their economic and social development.
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7 Building Strategy of Port Said Branding and Marketing 
Framework 

Developing a city branding strategy for Port Said would involve several key steps, 
which include a strategic approach that incorporates the commercial, social, and 
environmental aspects as follows and illustrated in Fig. 5. 

Seven key steps for implement sustainable development: 

1. Define a clear objective after research: Conduct research to understand Port 
Said’s unique identity [43], strengths, weaknesses, opportunities, and threats. 
This can include Port Said’s geographic features, heritage cultural elements, 
tourism features, and industrial ingredients. 

Port Said has several unique characteristics and strengths that can be leveraged 
in its branding efforts, including Geographical Characteristics: Strategic Location, 
which is located at the entrance of the Suez Canal, making it a key hub for global 
trade and transportation.in addition to Mediterranean Sea. Cultural Heritage: the Suez

Fig. 5 Key steps of City branding strategy for Port Said. Credit: the authors, after, [14, 29, 37, 42] 
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Canal Authority building—the base of the Deleseps Statue—the Military Museum— 
the memorial—Port Said Lighthouse—640 heritage buildings, including ancient 
religious ones such as cathedrals, churches, mosques, consulates, villas and resi-
dential buildings—the historic island of Tennis and a nature reserve—Ashtoum Al-
jamil Reserve. Tourism Potential: fishing areas for amateurs—the coastal walkway— 
tourist villages—the new fish market, which has become a major destination for visi-
tors to Port Said. Industrial ingredients: fisheries—industrial zone. Economic Poten-
tial: Port Said has the potential to become a major center for logistics and industry, 
with several large-scale projects underway to develop the city’s infrastructure and 
attract investment. Goals can be formulated initially as follows:

• Competition on both the local and global levels
• Transition to a sustainable green economy
• Stimulating and encouraging tourism and investment
• Raising the standard of living 

2. Understand the audience: selecting the right target audiences and prioritized 
According to importance, such as domestic and foreign tourists. 

3. Develop Positioning: Based on the research, develop a positioning statement that 
captures the essence of Port Said and differentiates it from other destinations. The 
positioning statement should be unique, compelling, and relevant to the target 
audience. We can take several steps as: 

(a) Investing in tourism infrastructure to accommodate the expected tourist 
traffic and increase hotel capacity from 10 hotels with a capacity of 1750 
beds, plus 3 youth hostels, to double that capacity as a first stage. 

(b) Repurposing the nearby tourist villages, such as Al-Jamil and others, to 
attract more visitors to the region. 

(c) Activating Al-Jamil Airport in the west of Port Said to encourage companies 
to include the governorate in their tourism programs. 

(d) Promoting the concept of one-day tourism (locally and through international 
tourist ships) and creating a varied program for Port Said’s landmarks. 

(e) Offering sea tourism trips in the canal, establishing a marina for yachts on 
the beaches, and revitalizing amateur fishing activities. 

(f) Utilizing the investment area in South Port Said. 
(g) Focusing on the production resulting from the fish wealth, such as 

establishing a canned fish industry. 

4. Brand strategy: Develop a brand strategy that include the three main axis, the 
economic axis, the social axis, the environmental axis and outlines key elements 
of Port Said’s brand, including its positioning, personality, values, and messaging. 
The brand strategy should provide a clear direction for all city branding and 
promotion activities, as illustrated in Fig. 7. 

5. Visual identity: Create a visual identity for Port Said that includes the design 
of a logo, color scheme, typography, and other visual elements that will be used 
to represent the city. The visual identity should be memorable and reflect the
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brand’s positioning and personality. The following Fig. 6 is a presentation of 
an experiment carried out by Port Said University- College of Engineering to 
create a logo that embodies the identity of the city of Port Said and circulate as a 
logo for the Engineering Department of Architectural and urban planning, and so 
was the competition at the Arab academy for science, technology and maritime 
transport. It can be applied to:

• Main transportation means taxis and buses of the governorate.
• Advertising billboards in various locations in the city, in addition to the 

possibility of seeing them during the passage of ships through the Suez Canal.
• Promotion on social media and various websites.
• Advertising brochures—printing on clothing. 

6. Marketing and promotion: Develop a comprehensive marketing plan that 
includes a range of tactics such as advertising, public relations, events, and 
digital marketing. The marketing plan should be adapted to the specific needs 
and preferences of the target audience. 

7. Implementation and management: Implement and manage the city branding 
and promotion initiatives effectively to ensure that the branding is consistent and 
aligned with the brand strategy. This may involve working with various stake-
holders, including city officials, tourism boards, business owners, and marketing 
professionals (Fig. 7). 

8. Evaluation: Regularly evaluate the success of the city branding and promotion 
initiatives to determine their effectiveness and identify areas for improvement. 
This can include tracking metrics such as website traffic, visitor numbers, and 
economic impact.

These steps provide a general framework for city branding in Port Said, but 
the specific process can vary depending on the goals and context of the initiative. 
Successful city branding requires a strategic approach, long-term commitment, and 
collaboration between various stakeholders. 

Table 1 describe the implementation of the intensive framework to achieve 
sustainability through city branding steps, the participants and each one role.

The implementation of the intensive framework that includes social, economic, 
and environmental axis to achieve sustainability through city branding steps involves 
various participants and their respective roles. The social axis focuses on improving 
the quality of life of citizens through community engagement, cultural preservation, 
and social inclusion. The economic axis aims to promote economic growth and 
development by attracting investments, creating job opportunities, and supporting 
local businesses. The environmental axis prioritizes sustainable practices such as 
reducing carbon emissions, promoting renewable energy sources, and preserving 
natural resources. Participants in this framework include city officials, community 
leaders, business owners, environmental advocates, and citizens themselves. Each 
participant plays a crucial role in implementing sustainable practices within their 
respective areas of expertise to achieve a more sustainable future for the city.
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Fig. 6 Faculty of Engineering, Port-Said University. Arab Academy for Science, Technology and 
maritime transport. Credit PSU, AAST

8 Discussions and Recommendations 

The branding strategy should address the commercial, social, and environmental 
aspects of the city. For example, the commercial axis can focus on promoting Port 
Said as a hub for trade, tourism and investment. The social axis can aim to improve 
the quality of life for residents and promote social cohesion and inclusivity. The 
environmental axis can focus on sustainability and preserving the city’s natural and 
cultural heritage. 

To implement the branding strategy, a dedicated team can be formed to oversee 
the branding process and ensure its effective implementation. The team can include 
representatives of the government, the business community, and civil society 
organizations.
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Fig. 7 Building strategy of port-said branding and marketing framework. Credit The authors

The branding strategy can include various initiatives to promote Port Said and 
enhance its image. 

There are some key steps that help create a successful city brand. A seven-step 
process can be followed to develop a city brand:

Step 1: Set clear goals; It is essential that decision makers understand the goals 
and objectives of the marketing initiative and what the primary objective of it is. 
Step 2: Understand the audience you are trying to attract. Audiences should be 
kept to a minimum and prioritized based on importance. 
Step 3: Determine the current brand image of the venue; The goal is to understand 
how the target audience perceives the place today so that the gap between the 
current state and the desired state can be assessed and bridged. 
Step 4: Determine the desired location identity; It is how you want your target 
audience to see the brand and the benefits they expect to get from it. It should 
influence business and community decisions in the future. 
Step 5: Create value propositions for priority target sectors; Once a site is defined, 
it is important to make it actionable for each of the target audiences. Specifically, 
what does brand positioning mean to this audience and what are the key messages 
that need to be communicated to influence their perceptions. 
Step 6: Implementation of the strategy; It is essential to think about every point 
at which your target audience might meet your brand. Focal points may include 
items such as the airport, street signs, advertisements, brochures, website, events, 
media, and even the position of residents.
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Table 1 The role of organizations and stakeholders in the building of branding steps 

Steps Participants 

1. Define clear objectives after 
understand port said unique 
identity and determine the 
characteristics of the city 

The administrative authorities 
of the city are responsible for 
determining the characteristics 
of the city through the 
elements that characterize the 
city (tourist, agricultural, 
industrial, and commercial) 
also, able to determine these 
characteristics by conducting 
surveys and sharing the 
opinions of the community in 
the city 

The administrative authorities 
of the governorates 

2. The media (logo 
design—advertising 
campaigns) 

Creating youth competitions 
for designs that are useful in 
advertising campaigns, such 
as designing slogans inspired 
by the city to capture the basic 
values of the city for the world 
to see 
Modern advertising campaigns 
such as the use of mobile 
screens in vital places such as 
(squares, sporting events, 
historical places) and the use 
of social media platforms to 
create electronic propaganda 
for the city’s fame and reach it 
to a greater number of people 

Department of Public 
Relations in the Governorate 
in cooperation with colleges of 
applied arts (through 
competitions) 

3. Public utilities Community participation to 
know the needs of citizens and 
to know the facilities to be 
established or developed 
Improving infrastructure 
(roads, electricity and water) 
to encourage investments and 
industries 

The Ministry of Planning 
Ministry of Housing 
Governorate 
Ministry of Transportation 
Members of Parliament

(continued)
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Table 1 (continued)

Steps Participants

4. The urban aspect and the 
preservation of heritage 
buildings 

Identifying heritage places, 
knowing their importance, and 
protecting urban and historical 
heritage 
Conducting workshops and 
competitions to educate the 
community about the 
importance of heritage and 
historical places 
Using heritage buildings in 
advertising campaigns to 
enhance their importance 
Exploiting heritage buildings 
for important events 

The National Organization for 
Urban Harmony (represented 
by heritage preservation 
committees in governorates) 
Ministry of Urban 
Development and Slums 
Departments of Architecture 
in faculties of engineering 

5. Cultural activities Work on developing creative 
industries and cultural arts 
Conduct workshops to 
promote and develop the 
distinctive cultural arts in the 
city 

The Ministry of Culture and 
its affiliated cultural palaces 

6. Investments Facilitating laws and 
regulations to encourage 
foreign and domestic 
investment 
Facilitating procedures 
(banking, government, tax, 
manpower) for investors 
Training the manpower 
necessary for investment 
projects 
Providing places (industrial, 
commercial, agricultural, and 
tourism) ready to receive 
various investment sites 

7. Community participation By involving citizens in all 
marketing stages through 
questionnaires for each stage 
to find out their satisfaction 
with it 

The Ministry of Manpower 
Professional unions 
Political parties 

8. Products and services Providing the necessary 
markets to market the products 
of local and investment 
projects 
Providing the necessary 
services for tourism projects 

The Ministry of Planning 
Governorate 

Credit The authors
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Step 7: Measure Success; The relationship between business strategy and brand 
becomes apparent as the return on investment is measured and the positive 
economic, social, and political impacts are measured over time.

Port Said city branding aimed to create an identity for the city that would attract 
visitors and investors and promote sustainable development. The branding strategy 
included developing a visual identity, creating a website, organizing events, and 
establishing partnerships with local businesses and stakeholders. The branding efforts 
have helped increase tourism to the city and have contributed to its economic growth. 
However, there is still room for improvement in terms of building a stronger sense 
of community and engaging residents in the branding process. 
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Towards an Action Plan to Improve 
the Role of Perforated Building 
Envelopes in Sustainable Design 

Marwa Fawaz , Naglaa Ali Megahed , Basma N. El-Mowafy , 
and Dalia Elgheznawy 

1 Introduction 

As a result of the growing awareness of the importance of taking urgent action to 
combat climate change and its impact on indoor environmental quality (IEQ) and 
sustainability in accordance with the 13th goal of the Sustainable Development Goals 
(SDGs) on climate change, there have been many studies and recent techniques for 
breathing building envelopes, including the use of perforated envelopes to create 
a second-skin façade used by architects and designers [1–3]. Perforated building 
envelopes can be defined as facades or exterior walls of buildings that feature a 
series of small openings, or perforations, that allow air and light to pass through 
while still providing a barrier against wind, rain, and other weather elements [4, 5]. 
Moreover, these perforations can be of varying sizes and shapes and can be arranged 
parametrically in a pattern or random configuration [5, 6]. Furthermore, they are 
used through adaptations of traditional techniques to improve natural ventilation and 
daylighting, reduce energy consumption, and create a visually exciting street view 
[7, 8]. Today, perforated building envelopes are used in a variety of building types, 
including commercial, residential, and institutional structures [6, 9]. Additionally, 
new materials and manufacturing processes have enabled greater customization and
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flexibility in perforation patterns, shapes, and sizes, giving designers and architects 
new opportunities for creativity and innovation [1, 10, 11]. 

Conversely, Sustainable design seeks to reduce negative impacts on the envi-
ronment and the health and comfort of building occupants, thereby improving the 
building’s performance [12, 13]. The basic objectives of sustainability are to reduce 
the consumption of non-renewable resources, minimize waste, and create healthy, 
productive environments [14, 15]. As a result, perforated building envelopes are 
becoming increasingly popular in sustainable design because of their ability to benefit 
the environment by lowering carbon emissions associated with energy consumption, 
reducing environmental impact, and improving indoor comfort [14, 16]. To that end, 
buildings with perforated envelopes can significantly reduce their carbon footprint 
by utilizing natural light and ventilation rather than artificial sources such as arti-
ficial lighting and HVAC (Heating, ventilation, and air conditioning) systems [2, 
14]. Furthermore, perforated building envelopes can aid in temperature regulation 
is accomplished by lowering heat gain in the summer and heat loss in the winter. 
This can lead to improved health outcomes for building occupants as well as higher 
productivity [2, 14]. 

This research paper aims to explore the role of perforated building envelopes in 
sustainable design by providing an overview of the history of perforated building 
envelopes and their recent popularity in sustainable design. The paper examines how 
perforated building envelopes can contribute to sustainable design by improving 
IEQ, energy efficiency, and occupant comfort. The paper further explores the 
design considerations that should be considered when designing perforated building 
envelopes for sustainable design. An action plan is provided for creating perforated 
building envelopes that include design, material selection, and construction consid-
erations. The paper investigates that perforated building envelopes have the potential 
to greatly contribute to sustainable design and should be carefully considered in 
building design. Figure 1 illustrates a graphical abstract for the research framework.

2 Overview of Perforated Building Envelopes Throughout 
History 

Perforated building envelopes have been used in architecture for centuries, with their 
popularity and development changing over time [5, 13]. Furthermore, perforated 
building envelopes have long been used in architectural design, from their func-
tional use in ancient Islamic architecture to their decorative use in modernism and 
contemporary designs [1]. To that end, this section will look briefly at the history and 
evolution of perforated building envelope roles, from the earliest examples in ancient 
Islamic architecture to nowadays contemporary designs, which will be investigated 
in Table 1 regarding their various definitions and roles.
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Fig. 1 Research framework, adapted by the authors

3 How Perforated Building Envelopes Can Contribute 
to Sustainable Design 

Recently, the perforated building envelope design has numerous advantages and 
is highly significant, making it an excellent choice for contemporary buildings to 
contribute to sustainable design by developing several key factors [14, 23]. 

A study by [24], found that perforated screens can affect daylight penetration and 
natural ventilation. Another study by [25] investigated two parameters of daylight 
incidences to understand the daylight performance of a high-rise residential building. 
Also, studies by [18, 26] found that building envelope design, as determined by an 
appropriate assessment method, plays a significant role in building sustainability 
because it regulates all other factors including building element performance, thermal 
processes, transmission processes, and material properties. Moreover, a study carried 
out by [27] found that a sustainable building should be built with materials that have 
low life-cycle environmental impacts such as global warming, resource depletion, 
and human health. Furthermore, [28] also found that a sustainable building should 
be constructed of materials that minimize life-cycle environmental impacts such 
as global warming, resource depletion, and human health. Lastly, [29] discusses 
how perforated metal sheet facades can reduce energy costs by maintaining internal 
temperature, maximizing natural airflow and ventilation, and controlling solar heat. 

So, it can be concluded that perforated building envelopes can make a substan-
tial contribution to sustainable design by improving IEQ, occupant comfort, and 
aesthetics, which will be described in points as follows:
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Table 1 Development of perforated building envelopes among ages, the authors after [17–22] 

Age Element Definition Role Sketch 

Ancient 
Architecture 

Mashrabiya A wooden lattice 
screen with small 
openings in a 
geometric pattern to 
cover windows, 
balconies, and other 
building openings, 
used in traditional 
Arab Islamic 
architecture, 
particularly in the 
Middle East 

Provide shade 
and privacy 
while also 
allowing air to 
circulate reflect 
the cultural and 
artistic heritage 
of the country 

Mashrabiya Screen with 
Medallions/eighteenth 
century 

Jaali A perforated stone 
screen or 
latticework in 
geometric shapes or 
calligraphy can be 
found in a variety of 
structures, such as 
windows, doors, 
balconies, and 
walls, and are used 
in Indian 
architecture 

Allows indoor 
cross-ventilation 
and outdoor 
privacy while 
still letting light 
in 

Jaali screens in the tomb of 
Salim Chishti, Fatehpur 
Sikri, India 

Modernist 
Architecture 
mid-twentieth 
century 

Brise soleil A sunshade made of 
horizontal or 
vertical slats 

Allow light and 
air to pass 
through while 
blocking direct 
sunlight 

Art museum in Milwaukee, 
Wisconsin 

Double-skin 
perforated 
facades 

A type of outer skin 
with small holes, or 
perforations, on the 
surface with an air 
gap between the 
cladding and the 
insulation layer 

Allows for 
natural 
ventilation and 
moisture control 

Ring-shaped ‘Orange 
Village’ in Côte d’Ivoire

(continued)
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Table 1 (continued)

Age Element Definition Role Sketch

Contemporary 
Architecture 
twenty-first 
century 

Perforated 
green 
facades 

Vegetation-covered 
building envelopes 
through perforated 
cutouts 

Help regulate 
temperature, 
improve air 
quality, and 
reduce noise 
pollution 

San Telmo Museum in Spain 

Digital 
perforation 

A modern 
technology that uses 
computer-controlled 
laser cutting or 
water jetting to 
create intricate 
patterns with small 
holes punched into 
building facades 
made from 
aluminum, stainless 
steel, galvanized 
steel, copper or 
brass and usually 
designed using 
digital parametric 
tools 

Add visual 
interest while 
also serving 
functional 
purposes such 
as shading or 
ventilation 

Laser cutter metal sheet

Sustainability: by reducing its environmental impact and building’s carbon footprint 
to help create a more sustainable built environment [14, 23]. 

Energy Efficiency: by lowering the use of artificial lighting and mechanical 
ventilation, resulting in lower energy consumption and cost savings [14, 23]. 

Daylighting: by allowing natural light to pass through, improving occupant visual 
comfort and reducing the need for artificial lighting [30, 31]. 

Thermal comfort: by allowing ventilation and air to pass through, which can help 
regulate a building’s temperature resulting in reducing the necessity for heating and 
cooling systems, and lowering the risk of indoor pollutants [24, 32]. 

Acoustic comfort: by reducing sound transmission between spaces and improving 
indoor acoustic performance [11, 17, 32]. 

Privacy: by obscuring the view into a building while still allowing light and air to 
pass through, depending on the size and location of the perforations [11, 17, 32]. 

Aesthetic appeal: by adding a distinctive aesthetic to a building’s identity and 
creating a visually appealing and dynamic appearance [24, 32].
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Overall, perforated building envelopes can contribute to the sustainability of a 
building by lowering energy consumption, material waste, and environmental impact. 
Designers and architects can create perforated building envelopes that are both 
aesthetically pleasing and environmentally responsible by considering the design 
of the perforations and the materials used. 

4 Design Considerations for Perforated Building Envelopes 
in Sustainable Design 

Designers and architects must consider several key factors when implementing this 
theoretical basis of perforated building envelopes to achieve the required sustainable 
design as illustrated in Fig. 2, such as: 

Fig. 2 Considerations for Architects and Engineers to achieve sustainable perforated building 
envelopes, adapted by the authors
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Orientation: when determining the size and placement of perforations, designers 
should consider the orientation of the building to influence the amount of daylighting 
and air that can enter through the perforations [24, 32]. 

Climate: the perforation design may be influenced by the climate of the region in 
which the building is located. Designers in hot and humid climates, for example, 
should consider the possibility of moisture penetration and cast growth [27, 30, 33]. 

Materiality: the perforated building envelope’s materials considerations and compat-
ibility with the overall design of the building. These envelope materials can be made 
from sustainable materials such as like wood, bamboo, recycled steel, or low-carbon 
concrete, lowering their environmental impact even further [27, 30, 33]. 

Perforation pattern: the perforation pattern chosen will be determined by several 
factors, including the desired aesthetic effect, functional requirements such as venti-
lation or shading, and building envelope performance goals. Furthermore, the size 
and spacing of the perforations must also be carefully considered to ensure adequate 
IEQ [24, 32]. 

Occupancy: the type of occupancy in the building can influence the perforation 
design. A building used for manufacturing, for example, may require more ventilation 
than a building used for office space [33, 34]. 

Durability: the design of the perforations should consider the building envelope’s 
durability, stability, and maintenance requirements [1, 35]. The size and placement 
of perforations, for example, should be designed to minimize the accumulation of 
debris and dirt. 

Cost: the cost of a perforated building envelope must be considered, as it may be 
higher than that of a traditional building envelope regarding the materials and design 
used. This can have an impact on the project’s overall budget and may limit its 
feasibility [2, 34]. 

Overall, the theoretical basis for perforated building envelopes should consider the 
impact of building orientation, climate, occupancy, and maintenance requirements 
on perforation design. By taking these factors into account, designers and architects 
can create sustainable perforated building envelopes that improve IEQ and provide 
occupants with a more comfortable and healthier indoor environment. 

5 Results and Discussion 

Overall, the development of perforated building envelope roles has been fueled by 
a growing recognition of the value of IEQ, sustainability, reduced environmental 
impact, and aesthetics. As these priorities shift, the use of perforated building 
envelopes will likely shift as well. 

Furthermore, the overview of perforated building envelopes throughout history 
revealed that perforated facades have been utilized by many cultures to control light,
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heat, and air movement in buildings. The use of perforated building envelopes in 
contemporary architecture has evolved to incorporate a sustainable design approach 
with energy optimization. 

As, sustainable perforated building envelopes can range from simple openings 
in walls or roofs to more complex systems that include features such as louvers, 
screens, or shading devices. To that end, a step-by-step action plan for a sustainable 
perforated building envelope is extracted based on [5, 6, 31, 36], as described in 
Table 2.

In conclusion, according to the above steps in Table 2, developing a successful 
action plan for implementing perforated building envelopes for different climates 
requires careful consideration of a range of aspects, including design objectives, 
temperature and weather conditions, site analysis, material selection, perforation 
pattern design, testing, fabrication, installation, and maintenance. By considering 
these aspects, working with a qualified design professional and installer can help 
ensure that the perforated building envelope meets all relevant requirements while 
also meeting the desired aesthetic and functional goals and contribute to sustainable 
design. 

Furthermore, this introduced action plan for implementing perforated building 
envelopes provides a comprehensive guide for architects and engineers to incor-
porate perforated facades into their designs. The plan emphasizes the importance 
of collaboration, effective communication, and continuous evaluation to ensure the 
successful implementation of perforated building envelopes in sustainable building 
design. Finally, it can be expected that even greater advancements in sustainable 
construction practices in the coming years as more architects and builders embrace 
these innovative designs. 

6 Conclusions 

Perforated building envelopes are an important component of sustainable design 
because they provide numerous benefits such as energy efficiency, improved IEQ, 
thermal comfort, and aesthetic appeal. That can achieve SDGs 13th goal with more 
sustainable buildings that promote environmental conservation and human well-
being, architects and designers must consider incorporating these elements into their 
designs. 

Overall, studying perforated building envelopes is important because it can lead to 
more efficient, sustainable, and aesthetically pleasing building designs that improve 
occupant quality of life while minimizing environmental impact. 

One of the primary advantages of perforated building envelopes is that they allow 
for natural ventilation and daylighting. Designers can promote natural airflow and 
reduce the need for mechanical HVAC systems by incorporating openings or perfo-
rations in the building envelope. This can result in significant energy savings and 
lower operating costs over the building’s life.
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Another advantage of perforated building envelopes is their ability to reduce 
construction’s environmental impact. Designers can reduce the embodied energy 
and carbon footprint of a building by using lightweight materials and minimizing 
the amount of material required. Furthermore, perforated building envelopes can be 
designed to allow for easy disassembly and reuse, which can reduce the building’s 
environmental impact over its lifetime. 

Furthermore, the roles of perforated building envelopes have evolved, from 
functional openings for ventilation and light in classical architecture to decorative 
elements in modern architecture to high-performance building envelopes. As the 
priorities of building design evolve, the roles of perforated building envelopes will 
likely evolve as well. 

To that end, while perforated building envelopes can provide several sustainability 
benefits, designers and architects should carefully consider the potential drawbacks 
and limitations before implementing this action plan. Designers can create perforated 
building envelopes that balance sustainability, functionality, and cost-effectiveness 
by carefully considering the design of the perforations and the materials used as 
introduced in the proposed action plan. 

7 Recommendations 

Further studies could be done to research the optimal design properties, number and 
area of perforations for different climate condition and buildings types. Furthermore, 
it is recommended that the design of a perforated building envelope should take local 
building codes and regulations into account. Based on factors such as fire safety 
and structural integrity, these regulations may dictate the size and placement of 
perforations. As well as working with a qualified design professional can help ensure 
that the perforated building envelope design complies with all applicable codes and 
regulations. 
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An Efficient Deep Deblurring Technique 
Using Dark and Bright Channel Priors 

Nouran Ali, Asmaa Abdallah , I. F. Elnahry, and Randa Atta 

1 Introduction 

Image blur is a distortion in the image mostly caused by camera movement, object 
motion, missed focus, or insufficient depth of field. The image blur problems/cases 
can be classified into: uniform and non-uniform blur [1, 2]. The uniform blur is 
caused from camera movement while the scene is static, i.e., it is modeled by single 
blur kernel for the whole image, while non-uniform blur happens as a result of the 
objects motion whereas camera is fixed. 

In general, the blurred image can be formulated as 

B = k ∗ X + a. (1) 

where X denotes to the sharp image, B is the blurred image, k is the blur kernel, and 
a is an additive noise; the convolution operator ‘*’ shows that the inverse operation 
is highly ill-posed problem. 

Image de-blurring is an image processing method that aims to recover a sharp 
latent image from a blurry one; the de-blurring procedures could be either blind 
when the blur kernel k is assumed to be unknown, or non-blind with known k value 
[3, 4].
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There are many applications for image deblurring, such as medical imaging [5], 
astronomy, underwater imaging, face recognition, and surveillance cameras. As one 
of Sustainable Development Goals (SDGs), image deblurring techniques are utilized 
in surveillance and face recognition services for smart cities. 

Given the blurred image B, the information is not sufficient to estimate the blur 
kernel k and consequently to recover the latent sharp image X; many different pairs 
k and X can bring to the same B. 

To address this problem, several optimization-based de-blurring approaches that 
exploit priors and constraints to regularize the solution space of blur kernel and latent 
image have been introduced. These approaches use different types of priors, such as 
sparse gradients [6], spatial prior [7], hyper-Laplacian prior [8], dark channel prior 
[9], combination of dark and channel prior [10], L0 approximation prior [11], and 
Normalized Sparsity [12]. However, previously proposed optimization techniques 
have two main drawbacks: they are time consuming procedures, additionally they 
simplify the assumption on the blur kernel. 

Then, Convolutional Neural Networks (CNN) and deep learning related tech-
niques have been proposed as blind end-to-end de-blurring solutions that can be 
either kernel-free or kernel estimation. 

In [13–15], kernel estimation techniques use deep learning for estimating blur 
kernel and subsequently restoring the latent sharp image. While kernel-free end-to-
end de-blurring models are presented in [16–20]; these models recover the estimated 
sharp image directly without kernels estimation. 

In this paper, we introduce an end-to-end training multiscale framework using 
combination of dark and bright channel priors as loss function. Our model uses deep 
learning techniques with traditional knowledge to enhance the performance; it also 
follows kernel-free end-to-end de-blurring strategy to avoid articrafts induced by an 
inadequate blur kernel. 

The remaining of the paper is organized as follows. Section 2 reviews the related 
work. Section 3 presents our proposed network. In Sect. 4, we analyze the experiments 
and evaluate the performance of our scheme. Section 5 concludes the paper. Section 6 
presents recommendations. 

2 Related Work 

This section reviews the preceding work on the blind image motion de-blurring 
methods through deep learning strategies and via dark and bright channel priors. 

2.1 Image Deblurring Through Deep Learning Techniques 

The first category of the blind image motion de-blurring methods employs various 
deep learning strategies. Sun et al. [13] use CNN to estimate the non-uniform motion
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blur kernel and then deconvolve the blurry image to estimate the sharp image. 
According to Gong et al. [14], they use fully-convolutional deep neural network 
(FCN) to estimate the blur motion flow field; then, they use non-blind deconvolution 
technique to recover the deblurred image. While [15] creates a network that consists 
of feature extraction module, kernel estimation module, and image estimation module 
and then trains the network from coarse-to-fine manner. 

Other recent works train the kernel-free end-to-end network to restore the latent 
image from the blurry one directly to avoid the problem of kernel estimation. Nah 
et al. [16] adopt the multi-scale network that uses a specific coarse-to-fine deblurring 
approach with independent parameters. Tao et al. [17] introduce a multi-scale coarse-
to-fine network that utilizes the recurrent feature strategy with shareable learning 
weights. Kupyn et al. [18] propose DeblurGAN, which is based on single-scale 
network and conditional generative adversarial network using multicomponent loss 
function. Zhang et al. [19] applies conditional general adversarial network using dark 
channel prior as loss function to render articrafts supressed. Liu et al. [20] introduces 
a recurrent conditional generative adversarial network in a coarse-to-fine scheme. 

2.2 Image Deblurring Via Dark and Bright Channel Priors 

2.2.1 Dark Channel 

According to [21], the dark channel is the minimum intensity values in an image 
patch. The dark channel of an image can be represented as 

DC(I)(m) = minnεΩ(m)

(
mincε{r,g,b}Ic (n)

)
. (2) 

where I is a given image, n and m are pixel locations, Ω(m) denotes the image patch 
which is centered at m, and I c represents the c-th color channel. 

He et al. [21] observe that the dark channel map DC(I) in the dehazing image 
tends to be zero. However, Pan et al. [9] detect that the values of most pixels of the 
clear images are zero while most pixels in the dark channel of blurred images are 
non-zero. Furthermore, Pan et al. demonstrate that the dark channel map of blurred 
images is less sparse; they enforce sparsity in the deblurring process utilizing L0 
norm, the count of non-zero values. 

2.2.2 Bright Channel 

Bright channel represents the maximum pixels values in an image patch. The bright 
channel of an image can be defined as [21] 

BC(I)(m) = maxnεΩ(m)

(
maxcε{r,g,b}Ic (n)

)
. (3)
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Yan et al. [10] notice that the bright pixels values in clean image are diminished 
by blur process; they utilize this observation to combine the dark channel and bright 
channel priors (DCBP) in the deblurring operation. Moreover, in [24], a low-light 
image enhancement method based on maximum colour channel and bright channel 
prior is proposed. 

3 Proposed Network 

3.1 Model Architecture 

Our model is a deep multi-scale network that follows a coarse-to-fine scheme to 
gradually recover the latent sharp image. Our network takes a set of blurry input 
images at different scales as an input and produces the sharp images at corresponding 
scale as an output. The final deblurred image will be the sharpest one at the finest 
scale. 

The proposed model consists of three scale levels. Each level is a sub-network that 
contains three essential parts: input/output, Encoder/Decoder, and recurrent term. 

Input/output block: Three different scale blurry images-blurry 64 × 64, blurry 
128 × 128, and blurry 256 × 256-are entered as original input to the three scale 
levels: blurry 64 × 64 at level 1, blurry 128 × 128 at level 2, and blurry 256 × 256 
at level 3. Moreover, the output latent image from the previous level is inserted. For 
instance, the network concatenates the initial output deblurred images from the first 
scale level, i.e., latent 64 × 64, and add them as an input to the second scale level 
with its original blurry image, blurry 128 × 128. Similarly, the network concatenates 
the output deblurred images from the scale level 2, i.e., latent 128 × 128, and add 
them as an input to the third scale level with its original blurry image, blurry 256 × 
256. 

Encoder/decoder Network: The encoder is responsible for picking the content 
abstraction and it is located after the input block while the decoder is used for 
recovering image details after the process ends. ResBlocks [16] is embedded in 
our encoder and decoder. ResBlocks consists of one convolution layer, followed by 
rectified linear unit, and finally one convolution layer. 

The encoder block consists of one convolutional layer followed by three stacked 
ResBlocks. On the other hand, the decoder block contains three stacked ResBlocks 
followed by a deconvolution layer; as the decoder and decoder are symmetric. 

There is skip connections between the convolution and deconvolution layers. 
Skip connections are responsible for avoiding the vanishing gradient problem that 
counteracts the changing of weight values. Likewise, skip connections helps the 
feature maps to pass through with image details that assists the deconvolution layer 
to reconstruct the sharp image in higher quality. 

Recurrent term: long short term memory (LSTM) is a special case of recurrent 
neural network. We use convolutional LSTM [22] to make the convergence more fast,
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Fig. 1 Proposed network architecture 

as convolutional LSTM shares information between different scale levels; it picks 
useful information from previous scale. As illustrated in Fig. 1, our network contains 
an input block followed by two stacked encoders blocks, next a convolutional lstm 
that is followed by two stacked decoders and finally one output block. Kernel size = 
5 × 5 is used for every convolutional kernel. 

3.2 Loss Function 

Our network uses multicomponent loss function through every level. The total loss 
function is formulated as a combination of content, dark channel, and bright channel 
loss functions as 

Total_Loss = Lcontent + Ldark_channel + Lbright_channel (4) 

Content loss: the content loss is computed using mean of the squared differences 
between the deblurred image and ground truth image through each scale level. 

Lcontent = 
3∑

j=1 

1 

h j×w j×c j

(||O j − X j ||2
)

(5)
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where hj denotes jth scale level height, wj is jth scale level width, cj is jth level 
number of channels while hj , wj and, cj are the components that normalize the loss 
function. Oj and Xj represent our network output and ground truth at each scale level 
j. 

Dark channel loss: We choose dark channel as a loss-function component to make 
ringing articraft suppressed through each level scale. We aim to minimize the distance 
between the dark channel map of the estimated image and the ground truth image. 

Dark channel loss is formulated as 

Ldark_channel = 
3∑

j=1 

1 

h j×w j×c j 
||DC(O j ) − DC(X j )||2 (6) 

DC(.) represents the dark channel map of an image. We utilize L2 norm rather 
than L0 norm as L0 norm is not differentiable and cannot deal with neurons [6]. 

Bright channel loss: Our model utilizes a combination of bright and dark channel 
priors for deblurring operation, we add bright channel to the loss function. 

Bright channel loss is formulated as 

Lbright_channel = 
3∑

j=1 

1 

h j×w j×c j 
||BC(O j ) − BC(X j )||2 (7) 

BC(.) represents the bright channel map of an image. 

4 Simulation Results 

4.1 Experiments Parameters 

Our experiments are done on a PC with GPU TYPE T4. Our model is implemented 
using tensorflow version2. The training batch size = 16, and number of epochs = 
500, which takes 30 h. We randomly crop the input training pair to patches with the 
size of 256 × 256. Our optimization solver is Adam Optimizer. 

Implemented Datasets: We use Gopro dataset [16] for both training and evaluation 
practices. Gopro dataset consists of 3214 image pairs of blurred and sharp image. 
We use 2103 pairs for training and 1111 pairs for testing. Gopro dataset simulates 
realistic blurring, as it handles dynamic scene motion blur. We use Gopro for both 
quantitative and qualitative results. Kohler dataset [23] is utilized in comparison and 
evaluation for quantitative results. Kohler dataset contains 12 different blur kernels 
that are used for blurring 4 sharp images.
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Table 1 Gopro quantitative 
results according to different 
patch sizes 

Measure Patch size 

3 × 3 5 × 5 7 × 7 
PSNR 29.23 28.73 28.54 

SSIM 0.9219 0.9140 0.9093 

Fig. 2 Visual results on GOPRO testing dataset from top to bottom: blurry images, results by Tao 
et al. [14], results by Nah et al. [13], and our resulted images 

4.2 Experimental Evaluation 

4.2.1 Dark and Bright Channels Patch Size 

We consider image patch size as a hyper parameter. For each image, dark and bright 
channels have been calculated based on different patch sizes ad shown in Table 1. 

It has been observed that the patch size = 3 × 3 has achieved better performance 
than 5 × 5 and 7 × 7 for PSNR and SSIM term. Figure 2 show the visual results for 
different patches size. 

4.2.2 Comparison 

Our network has applied on both Gopro and Kohler datasets; the model perfor-
mance is evaluated and compared with three previous state-of-the-art image deblur-
ring approaches Sun et al. [13], Nah et al. [16], and Tao et al. [17]. We exploit the 
Gopro and Kohler datasets for quantitative results in terms of PSNR and SSIM. As 
shown in Table 2, we achieve the best performance.
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Table 2 Quantitative comparison on Gopro and Kohler dataset 

GOPRO KOHLER TIME 

PSNR SSIM PSNR MSSIM 

Sun et al. 24.64 0.8429 25.22 0.7735 20 min 

Nah et al. 29.08 0.9135 26.48 0.8079 3.09 s 

Tao et al. 28.95 0.9163 26.4617 0.8245 1.87 s 

Ours 29.23 0.9219 26.5193 0.8304 1.87 s 

Our proposed scheme testing time is much faster than [10, 13] and equivalent 
to [14] but our model performs better in terms of PSNR and SSIM. We compare 
our visual results with [13, 14] as shown in Fig. 2. It has been found that adding 
a combination of dark and bright channels to loss function makes the image more 
sharp and avoids ringing articrafts (Fig. 3). 

Fig. 3 Results using different patch size; a patch size = 3 × 3, b patch size = 5 × 5, c patch size 
= 7 × 7, d blurry input image
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5 Conclusion 

In this paper, we introduce an efficient multi-scale network deblurring system with 
shareable weights for dynamic scene. Our propped incorporates traditional knowl-
edge prior to achieve better performance. The applied learning operation is based on 
a combination of dark and bright channel priors and content loss. Using the dark and 
bright channel priors together with the effective multi-scale network architecture, 
the quantitative and qualitative evaluations on the GoPro and Kohler datasets show 
that our proposed outperforms the previous dynamic scene deblurring networks. The 
model can be applied on other image processing applications, such as image matting 
and super resolution. 

6 Recommendations 

In future work, we aim to enhance our model performance by reducing the number 
of trainable parameters, which consequently saves memory loss and produces more 
light-weight network. 
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Survey and Evaluation of Applied 
Modern Engineering Pedagogy 

Omer Alkelany, Hatem Khater, Mohamed Kamal, and Hosam E. Mostafa 

1 Introduction 

Engineering education is the process of educating and training individuals to become 
engineers. It encompasses a wide range of disciplines, including mechanical, elec-
trical, and computer engineering, and is designed to prepare students for careers in 
the engineering field. The goals of engineering education include providing students 
with a strong foundation in the principles of engineering, as well as the knowl-
edge and skills needed to design and innovate new technologies. It is well known 
that engineering education aims to develop students’ critical thinking and problem-
solving abilities, and enhance their communication skills which are all essential for 
the success in the engineering field. Actually, engineering education has evolved over 
time, with the introduction of new technologies and changing societal needs [1]. The 
first engineering schools were established in the nineteenth century, and since then, 
engineering education has continued to adapt and evolve in response to advances in 
technology and changing industry needs. 

Today, engineering education faces a number of challenges, including increasing 
enrollment, student diversity, and demanding accreditation standards. Additionally,
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there is an increasing emphasis on interdisciplinary collaboration and industry part-
nerships, as well as the integration of technology in the classroom. Pedagogy plays 
a critical role in shaping engineering education. It is about the method and prac-
tice of teaching. It involves the way that curriculum, instruction, and assessment are 
designed, delivered, and evaluated. Different pedagogical approaches can lead to 
different learning outcomes and student engagement; thus it is important to choose 
the right pedagogy to achieve the desired goals of the education. 

The research presented targets the Sustainable Development Goals (SDGs), 
on Quality Education. As will be shown, experiential learning method shows 
enhancements on engineering education when applied in higher education. 

1.1 Scope of the Paper 

This paper compares the conventional pedagogy as it relates to three main active 
learning in engineering education; namely project based learning, flipped-classroom, 
and experiential learning. Although other education pedagogies are of importance, 
such as: online education or virtual laboratories, their analysis is beyond the scope 
of this paper. 

1.2 Conventional Pedagogy 

Conventional pedagogy refers to traditional teaching methods that have been widely 
used in schools for many decades. These methods typically involve a teacher-centered 
approach, where the teacher is the primary source of knowledge and the students are 
passive recipients of that knowledge. Conventional pedagogy is often characterized 
by a focus on rote learning and memorization, as well as a limited use of tech-
nology in the classroom. This model emphasized strict discipline, a rigid curriculum, 
and a focus on memorization and rote learning. Conventional pedagogy was widely 
adopted in schools throughout the twentieth century and remains a common approach 
to teaching in many countries today. However, in recent years, there has been growing 
criticism of this approach and a growing interest in alternative forms of pedagogy 
[2–4]. 

Conventional pedagogy often provides limited opportunities for student engage-
ment and creativity. Students are typically expected to sit quietly, listen to the 
teacher’s lectures, and complete worksheets or exams. There is often little room 
for students to ask questions, express their own ideas, or engage in hands-on activ-
ities. This usually makes the students disengaged and uninterested in the learning 
process. 

Conventional pedagogy provides a structured learning environment where 
students know what to expect and what is expected of them. This can be benefi-
cial for students who thrive in a structured environment and need clear expectations
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for behavior and learning. It also can be effective in teaching certain subjects such 
as mathematics and science, where a lot of factual information needs to be learned 
and retained. Memorization and rote learning can be particularly useful for these 
subjects. On the other hand, it often stifles student creativity and critical thinking and 
can be boring to those disengaged students. 

1.3 Alternative Pedagogy 

Alternative pedagogy refers to teaching methods that differ from conventional peda-
gogy. These methods are often characterized by a student-centered approach, where 
the students are actively engaged in the learning process and take more responsi-
bility for their own learning [5–10]. Alternative pedagogy also emphasizes critical 
thinking, problem-solving, and creativity. This approach is often referred to as the 
“guide on the side” model, where the teacher acts as a facilitator and guide, rather than 
the primary source of knowledge. This approach allows students to ask questions, 
express their own ideas, and engage in hands-on activities. 

Alternative pedagogy places a strong emphasis on critical thinking, problem-
solving, and creativity. This approach is based on the idea that students should 
be encouraged to think for themselves and develop their own ideas, rather than 
simply memorizing facts and information. Alternative pedagogy often incorporates 
the use of technology in the classroom. This can provide opportunities for inter-
active and engaging learning, as well as giving students access to a wide range of 
resources and tools to support their learning. To make the most of both approaches, 
it is recommended to integrate elements of alternative pedagogy into a conventional 
classroom. 

2 Active Learning in Engineering Education 

Active learning is a teaching method that emphasizes student engagement and partic-
ipation in the learning process. Unlike traditional passive learning, which relies on 
lectures and traditional teaching methods, active learning encourages students to take 
an active role in their own education through hands-on activities, group work, and 
problem-solving exercises. Active learning has been found to be a highly effective 
approach for improving student learning outcomes and engagement in engineering 
education. Studies have shown that active learning methods, such as flipped class-
room and project-based learning, can lead to better retention of information, improved 
problem-solving skills, and greater student engagement [11]. 

One strategy for active learning is project-based learning, in which students work 
on a project that addresses a real-world problem or challenge. This method allows 
students to apply what they have learned to a real-world scenario, and it promotes 
creativity, critical thinking, and problem-solving skills. Another instructional strategy
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is flipped classrooms, in which, students watch video lectures and complete inter-
active activities outside of class, and then use class time for hands-on, collaborative 
learning activities and discussions with the teacher and classmates. The goal of 
the flipped classroom is to make better use of class time and to increase student 
engagement and understanding of the material. 

Hands-on activities and labs are also an effective way to engage students in active 
learning. Hands-on activities provide students with the opportunity to physically 
manipulate and experiment with materials, which can help them to better understand 
and retain the information they are learning. Additionally, group work and peer-
to-peer teaching can also be effective strategies for active learning. Group work 
allows students to collaborate and learn from one another, and it promotes teamwork, 
communication, and leadership skills. Peer-to-peer teaching allows students to take 
on the role of teacher and present information to their peers, which can help to solidify 
their understanding of the material. 

2.1 Project-Based Learning 

Project-based learning (PBL) is an active learning approach that uses real-world 
projects or challenges as the starting point for learning. This student-centered method 
emphasizes creativity, critical thinking, and problem-solving skills and it is partic-
ularly well-suited for engineering education. In this methodology, students work in 
small groups or individually to research and analyze a project or challenge, and then 
develop a solution. This process is guided by a facilitator or instructor, who acts as a 
coach or mentor rather than a traditional lecturer. It is designed to mimic the process 
that engineers use in the real world, and it provides students with a more authentic 
and engaging learning experience. It can be used in a variety of settings, such as 
in the classroom, laboratory, or through online learning. It can be applied in any 
engineering discipline, including mechanical, electrical, and computer engineering. 

When designing Project-Based Learning activities, it is important to start with 
a well-defined project or challenge that is relevant to the course content and that 
aligns with the learning objectives. The project or challenge should be complex and 
open-ended, and it should require students to use creativity, critical thinking, and 
problem-solving skills. The project or challenge should also be structured in a way 
that guides students through the project-solving process. This can be achieved by 
breaking the project down into smaller, manageable parts, and by providing students 
with a clear set of steps or guidelines to follow. It is also important to consider the 
resources and support that will be needed for students to successfully complete the 
PBL activity. This can include access to relevant literature, equipment, or software, 
as well as guidance from a facilitator or instructor [12–14]. 

When implementing this technique in the classroom, it is important to have a 
clear understanding of the project-solving process and the role of the facilitator 
or instructor. The facilitator should act as a coach or mentor, rather than a tradi-
tional lecturer, and should provide guidance and support to the students throughout
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the project-solving process. Managing the project-solving process can also be chal-
lenging, especially when working with a large group of students. It is important to 
establish clear expectations and guidelines for the students, as well as to provide 
regular feedback and progress checks. It is important to assess not only the final 
solution that the students develop, but also the process of project-solving and the 
skills that the students have developed along the way [15–17]. 

Case studies are an effective way to see Project-Based Learning in action and 
to learn from the experiences of other educators. These case studies will provide 
the teacher with examples of how the technique has been implemented in different 
engineering disciplines, such as mechanical, electrical, and computer engineering. 
They will also give him a better understanding of the potential benefits and challenges, 
and will provide you with ideas for how to implement PBL in your own teaching 
practice. 

One example of Project-Based Learning in engineering education is a project in 
which engineering students worked in teams to design and build a solar-powered 
irrigation system. The project required students to research and analyze the problem, 
and then develop a solution that incorporated sustainable energy principles. The 
project was designed to promote creativity, critical thinking, and problem-solving 
skills. Another example that can be implemented in a mechanical engineering course, 
students worked individually to design and build a robotic arm that can perform 
specific tasks (such as sorting and classifying fruits). 

2.2 Flipped Classrooms 

Also known as inverted classrooms, is a modern pedagogy that has been gaining 
wide popularity in recent years [18–28]. The basic concept of a Flipped Classroom 
(FC) is to have students watch videos or read materials at home before class, and then 
use class time for more interactive activities such as discussions, problem-solving, 
and hands-on projects. The idea behind flipped classrooms is to use technology to 
make the most of classroom time. Instead of lecturing for an hour, teachers can use 
video lectures or readings as homework, and then use class time for more interactive 
activities. This allows for a more personalized learning experience, as students can 
watch the videos or read the materials at their own pace and come to class with 
questions and ideas. 

One of the main benefits of flipped classrooms is that they allow for more active 
learning. Instead of sitting and listening to a lecture, students are engaged in activities 
that help them understand and apply the material. This can lead to better retention of 
the material and a deeper understanding of the subject. Flipped classrooms also allow 
for more collaboration and peer-to-peer learning. By using class time for activities and 
discussions, students have the opportunity to work together and learn from each other. 
This can be especially beneficial for subjects such as science and math, where working 
through problems and discussing them with others can be a powerful learning tool.
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Another benefit of flipped classrooms is that they can be more inclusive for 
students with different learning styles. By providing video lectures and readings, 
students who may not be comfortable speaking up in class or who prefer to learn at 
their own pace can still participate and benefit from the class. However, it’s impor-
tant to note that flipped classrooms are not a one-size-fits-all solution. They require 
a significant amount of planning and preparation, and may not be suitable for all 
subjects or all students. Additionally, students will need access to technology and 
internet at home to be able to access the video lectures and readings. 

2.3 Experiential Learning 

Experiential learning (EXL) requires that instructors just give guided instructions of 
what the aim is, without giving full details of how to reach it [29]. It gives students 
the opportunity to draw conclusions, and helps them to be more involved in their own 
learning process. Experiential Learning is thus considered as Learning by reflection 
on Doing [30–38] It was conceptualized by Aristotle about Ethics as “for the things 
we have to learn before we can do them, we learn by doing them (first!)” [39]. 
However, in the 1970s, Kolb had developed a fundamental modern model of experi-
ential learning [40]. According to Kolb [41, 42], the learner must be actively involved 
in the experience; reflect on the experience; analyze the outcomes; and perform deci-
sion making and problem-solving skills in order to use the new ideas gained from 
the prior experience. In this process, instructors to give constructive feedback to the 
learners, but they should not rush to provide the answer [43–45], especially when 
creative abilities are to be developed (critical thinking, design, synthesis, etc.), and 
particularly when there is not a single right answer. Students/learners will use their 
experience to judge or evaluate an outcome of a targeted component and share it with 
the learners [46, 47]. 

In the Engineering domain, experiential learning is used in different ways. For 
example, in [48], it was used via hardware emulators, and Field Programmable Gate 
Arrays (FPGA)s were used in latter stage of complex multi-part designs. Also, in 
2020, two different comparative studies for experiential learning were done in two 
different universities in China, and New Zealand considering virtual reality appli-
cations, concluded that it enhances learning experience [49, 50]. Furthermore, more 
researchers investigated the incorporation of experiential learning at a Canadian 
university, in 2017, but they implemented it in a single engineering course, without 
FPGAs, and thus their results were limited [51]. It is worth mentioning that EXL 
allows for sustainable learning experience, since the FPGA boards can be used for 
various hardware design, and no new hardware need to be purchased.
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3 Incorporating Technology in Engineering Education 

In engineering education, technology can be used to support a variety of teaching 
and learning methods, such as online learning, virtual labs, and simulations. Online 
learning platforms, for example, allow students to access course materials and 
resources at any time, and to interact with their peers and instructors in a virtual envi-
ronment. Virtual labs and simulations provide students with hands-on experience in 
a safe and controlled environment, which can be especially useful for students who 
are unable to access physical labs or equipment. Technology can also be used to 
assess student learning, through the use of online quizzes, tests, and assignments. 
This can help instructors to quickly and easily evaluate student understanding and 
progress, and to provide timely feedback [52–54]. 

One popular technology tool in engineering education is Computer-Aided Design 
(CAD) software. CAD software allows students to create and edit 3D models, which 
can be used to design and analyze engineering projects. Many CAD software pack-
ages also include simulations, which can be used to test and evaluate designs before 
they are built. Another useful technology tool is simulation software. Simulation 
software allows students to model and test complex systems and processes in a safe 
and controlled environment. This can be particularly useful for students who are 
unable to access physical labs or equipment. 

Online learning platforms, such as Blackboard, Canvas, and Moodle, are also 
commonly used in engineering education. These platforms provide students with 
access to course materials and resources, and allow for interaction with their peers 
and instructors in a virtual environment. 

Case studies are an effective way to see technology integration in action and 
to learn from the experiences of other educators. These case studies will provide 
students with examples of how technology has been used in different engineering 
disciplines, such as mechanical, electrical, and computer engineering. They will also 
give them a better understanding of the potential benefits and challenges of tech-
nology integration, and will provide you with ideas for how to integrate technology 
in your own teaching practice. 

One example of technology integration in engineering education is a course that 
used virtual reality (VR) technology to simulate real-world engineering scenarios. 
Students were able to interact with virtual environments and equipment, which 
allowed them to gain practical experience and develop technical skills in a safe 
and controlled environment. Another example is a course that used online learning 
platforms to deliver course materials and resources, and to facilitate online discus-
sions and collaborations between students and instructors. The use of online learning 
platforms enhanced the learning experience and provided students with a more flex-
ible and convenient way of learning. Tables 1 and 2 summarize the benefits and 
challenges of the three main active learning pedagogies discussed in this paper.

More details on our analysis of the relevant techniques in the scope of this survey. 
These details are presented in the next section (Sect. 4 Assessment in in Table 3). In
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Table 1 Benefits of common active learning pedagogies 

Benefits PBL FC EXL 

Better retention of information
√ √ √ 

Improved problem-solving skills
√ √ √ 

Greater student engagement
√ √ √ 

More inclusive for students with different learning styles
√ √ 

Enhances creativity and critical thinking skills
√ √ √ 

Works well with hands-on experience
√ √ √ 

Empowers students to draw conclusions
√ 

Good for sustainable hardware-based learning experience
√ 

Empowers hardware-based experimentation
√ √ 

Table 2 Challenges of common active learning pedagogies 

Challenges PBL FC EXL 

Instructors do not give details on how to learn – – α 
Cost of hardware for each project α – 

Online, video material needed α α α 
Divide class into small groups α α α

Table 3, we also focus on the skill used as it relates to advantages and disadvantages 
of the technique in Engineering education. 

Table 3 Detailed comparisons between different learning strategies in engineering education
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4 Assessment and Evaluation in Modern Engineering 
Pedagogy 

Assessment and evaluation are crucial components of engineering education, they 
provide instructors with the necessary information to determine student under-
standing and progress, and to identify areas where additional instruction or support 
may be needed. Assessment and evaluation also help to ensure that students are 
meeting the learning objectives of the course, and that they are developing the 
knowledge and skills necessary to succeed in the field of engineering. 

There are many different forms of assessment and evaluation, including tradi-
tional methods such as exams and quizzes, as well as more modern methods such 
as performance assessments and self-assessments. Traditional methods, such as 
exams and quizzes, are useful for measuring student understanding of course content 
and for identifying areas where additional instruction may be needed. Performance 
assessments, on the other hand, provide an opportunity for students to demonstrate 
their understanding of the course content through hands-on projects and tasks. Self-
assessments, provide students with the opportunity to reflect on their own learning 
and to identify areas for improvement. 

Another important aspect of designing assessments for modern engineering peda-
gogy is to incorporate formative assessments, which are used to provide ongoing 
feedback to students and to identify areas where additional instruction or support 
may be needed. Formative assessments can be used in conjunction with summative 
assessments, which are used to evaluate student understanding at the end of a course 
or unit. 

One key aspect of designing assessments for modern engineering pedagogy is to 
focus on higher-order thinking skills, such as critical thinking and problem-solving. 
This can be achieved through the use of performance assessments, such as open-
ended questions, projects, and presentations. These assessments provide students 
with the opportunity to demonstrate their understanding of the course content through 
hands-on projects and tasks, rather than through multiple-choice questions. 

Implementing assessments in the engineering classroom requires careful planning 
and organization. It is important to provide clear instructions and guidelines for 
students, and to communicate the purpose and objectives of the assessment. 

It is crucial to provide adequate time for students to prepare for assessments, and 
to schedule them at appropriate times. One important aspect is to ensure that assess-
ments are fair and unbiased. This can be achieved by using a variety of assessment 
methods, such as multiple-choice questions, short-answer questions, and open-ended 
questions, and by using a rubric to grade assessments. Another important aspect is to 
provide timely and constructive feedback to students. Feedback should be specific, 
objective and actionable, and should provide students with clear information on their 
strengths and weaknesses, and areas for improvement. Table 3 shows a detailed 
comparative study between the different techniques used in engineering education. 

While evaluating the effectiveness of modern pedagogy in engineering education, 
researchers need to follow a systematic and evidence-based approach. This can be
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achieved through the use of formative and summative evaluations, as well as through 
the use of student learning outcomes data. Formative evaluations, such as observa-
tions and focus groups, provide ongoing feedback on the effectiveness of modern 
pedagogy in the classroom. Summative evaluations, such as pre- and post-tests, can 
be used to measure student learning outcomes and to determine the effectiveness of 
modern pedagogy over time. Consequently, further assessments of the listed learning 
strategies is the subject of future research. 

5 Future Directions for Modern Engineering Pedagogy 

As technology continues to advance, and new research emerges in the field of educa-
tion, the way engineering is taught is also evolving. One trend that is becoming 
increasingly popular is the use of virtual and augmented reality in the classroom. This 
technology allows students to visualize complex engineering concepts and systems in 
a more interactive and engaging way. By providing students with virtual experiences, 
this technology can help to enhance their understanding of engineering principles and 
improve their problem-solving abilities. Another trend in modern engineering peda-
gogy is the integration of entrepreneurship and innovation. This approach encourages 
students to think outside the box and to apply their engineering knowledge and skills 
to real-world problems. This type of education helps students to develop critical 
thinking skills, creativity and the ability to work in multidisciplinary teams. Another 
important trend is the integration of sustainability and environmental education in 
engineering education. This approach helps students to understand the importance of 
sustainable practices and to develop solutions that minimize the impact of engineering 
on the environment. 

6 Conclusions 

In this paper, the importance of modern pedagogy in engineering education has been 
discussed. It has been shown how it shapes the curriculum, instruction, and assess-
ment. The paper has discussed conventional pedagogy and alternative pedagogy, 
highlighting the characteristics, advantages, and disadvantages of each approach. 
Conventional pedagogy is based on a teacher-centered approach, with a focus on 
memorization and rote learning, while alternative pedagogy is based on a student-
centered approach, emphasizing critical thinking, problem-solving, and creativity. 
The paper has also compared the effectiveness of both approaches and provided 
recommendations for how to integrate elements of alternative pedagogy into a 
conventional classroom. It is important to note that there is no one-size-fits-all 
approach to teaching, and the most effective method will depend on the subject 
matter and the needs of the students.
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The teaching methods surveyed can be applied on a global scale in any 
geographical area. 

7 Recommendations 

Future research can focus on developing strategies to effectively blend both 
approaches to enhance student learning. 
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Preliminary Evaluation of Experiential 
Learning in Engineering Pedagogy 
for Undergraduate Students Learning 
Logic Design Concepts 

Omer Alkelany, Hatem Khater, Mohamed Kamal, and Hosam E. Mostafa 

1 Introduction: Experiential Learning Overview 

Experiential learning requires the showing of the directions by the instructor, and not 
giving the learners all the details of how to take the route to the desired destination [1]. 
Thus, it makes learning an experience that moves beyond the classroom instruction 
and allows students the opportunity to draw conclusions. It also allows students to 
be more involved in their own learning process. 

Experiential Learning is sometimes classified as learning by reflection on doing 
[2–10]. It is not a new concept, and various philosophers stressed it in their teachings. 
For example, it was conceptualized by Aristotle about Ethics as “for the things we 
have to learn before we can do them, we learn by doing them (first!)” [11]. However, in 
the 1970s, Kolb developed a fundamental modern model of experiential learning [12]. 
According to Kolb, [13, 14] the learner must be actively involved in the experience; 
reflect on the experience; analyze the outcomes; and perform decision making and 
problem-solving skills in order to use the new ideas gained from the prior experience. 
In this process, instructors give constructive feedback to the learners, but they should 
not rush to provide the answer [15–17], especially when creative abilities are to be 
developed (critical thinking, design, synthesis, etc.), and particularly when there is 
not a single right answer. Learners should use their experience to judge or evaluate 
an outcome of a targeted component and share it with the learners [18, 19].
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Experiential learning is used in different aspects of engineering education. For 
example [20], it was used via hardware emulators, and FPGA were used in latter stage 
of complex multi-part designs. FPGAs are configurable logic chips founded in 1985. 
FPGA key feature is that it allow the designer to describe logic circuits (hardware) 
in code, test it, and implement it on the lab without having to use a manufacturer for 
each circuit. Also, in 2020, two different comparative studies for experiential learning 
were done in two different universities in China, and New Zealand considering virtual 
reality application. These comparative studies concluded that experiential learning 
enhances learning experience [21, 22]. Furthermore, other researchers investigated 
the incorporation of experiential learning at a Canadian university, in 2017, but they 
implemented it in a single engineering course, without FPGAs, and their results were 
limited [23]. 

The research presented targets the Sustainable Development Goals (SDGs), on 
Quality Education. As will be shown, it improves the preliminary assessment results 
show improvement on education when the techniques proposed are used. 

2 A Proposed Multi-Level Preliminary 
Logic-Design-Project Using FPGA 

In a typical Digital and Logic Design course, the instructor may wish to have his/ 
her students experience the design of a two packed BCD inputs to a seven-segment 
display decoder. This problem is so simple that can be designed with a few discrete 
components. But the students will need to go through the typical design process, 
decide on which components to use (buy parts), connect the parts, and test the final 
product before the semester ends. Afterwards, students typically spend significant 
amount of time to perform proper wiring to connect project components. Even when 
they succeed in doing so, they usually feel that what they implemented is so tedious 
and frustrating at times. Because of that, the appreciation of learning may be so 
limited. In such approach, the opportunity for innovation, or expansion is very low, 
or none. 

To illustrate, a block diagram of a given preliminary problem can be seen in the 
Fig. 1. The students will need to design a four-bit binary adder, an overflow detector, 
then use it to provide inputs to the second stage adder. Finally, they will need to 
design a BCD to seven-segment decoder. It is well known, that there are parts that 
students can buy such as the 74,283-adder chip, and the BCD to Seven-Segment 
7447 decoder chip, and discrete NAND gate chips for the overflow detection logic.

In such approach, not only the appreciation of learning may be limited, but also, 
the majority of time they spent was on none major tasks, (e.g. buying parts, wiring 
components, and so on). 

So, what we propose is this research is the use of FPGA technology instead. FPGA 
development tools with the board will allow the students to design and test various 
circuits (from simple to complex) in different courses.
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Fig. 1 Block diagram of the BCD circuit

Fig. 2 Schematic entry of a 1-bit Full adder 

To illustrate this further, a schematic entry of parts of the mentioned circuit can 
be inserted in a schematic editor such as that found in Quartus II package for the 
Intel FPGA as shown in Fig. 2. 

Once the students design one small part, they can assign input and output pins to 
specific board input pins (e.g. switches) and board output pins (e.g. LEDs). Then, 
they can simulate the design and verify its functionality. An example of simulation 
result of a two input XOR gate, which is used in the full adder circuit students have 
just designed is shown in Fig. 3.

It is worth mentioning that students will not need to go through any difficulty 
of buying any hardware, or checking the proper wiring. Wiring is actually done at 
the chip level (internally), and reconfigurations are done by the development tool. 
So, the student time can be directed to useful learning. Especially when what they 
will learn is what the industry is using in FPGA design. Eventually, students will 
appreciate the learning experience since it is via the state-of-the-art technology. 

It is known that a successful experience will lead to another. Instructors can 
demonstrate how students can avoid the frustration of spending too much time on 
trivial errors. In the example here, note that four 1-bit full adders, can be used to
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Fig. 3 Example of functional simulation

Fig. 4 The 4-bit adder circuit in schematic editor 

develop one 4-bit Adder as shown in Fig. 4. So, the students can learn (incrementally) 
how to use prior parts in designing bigger parts. 

The next step is the schematic entry of the overflow detection as shown in Fig. 5. 
But it is known that the BCD to seven-segment display circuit, has 4 inputs, 7 and 
outputs. So, it will be useful to students in this stage to design it using Hardware 
Description Language (e.g. Verilog HDL) to design such decoder. Figure 6 shows 
the code for such decoder.

Once all parts of the BCD Adder to seven-segment display are designed, they can 
be integrated as shown in Fig. 7. At this moment, the students can test the whole 
circuit via the use of on-board toggle switches and seven segments for the output in 
this illustration. Finally, Fig. 8 shows the result of providing A = 0110 or 6, B = 1000 
or 8, for the summation to yield 14 as shown on the two right most seven-segments.

Using the same example problem, the instructor may further challenge the students 
by requesting that the inputs come from a keyboard, and the outputs go to LCD 
instead. Thus, students will need to use microcontrollers to connect to such interfaces 
and so on. Also, for advanced courses, the same project can be extended to send the
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Fig. 5 BCD overflow detection circuit 

Fig. 6 Verilog HDL code for the BCD decoder

outputs to a network interface, thus using a web browser, and a microprocessor on 
the FPGA chip and so on. In those later experiences, students will need to learn 
other design entry methods such as Hardware Description Languages (HDL), such 
as Verilog or VHDL together with Schematic editors.
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Fig. 7 Integrating all parts to build full logic circuit 

Fig. 8 DE10-Standard FPGA board configured to BCD circuit. Inputs provided by toggle switches, 
and outputs displayed on Seven-segments, and overflow detection output on the green LED at the 
bottom right corner (leftmost 4 seven segments not used)
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Table 1 T-test analysis (done in Microsoft Excel) 

Pre-FPGA (59 students) Post-FPGA (same students who took 
the PRE-FPGA quiz, count 59) 

Mean 11.78 19.83 

Variance 24.80 14.63 

Hypothesized mean difference 0 

t Stat − 9.611680299 
P(T ≤ t) one-tail 6.59511E−14 

P(T ≤ t) two-tail 1.319022E−13 

3 Experiential Learning Preliminary Evaluation 
and Numerical Results 

To quantize the effectiveness of experiential learning, we’ve developed a prelim-
inary evaluation setup to test the hypothesis: Experiential learning in engineering 
education improves learners’ retention of knowledge, and provides better opportu-
nity of innovation and creativity. So, we conducted a test on same set of students 
(i.e., a small group of 59 students) and provided them with instruction about FPGA 
devices, their applications in logic design, and their internal structures. There were 
similar conceptual problems given to the same set of the students before and after 
this phase of the test. Then we used an opposite null hypothesis of: There was no 
difference in the students’ understanding of the logic design concepts before and 
after the exposure to given learning material. The T-test showed (via both the one-
tailed and the two-tailed test) that there is a significant statistical difference and the 
null-hypothesis failed. Table 1 shows the statistical details of the two-group (same) 
different mean T-test for preliminary evaluation. 

Null Hypothesis was that: The two methods are same, i.e. no difference between 
means. If the p-value is less than the significance level, the difference between means 
is statistically significant. Excel provides p-values for both one-tailed and two-tailed 
t-tests. One-tailed t-tests can detect differences between means in only one direction. 
For example, a one-tailed test might determine only whether Method B is greater 
than Method A. Two-tailed tests can detect differences in either direction—greater 
than or less than. 

4 Conclusions 

In this paper, the preliminary evaluation of the experiential learning pedagogy was 
performed.
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To evaluate Experiential learning, we perform numerical/experimental analysis 
of an existing FPGA board and proposed how it can be used in a step-by-step multi-
level undergraduate engineering education. Furthermore, a two-tailed T-test analysis 
statistically showed that there is a significant statistical difference in students’ under-
standing of logic design concepts comparing their answers to basic similar concepts, 
but different questions prior-to and after exposure to FPGA devices, their applica-
tions in logic design, and their internal structures. In this preliminary analysis, and 
since the null-hypothesis we made failed significantly, we stated that experiential is 
a promising alternative to enhance students’ learning. More analysis comparing the 
outcomes of experiential learning in logic-design-based courses is the subject of an 
on-going research project STDF#45945. 

The experiential learning method used can be applied on a global scale in any 
geographical area. A survey is done separately by the authors [24] comparing this 
method with other methods used in the engineering education. 

5 Recommendations 

Due to its favorable comparison results, experimental learning is recommended in the 
engineering education, in particular when hands on experiences are used in teaching 
the courses. 
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Analysis of the Time Multiplexed 
Sampling and a Proposed Prototype 
for Effective Heterogenous Data 
Acquisition Systems 

Omer Alkelany 

1 Introduction 

Data Acquisition systems are needed for almost all everyday systems we interact with. 
Multi-channel systems work with multitude of analog inputs. Typically, homogenous, 
i.e. a constant sampling period for all channels is used, due to the complexity of 
heterogenous sampling and data reconstruction. In our prior work, we presented 
a complex problem of Same-Time-Sampling conflict, for such heterogenous data 
acquisition systems, and presented a preliminary solution to avoid such conflict. This 
conflict, if happens, would cause failure of the schedule, thus lead to data loss, or 
data corruption. Most of the signals that are used in industrial control or automation 
are analog signals. But, analog signals cannot be used for digital instrumentation 
and control except after conversion to digital form. A plethora of Data Acquisition 
Systems (DAQs) are available today which vary in their number of input channels, 
sampling rate, and resolution. However, they inefficiently allocate ADC resources and 
generate redundant data when a set of heterogeneous signals, i.e. both low frequency 
and high frequency signals, is connected. In this thesis, we present a novel algorithm, 
namely the Heterogeneous Time-Multiplexed Sampling (HTMS) algorithm, which 
solves for a schedule pattern that allows a single multiplexed ADC to sample a 
heterogeneous set of input signals and enables (in many cases) each channel to have 
a different sampling rate. This reduces the amount of redundant (more samples taken 
than needed) data generated and increases the amount of hardware utilization which 
means that the same DAQ with HTMS can sample more input signals than one 
without HTMS. 

The algorithm presented targets the Sustainable Development Goals (SDGs), on 
industry-innovation and infrastructure. As will be shown, it improves the design
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quality of multi-channel data aquisition systems, which are widely used in the 
industry. 

1.1 Conventional Data Acquisition Systems 

In today’s world of technology, data acquisition is everywhere, to sample analog 
signals, process them, and present them in useful digital formats [1, 2]. The Nyquist-
Shannon sampling theorem states that a signal with maximum frequency component 
of f Hz, cannot be reconstructed unless the sampling frequency is at least 2f Hz [1]. In 
sophisticated bioinformatic heterogenous data acquisition system applications such 
as in [2–7], homogenous channels are not expected unlike most signal processing 
algorithms which make the assumption that samples of a signal are equally spaced. 

If it is desired to sample multiple signals simultaneously, it is possible to purchase 
multiple single-channel DAQs, but this is usually an expensive approach. Thus, a 
multi-channel DAQ can be used instead. Consequently, one DAQ can process the 
data for multiple channels at once, leading to a lower cost. 

General purpose multi-channel DAQs [3–7] on the market today make use of a 
simple sampling technique called Round-robin to time-multiplex the sampling of all 
connected signals. When using the Round-robin sampling technique, the minimum 
sampling frequency of any channel is limited by the minimum required sampling 
frequency of the highest frequency input signal. If the input signals contain a hetero-
geneous mix of both high frequency and low frequency signals, the low frequency 
signals are oversampled. This results in redundant data and uses up ADC resources 
that could be used to sample additional signals. 

1.2 Alternative Technologies 

Numerous alternative technologies can be found which aid in the alleviating some of 
the disadvantages of conventional DAQs [9–22]. Non-uniform sampling techniques 
exist that relax the uniform interval restriction. One such technique is called Weighted 
Periodic None-uniform Sampling (WPNS) [8]. Using two A/D converters, the WPNS 
can estimate the frequency spectrum of a signal that has a higher bandwidth than the 
A/D converters [8]. 

The Weighted Round-Robin (WRR) [9] algorithm cycles through a list of 
processes and allocates multiple blocks of time to each process for its continuous 
execution behavior based on its priority. Priorities can be translated into weights, 
where a high priority process can be given a higher weight. For example, if a process 
is given a weight of 30,000, it can get 30,000 consecutive blocks of time when 
assigned to a CPU. Thus, processes with higher weights get more CPU time and 
the algorithm is successful as long as the sum of the weights does not exceed the 
maximum number of time-blocks a CPU can serve per second.
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In this research paper, a novel sample scheduling algorithm, namely the Hetero-
geneous Time-Multiplexed Sampling (HTMS) algorithm, is proposed that optimizes 
the sample rate of each channel allowing (in many cases) each channel to be sampled 
at a different rate. HTMS increases the sampling capability of a DAQ with a single 
multiplexed ADC connected to a heterogeneous set of input signals by efficiently 
allocating ADC resources. A heterogeneous set of signals is a set in which the required 
sampling rates for each channel vary. HTMS also reduces the amount of redundant 
data acquired. Less redundant data leads to lower storage requirements, lower power 
usage, and less required CPU time. This is the key to the design of our novel HTMS 
based DQA, presented in brief in Fig. 1 [23]. 

A multi-channel standalone DAQ prototype implementing HTMS for quasi-
simultaneous time-multiplexed sampling of a heterogeneous set of up to 32 signals is 
presented. The prototype DAQ features a learning mode to automatically determine 
the sample frequencies of the connected signals. It can also be used in standalone 
mode to save data to an SD Card or in peripheral mode where data is sent to a host 
via an Ethernet interface. Tests are performed using the prototype DAQ and a hetero-
geneous set of input signals. A comparison is made between the prototype DAQ and 
two current commercial DAQs. Finally, problems with the prototype and possible 
solutions are presented along with future opportunities for further research.

Fig. 1 Illustration of a HTMS-based DAQ with multichannel heterogenous Data Acquisition and 
a single A/D converter, (biomedical analog input signals are presented as examples) 
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2 Proposed HTMS Algorithm and Design 

The purpose of HTMS is to optimally allocate ADC samples to multiplexed channels 
to maximize the number of signals that can be sampled with any given ADC and 
reduce the amount of redundant data required. Using HTMS to efficiently maximize 
ADC utilization can lower the cost for a DAQ compared to one using conventional 
scheduling methods by lowering the required ADC performance. 

Given a set of channels with desired sampling frequencies, each channel’s 
sampling rate is quantized (rounded) up to a factor of both the ADC’s sampling 
rate and all previously chosen sampling rates. The first channel to be quantized has 
the highest desired sampling rate and we continue in descending order until all chan-
nels are quantized. The minimum desired frequency is called the minimum frequency 
and the quantized frequency is called the chosen frequency. 

Next, the minimum schedule length is determined by finding the Least Common 
Multiple (LCM) of the quantized sample periods of all channels. 

Finally, each channel’s sampling pattern must be shifted to avoid STS events. This 
is done by letting the highest frequency channel have a shift of zero and assigning 
each consecutive channel the shift corresponding to the first open sample period with 
respect to previously assigned channels. Given that the sum of all chosen frequencies 
doesn’t exceed the maximum sample rate of the ADC, we will not have a CSP problem 
caused by incorrect shifts. 

The HTMS algorithm can run on-the-fly or can be used to generate a full schedule 
in advance. 

The more factors the ADC’s sampling frequency has, the more options the HTMS 
algorithm has when choosing a channel’s sampling frequency. The HTMS algorithm 
chooses the sampling frequency as the least factor of the ADC’s sampling frequency 
that is larger than the desired sampling frequency. 

A preliminary prototype is designed and tested to demonstrate the merits of the 
HTMS algorithm. Figure 2 demonstrates the block diagram of the designed prototype.

After initial examination of the proposed design, a printed circuit board was 
fabricated and examined. Figures 3 and 4 demonstrate the top and bottom view of 
the developed board.

3 Preliminary Assessment and Evaluation of the Prototype 
Design 

The more heterogeneous the input signal set is (the larger the difference between the 
minimum sampling frequencies of the channels in the set), the better the algorithm 
will perform at reducing redundant data and allocating ADC resources. 

Since each signal may require a different minimum sampling rate, an optimized 
sampling rate can be chosen for it.
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Fig. 2 HTMS based DAQ, block diagram

Fig. 3 HTMS based DAQ, top view
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Fig. 4 HTMS based DAQ, bottom view

The ability to execute an optimized sampling schedule means that sample periods 
of the ADC are not wasted on channels that don’t require them. This allows the 
quasi-simultaneous sampling of more signals than possible with a classic round-robin 
scheduling technique. 

Since each channel is sampled at a close to optimal rate, there is very little redun-
dant data. The output data size is optimized based on the sampling requirements of 
the input signal. This leads to reduced storage requirements and lower overall system 
cost. 

Because redundant data is reduced, less time is spent processing redundant data 
which yields lower power consumption. 

The HTMS algorithm generates a schedule that is repeatable. This yields the 
capability of continuous sampling for an arbitrary amount of time. 

However, the sum of all chosen frequencies must be less than or equal to the 
sampling frequency of the ADC. There is a case when the sum of the Nyquist rates 
of all channels is less than the ADC’s sampling rate but after quantization the sum 
of the chosen rates exceeds the ADC’s sampling rate. 

If the sampling frequency of the ADC has only a few factors then the quantization 
of desired sampling frequencies could result in less than optimal sampling. 

The chosen frequencies are not absolutely optimal. If the minimum frequency lies 
between two factors it will be rounded up. This will cause some oversampling but it 
is better than round-robin. Finally, the frequency spectrum of any given input signal 
is assumed to be constant. 

An input signal was acquired simultaneously on 5 different channels of the 
proposed HTMS based DAQ and the NI USB-6211 industrial counterpart at the
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Table 1 HDAQ and NI 
USB-6211 comparison 
(10 ms) 

Channel Sampling frequency (Hz) RMS (v) 

0 477,204 0.027782 

1 238,602 0.033302 

2 119,301 0.026714 

3 39,767 0.027038 

4 5681 0.029125 

Average 0.0287922 

same time. The signal was a 1 kHz sinusoid with 1.8 V peak-to-peak and a 1.15 V 
DC offset generated by a GW Instek GFG-8250A function generator. The NI USB-
6211 sampled the signal at 250 kSa/s. The HDAQ sampled the signal at the rates 
shown in Table  8.4. Due to frequency calibration error, only 10 ms of the signal 
is compared. For each channel, the DAQ data with the slower sampling rate is re-
sampled to match that of the DAQ with the higher sampling rate. Table 1 summarizes 
the results of this comparison by calculating the root-mean-square error between both 
captured signals. All 5 channels satisfy the minimum sampling rate required in [1]. It 
is worth mentioning that even though the proposed solution is capable of improving 
the quality of sampling, but excessive over sampling requires also excessive storage 
memory. 

To analyze the effect of excessive over sampling, let us assume that the 1 kHz 
signal, which has a minimum sampling frequency of 2000 samples per second 
according to [1], is excessively over sampled at 12 kHz. This yields 10,000 extra 
samples where 2000 may have sufficed (e.g. if the signal was a single tone sine 
wave). This is equivalent to 83.3% excessive data. So, it is not always wise to exces-
sively over sample all channels to guarantee ability of reconstruction of all inputs, 
particularly when inputs have different frequency characteristics. 

Consider a heterogenous set of inputs with frequencies equal to 1, 2, 3, and 8 kHz. 
An industrial counter part to the proposed DAQ will sample each input using at least 
16 kHz, generating lots of redundant data for lower frequency inputs. However, the 
HTMS based DAQ will create the following schedule as mentioned before to avoid 
the STS problem [23], and avoiding the redundant sampling (Table 2). 

Table 2 Generated schedule for the HTMS algorithm for a given set of inputs with heterogenous 
frequencies 

Channel Minimum sampling frequency (Hz) HTMS calculated sampling frequency (Hz) 

0 2 2 

1 4 4 

2 6 8 

3 16 16
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4 Conclusions 

In a heterogeneous environment, the novel HTMS algorithm presented in this thesis 
yields better sampling capability, less redundant data, lower data storage require-
ments, and less required ADC and CPU performance than other methods, leading to 
a lower overall system cost and improved efficiency. 

This paper demonstrated a detailed description of the proposed HTMS algorithm 
and a comparison to existing scheduling techniques. It also presented a prototype 
DAQ and used example cases of the algorithm in action. With a homogeneous set of 
input signals, we demonstrated that the HTMS based DAQ prototype is at least as 
capable as existing commercial DAQs with the same sampling rate. However, with 
a heterogeneous set of input signals, we show that the prototype DAQ’s sampling 
capability increases while existing commercial DAQs have fixed sampling capa-
bility. In addition, no extra hardware is needed. The prototype DAQ uses common 
components, many of which are already used with commercial DAQs. Preliminary 
quantitate comparisons show that the HTMS based DAQ is comparable to industrial 
counter parts in capturing the original analog input. Furthermore, it is shown that 
the HTMS based DAQ outperforms traditional DAQs because it avoids redundant 
sampling by solving the STM scheduling conflict [23] via the proposed algorithm. 
The algorithm presented and the protype design shown can be applied on a global 
scale in any geographical area. 

5 Recommendations 

Further assessments of the developed HTMS prototype will be conducted and 
presented in the future. It is desired to compare its total cost with the cost of traditional 
DAQs such as those in [24–26]. 
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A Comparative Study of Three Winding 
Configurations for Six-Phase Induction 
Motors 

Basant A. Kalas, Ahmed Refaat, Mahmoud Fawzi, 
and Ayman Samy Abdel-Khalik 

1 Introduction 

Higher efficiency electric motors can lead to significant reductions in energy 
consumption and in turn reduce the environmental impact. Therefore, the main-
stream of research nowadays is to replace conventional three-phase induction motors 
(3PIMs) with multi-phase induction motors (MPIMs) that possess a higher number 
of phases (m > 3). A six-phase induction motor (6PIM) refers to an induction motor 
(IM) with two sets of three-phase currents, which is essentially like connecting two 
3PIMs in parallel [1]. By using a single dual stator winding IM instead of two sepa-
rate 3PIMs, the cost is reduced, the power rating is increased, efficiency is increased, 
torque pulsation amplitude is reduced [2], reliability is improved with fault-tolerance 
capabilities [3–5], and low carbon emissions are obtained. 

One of the main criteria for raising the efficiency of motors is the use of specially 
treated materials for motor manufacturing as in [6]. These materials are designed to 
have desirable properties that reduce energy loss and increase the overall efficiency 
of the motor. For example, high-quality magnetic materials such as neodymium iron 
boron (NdFeB) and samarium cobalt (SmCo) can be used to create stronger and 
more efficient magnetic fields. These materials are known for their high magnetic
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strength, resistance to demagnetization, and thermal stability, all of which contribute 
to improved motor performance. Other materials that can be treated to enhance motor 
efficiency include copper, aluminum, and various types of steel. The manufactures 
aim to optimizing the composition and processing of these materials. Which in turn 
leads to reduction in the electrical resistance of motor components, minimize energy 
loss due to eddy currents, and increase the thermal conductivity of the motor. These 
factors all contribute to fewer carbon emissions, more efficiency, and higher reliable 
motors [7]. 

In addition to material treatments, the IMs efficiency can also be improved through 
careful design and engineering. This includes optimizing the size and shape of motor 
components, selecting appropriate winding configurations, and minimizing the use 
of materials that contribute to energy loss. A novel winding designs for the nine-
phase induction motors (9PIMs) have been evaluated in [2]. The authors have found 
that using the 9PIMs, the phase currents are substantially decreased compared to the 
3PIMs resulting in lower power losses and consequently higher motor efficiency. The 
optimal selection of the number and shape of the rotor bars has been suggested in [8, 
9] to improve the performance of the IMs. In [6], Joksimović et al. proposed a general 
formula for the optimal selection of the number of rotor bars in multiphase cage IMs 
which can be applied to any number of phases. The optimal selection of rotor bars 
can eliminate the current and torque ripples according to the proposed formula even 
if the rotor bars are not skewed. In [7], the authors introduced a comparative study 
of different rotor slot geometry including various shapes of slots as well as different 
materials of rotor bars (i.e., copper and aluminum cages) in order to acquire the 
optimal design geometry that can be considered as a guide for designers to satisfy 
any requirements of specific applications for utilizing the IMs. 

With the modern designs of the MPIMs, the attention to the requirement for inno-
vative control techniques in both current control [10, 11] and speed control [12] 
has emerged. However, these modern designs require complex control schemes that 
increase the complexity of the motor drive and raise its cost. This may constrain the 
best options in the majority of real-world applications to a limited range of phase 
numbers. On the one hand, machines with prime phase orders may have several 
appealing advantages over those with composite phase orders, but they require 
a custom converter design [13]. Nevertheless, stators with numerous three-phase 
winding designs can just use the commonly accessible, commercially available three-
phase power converters [14]. The extensive use of six-phase machines in several vital 
industrial fields was mostly due to this. 

As the complexity of the system and manufacturing costs grow with the number 
of phases increases and also because having more than six phases does not greatly 
enhance system efficiency, the 6PIMs are studied in this work. Different winding 
configurations of the 6PIMs have been proposed and developed in the previous 
literature [15–19]. The aim of this work is to provide a comparative study of three 
different winding configurations of the 6PIMs. These configurations are carried out 
on the Ansys Motor-Cad software program. Then, the models have been exported to 
ANSYS Maxwell software for validation and extract the simulation results.
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The structure of this paper is organized as follows: Sect. 1 presents the introduc-
tion, paper organization, and literature review. Section 2 presents the three different 
winding configurations for 6PIMs with winding structure and the phasor diagrams 
for each. Section 3 represents the modelling of the prototype motor calculating the 
motor main dimensions, stator slots and rotor bars dimensions. Section 4 simula-
tion results for the comparative study of the different configurations of the 6PIMs. 
Section 5 provides conclusion. 

2 MPIMs Winding Configurations 

MPIMs contain a certain number of phases chosen according to the application for 
which they are designed. If this number of phases is a multiple of the number three, 
each three-phase winding is identified by the term “set”. Therefore, the IMs which 
have two or more sets of three-phase winding are called multi-three-phase-induction 
motors (M-3PIMs). In this work, 6-PIMs which have two sets of three-phase winding 
are chosen for the modeling. The three different winding configurations of 6PIMs 
are identified according to the phase displacement between the two winding sets. 

Figure 1 presents three different winding configurations of the 6PIMs which indi-
cate the phase shift between the three-phase winding sets. The phase displacement 
between the two winding sets determines the 6PIM configuration type. If the phase 
displacement between two consecutive sets of windings is (2π/m), then they can be 
arranged symmetrically. In the case of symmetrical six-phase induction machines 
(S-6PIMs), the two sets of three-phase windings can be positioned 60° apart from 
each other, as shown in Fig. 1a. This arrangement ensures that the phase displace-
ment within each set of three-phase windings remains constant at 120° electrical. 
For asymmetrical configuration, π/m represents the phase displacement between the 
two sets of three-phase windings. In the case of asymmetrical six-phase induction 
machines (A-6PIMs), they are displaced by 30° between the phase winding and 120° 
between the phases in one set as shown in Fig. 1b. [2]. If the phase displacement 
between two sets of the phase winding is 0°, it can be called double three-phase 
induction motors (D-3PIMs) as depicted in Fig. 1c.

There are three main steps for designing AC windings. Firstly, allocating coils to 
the specific phases in the stator slots. If the slots have one side of the coil, in this 
case, the motor has a single-layer stator winding. On the other hand, if the slots have 
two sides of two different coils, subsequently, the motor has a double-layer stator 
winding. Secondly, for each phase, specify the direction of currents in coil sides and 
coil connections according to the types of winding (e.g., lap, wave, or concentric). 
The last step is to calculate the number of turns per coil and the size of the conductor.
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Fig. 1 Phasor diagrams of three different winding layouts for six phase induction motor: a S-6PIMs. 
b A-6PIMs. c D-3PIMs

Most practical 6PIMs use a 12-slot/pole pair stator or one of its multiples to 
implement the standard double-layer winding distribution by dividing the 60° phase 
belt of a conventional three-phase winding into two halves. A typical winding pitch 
of 5/6 is employed to guarantee a high-quality flux distribution and reduce the stator 
leakage inductance. In this work, the motor under investigation is a 4-pole, 6-phase 
having 24 stator slots. A double-layer machine with a short pitch winding of 5/6 coil 
span is utilized. Figures 2, 3 and 4 represent the winding distribution in the slots for 
the three winding configurations including linear and radial patterns. 

Fig. 2 The S-6PIM winding configuration: a linear pattern, b radial pattern
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Ph1 Ph4 Ph2   Ph5     Ph3 Ph6 

(a) (b) 

Fig. 3 The A-6PIM winding configuration: a linear pattern, b radial pattern 

Ph1 Ph2                   Ph3 Ph4 Ph5 Ph6 

(a) (b) 

Fig. 4 The D-3PIM winding configuration: a linear pattern, b radial pattern 

3 Modeling of 6PIMs 

During the design process of a motor, various factors such as stator and rotor diame-
ters, number of slots, length of the iron core, dimensions of the stator and rotor slots, 
winding, size of the IM, and type of material need to be taken into consideration. 
Generally, a larger diameter motor generates higher torque while producing lower 
speed, whereas a smaller diameter motor produces higher speed but lower torque. As 
the flux density increases, the motor size decreases. However, if the flux density goes 
beyond the rated value, the magnetic core gets saturated, and the resulting heat can 
cause motor failure. Moreover, higher flux density leads to a smaller motor diameter, 
which in turn requires careful consideration of cooling-related factors when choosing 
the diameter. To ensure the motor meets operational temperature limits, it may need 
to be extended. Therefore, the operating temperature, wire size, torque, and speed 
must be balanced to compromise the motor’s diameter and length. The application 
type also has a significant impact on the design of the motor [6].
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The following crucial formulas are applied to design excellent MPIM models. 
The subsequent section provides a comprehensive evaluation and computation of the 
primary dimensions for the stator, including the inner and outer diameter, the length 
of the core, and the dimensions of the slots for both the stator and rotor. 

Input power in kVA in general form for MPIM is: 

Si = mV ph Iph10
−3 (1) 

where m denotes the total No. of phases, V ph denotes the phase voltage, and Iph 
denotes the phase current. 

Vph = 4.44 f φkwNph (2) 

where f is frequency, φ denotes the flux per pole, kw denotes the winding factor, 
and Nph denotes the No. of conductors per phase. 

The frequency can be calculated as the follows: 

f = nsn p/2 (3)  

where nsn is synchronous speed in rps and p is number of poles. 
Hence, Eq. 1 becomes, 

Si = m(4.44 ×
(
nsn 

p 

2

)
× (φkwNph) × Iph × 10−3 (4) 

Equation (4) can be rewritten as follows, 

Si = 1.11 × (φp) × (2mIph Nph) × kwnsn (5) 

The term φp indicates to the magnetic loading of IM and for AC machines. Also, 
the magnetic loading is equal to π DL  Bav, where D is the stator inner diameter, 
L is the motor core length, and Bav is specific magnetic loading. While the term 
2mIph Nph indicates to the total electric loading for IM, also total electrical loading 
for AC machines can be calculated as (πD × ac), where ac is specific electrical 
loading, this can lead to rearranging the Eq. (5) to be as follows, 

Si = 1.11 × π 2 Bav ac kw nsn D2 L × 10−3 (6) 

Therefore, the input power depends on majorly the stator geometry dimensions 
D and L.
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The next formulas give the dimensions of the stator slot. If the number of conduc-
tors per slot is known, the stator slot’s approximate area can be calculated. The ratio 
of the copper area of the slot to the slot fill factor is used to calculate stator slot’s 
area [20]. 

Ass = AconN cst 
k f  f  

and Acon = Si 
6 × Vph Js 

and Ncst  = 2 × Nph 

pq 
(7) 

where Acon denotes the stator conductor cross section area, Nst  denotes the number 
of conductors per stator slot, k f  f  denotes the slot fill factor, and Js denotes the current 
density passing through the stator slot conductors. 

The depth of the stator core is the solid area below the slots sector. Half of the 
flux per pole flows via the stator core, 

φsc = 1/2φ (8) 

where φsc is the stator core magnetic flux. 
Area of stator core is estimated as follows, 

Asc = φ/2Bsc = Ldsc (9) 

dsc  = φ 
2 × BscL (10) 

where dsc  is minimum stator core depth that acquires maximum core flux density 
Bsc. 

The Stator slot depth (dss) is obtained in terms of outer stator diameter (Do), 
inner stator diameter (D), and the slot core depth (dsc). 

dss  = 1 
2 
× (Do − D − dsc) (11) 

The tooth width should be greater than the minimum acceptable width (wst) to  
prevent the occurrence of tooth saturation [6]. 

wst  = π D 
Nss  

× Bg 

Bst  k  f  l  
(12) 

where Bg and Bst  are the air gap flux density and maximum of stator slot flux 
density, respectively. Nss  is the number of stator slots and k f  l  is the influence of 
lamination thickness factor. 

In the following formulas, the geometry dimensions of rotor bars are discussed. 
The rotor diameter (Dr ) is obtained as follows, 

Dr = D − 2lg (13)
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where lg  is the air gap length. For calculating the appropriate value of the cross-
sectional area of the rotor bars, the proper value of the rotor bar current density is 
chosen. 

Arb = I rb/Jrb  = 2m K  rs  Nph K w I rat  
Nrb  Jrb  

(14) 

where Krs  is the constant MMF ratio of the rotor to stator, Jrb  is the rotor bar 
current density, and I rb  and I rat  are the nominal values for rotor bars current and 
stator winding current, respectively. 

The minimum width of the rotor bar is given as follows, 

wrb  = π Dor 

Nrb  
× Bg 

Brb k f  l  
(15) 

where Dor is the rotor bore diameter, Brb is the maximum of rotor bar flux density, 
and Nrb  is the number of rotor bars. 

4 Simulation Results and Discussions 

This research employs Ansys-Motor-Cad to create and simulate an initial design 
for the motor because it is user-friendly and straightforward. The resulting model is 
subsequently validated and analyzed using ANSYS Maxwell. Table 1 lists the speci-
fications of the 6PIM design, while Table 2 shows the stator’s geometry dimensions. 
Table 3 lists the dimensions of the rotor (squirrel cage rotor). Based on the earlier 
mathematical modeling, Fig. 5 depicts the resultant model. 

Figure 5 illustrates the mechanical dimensions of the induction motor’s stator 
and rotor in their preliminary design which includes the stator and rotor slot shapes, 
and the data from Tables 1, 2 and 3 have been utilized to complete an initial design

Table 1 Specification of the utilized IM 

Parameter Value 

Power rating 1 kW  

Voltage (max) 150 V 

Current (max) 4 A  

Poles 4 

Speed 1400 rpm 

Frequency 50 Hz 

Motor length 220 mm 

Number of turns per slot 100 

Number of layers 2
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Table 2 The stator geometry dimensions 

Parameter Value 

Number of stator slots 24 

Stator skew angle 15° 

Rotor lamination length 80 mm 

stator lamination outer diameter 135 mm 

Stator bore diameter 69 mm 

Slot type Parallel teeth 

Tooth width 6 mm  

Slot depth (bore to slot bottom) 20 mm 

Base slot corner radius 0 

Tooth dip length (depth of slot opening from bore to tooth taper region) 1 mm  

Slot opening 1.5 mm 

Table 3 The rotor geometry 
dimensions Parameter Value 

Number of rotor bars 28 

Stator skew angle 0° 

Rotor lamination length 80 mm 

Rotor lamination outer diameter 68 mm 

Shaft diameter 22 mm 

Slot type Parallel tooth pear 

Bar opening 1.0 mm 

Bar opening depth 0.7 mm 

Rotor lamination tooth width 2.7 mm 

Bar depth 15 mm 

Air gap 0.5 mm

of the six-phase induction motor, using ANSYS Moror-Cad software. The winding 
architectures shown in Figs. 2, 3 and 4 describe the layout of winding distribution 
in stator slots for S-6PIM, A-6PIM, and D-3PIM, respectively. The ANSYS Moror-
Cad environment is employed to produce a prototype model of the 6PIM types under 
investigation. Then, the model is exported to the ANSYS Maxwell software to acquire 
the simulation results.
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Fig. 5 Preliminary model of 
IM using ANSYS 
Motor-Cad software

The best numerical technique used for electrical machine simulation is finite 
element analysis (FEA). Results from this technique may be quite accurate and 
closely resemble those from experiments. Therefore, Ansys Maxwell (FEA software 
tool) is utilized for the validation and simulation results of three models of the 6PIMs. 
Three machine models with various winding layouts are compared. The windings 
are supplied by voltage excitation taking into consideration the eddy current effect. 
The FEA model is shown in Fig. 6. It should be noticed that the three considered 
models have the same parameters and specifications. 

Fig. 6 FEA model of 
(6PIMs) via ANSYS 
Maxwell platform
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Figure 6 illustrates the FEA 6PIMs model using the ANSYS Maxwell platform. 
Figures 7, 8 and 9 show the induced torque and the phase currents waveforms as a 
function of time for the S-6PIMs, A-6PIMs, and D-3PIMs, respectively. It is clear 
from the figures that the rms current drawn in the case of A-6PIMs is less than the 
other two configurations. Consequently, the A-6PIM model has the lowest stator 
copper losses among the three winding layouts as illustrated in Table 4. According 
to the Torque-time graphs, the A-6PIMs starting torque can approximately reach 10 
Nm which is higher than the starting torque produced by the S-6PIMs and D-3PIMs. 

A comparative study is conducted for the three 6PIMs configurations including the 
RMS current, average torque, output power, input power, and efficiency as depicted 
in Figs. 10, 11, 12, 13 and 14. A comparison between the performance of the three 
different configurations of the 6PIMs at a nominal speed point is shown in Table 4. 
As can be observed from the figures, the output power of the A-6PIM is less than 
the two other configurations. However, the RMS current and the input power of A-
6PIMs are also lower than the others. In addition, the A-6PIM possesses the lowest 
core and stator copper loss of almost 9.11 W and 235.25 W, respectively. As a result, 
the A-6PIM has the highest efficiency of about 81.41% compared to 76.35% and 
76.9% for the S-6PIM and D-3PIM, respectively. This implies that the efficiency of

Fig. 7 The ANSYS Maxwell results for the S-6PIM: a the induced torque and b the phase currents
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Fig. 8 The ANSYS Maxwell results for the A-6PIM: a the induced torque and b the phase currents

the IM is inversely proportional to the losses, based on the output results. And it also 
turns out that the S-6PIM and the D-3PIM have convergent performance in general 
conditions.
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Fig. 9 The ANSYS Maxwell results for the D-3PIM: a the induced torque and b the phase currents 

Table 4 Comparison 
between the performance of 
the three different 
configurations of the 6PIMs 
at a nominal speed point 

Quantity S-6PIM A-6PIM D-3PIMs 

RMS current (A) 3.735 3.355 3.568 

Output power (W) 970.34 932.86 974.14 

Input power (VA) 1530.44 1441.37 1525.44 

Average torque (Nm) 6.77 6.5 6.79 

Efficiency % 76.35 81.41 76.9 

Core loss (W) 9.8257 9.11 9.8093 

Stator copper loss (W) 269.74 235.25 269.74
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Fig. 10 FEA comparative 
current-speed characteristics 
for the three configurations 
of the 6PIMs 
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Fig. 11 FEA comparative 
Torque-speed characteristics 
for the three configurations 
of the 6PIMs
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Fig. 12 FEA comparative 
output power-speed 
characteristics for the three 
configurations of the 6PIMs 

Fig. 13 FEA comparative 
input power-speed 
characteristics for the three 
configurations of the 6PIMs
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Fig. 14 FEA comparative 
efficiency of the three 
configurations of the 6PIMs 

5 Conclusion 

Continuous research that keeps pace with modern and innovative requirements in 
designing and controlling motors endeavors to utilize energy efficiently and save 
the environment from carbon emissions. ANSYS Maxwell software is a valuable 
tool in this pursuit, as it employs FEA to precisely simulate electrical machines, 
and produces results that are comparable to experimental data, thus increasing the 
efficiency of motor manufacturing. In this work, the 6PIMs are chosen for increasing 
motor efficiency compared to the traditional 3PIMs, and the ANSYS Maxwell is used 
to simulate and evaluate the 6PIMs with different types of winding configurations 
using the same parameters. A comparison among the three different configurations 
of 6PIMs is conducted in order to show the best performance among them. The 
results demonstrate that the A-6PIM has the highest efficiency of almost 81.41% with 
the lowest core and stator copper loss of about 9.11 W and 235.25 W, respectively. 
Thus, employing the A-6PIMs configuration shows potential in industrial and traction 
applications as a means to improve the performance of AC motors while also reducing 
carbon emissions. Consequently, future work will consider the optimal design of the 
number of rotor bars for the A-6PIMs in order to obtain more efficient performance 
for industrial and traction applications.
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Materials Selection and Performance 
of Fiber-Reinforced Plastic Poles 

M. Bassyouni, Yasser Elhenawy, Yuliya Kulikova, Olga Babich, 
and Medhat A. El-Hadek 

1 Introduction 

Fiber reinforced plastics (FRP) light poles have become increasingly popular in 
outdoor lighting applications due to their lightweight, corrosion resistance, and high 
strength-to-weight ratio [1, 2]. Fiber reinforced plastics light poles are commonly 
used in areas with harsh environmental conditions, such as coastal regions, where
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conventional metal poles are prone to corrosion [3, 4]. However, like any other mate-
rial, FRP light poles can fail under certain conditions, which can pose a significant 
safety risk to the public and property [5, 6]. Therefore, it is essential to conduct a 
failure analysis of FRP light poles to ensure their safety and reliability [7, 8]. 

Fiber reinforced plastics (FRP) light poles are commonly used in outdoor lighting 
applications due to their lightweight, corrosion resistance, and high strength-to-
weight ratio [9, 10]. However, like any other material, FRP light poles can fail 
under certain conditions [11, 12]. Here are some potential reasons for FRP light pole 
failure and their possible solutions (i) Overloading: Overloading of the light pole 
can cause it to fail. The load on the pole can come from various sources such as 
wind, ice, snow, or equipment mounted on the pole. The pole should be designed 
to withstand the maximum expected load in the area where it will be installed. The 
pole should also be periodically inspected to ensure that it is not overloaded [13, 
14]. (ii) Impact damage: The light pole can also fail due to impact damage from a 
vehicle, equipment, or other objects. Solution: The pole should be designed with 
enough strength to resist impact damage. If the pole is damaged, it should be imme-
diately replaced or repaired [15, 16]. (iii) Material degradation: The material used to 
make the pole can degrade over time due to exposure to UV radiation, moisture, and 
other environmental factors. The pole should be made from high-quality materials 
that are resistant to degradation. The pole should also be coated with a UV-resistant 
finish to protect it from the sun’s rays [16, 17]. (iv) Manufacturing defects: Manu-
facturing defects such as voids, delaminations, and inconsistent fiber orientation can 
weaken the pole and cause it to fail. The pole should be manufactured using quality 
control measures to ensure that it is free of defects. The manufacturer should also 
conduct regular testing to ensure that the poles meet the required strength and quality 
standards [18, 19]. (v) Improper installation: Improper installation of the pole can 
also lead to failure [20, 21]. The pole should be installed according to the manu-
facturer’s guidelines. The installation should be done by trained professionals who 
have experience in installing FRP poles [22, 23]. There are several standards which 
manufacutrers can used for fiber-reinforced plastics (FRP) testing ASTM D3754— 
standard specification for Fiberglass (Glass-Fiber-Reinforced Thermosetting-Resin) 
Sewer and Indusrial Pressure Pipe—This standard provides criteria for the manufac-
ture of glass fiber pipe, which may be applicable to the manufacture of light poles 
made from FRP. ASTM D638—standard test method for mechanical testing. This 
standard provides a method for determining the tensile strength and other mechanical 
properties of polymers and FRPs. ASTM D790—standard test Methods for flexural 
properties of FRPs and electrical properties. This standard provides a method for 
determining the flexural properties of FRP materials. AASHTO standard specifica-
tion for structural supports for highway signs, Luminaires, and traffic signals. This 
standard provides standards for the design and manufacture of structural supports 
for highway signs, luminaires, and traffic signals. ISO 10406-1—Fiber-reinforced 
plastic composites—to determine tensile properties—Part 1: General principles— 
this International Organization for Standardization (ISO) standard provides general 
principles for measuring the tensile properties of FRP materials, which may be useful 
for evaluating the strength of light poles made from FRP.
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Fiber reinforced plastics (FRPs) offer lightweight and high-strength properties, 
making them suitable for innovative applications in construction. This promotes the 
development of sustainable infrastructure and encourages technological advance-
ments (SDG 9). This can lead to energy-efficient structures and improved urban 
planning, contributing to the goal of creating sustainable cities and communities 
(SDG 11). They are known for their durability, corrosion resistance, and low main-
tenance requirements. These properties can extend the lifespan of products, reduce 
material waste, and minimize the need for frequent replacements, aligning with the 
principles of responsible consumption and production (SDG 12). 

The objective of this study is to provide an overview of failure analysis of FRPs 
light poles, including the materials used, characterization techniques, common failure 
modes, and causes of failure. 

2 Materials 

Fiber reinforced plastics (FRPs) light poles are made by reinforcing a polymer matrix 
with high-strength fibers. The polymer matrix can be made from various resins, such 
as polyester, vinyl ester, or epoxy, while the fibers can be made from materials such 
as glass, carbon, or aramid. 

The selection of the matrix and fiber materials depends on various factors such 
as the environmental exposure, mechanical properties required, and the manufac-
turing process used. For example, polyester resin is often used for low-cost applica-
tions due to its lower mechanical strength and stiffness compared to epoxy resins. 
In contrast, epoxy resins are preferred for high-performance applications due to 
their high strength, stiffness, and excellent resistance to moisture and chemical 
degradation. 

The fiber reinforcement also plays a crucial role in determining the mechanical 
properties of the FRPs light poles. Glass fibers are commonly used due to their low 
cost, high strength, and stiffness, while carbon fibers are used for high-performance 
applications where weight reduction is critical (Fig. 1). Aramid fibers are used in 
applications that require impact resistance and high energy absorption. 

In summary, the selection of materials for FRPs light poles must take into consid-
eration the intended use, environmental conditions, and mechanical requirements.

3 Characterization 

To evaluate the mechanical properties and potential failure modes of FRPs light 
poles, a range of characterization techniques was employed. Materials testing tech-
niques, such as dynamic mechanical analysis (DMA), Fourier transform infrared 
spectroscopy (FTIR), and thermogravimetric analysis were utilized to evaluate the 
chemical and physical properties of the polyester and glass and natural fibers as
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Fiber 
reinforced 
plastics 

Fig. 1 Light poles made of FRPs

shown in Fig. 2. Dynamic mechanical analysis measures the viscoelastic properties 
of the polyester composites [24, 25] 

Fig. 2 Methodology of light pole failure characterization and analysis
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4 Results and Discussion 

4.1 Dynamic Mechanical Analysis 

In DMA analysis, the FRPs were subjected to a sinusoidal deformation, and the 
resulting stress and strain were tested as a function of temperature and frequency. 
The analysis typically involved measuring the storage modulus (E’), which reflects 
the material’s ability to store energy elastically, and the loss modulus (E"), which 
refers to the ability to dissipate energy viscoelastically. Tan (d) is the ratio of E"/ 
E’ which is known as the damping factor or tan delta, which is an indication of the 
material’s ability to absorb energy [26–29]. The glass transition temperature (Tg) 
can be defined through onset of storage modulus curve, peak temperature of loss 
modulus or peak temperature of tan delta. Storage modulus onset is usually the most 
low value and peak temperature tan (d)—the most high. This information can be 
used to optimize the design and performance of GFRP using polyester for light pole 
applications. Figure 3 shows that the glass transition temperature is 76.2 °C according 
to the loss modulus. 

Fig. 3 DMA of FRPs
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Fig. 4 FTIR of FRPs 

4.2 Chemical Analysis 

Figure 4 shows the FTI-IR analysis of FRPs of light pole composite material. The 
band at 1735 cm−1 corresponds to the stretching vibrations of C–O in ester or carbonyl 
group. The bands around 1100 cm−1 are arise due to stretching vibrations of C– 
O and Si–O, which might indicate the presence of polyethyl and/or a silane. The 
band at 426 cm−1 also show the presence of Si–O–Si bond which confirms the 
presence of silane. The silane used is expected to be N (beta-aminoethyl) gamma 
aminopropyltrimethoxy-silane. It is also found that feldspar (K2OAl2O3.6SiO2) is  
used as a filler material which is confirmed by the resemblance of strong peak of 
spectra at 1000 cm−1. Presence of cellulose is detected which is assumed to be the 
presence of natural fibres in the composite. 

4.3 Thermal Stability 

The thermal stability of FRPs can be determined using the thermogravimetric anal-
ysis (TGA). Fiber reinforced plastic sample was heated in a controlled environment 
from room temperature to 900 °C. The weight loss of the material was measured as a 
function of temperature. The analysis typically involved measuring the onset temper-
ature of decomposition, the temperature at which the maximum rate of decomposition 
occured, and the residual weight of the material after heating to certain temperature. 

For FRP, TGA analysis can reveal the effect of temperature on thermal stability 
and degradation behavior of FRPs, which indicated the temperature at which the 
FRPs started to degrade, and the residual weight of the material after heating, which 
reflected the thermal stability of the polyester and the glass fiber and natural fiber.
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Fig. 5 TGA of FRPs  

Figure 5 shows two major peaks. The first peak was found at 220 °C which indicated 
the degradation of natural fiber. The second peak was determined at 400 °C which 
was assigned to polyester. The weight % remaining was 40% wt./wt. which referred 
to the glass fiber contents in the FRPs sample. 

This information can be used to optimize the design and performance of FRPs for 
light pole application where the FRPs are subjected to sun light and thermal stresses. 

4.4 Mechanical Analysis 

The effect of glass fiber loading on the yield strength and Young’s modulus of 
polyester is shown in Fig. 6. It was found that the yield strength of polyester increased 
from 90 to 400 MPa with increasing GF loading from 10 v to 70% v/v. Modulus of 
elasticity of polyester improved significantly to 17 GPa as a result of increasing GF 
loading to 70% v/v.



694 M. Bassyouni et al.

Fig. 6 Mechanical properties of fiber reinforced polyester 

5 Conclusion 

In conclusion, FRPs light poles are made by reinforcing a polymer matrix with high-
strength fibers, and the selection of materials depends on various factors such as 
environmental exposure and mechanical requirements. To evaluate the mechanical 
properties and potential failure modes of FRP light poles, a range of characterization 
techniques were employed including dynamic mechanical analysis (DMA), FTIR, 
and TGA. Dynamic mechanical analysis was a valuable technique in the character-
ization of FRP light poles, providing information on the viscoelastic properties of 
the material and potential failure modes and glass transition temperature. Through 
comprehensive characterzation and failure analysis, it was possible to identify poten-
tial design and manufacturing improvements to increase the safety and reliability of 
FRPs light poles. 

6 Recommendation 

It is important to enhance the interfacial bonding between the polyester and glass 
fibers. This can be achieved by using compatible coupling agents or surface treat-
ments to improve the adhesion between the fibers and the matrix. This study indi-
cated that glass fiber-PE composites are suitable for light pole manufacture based 
on material index and wind load with a safety factor of 4. It is important to continue 
exploring and optimizing the material selection process to ensure the chosen materials 
have the required mechanical properties, durability, and resistance to environmental 
conditions.
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Optimal Design of Container Ships 
Geometry Based on Artificial Intelligence 
Techniques to Reduce Greenhouse Gases 
Emissions 

Hussien M. Hassan, Mohamed M. Elsakka, Ahmed Refaat, Ahmed E. Amer, 
and Rawya Y. Rizk 

1 Introduction 

Several marine regulations and rules are incentivized to increase the ship’s energy 
efficiency through ship hull enhancements in the design stage and reduce CO2 emis-
sions in operation. Hence, mandatory compliance for new and existing ship designs 
with the Energy Efficiency Design Index (EEDI) is required to achieve sustainability 
[1]. Broadly speaking, the EEDI is estimated based on the amount of CO2 emissions 
due to the transport of the cargo through the ship trip. Therefore, the EEDI legisla-
tion obliges ship designers to design their models in a way that achieves the least 
total resistance possible. Ship designers have many tools to test their new models and 
predict the total ship resistance by empirical regression method, Computational Fluid 
Dynamics (CFD), and Artificial Intelligence (AI) [2]. Today, the latter (AI) tool is 
expected to become the most widely used in the creation of optimal 3D ship models
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that comply with EEDI regulations. In addition, the AI uses a prominent design tool 
to mimic and simulate the human brain called an Artificial Neural Network (ANN). 
Clausen et al. [3] is the first researcher that used the ANN for the determination of 
the main dimensions of the container ships model [3]. 

In 2005, Mason et al. [4] used various types of ANN to calculate the total resistance 
of the ship model. The study was created to illustrate the effect of the hidden layers 
number on the results. The ANN architecture was established with a range of hidden 
layers between 1 and 4 with 4 inputs and one output. It was shown that the optimum 
number is one hidden layer to reach minimum error. In 2009, Ortigosa et al. [5] applied 
the ANN technique for calculating the total hull resistance coefficient. They chose the 
Broyden algorithm to train the data with a sigmoidal function as a transfer function 
with one hidden layer. It was illustrated that the optimal ANN architecture was 5 
inputs and 2 outputs through 9 hidden neuron layers. The ANN output was compared 
with the statistical Holtrop’s method for estimating the total hull resistance. In 2014, 
Arslan et al. [6] used data from seven different tankers. The ANN architecture was 
created through MATLAB NNTool code for 6-inputs and one output. The input data 
were draft, ship speed, the number of main engine revolutions (rpm), sea state, the 
quantity of cargo, and fuel consumption as output. The ANN was constructed for 
3646 samples of the dataset with 70% for training and 30% for validation. The type 
of ANN used was a Feed-Forward ANN (FFANN) with one hidden layer. 

Gurgen et al. [7] applied the ANN model to predict the main principal dimen-
sions of the chemical tanker. The inputs were deadweight and ship’s speed of 100 
tanker models, and they were trained through a Backpropagation learning algorithm. 
Cepowski et al. [8] used the ANN to develop the main dimensions of container models 
based on the number of containers and ship velocity as inputs. Also, the output ANN 
results were compared to the Multiple Nonlinear Regression (MNLR) results. It is 
illustrated that the ANN results were more accurate than the MNLR. Yang et al. [9] 
used the Radial Basis Function Neural Network (RBFNN) to predict the resistance of 
a container ship at different drafts. Abramowski [10] used artificial neural networks 
for the optimization of the cargo ship model and recommended a mathematical arti-
ficial model for predication effective power. Mosaad et al. [11] used a FFANN to 
predict the total resistance in a calm and regular wave of the combatant DTMB 5415 
model. Ekinci et al. [12] applied about 18 computational intelligence methods to 
estimate the main design parameters of tanker ships and recommended that the use 
of artificial neural networks offers perfect results. The CFD simulations have been 
successfully utilized in thousands of fluid flow systems. Furthermore, CFD has been 
utilized along with several optimization techniques for the optimal design of fluid 
flow systems [13–23]. Furthermore, there is an increasing research interest in the 
implementation of AI and machine learning [24–30]. This paper aims to incorporate 
CFD and ANN-based AI in the development of a Graphical User Interface (GUI) 
software to draw the optimum 3D container model at a specified speed automatically. 

The structure of the paper is as follows: Sect. 2 shows the main particular of 
chosen KCS container model with a 3D geometrical model. Section 3 presents the 
generating database based on the permutation matrix of different models’ lengths, 
breadth, and drafts of the KCS model. Section 4 illustrates the different data of total
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Fig. 1 A schematic diagram of the workflow of this study 

KCS model resistance at each permutation case. Section 5 provides the details of 
the artificial neural architecture and its components. Section 6 shows the results of 
training the data to produce the General Predictive Smart Model (GPSM). Section 7 
illustrates the use of the GPSM to create desktop software for automatic estimation 
of the total resistance of the KCS model and its 3D geometrical model, while in 
Sect. 8 the conclusions are established. Figure 1 shows the sequential steps of this 
paper. 

2 Ship Features 

In this study, The Korea Research Institute of Ships and Ocean (KRISO) Container 
Ship (KCS) model is selected for generating the resistance data with different model 
dimensions with different speed cases in calm water [31]. The KCS model is consid-
ered a benchmark test case that is used widely with the ship hydrodynamic scientific 
community for experimental tests and CFD validation. The hull represents a modern 
commercial container model with a bulbous bow and flare fore above the load water-
line without a rudder. The original KCS 3D geometry model is illustrated in Fig. 2 
and the main dimensions are presented in Table 1.
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Fig. 2 3D geometry of KCS 
container hull 

Table 1 Main principal 
dimensions Main particulars Value Unit 

Length between perpendicular (Lbp) 7.2789 m 

Breadth (B) 1.019 m 

Depth (D) 0.6013 m 

Draft (T) 0.3418 m 

Displacement (Δ) 1.649 ton 

Wetted surface area (S) 9.4379 m2 

Block coefficient (CB) 0.6505 – 

3 Database Features for Neural Network Training 

The aim of this section is to create different 3D geometrical models based on changing 
the original KCS model’s dimensions and loading conditions. The created models 
result from changing the original length of the KCS model with its breadth and draft 
to produce three different groups (A), (B), and (C). The group (A) produced with 
the original KCS model length (i.e., 100%Lbp) with the different breadth 100B, 
75B, and 50%B. Also, group (A) includes the changes of the draft as 100T, 75T, 
and 50%T. Group (B) focuses on generating the models at 75%Lbp with a range of 
breadth and draft. The breadth is varied as 100B, 75B, and 50%B. Also, the draft is 
varied as 100T, 75T, and 50%T. Group (C) has 50% Lbp with a change in the breadth 
by 100%B, 75B, and 50%B with permutation changes of the draft including 100T, 
75T, and 50%T. The percentage of change in the KCS’s model length is to be 75 
and 50% of the original length. The original mode (i.e., 100%Lbp). Figure 3 shows 
the change of the original length parameter for the KCS model at different breadth 
and draft. Figure 4 shows the change of the original breadth parameter for the KCS 
model at 100B, 75B, and 50%B. Figure 5 shows the permutation matrix of different 
change parameters (Lbp, B, and T) with the total resistance coefficient (CT) as a 
target.

4 Data Generation 

This section illustrates the data of total resistance coefficient (CT) estimation for 
the various modified 3D KCS models by using Holtrop and Mennen’s method. This 
method was created by Netherlands Ship Model Basin based on the multi-regression 
statistical analysis. The estimation is carried out considering the calm water state and
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100%Lbp 

75%Lbp 

50%Lbp 

Fig. 3 The change of the length parameter for the KCS model 

Fig. 4 The change of the 
breadth parameter for the 
KCS model 

100%B 

75%B 

50%B 

Fig. 5 The permutation matrix of different change parameters
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Fig. 6 Total resistance coefficient versus Froude number of group (A) 

at different speed ranges based on the Froude number definition (Fn). The tests are 
carried out at Fn = 0.25 to 0.4 with 0.05 intervals. The total resistance coefficient is 
generally determined as: 

CT = RT 

0.5 × ρ × S × V 2 
(1) 

where RT is the total resistance, 
S is the wetted surface area as defined in Table 1, 
V is the KCS model’s speed, 
Fn is Froude number = V √

g×Lpp  
. 

Figure 6 illustrates the results of total resistance for group (A) at different Froude 
numbers. Figures 7 and 8 show the results of total resistance versus Froude number 
of group (B) and group (C), respectively. Appendix 1 represents all data of the 27 
model with their dimensions and the corresponding total resistance coefficients at 
different Froude numbers in the range (0.25: 0.4).

5 Artificial Neural Network Architecture 

ANN is a way to mimic human thinking, and a technical system to simulate the 
structure and functional characteristics of the human brain neural network by means 
of engineering technology. In essence, it is a massively parallel nonlinear dynamic 
system [32]. The modified parameter of the KCS model and total resistance coef-
ficient data are trained through the ANN code. In this paper, The MATLAB ANN
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Fig. 7 Total resistance coefficient versus Froude number of group (B) 

4 

6 

8 

10 

12 

14 

16 

18 

0.2 0.25 0.3 0.35 0.4 0.45 

CT
*1

0-
3 

Fn 

Model C.1 

Model C.2 

Model C.3 

Model C.4 

Model C.5 

Model C.6 

Model C.7 

Model C.8 

Model C.9 

Fig. 8 Total resistance coefficient versus Froude number of group (C)

code is used for training and creating the smart artificial model. The ANN is created 
as a Multi-Layer Perceptron (MLP) that consists of input layers, hidden layers, and 
an output layer. The six input layers include the parameters of (Lbp, B, T, S, Δ, and 
CB) of original and modified models of KCS. The output layer represents the target 
of one layer of the total resistance coefficient. The neuron number of the hidden layer 
can be estimated bas on the following Eq. 2.
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NH =
/
NI ∗ N −2 

O (2) 

where: NH is the number of neurons of hidden layers 
Ni is the number of neurons of input layers 
No is the number of neurons of output layers 
The architecture of the artificial neural network is created as Feed-Forward 

ANN (FFANN) with levenberg-marquette algorithm used as the training algorithm. 
Figure 9 shows the multilayer perceptron of FFAN architecture of the original and 
modified models’ data training. The sigmoid function is used as an activation function 
and can be calculated as on the following Eq. 3. 

sig(x) = 1 

1 + e−x 
(3) 

The Sum of Square Error (SSE) is used to calculate the error between the actual value 
and the predicted value with the artificial neural network. It can be estimated by the 
sum of square differences between the target value and observed neural network 
output as the following Eq. 4.

Fig. 9 Feed Forward propagation architecture of KCS model data 
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SSE = 
N∑
I 

(X2 
A − X2 

N ) (4) 

Where XA is the actual value 
XN is the estimated value by the neural network. 
The neural network mathematical form is obtained as the following relations: 

Sig
(
Xn × Wi j

) + Sig
(
Sig

(
Xn × Wi j

) + W jk
) + b = Y (5) 

where 
Sig is a sigmoid transfer function. 
Xn is input feature. 
Y is the output feature. 
Wi j  is the weight from the input layer to the hidden layer. 
W jk  is the weight from the hidden layer to the output layer. 
b is the biases. 

6 Smart Model 

In this study, artificial neural networks were trained and tested by using the MATLAB-
ANN code, [32]. The constructed artificial MATLAB model includes input, an output 
layer, and output as shown in Fig. 10. The number of samples used is about 30,000, 
70% of the sample for training, 15% for validation, and 15% for testing data. The 
data extracted from training data are used to enerate a General Predictive Smart 
(GPSM) model form with its variable of the input matrix, bias matrix, and balancing 
weight matrix. Figure 11 illustrates the results of training, validation, and test data 
of relations between the target data (actual data) and the output where R2 is close 
to one. The numerical data of the input matrix, bias matrix, and balancing weight 
matrix are shown in Appendix 2. 

Fig. 10 Artificial MATLAB 
model
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Fig. 11 Relation between the target data at training, test and validation 

7 Graphical User Interface 

MATLAB software is utilized to create a Graphical User Interface (GUI) as ready 
desktop software for non-experienced users. In this present work, the GUI is estab-
lished by the APP Designer plugin of MATLAB SIMULINK Toolbox [33]. The 
authors created a computer program called KCS-TR based on the GPSM model. The 
KCS-TR estimates the KCS model’s total resistance and auto-generating optimal 
3D geometry model for specified speed utilization. Figure 12 represents the GUI of 
KCS-software including the input data and the KCS total resistance curve at different 
Froude number ranges.
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Fig. 12 Graphical user interface of KCS-TR software 

8 Conclusion 

The ANN is a good tool for predicting the total resistance coefficient of KCS models 
through the prepared database for training. The prepared database was investigated 
by changing the main dimension (Lbp, B, T) of the KCS model to create 27 new 
modified models. The modified models were tested by using the statistical Holtrop-
Menan method for estimating the total resistance coefficient at different Froude 
number ranges from 0.25 to 0.4. The collected data were trained by using MATLAB 
NNTool code through a feed-forward artificial neural network (FFAN) with 6 input 
layers, 4 hidden layers, and one output layer with the levenberg-marquette training 
algorithm. The data produced from training data are used to create a general predictive 
smart (GPSM) model for a general solution and predicate the total resistance for 
non-defined data. The GPSM is used to create a graphical user interface (GUI) with 
the name KCS-TR for non-experienced users for automatic estimation of the total 
resistance of the KCS model. By optimizing the ship hull, the fuel consumption, 
and the greenhouse gases emissions. This would assist in the fulfillment of SDG13: 
Climate Action.
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9 Recommendations 

It is recommended to implement the CFD simulations for the optimization of ship 
hulls. Furthermore, it is recommended to utilize the ANN in optimizing the ship hulls 
in order to reduce the fuel consumbtion and reduce the greenhouse gases emissions. 

Appendix 1 

The data bank of input and output data at different speed ranges (Fn) for different 
KCS model dimensions. 

Model 
Code 

Input features data CT × 0.001 (Output data) 
Fn 

L B T Δ S CB 0.25 0.3 0.35 0.4 

A.1 7.2 1.01 0.34 1.675 6.08 0.64 4.8252 5.5845 5.8552 7.3264 

B.1 5.4 1.09 0.34 1.257 5.51 0.64 5.4058 6.9264 7.6478 10.090 

C.1 3.6 1.01 0.34 0.829 4.80 0.64 6.1336 8.5286 10.703 15.604 

A.2 7.2 0.76 0.25 0.882 6.55 0.612 4.398 4.5462 4.7986 5.5454 

B.2 5.4 0.76 0.25 0.662 4.93 0.612 4.9387 5.4720 5.8371 7.3573 

C.2 3.6 0.76 0.25 0.440 3.31 0.612 5.7464 7.0860 7.9451 11.272 

A.3 7.2 0.51 0.17 0.363 4.13 0.564 4.5310 4.6974 4.9647 5.1677 

B.3 5.4 0.51 0.17 0.272 3.10 0.564 4.6237 4.7684 5.1709 5.7384 

C.3 3.6 0.51 0.17 0.181 2.07 0.564 5.2330 5.5707 6.0773 7.5806 

A.4 7.2 0.76 0.34 1.56 8.71 0.62 4.6187 4.9033 5.2704 6.4169 

B.4 5.4 0.76 0.34 0.942 6.15 0.642 5.171 6.1176 6.5263 8.5207 

C.4 3.6 0.76 0.34 0.621 4.1 0.642 6.2575 8.7846 10.171 14.672 

A.5 7.2 0.51 0.25 0.584 5.45 0.612 4.6032 4.793 5.289 5.947 

B.5 5.4 0.51 0.25 0.441 2.02 0.612 4.7811 5.0194 5.51 6.6165 

C.5 3.6 0.51 0.25 0.293 2.74 0.612 5.5161 6.2360 6.86 9.0441 

A.6 7.2 1.01 0.17 0.727 6.26 0.564 4.4589 4.6200 4.848 5.5528 

B.6 5.4 1.01 0.17 0.545 4.71 0.564 4.8906 5.3675 5.772 7.1926 

C.6 3.6 1.01 0.17 0.333 3.16 0.564 5.4004 6.0154 6.642 9.029 

A.7 7.2 0.51 0.34 0.838 6.89 0.64 4.7859 5.0770 5.63 6.8701 

B.7 5.4 0.51 0.34 0.628 5.18 0.64 4.9897 5.4220 6.014 7.5941 

C.7 3.6 0.51 0.34 0.418 3.47 0.64 5.8312 7.1111 7.77 10.603 

A.8 7.2 1.01 0.25 1.177 7.74 0.612 4.5698 4.9217 5.1497 6.2266 

B.8 5.4 1.01 0.25 0.882 5.86 0.612 5.0907 5.9984 6.4396 8.4399 

C.8 3.6 1.01 0.25 0.587 3.93 0.612 5.6723 6.920 7.9480 11.375

(continued)
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(continued)

Model
Code

Input features data CT × 0.001 (Output data)

Fn

L B T Δ S CB 0.25 0.3 0.35 0.4

A.9 7.2 0.76 0.17 0.545 5.17 0.564 4.3116 4.3853 4.5969 4.9484 

B.9 5.4 0.76 0.17 0.491 3.89 0.564 4.7657 5.0282 5.3865 6.4692 

C.9 3.6 0.76 0.17 0.224 2.67 0.564 5.4263 6.1115 6.7311 9.0861 

Appendix 2 

Input Matrix = 

x1 
x2 
x3 
x4 
x5 
x6 

= 

Lpp  
B 
T
Δ

S 
C B  

. 

Weight Matrix= 

−0.20996 0.81581 0.35186 0.95122 −0.7154 −0.92804 
− 0.2564 0.6785 1.0583 0.30792 0.35783 −1.1146 
1.0824 1.2061 −0.19185 −0.49619 0.35946 −0.27009 

−0.42052 0.012983 −1.0134 1.1447 −0.25971 −0.72761 

. 

Bias Matrix = 

1.7639 
0.58796 
0.58796 
−1.7639 

. 
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Ship Design for Green Ship Recycling: 
A New Approach 

Walid M. Bahgat, El-Sayed Hegazy, Heba S. El-Kilani, Amman Ali, 
and M. M. Moustafa 

1 Introduction 

Ship breaking, dismantling, scraping, demolition and ship disposal are expressions 
with the same meaning which ends at ship recycling yards [1]. The ship recycling 
industry is a vigorous market which offers a huge profit to the ship owner, ship brokers 
and the cash buyers from selling ships as scrap. At the end of this loop between the 
ship owner, ship broker and the cash buyer, the ship recycling yard buys the ship 
according to its light weight or light ship displacement from the cash buyer. 

The volume of ships recycled globally is expected to rise sharply in the near future, 
which will benefit the circular economy. Thus, it is essential to create a framework 
for ship recycling that would serve as a road map for establishing a circular economy 
[2]. 

Being on the agenda of numerous parties which include non-governmental orga-
nizations (NGOs), government agencies, and international organizations as Interna-
tional Maritime Organization (IMO) and International Labor Organization (ILO),
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the ship recycling has become an issue. Indeed, NGOs such as Greenpeace and 
NGO Ship breaking platform have posted a lot of reports pointing out the concerns 
associated with the environment and insecure condition of workers in ship recycling 
facilities [3–5] 

In ship recycling industry, there are a variation between the green ship scraping 
(standard) yards that comply with the international regulations and safety standards 
requirements (e.g., Hong Kong convention and European union recycling regulation), 
and non-complied or substandard yards which offers more price for the scraped ship 
than the standard ship recycling yards. This condition occurs due to the high cost of 
applying health, safety and environmental standards and the exploitation in recycling 
yards and the workers welfare required for the standard ship recycling yards. So, this 
gap in price leads to the ship owners not thinking of selling their ships to standard 
ship recycling yards. In a nutshell, to fill this gap, the total cost of ship recycling 
process must be less than the revenue for the ship recycling yard. 

Many aspects relate ship recycling industry to Sustainable Development Goals 
(SDGs); namely, the health of workers engaged in ship recycling process and 
subjected to hazardous materials contained on board ship is an objective of “GOAL 
3”(Good Health and Well-being). Also, contamination of sea water due to residues 
of fuel oil, lubricating oil and sludge if tanks are not cleaned before ship recycling 
process is a concern of “GOAL 14” (Life Below Water). 

The variables affecting environmentally friendly ship recycling that are related to 
organizational and management have the biggest overall effects [6]. 

In the process of recycling ships, ship scrapping contributes significantly to marine 
pollution. This includes poisonous substances that could leak into the environment 
or human health and present a serious risk to both [7]. 

The issuing of the Hong Kong convention and the European Union recycling 
regulations is an admission from the IMO that the ship recycling is the best solution 
to get rid from the old ships because it is considered to contribute to the economic 
and sustainable development of the society [8]. Additionally, the admission of IMO 
means that the ship recycling industry will provide hundreds of thousands of jobs to 
skilled, semi-skilled and unskilled workers in developing countries such as China, 
India, Pakistan, and Bangladesh [9, 10]. Moreover, ship recycling recovers millions 
of tons of scrap which include steel and other metals for recycling and different 
types of machinery, equipment, and other fittings for reutilizing from ship’s end life 
annually [11–14]. 

2 Concept of Ship Design for Recycling 

There is a relation between ship breaking and ship design, this relationship can 
encourage safe and ecologically stable ship recycling. The ship design cycle is 
principally affected by operation requirements specified by the shipowner, well-
being prerequisites specified by international regulations, for example, MARPOL,
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SOLAS, IMO codes, and production requirements indicated by the shipyard. Unfor-
tunately, the last stage of a ship’s lifecycle, namely recycling, is not involved in this 
cycle, chiefly considering the absence of coordination between different partners 
associated with various phases of a ship’s lifecycle. These incorporate ship owners, 
ship designers, shipyards, classification societies, ship scrapping yards, and govern-
mental authorities [15]. The designer should keep in mind that it is essential to build 
ecologically friendly ships that are easy to recycle in order to promote safe and envi-
ronmentally sound ship recycling, in addition to raising the standards of recycling 
facilities [16]. In fact, the fundamental goal of ship recycling is to help sustainability 
by recycling vast quantities of materials from retired ships, but the industry’s actual 
practices counteract this goal’s beneficial impacts [17]. End-of-life ship demolition 
in unsafe conditions has several negative consequences on the environment, labor 
rights, and safe working conditions [18]. 

According to IMO guiding rules, design for ship recycling is a set of design tips 
which include suitable design/selection of structural parts, equipment, material and 
knowledge base that will facilitate clean and safe partial/full dismantling of ships, 
maximum use of recycled products/parts in ship production, and reduction in number 
of inseparable components/parts in on board equipment gatherings [19]. Major areas 
of concern within ship recycling industry causing health and environmental impacts 
include the use of hazardous materials such as asbestos and PCBs (Polychlorinated 
biphenyls) within the design and construction of a vessel. These also include toxicity 
of paints and coatings used on ships and the complexity in design and layout of 
overall ship structure, especially machinery compartment and oil tanks which must 
be manually cleaned before subjected to cutting operation. The concept of design for 
recycling requires documenting all the hazardous materials used in ship construction 
so that a relevant plan can be made to recycle the ship based on this inventory of 
hazardous materials [20]. 

3 Proposed Approach 

The following four main issues would direct the ship design toward green recycling 
that comply with HKC and EU SRR: 

1. Cutting the ship into small blocks to avoid using large floating or dry docks to 
dismantling the complete ship as required by HKC. If possible, a clear indi-
cation of where the original construction blocks were assembled during ship 
construction would enable recyclers to apply reverse block dismantling approach 
to identify elements such as access points to hazardous materials. The approach 
proposed in the present paper and illustrated in the following case study focuses 
on this issue. 

2. Make the ship easy to dismantle:
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Many critical items can be included in the detailed structural design stage to 
achieve this objective. Among these are standardization of all the parts and the 
concept of using modules that would provide easy access for maintenance and 
removal. Moreover, the use of the same type of stiffeners for hull structure and 
reduction in the variety of materials in insulation, paneling etc. within appro-
priate rules would make ship recycling a lot easier. The inclusion of properly 
designed lifting supports for future handling of the dismantled structural parts 
and onboard equipment is an effective requirement to minimize accidents due 
to falling components during ship dismantling phase. Reduced height of piping 
installation or strategically designed location of pipes within engine room would 
also minimize the accidents such as falling from heights during ship recycling. 
It would also allow an easier approach for gas cutting torches. 

3. Reduce or replace hazardous materials: 
Recently, suitable non-hazardous alternatives are available; for instance, 

certain hazardous materials such as asbestos, tributyltin (TBT) in antifouling 
paints, and chlorofluorocarbons (CFCs) in refrigerants are nowadays replaced in 
new designs after they were banned by IMO regulations. 

4. Provide an accurate inventory of equipment and hazardous materials onboard 
ship. This step would be implemented in several stages of the design spiral, such 
as machinery selection, cargo handling, outfitting and equipment. 

The present approach is herein proposed to minimize the gap in scrap ton price 
between the green ship scrapping yards and the sub-standard or non-complied 
scrapping yards which is offered to the shipowner. The method begins by disman-
tling the scrapped ship when afloat alongside by cutting it transversely at certain 
location into partitions and transferring every partition through the cradle to the 
cutting workshop without occupation to the slipway dock. This method relies on 
performing proper stability calculations to deduce the equilibrium condition of 
each partition being cut from the hull separately. “MAXSURF” software package 
is used starting from the available hull weight distribution, the weight and center 
of gravity of each partition is determined. Each partition is treated as a separate 
unit considering the space between two bulkheads as intact compartments and 
the other two spaces open to the sea forward and aft of this compartment as 
damaged compartments [21]. 

The intended calculations are like damage stability calculations, and the aim 
is to find out if the suggested separated partition will remain afloat and to deter-
mine its equilibrium condition. This will help setting the towing plan required 
to transfer the dismantled partition to a slipway in the scrapping yard. The basic 
input data required for this proposal consist of the ship like stability booklet, light 
weight distribution, loading manual, offset table, and ship’s lines. The essential 
ship’s documents must be held on the ship to be useful for the shipowner and 
the ship recycling yard at ship’s end of life. Based on main technical information 
available in ship’s documents, the proposed technique for breaking the scrapped 
ship can be done to facilitate the ship scrapping process complying with the ship 
breaking yard or the shipbuilding yard. This ship breaking process should be 
assessed and taken into consideration during the design stage.
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The vessel could be broken into multiple smaller units, in which each unit can 
be individually moved into the cutting workshop or dock by any lifting facility in 
the shipyard whether it is crane, mechanical slipway, regular slipway, travel lift, 
synchro-lift, or small drydock. The outdated ship is then brought into the cutting 
workshop if this could not be possible with the ship as a whole unit. 

4 Case Study 

The case study is a multipurpose ship called “Prince Basel,” with 4800-ton dead-
weight, the ship has length 100.6 m, breadth 16.2 m, depth 8.2 m and draft 6 m. It has 
five bulkheads dividing the ship into six compartments, namely the aft peak, engine 
room, holds No.1, 2, 3 and 4, as shown in Fig. 1. Figure 2 shows the lightweight 
distribution for the case study ship. 

The stability booklet, light weight distribution, loading manual, offset table, lines 
plan and ship’s capacity plan of Prince Basel are available to apply damage stability 
calculations for each proposed partition to determine its possible afloat condition. 

To study the possibility of dividing the ship into partitions, one or more compart-
ments are assumed to be damaged and lost. The number of the remaining intact 
compartments must be more than the number of compartments in the separated 
partition. For instance, since “Prince Basel” has six compartments, if the ship is 
divided into three units, two compartments are lost leaving four intact and hence the 
number of intact compartments is more than sectioned off compartments. But if the 
ship is to be cut into four units, three compartments are damaged, leaving three intact 
which are not enough to keep all three partitions afloat. 

Therefore, the number of possible partitions may be expressed as: 

No. of  parti tions  = No. of  Bulkheads  − 2 

Two scenarios are proposed and indicated Case A and Case B as shown in Fig. 3. 
The vessel could be broken into multiple smaller units depends on the number of

Fig. 1 “Prince Basel” cargo ship
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Fig. 2 Lightweight distribution for “Prince Basel”

intact watertight compartments of the ship and/or number of watertight bulkheads 
in a way that every partition or unit has at least one intact compartment that could 
provide enough buoyancy to keep the whole partition afloat. 

The cutting must take place such that not only the partition is afloat but also it 
has sufficient stability to be towed to the nearest slipway or anchored waiting to be 
lifted by cranes on quay without sinking or capsizing. 

Table 1 shows the results calculated for each partition. Each partition is treated 
as if it was an individual ship with the sectioned off compartment considered as 
a damaged compartment. The table shows the assessment of the ship transverse

Fig. 3 Proposed cutting location: a Case A, b Case B 
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stability according to IMO MSC 267(85) Ch2—General Criteria used for all ships 
[22]. 

The criteria are as follows:

• The area under the GZ curve should not be < 0.055 m rad up to θ = 30°.
• The area under the GZ curve should not be < 0.09 m rad up to θ = 40°.
• The area under the GZ curve should not be < 0.03 m rad between θ = 30° and θ 

= 40°.
• The righting arm should be at least 0.2 m at an angle of heel equal to or > 30°.
• The maximum righting arm should occur at an angle θ > 30°.
• The initial metacentric height GM should not be < 0.15 m. 

Figures 4, 5 and 6 for Case A show that the longest partition is the middle one 
which also has the largest weight. However, the aft partition shows a slightly smaller 
weight despite it is only 60% of the middle length and the forward partition has the 
least weight.

Figures 7, 8 and 9 for Case B show that the aft partition is the longest one and 
represents more than 50% of the ship weight while the fore partition is the same. While 
the aft partition has a large trim, the middle and fore partitions have respectively lower 
trim in both studied cases. It can be noticed that both cases offer the possibility of

Table 1 Hydrostatics and stability of proposed sectioned off partitions 

Results Scenario 

Case A Case B 

Aft 
partition 

Middle 
partition 

Fore 
partition 

Aft 
partition 

Middle 
partition 

Fore 
partition 

Length (m) 29.36 50.4 20.8 45.79 33.87 20.8 

Displacement 
(tonnes) 

988 1172 330.5 1373 787 330.5 

LCG from aft 
end (m) 

10.04 24.8 10.1 17.008 16.64 10.1 

LCF from aft 
end (m) 

8.84 25.9 9.65 16.73 17.78 9.65 

Draft at fore end  
(m) 

0.717 1.624 5.975 −1.328 1.524 5.975 

Draft at aft end  
(m) 

9.898 2.691 5.110 8.489 4.087 5.110 

Trim (+ve by 
stern) m 

9.181 1.067 −0.864 9.817 2.563 −0.864 

Trim angle (+ve 
by stern) deg 

18.8 1.213 −2.84 12.75 4.32 −2.84 

IMO 
MSC267(85) 
Ch2—general 
criteria 

Pass Pass Pass Pass Pass Pass 
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Fig. 4 Case A—aft partition 

Fig. 5 Case A—middle partition 

Fig. 6 Case A—forward partition

obtaining stable partitions, however the decision would rely on assessing the stability 
of the partitions during towing.
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Fig. 7 Case B—aft partition 

Fig. 8 Case B—middle partition 

Fig. 9 Case B—forward partition 

5 Conclusion 

The design for recycling concept is aimed at maximizing the value of an end-of-life 
ship by minimizing the recycling costs. The proposed approach is considered as an 
alternative method to cutting the ship in the dock so that the costs can be reduced. 
It consists of determining the optimum cutting locations of the scrapped ship while 
alongside according to the shipyard facilities and/or towing options. The essential
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part of this decision making is to perform the hydrostatic and stability calculations 
for each partition separately to ensure an adequate afloat condition. The proposed 
calculation process, if carried out during the design stage of a new ship, would be 
considered in all structural plans and details to facilitate the green recycling process. 
A shipbuilding yard may be therefore employed as a scrapping yard at the same time 
in which the scrapped ship will be cut into separate partitions that may be transferred 
by tug without crane assistance, to the slipway dock through the cradle and by a winch 
to the cutting workshop to complete the cutting process, the slipway dock would not 
be occupied and can be used for docking maintenance or new building. Study the 
ability of reducing the number of separated partitions according to the weight with 
the ship recycling yard facilities. Green ship recycling may be implemented in many 
developing countries that have limited shipbuilding potential. Egypt, for instance, is 
a promising location for such investment due to favorable weather conditions and 
coasts as well as abundant labor. Old slipways and floating or dry docks that are not 
fully complying to growing and contemporary shipbuilding market may be utilized 
in ship recycling according to the proposed approach. 

6 Recommendation for Future Work 

The proposed approach adopted stability analysis to judge the suitability of the cutting 
scenario to perform green ship recycling. However, many other aspects may affect 
the required decision. The structural and strength assessment of the resulting blocks 
should be studied to avoid undesirable collapse during handling of large blocks before 
entering the dock or slipway. The formulation of a method to evaluate the economic 
aspects of the process to select the cheaper scenario would also be a useful topic. 
Green ship recycling may benefit from a tailored optimization software that takes into 
account all objectives and constraints to set the best cutting and breaking scenario. 
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Enhanced Performance of Propane 
Refrigerant at LNG Plant in Hot 
Climate: Case Study 

Usama N. Eldemerdash, Belal M. Abdel Aziz, Naser Safa, 
and Taha E. Farrag 

1 Introduction 

The C3-MR liquefaction process has established itself as the top option for the vast 
majority of operating companies in the LNG Industry during the past 30 years [1]. 
The APCI Technology is used to create LNG in 90% of LNG plants worldwide. It’s 
crucial to take air temperature variations into consideration while using air coolers 
to condense propane, as is the case at the SEGAS LNG Plant [2]. Although adding 
more air coolers would be the simple solution, this study is interested in investigating 
a cost-effective alternative by making better use of the plant’s existing equipment 
to boost condensation duty. Using the condensing duty of the propane compressor 
recycle cooler to increase the condensing duty of the propane condenser is the method 
that is investigated in this study. The performance of the propane refrigerant in terms 
of compressor power consumption, heat exchanger UA values, and air cooler duty 
is also being examined in this study.

U. N. Eldemerdash 
Chemical and Petrochemical Engineering Department, Egypt Japan University of Science and 
Technology, Borg Al Arab Al Gadida, Egypt 

Faculty of Engineering, Benha University, Benha, Egypt 

U. N. Eldemerdash 
e-mail: usama.nour@ejust.edu.eg; usama.nour@bhit.bu.edu.eg 

U. N. Eldemerdash · B. M. Abdel Aziz 
Department of Chemical Engineering, Universiti Teknologi Petronas, Bandar Seri Iskander, 
Malaysia 

N. Safa 
Spanish Egyptian Gas Co. (SEGAS), Damietta, Egypt 

T. E. Farrag (B) 
Chemical Engineering Department, Faculty of Engineering, Port Said University, Port Said, Egypt 
e-mail: tahafarrag70@eng.psu.edu.eg 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
A. M. Negm et al. (eds.), Engineering Solutions Toward Sustainable Development, Earth  
and Environmental Sciences Library, https://doi.org/10.1007/978-3-031-46491-1_46 

725

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-46491-1_46&domain=pdf
mailto:usama.nour@ejust.edu.eg
mailto:usama.nour@bhit.bu.edu.eg
mailto:tahafarrag70@eng.psu.edu.eg
https://doi.org/10.1007/978-3-031-46491-1_46


726 U. N. Eldemerdash et al.

Fig. 1 Propane refrigeration process 

2 SEGAS Propane Refrigerant Unit 

The propane refrigeration system in SEGAS uses propane that vaporizes at four 
distinct pressure levels to four different compressor stages. Condensed compressed 
propane then provides cooling to the feed circuit and the MR circuit. For a diagram of 
the propane refrigeration process (see Fig. 1). In the Propane Condenser, ambient air 
de-super heats and condenses propane from the discharge of the Propane Compressor 
(16-MJ04) (16-MC09). The Propane Accumulator is where the condensed propane is 
collected (16-MD06). Before being fed to the evaporators, the propane liquid from 16-
MD06 is sub-cooled in the Propane Sub-cooler (16-MC10). The Propane Compressor 
Recycle Cooler (16-MC11) has two main purposes: to cool the compressor discharge 
when it is operating in recycle mode and to supply feed to the compressor to prevent 
surge. Recycle Cooler is a different kind of air cooler [3, 4]. 

3 Study Background 

A. Problem Identification 

The design of the Propane Condenser 16-MC09 is based on an ambient air tempera-
ture of 24 °C. The plant is receiving natural gas in settings with greater temperatures 
throughout the summer when the ambient air temperature climbs to 30 °C+. The  
rate of propane vaporization in the chillers and the suction temperature of each
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compressor stage both increase as a result of the rising ambient temperature. Higher 
temperatures cause the compressor to discharge more propane, but not all of that 
propane condenses since ambient air temperature also affects how quickly the air 
cooler cools the propane being discharged from Compressor 16-MJ04. There will 
be two main implications as more vapors do not condense: 

1. Increases in temperature and pressure above 18.0 bars in the propane compressor 
discharge make condensing the propane practically difficult given the capacity 
of the air fan coolers. 

2. Head Pressure on the propane compressor would cause the anti-surge streams 
to open, which would make the issue worse by recycling more propane into the 
compressor’s outflow. 

In order to redirect the cooling load to the Mixed Refrigerant, the DCS operator 
will need to reduce the quantity of propane going into the compressor’s suction by 
lowering the level in the chillers (MR). The MR may only be chilled to −35 °C 
or greater using propane refrigerant as opposed to being cooled to −37 °C. That 
suggests that additional MR is needed to liquefy the natural gas (NG) [3]. Less 
chilled MR refrigerant directly translates to less Natural Gas being liquefied in the 
Main Cryogenic Heat Exchange (MCHE), which slows down plant production and 
prevents it from running at full capacity. 

B. Objective of the Study 
1. To construct and test the Aspen HYSYS powered propane refrigeration unit at 

SEGAS. 
2. To determine how well the propane refrigerant performs when condensing in a 

hot climate while using a recycle cooler as a stage. 
3. To examine the performance of the propane refrigerant in terms of compressor 

power consumption, heat exchanger UA and Air cooler duty by adding lighter 
component to the refrigerant. 

C. Two Stages Condensing Approach 

When the compressor is operating normally, the recycling cooler is employed as 
a safety feature to recycle the flow from the suction to the compressor’s inlet after it 
has been partially cooled to prevent surge circumstances. The recycle cooler is often 
operated over empty flow to be prepared to manage any surge that might develop even 
though the compressor is not anticipated to go for surge during optimal performance 
at full load (Fig. 2).

The modification suggests that the compressor’s discharge will initially be 
partially cooled in the propane recycle cooler 16-MC11 before being redirected 
to the compressor’s propane condenser 16-MC09. This method enables summing up 
to the Air cooler’s total condensing workload. We’ll be looking at whether or not 
this sum is adequate given the hot weather circumstances. 

D. Modifying the Refrigerant Composition 

Methane or ethane is typically employed at cryogenic temperatures, while propane 
is typically used at chiller temperatures above −40 °C [5]. Due to its accessibility,
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Fig. 2 A simplified schematic of the propane refrigerant process

low cost, and favorable vapor pressure curve, propane is a preferred choice in gas 
processing applications [6–8]. Our second method for evaluating the performance of 
the propane refrigerant involves evaluating how the propane performs when small 
amounts of lighter components are added to the propane refrigerant composition. We 
shall evaluate the performance in relation to: compressor power consumption, heat 
exchangers UA and air coolers duty (Fig. 3).

4 Results and Discussion 

A. Validating the Simulation Model 

Aspen HYSYS was used to simulate the propane unit, and real data was used to 
validate the results. The following factors were considered since the simulation was 
run as a steady state case: 

1. A mixer was placed before each step of a four-stage propane compressor simu-
lation to combine the flow from the chillers with the flow from the preceding 
stage. 

2. To replicate a kettle-shaped heat exchange, a typical heat exchanger was used, 
followed by a separator to prevent liquid leakage into the compressor. 

3. Discharge of each Heat Exchanger in each stage is sent to a separator where the 
vapor stream is sent to the Compressor suction and the liquid stream is sent to 
the next chiller stage.
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Fig. 3 A simplified schematic of the two stages condensing approach

By increasing the outlet design temperature of the propane condenser by 10 °C, 
we were able to mimic the hot climate situation in the steady state in HYSYS. Given 
that the PFD is set to 25 °C, a 10 °C increase in the outflow temperature will enable 
simulation of a hot climate up to 35 °C. 

B. Two Stages Condensing Approach 

When a hot climate is present and the recycle cooler is not being used as a stage in the 
propane condensing process, the system will not be able to maintain a Propane vapour 
fraction of zero, as indicated in Fig. 4. This will prevent a full propane condensation 
from occurring. 

Fig. 4 Propane vapor fraction at normal operation
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However, as shown in Fig. 5, adding up the cooling duty of the recycling cooler 
enables maintaining the propane vapour percentage at (0) zero during the hot climate 
range of 25–35 °C. The safety of the compressor is a problem because the results 
indicate that it is successful to maintain the propane totally condensed over a hot 
climate condition. Since the Recycle cooler’s primary function is to recycle the 
flow to the compressor’s inlet, it is crucial that there be no liquid at the exit of 
the Recycle cooler that could harm the compressor. To check if there is liquid at 
the output, the recycling cooler’s outlet flow data from HYSYS was obtained. The 
vapour fraction is kept at one, as shown in Fig. 6. Based on this, the Two Stages 
Condensing technique succeeds in sustaining a full condensation of the propane 
over hot temperature conditions from a process perspective. 

C. Propane Operating Line 

We can determine where to operate to keep the propane in a liquid form by drawing 
the phase envelop for propane. Figure 7 compares the performance of propane in a

Fig. 5 Propane vapor fraction when using the two stages condensing approach 

Fig. 6 Vapor fraction after recycle cooler 
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Fig. 7 The performance of 
propane in a hot region 

0 

1000 

2000 

3000 

4000

-100 -50 0 50 100 

P
re

s
s
u

re
 (

k
P

a
) 

Temperature (°C) 

Operating Line 

hot region with and without a two-stage condensing system. We can see from the 
image that the two-stage condensation system was able to completely condense the 
propane and move the line to a liquid condition. 

D. Modifying the Propane Refrigerant Composition 

We examined five alternative refrigerant formulations in our investigation, always 
keeping the propane level over 95% mole. Table 1 lists the various compositions that 
are being considered. 

The five compositions were tested in Aspen HYSYS so that the data of air cooler 
duty, heat exchanger UA and Compressor Power consumption can be analyzed. 
Figures 8, 9, 10, 11 and 12 show the comparison of the data obtained for the different 
compositions configuration. Because lighter components demand a higher heat of 
condensation, adding them to the refrigerant enhanced the Air Cooler’s condensation 
duty (Fig. 7). However, due to a decreased Specific Heat Capacity (Cp), the Air 
Sub-duty cooler’s was decreasing as the proportion of lighter components increased 
(Fig. 8).

When methane was added to the refrigerant, SEGAS LNG Plant’s total air cooler 
duty decreased to meet the required condition (Fig. 9). As the composition changes, 
a new mass flow of refrigerant is necessary, which explains the change.

Table 1 Refrigerant composition 

Case composition Propane (mol%) Ethane (mol%) Methane (mol%) 

Case 1 100 0.0 0.0 

Case 2 98.2 1.8 0.0 

Case 3 97.0 3.0 0.0 

Case 4 98.2 1.2 0.6 

Case 5 98.2 0.6 1.2 
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Fig. 8 Air cooler duty 
across condenser 
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Fig. 9 Air cooler duty 
across sub-cooler 
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Fig. 10 Total air cooler duty 
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Fig. 11 Total heat 
exchangers UA
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Fig. 12 Compressor power 
consumption

5.98E+01 

6.00E+01 

6.02E+01 

6.04E+01 

6.06E+01 

6.08E+01 

6.10E+01 

C3 Case 2 Case 3 Case 4 Case5 

M
W

 
1. In compared to other refrigerant compositions, pure propane refrigerant demon-

strated higher heat flow or UA values through the heat exchangers. The total heat 
flow decreased as the percentage of lighter components increased (Fig. 10). 

2. Compared to the other compositions, pure propane composition consumed the 
least power when it came to the compressor (Fig. 11). 

5 Conclusion 

In our first approach of testing the TWO CONDENSING SYSTEM approach by 
utilizing the recycle cooler as a stage in condensing two important results, first the 
ability to achieve full propane condensation in hot climates (25–35 °C). Second, 
no liquid propane was discovered at the recycle cooler’s exit under any tested pres-
sure or temperature conditions. This makes the procedure safe for the compressor 
compartment in the event of a potential liquid escape from the compressor. In the 
second approach of modifying the propane composition, in terms of Air Cooler 
Duty, Pure propane showed the least Air cooler duty across the Propane condenser. 
However adding the Sub Cooling Duty, it favors lighter components. In terms of Heat 
Exchanger UA values, Pure Propane Showed and increased UA values in compar-
ison with compositions that contains percentage of Methane refrigerant. In terms 
of Compressor Power consumption, Pure Propane was the least in terms of power 
consumption in comparison of other refrigerant compositions. 

6 Recommendations 

This study has examined certain approaches in improving the performance of the 
propane refrigerant during hot climate conditions and normal conditions. However 
further studies are to be considered for future work including the optimum refrig-
erant configuration taking into account economic analysis of Plant equipment’s and 
operating cost, control System. However, Piping and installation study should be 
investigated and further study on the (CCC) surge protection system of the propane 
compressor.
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Condition Monitoring as a Pathway 
for Sustainable Operation: A Case Study 
for Vibration Analysis on Centrifugal 
Pumps 

Mahmoud Mostafa, Mohamed Elsakka, Mohamed S. Soliman, 
and Mohamed El-Ghandour 

1 Introduction 

Centrifugal pumps have many applications in our modern life. They are employed 
for home water supplies and as a booster. Slurries and sewage can be pumped using 
centrifugal pumps because of their unique design. These pumps are also employed 
in cooling and heating systems and fire protection systems. They are employed in the 
beverage sector to move bottled water, juice, and other drinks. Centrifugal pumps 
are used in the dairy sector to move dairy products including buttermilk, milk, and 
flavored milk. They are used for refrigerants and cryogenics in many industries, 
including manufacturing, industrial, chemicals, food processing, pharmaceutical, 
and aerospace. 

They pump crude oil, mud, and slurry utilized by power plants in the oil energy 
sector. They are employed in the pharmaceutical and cosmetics industries to transfer 
lactose, glucose, as well as several other medications and medium-viscosity personal
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care products. The global centrifugal pump market size was valued at 36.6 million 
dollars in 2021 and is expected to reach 48.8 billion dollars by 2026 [1]. 

Centrifugal pump has many advantages over other pumps, especially since it 
has less friction. Furthermore, if the magnetic coupling breaks, the pump won’t be 
damaged or overloaded. The pumps enable manufacturers and processors to move a 
variety of fluids, including ones that might quickly corrode traditional pumps. When 
used appropriately, pumps can have a long service life. The pumps can withstand 
caustic substances. Compared to all other pumping technologies, centrifugal chem-
ical pumps are among the most energy-efficient machines. Their effectiveness lowers 
costs during each unit’s lifetime as well as in the immediate future. While some other 
pumps can provide a pulsating flow, centrifugal chemical pumps do not. Centrifugal 
chemical pumps come in a wide range of sizes. 

Centrifugal Pumps suffer from cavitation that occurs when the system’s net posi-
tive suction head NPSH for the chosen pump is too low. It can lead to high noise and 
vibration levels and reduced efficiency. Eventually, cavitation can limit the pump’s 
operating range as well as the pump’s lifetime. 

Many researchers were interested in cavitation phenomena and its effect on 
centrifugal pumps, the following sections provide a summary of previous research 
relevant to this study and concerned with cavitation in centrifugal pumps and condi-
tion monitoring rules in the detection of pump mechanical faults like bearings faults 
and cavitation. Condition Monitoring is defined as the measurement and analysis of 
several equipment parameters, which are used to determine the current health of the 
equipment and thus the correct timing and extent of equipment maintenance. 

There are many ways used by researchers to detect and study cavitation 
phenomena, of them is using audible sound. The noise generated by a centrifugal 
pump depends on its form and size on pump operating conditions. Other factors that 
can promote noise and pump instability are surge and stall. Stall and surge can occur 
when the pump operates below the design flow, however cavitation can occur within 
the entire operating regime. Cavitation can occur without stall and surge, and vice 
versa [2]. 

Experimental and theoretical studies held by Sánchez et al. [3], in 2018, investi-
gated the cavitation phenomenon using vibration signals connected to a centrifugal 
pump at a speed of 3450 rpm in axial, horizontal, and radial directions and received 
by acceleration sensors using standard ISO 10816 of vibration severity. The results 
showed that the cavitation-induced collapse of bubbles produces a high-velocity 
micro-jet that erodes nearby surfaces like the impeller; all the measures taken were 
in accordance with the recommendations of the frequency of blade pitch (BPF), 
They discovered that, in addition to making loud noises and creating bubbles inside 
the storage tank, cavitation produces a change in vibrations by increasing vibra-
tion amplitude, reducing pumping capacity from 77.9 to 46.6 GPM, and changing 
pumping head from 6.4 to 2.9 m. Al-Obaidi [4], in 2019, used centrifugal pumps 
with a range of flow rates and vibration analysis to predict and study cavitation in 
centrifugal pumps. He recorded the trend of the peak, Root Mean Square (RMS), and 
minimum value for the head under flow rates ranging from 103 to 378 (L/min) with 
a pump rotational speed of 2755 rpm. Also, he discovered that cavitation occurs in
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the broadband frequency region between 1 and 2 kHz. While the pump is running at 
less than 350 (L/min), there is no discernible change. The maximum RMS value was 
0.088 m/s2 at about 152 (L/min). Although, though the RMS value rises after 350 L/ 
min to 0.113 m/s2 at 365 L/min, the head also falls with flow rate due to mechanical 
and hydraulic losses and various stages of cavitation inside the pump, increasing the 
RMS percentage by 21.45%. He discovered that cavitation begins to happen when 
the flow rate is greater than 30 L/min, that cavitation does not occur at low flow 
rates because the pump head is higher than NPSH, that the amount of cavitation in 
centrifugal pumps is directly proportional to pump rotational speed and pump flow 
rate, and that cavitation most frequently begins near the leading edges of the blades 
or at the impeller eye. He also discovered that using low-frequency ranges between 
1 and 2 kHz was more economic. Abdulaziz and Kotb [5] used a mixed flow and 
axial centrifugal pump with six vanes impellers in their test rig, in 2017, and they 
discovered that the pump choked during cavitation at a fixed speed of 2850 rpm and 
pressure variations between 10 and 78 kPa with a frequency range of 0–15 kHz. 
In addition, the highest overall vibration level at 2205 L/h is 2.19 g, followed by a 
sharp decrease at 2270 L/h to 0.84 g, then continue decreasing to 2.16 g at 2410 L/ 
h. Cavitation starts at a flow rate of 508 L/h with an overall vibration level of 1.95 g. 
The vibration level decreases to a minimum of 1.4 g at 1672 L/h, but then increases 
to 1.66 g at a discharge flow rate of 1970 L/h. They also discovered that the sudden 
fluctuation of vibration can be used as a cavitation detector thus eliminating the need 
to follow harmonics of blade passing frequency. In 2012, Stopa et al. [6] used Load 
Torque Signature Analysis (LTSA) technique, using electrical signals of the motor to 
calculate the torque done by the pump and through its frequency spectrum determine 
the occurrence of cavitation and its intensity using load torque estimator and a Fast 
Fourier Transformation (FFT) and Spectrum Analyzer. Based on the principle that 
most load faults cause torque vibrations and/or oscillations transmitted directly to 
the driving motor through the shaft. 

Using computational results, it was found that the LTSA tool showed a response 
pattern very close to those done by pressure and vibration sensors typically used to 
detect this application and the peaks of the vibration and torque were between 410 
and 420 Hz. 

In 2019, Yang et al. [7] used a three-axis accelerometer with a frequency range 
of 0 to 1000 Hz to measure the vibration characteristics of the mixed flow pump as 
part of an experimental setup that followed the ISO 5198 standard. 

Net positive suction head, N P  S  H  = Pinlet  − Pvapour  

ρg 
(1) 

Cavitation number, σ  = 2gN  P  S  H  

u2 1 
(2)
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where Pinlet  is the total pressure at the pump inlet (Pa), Pvapour  the saturation pressure 
of the liquid (Pa), ρ the density (kg/m3), u1 the tangential speed at the blade inlet 
(m/s) and g the acceleration gravity (m2/s). 

Experimental testing and computational fluid dynamics (CFD) simulation 
produced values of 0.95 and 0.73, respectively, for a 3% head drop. The entire head 
fell and there was a significant change in the magnitude of the pressure fluctuation 
and the vibration when the value was between 0.9 and 1.3; these phenomena are 
known to cause cavitation bubbles. 

Li et al. [8], in 2018, used an improved algorithm-unified algorithm based on 
the Wigner-Ville distribution (WVD), the short time Fourier transform (STFT), then 
using vibration data obtained from the centrifugal pump, the STFT-WVD approach 
is evaluated. Using a single-stage, single-entry centrifugal pump with a head of 
32 m, speed of 2900 rpm, and volume flow rate = 60 m3/s. Several cavitation stages, 
from the free state to cavitation breakdown, were seen when the NPSHa dropped 
from 11.34 to 2.85 m. The results demonstrated a clear relationship between the 
development of cavitation and the intensification of vibration increase with a decrease 
in NPSHa, and they showed that the STFT algorithm cannot be used to detect the 
onset of cavitation; rather, it can only be used to confirm the presence of cavitation. 
In 2014, Zhang et al. [9] used a centrifugal pump with a sloped volute tongue in a 
closed loop connected to an accelerometer with a speed of 1450 rpm and a response 
range of 0.5 Hz to 5 kHz. With respect to the vertical axis, the diffusion section 
of the slope volute bears an acute angle of roughly 15°. Flow rate Q = 48 m3/ 
h, designed head 7.5 m, impeller inlet diameter 100 mm, impeller outlet diameter 
172 mm, impeller outlet width 17 mm, and blade number 6. They discovered that 
vibration energy rose by 3 dB with a flow rate from 0.3 of the flow rate to a shutdown 
state. It is also determined that vibration signals can be utilized to monitor fully 
developed cavitation instead of the 3% head drop methods as the overall vibration 
level grows by roughly 1.83 dB and reaches a critical point at the intended mass 
flow rate. Tong et al. [10], in 2022, to prevent cavitation damage in water centrifugal 
pumps and detect it in an early-stage using vibration signal-based neural network 
with high-speed photography was used. 

According to the previous research, researchers used different vibration analysis 
methods to detect cavitation inside pumps also searching for the root causes and 
trying to find control measures to reduce the effect of this phenomenon. In this 
case study, the effect of cavitation on an industrial feed water centrifugal pump is 
investigated using the vibration analyzer CSI 2140. Also, the root cause analysis of 
this phenomenon and how to avoid its occurrence again is explained to increase the 
health time of the rotating equipment (the pump).
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Fig. 1 Pump model A2P BB2 

2 Case Study on Cavitation Effect on Pump 

The pump under investigation is a typical boiler feed water pump, model: A2P BB2, 
used in a certain industrial facility in Egypt, as shown in Fig. 1. The pump suffered 
from high noise and vibration, so it has been recommended to check the operating 
parameters for pump and ensure that it’s working at best efficiency point (BEP) to 
eliminate cavitation problem. It was doing well from a process point of view during its 
early commissioning period, but over time after two years with the pump in service, it 
has low efficiency and there is a lack of performance. The decision was to dismantle 
the pump, inspect it internally and replace it with a new one. 

3 Pump Information 

Pump performance curve: this is the performance curve of the pump working in 
normal condition before cavitation (Fig. 2; Table 1).



740 M. Mostafa et al.

Fig. 2 Boiler feed pump performance curve [11] 

Table 1 Pump data: this 
table for operating conditions 
of the pump, model and 
material 

Model A2P BB2 

Service Boiler feed water pump 

Pump temp. 130 °C 

Suction pressure 2.6 bar 

Discharge press at rated capacity 45 bar 

NPSH 10.3 m 

Rated capacity 160 m3/h 

Power 279 kw 

RPM 2980 

No of impeller stage Two 

Impeller type Closed 

No of impeller blades Four 

Casing material A216 WCB 

In this investigation, the utilized vibration analyzer is Emerson’s CSI 2140, as 
shown in Fig. 3. It’s a four-channel machinery health analyzer with hazardous envi-
ronment certification (SAFETY RATED CLASS I, DIV 2, GP A-D; T4 AND CLASS 
II,  DIV 2, GROUPS F, G; T105  C).
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Fig. 3 Vibration analyzer CSI 2140 

4 Problem Description 

While the pump was in service and based on condition monitoring vibration assess-
ments, it was noticed a high noise (flow disturbance) and vibration as shown in 
Fig. 4. 

After analyzing the vibration pattern (spectrum and time waveform TWF), the 
spectrum shows a peak at blade pass frequency (the number of impeller blades × 
RPM) with the harmonics shown in Fig. 4 (as green text). Furthermore, there is high 
noise floor on the spectrum and a random impact on the TWF pattern which indicates a

Fig. 4 Spectrum and time waveform for the pump 
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flow disturbance or cavitation problem. Therefore, a decision has been taken to check 
operating conditions to ensure the pump is working at its best efficiency point (BEP). 

The pump performance deteriorated over time as the cavitation occurred and 
this affected the impeller and its casing. This is due to the fact that cavitation is a 
process in which a flowing liquid generates bubbles and then ruptures. If cavitation 
bubbles bursting does not occur at the flowing liquid but occur at the wall of the 
flow guiding assembly, the cavitation can cause the wall material to be etched, which 
highly contributes to deteriorating the performance of the pump. 

5 Anomalies and Findings 

Internal visual inspection has been performed for the casing of the pump after 
dismantling and found the following damages: 

1. An eroded damaged wall casing between the two stages increased in the 2nd 
stage impeller as shown in Fig. 5. 

2. Three plugs observed in the pump casing, between the two stages, are seen in 
Fig. 6.

3. A hole is found in the pump wall casing between the two stages as shown in 
Fig. 6. 

4. A loose and wear of the casing wear ring of 1st impeller are shown in Fig. 7.
5. Thermal stress was observed in the pump casing and a hot spot on the bearing 

housing is detected as can be seen in Fig. 8.
6. A bend in the internal blades of the impeller can be shown in Fig. 9.

Fig. 5 An eroded wall 
between stages 
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Fig. 6 Three plugs in the 
wall between stages

Fig. 7 A loose and wear of 
the casing wear ring of 1st 
impeller

6 Discussions and Correcting Measures 

The three plugs observed and the hole in the pump casing between the two stages may 
lead to minimizing the discharge pressure and efficiency of the pump. The hole in the 
casing, as well as the material deficient, are recommended to be filled with welding. 
Moreover, a magnetic test or dye penetrant test (MT or PT) shall be performed after 
the flush grinding of the surface prior to the welding built-up and after finishing the
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Fig. 8 A thermal stress and hot spot on bearing housing

Fig. 9 A bend on the internal blades of the impeller

weld built-up to make sure there are no any cracks. In addition, the vendor should 
be contacted to give clarification regarding this material loss. 

Also, during the stand-by pump startup, water vaporization is noticed. As the 
pump encloses water at ambient temperature, cavitation occurs and causes pitting 
and erosion on the pump casing. By referring to the operation and installation manual
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of the pump. Warming up of the stand-by pump shall be ensured by continuously 
bleeding a small flow from the discharge side of the pump in operation, before starting 
a pump in cold conditions. And the pump shall be flushed by a small rate of flow 
to increase the casing temperature at a maximum rate of 3 °C/min. According to 
the manufacturing manual, the pump is considered ready to start-up if following 
conditions are fulfilled: (I) The difference between the temperature of the fluid to be 
pumped and the average temperature of the pump casing is lower than 100 °C. (II) 
The difference between the temperatures measured on the top and the bottom of the 
casing is lower than 20 °C. 

7 Conclusion 

Centrifugal pumps are very important in various aspects of household and indus-
trial applications. These pumps may face cavitation issues that adversely affect their 
performance and can even lead to damage to their components. Condition monitoring, 
particularly through vibration analysis, could be employed in order to identify cavi-
tation in pumps. This would enable the pump operator to take action and eliminate 
the cause of the cavitation before the pump becomes unusable. This would lead to 
an increase in the lifespan of the pump, a reduction in the need for new pump manu-
facturing, and a reduction in pollution during the production process. In this paper, 
a case study is considered where condition monitoring is employed on a particular 
centrifugal pump in an industrial facility that is experiencing cavitation. The vibration 
analyzer CSI 2140 is utilized, and a root cause analysis is performed. The utilization 
of condition monitoring, especially vibration analysis, assists in detecting cavitation 
in centrifugal pumps at early stages. Hence, by performing periodic vibration tests 
on pumps, it is expected to avoid losing more pumps due to cavitation and eliminate 
the high cost of maintenance. 

8 Recommendation 

1. A justification from the vendor about the metal erosion found in the three holes. 
2. In case of repair hole in the wall between two stages by welding a magnetic 

test or dye penetrant test (MT or PT), the test shall be performed after the flush 
grinding of the surface prior to the welding built up and after finishing the weld 
built up to make sure there are not any cracks. 

3. Machining pump non-drive end and drive-end bearing housings. 
4. Checking the defective parts of the impeller and replacing them if needed. 
5. After the repair and starting putting the pump in the service, warming up shall 

be ensured by continuously bleeding a small flow from the discharge side of the 
pump in operation. Before starting a pump from cold conditions, the pump shall 
be flushed with a small rate of flow in order to increase the casing temperature
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at a maximum rate of 3 °C/min according to the operating installation manual of 
the pump. 
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Maximization of Condensate Production 
in Gas-Oil Separation Plant in Gulf 
of Suez: Case Study 

Mamdouh A. Gadalla, Ahmed A. Elsheemy, Hany A. Elazab, 
Thokozani Majozi, and Fatma H. Ashour 

1 Introduction 

Global energy consumption is expected to increase by about 56% over the next thirty 
years [1–4], which is a direct result of the huge population growth and the significant 
prosperity worldwide, particularly in the most advanced countries. Currently, fossil 
fuels (oil, gas and coal) represent around 80% of the total energy source, despite the 
fact that it will be depleted soon and hence, there are huge efforts to use renewable 
resources as an alternative in our energy systems [5–8]. 

It is expected that natural gas will become the most predominant fossil fuel in the 
coming decades according to The International Energy Agency [3, 9–14]. 

Crude oil could be light or heavy. This is dependent on the properties of crude 
oil vaporization when it is heated, or chemical agents added to it. It is light in case 
it is volatile and heavy oil if viscous. Most of the crude oil produced in the world is 
in the form of emulsion. The hydrocarbon fluids usually exist in a reservoir under
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high pressure and in a liquid or gaseous form. Hydrocarbon fluids usually co-exist 
with salty water in the reservoir and the way we produce and treat this fluid on 
surface depends on the fluid properties including pressure, temperature, density, type 
and quality of fluid, content of undesired components as hydrogen sulfide, carbon 
dioxide, and quantity of associated free water in the crude [15–18]. 

The composition of the hydrocarbon fluids that can be found in the reservoir ranges 
from nearly pure methane to heavy crude such as asphalt. Therefore, the main job of 
gas-oil production facilities is to separate the well stream into three components oil, 
gas and water [19–22]. 

The separation process often consists of two or three stages of decreasing pressure 
stages, especially in case of production from high-pressure wells. Staged separation is 
preferable for the numeral reasons, including the high efficiency separation [23–25]. 

This research is oriented towards the sustainable development goals (SDGs) 
related to health and well-being, affordable and clean energy, and the climate action. 
Specifically the SDG #12 is achieved in this research as production of valuable 
materials is maximized, i.e. natural gas and condensate, on one side. On the other 
side, energy (natural resources) is efficiently consumed through the optimization. 
The main objective of this study is to simulate a Gas-Oil Separation plant (GOSP) 
using Aspen-Tech HYSYS with an inlet crude composition (produced naturally from 
Kareem and Rudies reservoir formations located in Gulf of Suez) to obtain stabi-
lized crude with maximum Reid Vapor Pressure (RVP) 12 psia for storage/export 
and maximize condensate production by proposing different revamping schemes for 
the existing GOSP referred to as base case. Therefore, to achieve the main aim, the 
following objectives needs to be achieved: 

1. Process simulation (HYSYS) of GOSP using the actual plant data as the case 
study. 

2. Validate the HYSYS simulation data with actual plant data. 
3. Propose the different revamping schemes to maximize the condensate production. 
4. Preliminary economic evaluation of the proposed schemes. 
5. Recommend the best scheme technically and economically. 

The diagram in Fig. 1 shows the general flow of this research study.
In order to simulate a practical plant and revamping schemes that can be imple-

mented in the real word, the following rules of thumb for process design have been 
adapted. Compressors design aspects includes their materials of construction, seals, 
and lubricants, and it is recommended about 300 °F (150 °C) as a “good average” 
for outlet temperatures [18, 26–28]. 

The type of compressor is determined whether centrifuge or reciprocating based 
on the inlet flow rate and the compressor discharge pressure [29–35]. 

Figure 2 shows the general process simulation procedure that will be implemented 
in this research study.

The separated liquids flow to the inlet separator D-2010 under the action of 
level control, the free water separated in D-2010 will be directed to the corrugated 
plate separator D-9040. While the water–oil emulsion is directed to the inter-stage 
exchanger E-2410 where the emulsion is preheated against the hot treated oil from
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Fig. 1 Methodology flow diagram

Fig. 2 Flow chart of simulation, data validation and revamping steps

the second stage De-Salter D-2430 before entering the Inter-stage heater H-2060. In 
the modelling of the condensate stabilization unit, the main equipment that governs 
the process is the stabilization column. The GOSP is steady state simulated by Aspen 
HYSYS (v. 8.6) software. The feed used for the simulation is based on GOSP inlet 
crude composition. The crude composition is obtained from the recently recom-
bined sample from the high pressure inlet separator. This feed is based on a GOR of
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12143 SCF/BO & Water content (W.C.) of 30% as indicated by the company [36–38] 
(Fig. 3).

The simulation model of the GOSP is validated by comparing between Actual 
plant data and the HYSYS model data as shown in Fig. 4. This data includes the Gas 
and products’ composition, flow rates, and their physical properties as molecular 
weight, mass density, viscosity, and low heating value for gas.

After the matching between the real and simulated data, four revamping schemes 
are applied on the validated simulation model. 

The results of the revamping schemes are gathered such as the increase in conden-
sate recovery, composition of the recovered condensate and gas, flow rates, and their 
physical properties. 

All the revamping schemes are applied after the glycol contactor X-2530 for 
two reasons; the first reason is to ensure the inlet gas is dehydrated and avoid 
hydrate formation. And the second reason is that the maximum design pressure 
of the contactor is 21 bar(g) “gauge pressure” which means that it is not allowed 
to apply high compression stage before the contactor. Also, hydrate formation is 
checked for every stream while revamping the gas processing train to avoid hydrate 
formations at the applied very low temperatures and it is found ok. 

2 Process Simulation 

The self-refrigeration scheme illustrated in the literature review section is applied 
after the glycol contactor unit (X-2530) excluding the glycol separator unit as there 
is no need for it in the presence of the glycol contactor (X-2530). 

To apply the self-refrigeration scheme, it is recommended that the inlet gas pres-
sure should be high therefore, a compression stage is applied before conducting the 
aforementioned scheme. A stabilizer unit is added at the end of the scheme to adjust 
the RVP to 12 psia. 

Similarly, revamp two constructed using the same above-mentioned design 
considerations except that two stage compression is introduced in this scheme instead 
of one. 

The external refrigeration scheme demonstrated in the literature review section is 
applied after the glycol contactor unit (X-2530). No compression stages are required 
in this scheme as refrigeration depends on the transfer of the latent heat of propane 
from to the processed gas in the chiller at a nearly constant pressure.
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Fig. 5 GOSP Condensate product composition 

3 Results and Discussion 

3.1 GOSP Terminal Products Compositions 

Figures 5 and 6 show a graph of stabilized condensate and gas compositions respec-
tively at GOSP Terminal for the year 2015. The sample was taken at the transportation 
line of the terminal condensate and gas.

As shown in Fig. 5, most of the volatile components including methane, ethane, 
and propane (C1–C3) in the live crude have been flashed off during condensate 
stabilization system under high pressure different in the water separator vessels, oil, 
and gas. 

3.2 Revamping Schemes 

Four schemes (LTSUSR-1, LTSUSR-2, LTSUER and RRS) are suggested to maxi-
mize condensate production. The first and second schemes are based on low-
temperature separation using Joule-Thompson valve. The third scheme utilizes low-
temperature separation using propane refrigeration cycle. Finally, the fourth scheme 
suggests a slight modification in the base case flow sheet by directing the condensate 
product stream to the oil products stream. A preliminary economic study is performed 
on the suggested schemes to indicate their feasibility and which scheme is profitable 
economically.
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Fig. 6 GOSP gas export composition

The main step towards a good comparison for these different NGL recovery 
methods is to assess the details of the simulation for each process scheme [39–48]. 

3.2.1 Revamp One (LTSUSR-1) 

Cooling in general can be achieved by Heat exchange with a cooler stream or Expan-
sion (sudden pressure reduction) such as Throttling using Joule-Thompson effect 
(Isenthalpic expansion) and Turbine expanders (Isentropic expansion). 

This scheme depends mainly on the concept of self-refrigeration by compressing 
the gas to a high pressure then lowering its temperature to the lowest temperature 
possible at constant enthalpy using Joule-Thompson throttling. 

The reduction in pressure across the control valve (VLV-111) causes the 
condensate to undergo a partial vaporization referred to as a flash vaporization. 

The thermodynamic pathway of LTSUSR-1 in Fig. 7 shows the phase behavior 
of a natural gas as a function of pressure and temperature. Obviously, the cooling 
process is outside the retrograde condensation zone (the shaded area) which induces 
condensation and yield NGL at − 28 °C and 16.3 barg.

Actually after applying the proposed scheme, the increase in condensate recovery 
is 465.4 bbl/day which correspond to 7.2% increase. Furthermore, Fig. 8 shows that
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GAS 

OIL 

Cooling with E-102, 
E-103 and E-104 

T = 19.7o C 
P = 16 barg 

T = 147.3o C 
P = 75 barg 

T = -28o C 
P = 16.3 barg 

T = 5.3o C 
P = 75 barg 

Fig. 7 LTSUSR-1 thermodynamic pathways of NGL recovery

the traces of propane removed from the gas due to adjusting the RVP, but signifi-
cant amount of the butanes, pentanes and hexane are recovered in the condensate 
compared to the base case which is desirable.

3.2.2 Revamp Two (LTSUSR-2) 

As shown in Fig. 9, two stage compression (K-100 and K-101) instead of one stage 
as in revamp one to raise the gas pressure to 102 bar. In this case, there is no need 
for the gas lift compression stages and a stream (stream 33) with rate 8 MMscf is 
branched by (TEE-101) from the main compressed gas stream and is sent directly for 
gas lift with 102 bars as in the GOSP base case. The reduction in pressure across the 
throttling valve (VLV-106) causes the condensate to undergo a partial vaporization 
referred to as flash vaporization.

The thermodynamic pathway of LTSUSR-2 as presented by Fig. 10, shows  the  
phase behavior of a natural gas as a function of pressure and temperature. Obvi-
ously, the cooling process is outside the retrograde condensation zone (the shaded 
area) which induces condensation and yields NGL at − 45.6 °C and 16.3 barg. 
The increase in recovered condensate is about 628 bbl/day which corresponds 9.7% 
increase compared to base case.

3.2.3 Revamp Three (LTSUER) 

This scheme based on the idea of external refrigeration in condensing the natural 
gas liquids. No compression stages are conducted on the gas coming from the glycol
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Fig. 10 LTSUSR-2 thermodynamic pathways

contactors (X-2530 and D-2230) and an external refrigeration “Propane cycle” is 
applied instead of cooling using J-T expansion. Revamp four (RRS). 

It is a simple modification in the routing of the condensate outlet from the conden-
sate separator D-2055. In the base case this stream is combined with gas export 
stream. Modification is done by re-routing of the condensate stream to be combined 
with the export condensate stream. The combined condensate stream is then directed 
to stabilization unit to adjust the RVP to export specifications (12 psia). 

This modification as shown in Fig. 11 has increased the condensate production 
rate to 6618.73 bbl/day which is about 2% increase in recovery. The cost of this 
revamp is considered to be negligible compared to other schemes.

4 Conclusions 

The main objective of this research study is maximization of condensate production 
and adjusting the RVP of the produced condensate to the standard export specifica-
tions (max RVP = 12 psia). After reviewing various textbooks and journals related 
to natural gas processing and condensate stabilization, it is concluded that the best 
way for maximizing the condensate of the studied GOSP is by the recovery of the 
natural gas liquids (NGLs) from the produced gas. 

A novel NGL recovery configuration was introduced and are accomplished either 
by self-refrigeration, external refrigeration of raw gas.
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Examining the Behaviour of Lubricating 
Oil Film Within Marine Journal Bearing 
Under Emergency and Critical 
Operational Conditions 

Nour A. Marey, El-Sayed H. Hegazy, and Amman A. Ali 

1 Introduction 

Crash Stop has always been considered as one of the risky conditions that would, 
in certain cases, negatively affect the efficiency of lubrication within the journal 
bearing. Conducting such serious emergency maneuverability effectively leads to 
the prevention of potential marine collision. Such type of collisions is so detrimental 
as it poses a real threat to marine environment. Thus, it is of much importance 
to observe and take all essential precautions when resorting to crash stop so that 
sustainable marine life could be maintained. 

Certain criteria plainly stated in the regulations of ship maneuverability ought 
to be observed, if the crash stop maneuvering is to be implemented successfully. 
Those criteria were issued by the Marine Safety Committee (MSC), illustrating the 
concept of stopping ability and stating that in the full astern stopping test the track 
reach should by no means exceed 15 ship’s length [1]. Also, demonstrating the astern 
response characteristics has entailed subjecting the main propulsion system to certain 
tests during delivery sea trials of a new ship. It is noteworthy that for conducting the 
crash stop tests effectively, they have to be within the maneuvering range regarding 
the propulsion system, and encompassing all of the control positions. Also, the ship 
yard would provide a test plan that must be accepted by the surveyor. Furthermore,
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the test plan must include any definite operational characteristics defined by the 
manufacturer according to classification societies rules, such as the General Astern 
Characteristics American Bureau of Shipping (ABS) Steel Vessel Rules, Sec 4-1-
1/7.5 ABS [2]. The following lines would shed light on some of the most crucial 
endeavors exerted for the sake of better identifying the consequences of conducting 
the crash stop procedure, regarding the oil film lubrication within the journal bearing. 
In order that the structural safety of the propeller could properly be evaluated, a study 
was implemented on the hydrodynamic propeller loads at crash stop by Hur et al. 
[3]. The study has comprised measuring the torques of propeller shafts at crash stop 
in the sea trials, with view to evaluating the structural safety of the propeller blade 
at initial design stage. On the other hand, considering the great importance of opti-
mizing the Crash-Stop maneuver of vessels during crash stop critical moments, [4], 
has attempted to reduce the stopping distance in cases of emergencies. Besides, the 
researcher has attempted to enhance the engine speed at which pneumatic reversing 
could be conducted. Moreover, there has been another study on the crash-stop issue 
by Nowicki [5], that has basically aimed at offering a description of various possi-
bilities, regarding stopping a large ship equipped with Azipods. They were found 
to offer a positive influence, regarding promoting propulsion efficiency and better 
maneuverability. Stopping by turning Azipods around was discovered to be the best 
technique, as it could reduce the non-dimensional track reach. In addition, crash 
stop procedure is often accompanied by certain failures, leading to excessive wear of 
the journal bearing white metal, and ultimately negatively affecting journal bearing 
performance. However, maneuvers required by IMO standards are known to include 
full astern stopping tests, which are unfortunately still neglected by many shipyards 
and class societies [6]. Such crucial issues were not likely given sufficient investi-
gations in the previous studies dealing with the optimal performance relating to the 
journal bearing. Furthermore, several researches have been focused on tracing the 
consequences badly affecting the hydrodynamic journal bearing under non-steady 
state speeds. One such study has been conducted by Liu et al. [7]. On achieving 
the final steady speed, the film thickness rate was observed to reach its maximum 
regarding the startup/shutdown process. It was concluded that the film thickness 
could attain its steady value asymptotically during startup and shutdown process. 
Smaller load and lower speed maximum were found to help give longer time delay. 
Moreover, [8], have launched a study aiming at making a prediction relating to the 
crash stopping maneuvering performance. The researchers have attempted to predict, 
at design stage, the crash stop main characteristics, for the preliminary assessment 
of safety requirements imposed by the classification society. Nearly around the same 
year of 2017, and working on the ultimate goal of predicting ship maneuver for 
enhancing the crash stop procedure utilizing mathematical means, [9], has presented 
a novel mathematical framework, aiming at predicting ship maneuvers within a short 
time interval. Based on the derived outcomes, the predicted position and orientation 
information could be used for assessing of prior collision situations. Besides, [10] 
have conducted a study with view to better understanding the behavior of cylindrical 
journal bearing with two axial grooves, as being affected by the rotational speeds, 
as well as the applied static loads, under severe operating conditions. Further, the
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deformation of the bearing housing, and the bending of the shaft were found out 
to make a large difference, providing the load was increased. Moreover, [11] have  
attempted to optimize bi-directional-rotation herringbone-grooved journal bearings, 
via applying stabilized term in free boundary problems. Such methodology appeared 
to have the advantage of optimizing textured groove appearance on applying Fluid 
Dynamic Bearings (FDBs) to spindle motors. Among the latest studies aiming at 
studying the influence played by the surface form deviation regarding the friction in 
mixed lubrication, [12] were concerned with measuring the overall form deviation 
of the test bearing by means of simulation procedures. The results obtained have 
manifested a significant effect of the surface form deviations on the pressure distri-
bution of the lubricant, and hence on size of the asperity contact area. Also, parallel 
to the previous efforts, [13] focused on the effects occurring as a result of mixed 
friction and warming of the components of journal bearings during run-ups. It was 
found that the model boundaries were what predictions of heat flow within run-up 
strongly relied on. Noteworthy to say that a very important experimental study was 
implemented into surface texture effect on journal bearings performance by Galda 
et al. [14], with the aim of identifying the characteristic parameters, such as the 
sliding velocity, Hersey number and friction torque or friction coefficient, when the 
transition of lubrication regimes occurred for different journal bearing types. It was 
observed that during shut-down, the textured journal bearings remained in hydro-
dynamic lubrication for longer and moved to mixed lubrication at lower speeds, 
compared to the smooth journal bearing. Marey et al. [15–20] carried out a series 
of research programs for investigating and enhancing the oil film lubrication within 
journal bearing in marine application. Marey et al. [15] involved the design and setup 
of a journal bearing test rig (JBTR). The study made it possible to trace the oil film 
pressure distribution at different speeds and constant load. Marey et al. [16] conducted 
a numerical study to investigate the oil film pressure profile within journal bearing. A 
new Computational Fluid Dynamic (CFD) model has been built for coupling future 
experimental test trials with computerized ones. Based on the versatile conducted 
test trials, the validity of the newly constructed model has been ascertained and its 
potentials regarding conducting thorough investigations on the lubricating oil film 
within journal bearing has also been confirmed. Marey [17] Utilized different oil 
grades for experimentally investigating the pressure behavior of different lubricants 
within the hydrodynamic journal bearing, at different speeds ranging from 50 to 
400 rpm at constant load. A positive relation has been concluded as between the oil 
film pressure distribution and both the rotation speed and the oil viscosity. Marey 
et al. [18] enlarged the capabilities of journal bearing to contain much more sophis-
ticated experimental test trials, via comprehensive and continuous modifications. 
The modifications involved adding a hydraulic loading system and full monitoring 
process via Supervisory Control and Data Acquisition (SCADA) system [19]. The 
integrated systems have turned the structure into a Universal Journal Bearing Test Rig 
(UJBTR) that allowed for more extensive experiments for enhancing the performance 
of journal bearing and testing the most critical operational factors. Uncertainty and 
validation measurement analysis of UJBTR [20] has been carried out for ensuring 
the accuracy of the obtained outcomes.
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Finally, it is of much importance to mention that resorting repeatedly to the crash 
stop procedure during emergency conditions related to ships can possibly damage 
the plain bearings. Consequently, carrying out such maneuver may trigger other 
complicated problems. Additionally, the literature has revealed that more experi-
mental studies to investigate the oil film lubrication behavior within journal bearing 
during such critical conditions are certainly needed. Accordingly, the usefulness of 
such researches has not yet reached a satisfactory degree and the issue may still be 
seen as an open area in need of more investigations. 

2 Case Study 

The Universal Journal Bearing Test Rig (UJBTR) is characterized by assured validity. 
UJBTR validity was of topmost necessity for ensuring the accuracy and conformity 
of the results [20]. The following is an illustration of the different components of 
UJBTR structure. A structure that could help conduct versatile experiments at the 
time being or potentially in the future. 

As is shown in Figs. 1, 2 and 3, the oil film lubricant is supplied to the bearing 
at an inlet port mounted on the vertical center line of the journal bearing. On the 
rotation of the journal shaft, pressure incurred inside is measured via the ten pressure 
transmitters. Those are distributed around the circumference of the Circumferential 
Grooved Bearing (CGB). Pressure values are hence displayed on the Programmable 
Logic Controller (PLC). 

Also, an “Inverter” is integrated into JBTR so that speed could be manipulated and 
rotation direction could as well be easily reversed. Besides, many comparisons were 
to be held for proving the consistency of the obtained results with their previously 
derived theoretical counterparts. In addition, Table 1, provides the main dimensions 
of the JBTR at hand.

Fig. 1 A schematic of UJBTR full structure [18]
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Fig. 2 The shafting system of UJBTR [18] 

Fig. 3 a UJBTR main journal bearing and b pressure sensors and thermocouples distributed on 
grooved bearing circumference [18]

Table 1 Dimensional data of 
UJBTR Description Specifications 

L, bearing length 58 mm 

d, inner diameter for plain bearing 105.05 mm 

Fs shaft diameter 104.97 mm 

W, weight of journal shaft 727.65 N 

C0, total clearance 0.08 mm 

C, radial clearance 0.04 mm 

L/D ratio 0.5 

Bearing material White metal 

Pressure transmitter range 0:10 bar
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3 Crash Stop Tests Procedures 

For tracing the impacts resulting from applying the “Crash stop” maneuvering on 
the journal bearing, different experimental test trials have been carried out utilizing 
UJBTR. In addition, launching such high-risk experiments on the journal bearing 
have necessitated taking all safety precautions. Continuous monitoring has been a 
must, so that journal bearing safety could be maintained throughout the conducted 
procedures. 

The oil lubrication system has been prepared, checking that the oil level in the 
storage tank was always normal. Further, the oil supply pressure has been adjusted to 
be 2.0 bar, at a temperature degree of 40 °C. The journal shaft direction has initially 
been anticlockwise. A lubricant oil of grade SAE 20W50, as an optimal heavy-duty 
option, has been utilized. Properties of such oil grade are introduced in detail in 
Table 2. The different test trials with their set conditions have been carried out to 
investigate the oil film lubrication behavior under circumstances similar to those 
accompanying actual crash stop maneuverability. The different “Crash Stop” tests 
have comprised mainly three testing phases. 

The first phase has involved a non-stop abrupt rapid speed alteration “from 50 rpm 
anticlockwise to 50 rpm clockwise”, at a change rate of 100 rpm per second. The 
second phase has included a gradual, speed change that was “from 50 rpm anticlock-
wise to 50 rpm clockwise” at a change rate of 10 rpm per 20 s. The third phase has 
the same procedure under a speed limit of 200 rpm, and has initially comprised a 
non-stop rapid speed alteration (from 200 rpm anti-clockwise to 200 rpm clockwise). 
It was then followed by a deaccelerating stage, the duration of which has been of 
around 30 s, from 200 rpm and up to 0 rpm anticlockwise. It was then almost imme-
diately followed by an acceleration from 0 rpm to reach 200 rpm clockwise of the 
same duration, the speed of which reflects the ship normal speed. The values of the 
oil film pressure distribution under these conditions were also recorded for further 
investigations. Versatile comparisons were then held among the results obtained for 
more valid and certified evidence in relation to the crash stop procedures.

Table 2 Properties of SAE 
20W50 grade oil SAE 20W50 Properties Specifications 

Volumetric mass at 15 °C 895 kg/m3 

Kinematic viscosity at 40 °C 153 mm2/s 

Kinematic viscosity at 100 °C 17.0 mm2/s 

Viscosity index 120 

Flash point 230 °C 

Pour point − 21 °C 
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4 Results and Discussions 

The study at hand has involved conducting many test trials, related to crash stop, 
to identify its full impacts on the performance of the journal bearings. Furthermore, 
recognizing the oil film pressure distribution within CGB, in such critical phases, 
has been put into consideration on carrying out the procedures. In this way, the 
deterioration that might occur, due to the degradation of the lubrication oil film, could 
be identified. All results obtained based on the conducted test trials are introduced 
in the following polar diagrams. 

4.1 Crash Stop at Non-stop Abrupt Rapid Speed Alteration 

For such case, the polar diagrams, shown on Fig. 4, would reveal all the recorded 
values relating to the lubricating oil pressure distribution within CGB. Based on such 
polar diagrams, a number of observations could be derived as follows: 

• Under a non-stop abrupt rapid speed alteration, the maximum value of the oil film 
pressure Pmax , at anticlockwise direction at shaft speed of 50 rpm and an angle 
of 180°, has recorded 2.075 bar.

Fig. 4 Crash stop under a 
non-stop abrupt rapid speed 
alteration
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• Pressure values featured a significant fall at an angle of 144°, where they assumed 
the value of 0.036 bar. That was due to reversing the rotation direction in an abrupt 
and a sudden way.

• The deterioration of the lubricating oil film at this region means that lubrication 
has turned from hydrodynamic lubrication region to boundary one.

• Such sudden shift would result in the metal-to-metal contact and the failure of 
CGB.

• At an angle of 36°, the pressure value featured a sudden increase where it reached 
2.065 bar. That would lead to increasing the upper load working on journal shaft. 

4.2 Crash Stop with Gradual Speed Change 

Experiments were conducted to investigate the behavior of oil film pressure distribu-
tion under crash stop procedures. They have initially been carried out under a gradual 
speed change from 50 rpm anti clockwise to 50 rpm clockwise, at a change rate of 
10 rpm per 20 s Fig. 5.

The lubricating oil film pressure has featured a notable decrease on carrying 
out the test under a speed limit of 30 rpm in the basic rotation direction which is 
anticlockwise, Fig. 5c. That reduction would amount to 50%, indicating the existence 
of transient lubrication at this speed. To illustrate the deterioration of oil film pressure 
distribution with gradual speed reduction anticlockwise, all previously mentioned 
10 rpm intervals have been collectively plotted as shown in Fig. 6. The pressure 
values are observed to remain constant up till a speed limit of 10 rpm in the same 
direction, Fig. 5c–e. The previously mentioned observations reflect the inefficient 
lubrication throughout this stage.

On reversing shaft rotation gradually in a clockwise direction, the oil film pressure 
distribution values were noted to remain constant from 10 rpm and up to 50 rpm. 
Also, Pmax has featured some increases at an angle of 216°, where the oil pressure 
has acquired a value of 3.1 bar. However, the value of the lubricating oil film pressure 
was noted to suffer a complete failure at an angle of exactly 144°. Such sudden failure 
would lead to boundary lubrication with likelihood of metal-to-metal contact between 
the bearing angles of 108° and up till 180° as pointed out by Fig. 7. Furthermore, 
the steady-state condition would be reached after the passing of 4 min, where Pmax 

would return to its original value of 2.07 bar. This occurs at an angle 180°, where 
boundary region at an angle of 144° would disappear, whereas the pressure would 
rise to return to its previous value of 1.07 bar.

Based on the outcomes of the test trials, it is obvious that the crash stop procedure 
is a major risk regarding the performance of the journal bearing. The reason is that 
carrying out crash stop negatively affects the lubricating oil film, which in turn, would 
ultimately lead to journal bearing failure.
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Fig. 5 a–e Oil film pressure distribution under a gradual, speed change from 50 rpm anti clockwise 
at a change rate of 10 rpm per 20 s

4.3 Crash Stop at a Non-stop Abrupt Rapid Speed Alteration 
Under 200 rpm 

Under a non-stop abrupt rapid speed alteration of 200 rpm, the oil film pressure 
distribution would suffer an abrupt failure from the angle of 36° until just below the 
angle of 180°. It is here that boundary lubrication occurs and after that the oil film 
pressure rises to assume the maximum value of 6.164 bar at an angle of 216°. In light
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Fig. 6 The deterioration of 
oil film pressure distribution 
with gradual speed reduction 
anticlockwise (from 50 rpm)

Fig. 7 Oil film pressure 
distribution build up in 
clockwise acceleration 
following direction reversing 
(up to 50 rpm)
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Fig. 8 Crash stop under 
non-stop abrupt rapid speed 
alteration at 200 rpm 

of the previously mentioned conducted procedures, it is concluded that the metal-to-
metal contact region would be larger and riskier under 200 rpm, if compared with 
its peer obtained at a non-stop abrupt rapid speed alteration of 50 rpm, Fig. 8. 

4.4 Crash Stop Behaviour at 200 rpm by De-acceleration 
and Acceleration 

During the De-Acceleration moments from 200 rpm and down to 50 rpm in 30 s, the 
oil film pressure distribution values within CGB features a gradual reduction. Here, 
the risks related to oil profile failure would decrease, as clearly shown in Fig. 9.

Throughout the acceleration phase, also conducted in the course of thirty seconds 
in clockwise direction at 50 rpm, Pmax has assumed a value of 2.085 bar, at an angle 
of 216°. In comparison, on conducting the De-acceleration experiment under the 
same speed but in an anticlockwise direction, Pmax has recorded a value of 2.078 bar 
at an angle of 180°. It is thus noted that Pmax angle has shifted by 36°. Also, Pmax 

has obtained higher values corresponding to the increases in shaft speed, without 
changing Pmax angle that has remained at 216°, Fig. 10.
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Fig. 9 Oil film pressure 
distribution deterioration at 
an anticlockwise gradual 
speed reduction

5 Conclusions 

Crash Stop maneuver is thus concluded to have some very negative effects on the 
journal bearing lubricating oil film, working on separating the stationery surface 
from the moving surface. Such fact is true for all crash stop conditions, whether the 
change rate of movement at 50 rpm is rapid or gradual. Changing direction in a fast 
and abrupt way would lead to the failure of the shafting system, in charge of the 
ship transmission efficiency. Besides, minimizing the risks on the lubricating oil film 
could be achieved via carrying out the crash stop procedures at a gradual change 
rate. Such target could be carried out by slowing down shaft speed change rate until 
it reaches a complete stoppage, and then immediately reversing rotation direction. 

On conducting crash stop at a non-stop abrupt rapid speed alteration of 50 rpm 
at both directions of rotation, the oil film pressure distribution values significantly 
decrease at the angles of 144° and 180°, which means a deterioration of oil pressure 
by 50%. Also, the deterioration of the oil film pressure distribution at the angle of 
144° means that the value has recorded zero bar. 

In addition, carrying out the crash stop procedure at a non-stop abrupt rapid speed 
alteration of 200 rpm at the angles of 108° and 144°, leads to the complete failure
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Fig. 10 Behavior of oil 
profile during acceleration 
procedures (up to 200 rpm)

of oil profile. Such reductions result in the risky condition in which the journal shaft 
would come to a direct contact with the journal bearing. 

Furthermore, conducting tests at 200 rpm, by both De-acceleration and accelera-
tion, has been found out to represent less risk regarding the lubricating oil film. It is 
here that the lubricating oil film is more stable and is less likely to suffer, compared to 
the case of operating under non-stop and abrupt way at the same speed. The reason 
could be attributed to the rapid deterioration of the lubricating oil film of journal 
bearing. Finally, the lubricating oil film within journal bearing is in charge of the 
efficient performance of the shafting system of ship navigation. Consequently, the 
most important operational factors related to journal bearing must be maintained to 
ensure the safety of the shafting system as a whole. 

6 Recommendations 

To meet the requirements, clearly stated by The Marine Safety Committee (MSC) 
of the International Maritime Organization (IMO), and related to the safe navigation 
in case of crash stop procedures, the following recommendations are proposed:
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1. The journal bearing of the shafting system should be provided with a fully 
controlled additional lubrication oil system. Such system could be activated at a 
shaft speed ranging from 0 up to 50 rpm in both directions, so that the lubrication 
process of the journal bearing could be carried out by force. 

2. An oil feeding system is recommended to be provided in the mid bottom position 
of the journal bearings related to the shafting system. 
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Generalized Thermo-microstretch 
with Harmonic Wave for Mode-I Crack 
Problem Under Three Theories by Using 
a Laser Pulse with Non-Gaussian Form 
Temporal Profile 

Wafaa Hassan and Khaled Lotfy 

1 Introduction 

Excitation of thermoelastic waves by a pulsed laser is of great interest due to extensive 
applications in material processing, non- destructive detecting and characterization. 
When a solid is illuminated with a laser pulse, absorption of the laser pulse results in 
a localized temperature increase, which in turn causes thermal expansion and gener-
ates a thermoelastic wave. In ultra-short pulsed laser heating, two effects become 
important. One is the non-Fourier’s effect in heat conduction which is a modification 
of the Fourier heat conduction theory to account for the effect of mean free time 
(thermal relaxation time) in the energy carrier’s collision process. Consideration of 
the non-Fourier effect also eliminates the paradox of the infinite heat propagation 
speed [1, 2]. The other is the dissipation of the stress wave due to coupling between 
temperature and strain rate, which causes transform of mechanical energy associated 
with the stress wave to the thermal energy of the material. 

The elasticity linear theory is of paramount importance in the stress analysis of 
steel, which is the commonest engineering structural material. To a lesser extent, 
linear elasticity describes the mechanical behavior of the other common solid mate-
rials, e.g. concrete, wood and coal. However, the theory does not apply to the behavior 
of many of the new synthetic materials of the clastomer and polymer type, e.g. 
polymethyl-methacrylate, polyethylene and polyvinyl chloride. The linear theory of
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micropolar elasticity is adequate to represent the behavior of such materials. For ultra-
sonic waves i.e. for the case of elastic vibrations characterized by high frequencies 
and small wavelengths, the influence of the body microstructure becomes signifi-
cant. This influence of microstructure results in the development of new types of 
waves which are not in the classical theory of elasticity. Metals, polymers, compos-
ites, solids, rocks, concrete are typical media with microstructures. More generally, 
most of the natural materials including engineering, geological and biological media 
possess a micro-structure. Eringen and Şuhubi [1] and Eringen [2] developed the 
linear theory of micropolar elasticity. Othman [3] studied the relaxation effects on 
thermal shock problems in elastic half space of generalized magneto-thermoelastic 
waves under three theories. Othman [4] constructed a model of the two-dimensional 
equations of generalized magneto-thermoelasticity with two relaxation times in an 
isotropic elastic medium with the modulus of elasticity being dependent on the refer-
ence temperature. Eringen [5] introduced the theory of microstretch elastic solids. 
This theory is a generalization of the theory of micropolar elasticity [2, 6] and a 
special case of the micromorphic theory. The material points of microstretch elastic 
solids can stretch and contract independently of their translations and rotations. The 
microstretch continua is used to characterize composite materials and various porous 
media [7]. The basic results in the theory of micro stretch elastic solids were obtained 
in the literature [8–11]. 

The theory of thermomicrostretch elastic solids was introduced by Eringen [7]. 
In the frame-work of the theory of thermomicrostretch solids Eringen established 
a uniqueness theorem for the mixed initial-boundary value problem. The theory 
was illustrated through the solution of one dimensional waves and compared with 
lattice dynamical results. The asymptotic behavior of solutions and an existence 
result were presented by Bofill and Quintanilla [12]. A reciprocal theorem and a 
representation of Galerkin type were presented by De Cicco and Nappa [13]. De 
Cicco and Nappa [14] extended a linear theory of thermomicrostretch elastic solids 
that permits the transmission of heat as thermal waves at finite speed. The theory 
is based on the entropy production inequality proposed by Green and Laws [15]. In 
[14], the uniqueness of the solution of the mixed initial-boundary-value problem is 
also investigated. The basic results and an extensive review on the theory of thermo-
microstretch elastic solids can be found in the book of Eringen [8]. The coupled 
theory of thermoelasticity has been extended by including the thermal relaxanon 
time in the constitutive equations by Lord and Shulman [16] and Green and Lindsay 
[17]. These theories eliminate the paradox of infinite velocity of heat propagation 
and are termed generalized theories of thermoelasticity. A laser is a device that emits 
light through a process of optical amplification based on the stimulated emission of 
electromagnetic radiation. 

Othman and Lotfy [18] studied two-dimensional problem of generalized magneto-
thermoelasticity under the effect of temperature dependent properties. Othman and 
Lotfy [19] studied transient disturbance in a half-space under generalized magneto-
thermoelasticity with moving internal heat source. Othman and Lotfy [20] studied 
the plane waves in generalized thermo-microstretch elastic half-space by using a
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general model of the equations of generalized thermo-microstretch for a homo-
geneous isotropic elastic half space. Othman and Lotfy [21] studied the general-
ized thermo-microstretch elastic medium with temperature dependent properties for 
different theories. Othman and Lotfy [22] studied the effect of magnetic field and 
inclined load in micropolar thermoelastic medium possessing cubic symmetry under 
three theories. The normal mode analysis was used to obtain the exact expression for 
the temperature distribution, thermal stresses, and the displacement components. 

In the recent years, considerable efforts have been devoted the study of failure 
and cracks in solids. This is due to the application of the latter generally in industry 
and particularly in the fabrication of electronic components. Most of the studies of 
dynamical crack problem are done using the equations of coupled or even uncoupled 
theories of thermoelasticity [23–31]. This is suitable for most situations where long 
time effects are sought. However, when short times are important, as in many practical 
situations, the full system of generalized thermoelastic equations must be used [16]. 

The Effect of Thermal Loading Due to Laser Pulse in Generalized Thermoelastic 
Medium with Voids in Dual Phase Lag Model is studied by [32, 33], they used 
A normal mode method is proposed to analyze the problem and obtain numerical 
solutions for the displacement components, stresses, temperature distribution and 
change in the volume fraction field in a material with homogeneous isotropic elastic 
half-space and heated by a non-Gaussian laser beam with pulse duration of 8 ps. the 
photothermal effects generated in a half-space semiconducting medium by a uniform 
laser radiation using the modified Green–Lindsay theory is studied by [34]. A new 
model based on the coupling of thermoelasticity, plasma, and microelongation effect 
under absorption of laser pulse having spatial and temporal Gaussian distributions are 
studied by [35]. They applied Three different thermoelasticity theories to construct 
the new model in a 2D thermoelastic semiconducting medium whose properties are 
temperature-dependent. 

The purpose of the present paper is to obtain the normal displacement, tempera-
ture, normal force stress, and tangential couple stress in a microstretch elastic solid 
heated by a laser pulse with non-Gaussian form temporal profile f (t). The normal 
mode analysis used for the problem of generalized thermo-microstretch for an infinite 
space weakened by a finite linear opening Mode-I crack is solving for the considered 
variables. The distributions of the considered variables are represented graphically. 

A comparison is carried out among the temperature, stresses and displacements 
as calculated from the generalized thermoelasticity (LS), (GL) and (CD) theories for 
the propagation of waves in semi-infinite microstretch elastic solids.
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2 The Non-Gaussian Laser Pulse 

If we consider the medium is heated uniformly by a laser pulse with non-Gaussian 
form temporal profile f (t) is represented as, 

f (t) = 
I0t 

t2 0 
exp

(
− 

t 

t0

)
(1) 

The conduction heat transfer in the medium can be modeled as a one-dimensional 
problem with an energy source Q near the surface, we can written in the form 

Q = 
1 − R 

δ 
exp

(
x − h/2 

δ

)
f (t) (2) 

where Q is the heat input of laser pulse. From Eqs. (1) and (2), we get 

Q = 
Ba I0 
δt2 0 

t exp

(
x − h/2 

δ
− 

t 

t0

)
(3) 

where t0 is the pulse rise time, δ is the absorption depth of heating energy and Ba is 
the surface reflectivity. I0 is the laser intensity which is defined as the total energy 
carried by a laser pulse per unit area of the laser beam. 

When we consider the laser pulse lie on the surface of the medium when x = 0, 
we get the energy source in the form 

Q = 
Ba I0 
δt2 0 

t exp

(−h/2 

δ 
− 

t 

t0

)
. (4) 

The model of heat conduction equation of two temperature subjected to the 
memory-dependent derivatives under the influence of laser pulse, can be written 
in the form

(
1 + τ0 

∂ 
∂t

)(
ρCE 

∂ T (x, t) 
∂t

+ γ T0 
∂e(x, t) 

∂t 
− ρ Q

)
= K ∇2 T (x, t) (5) 

3 Formulation of Problem 

Following Eringen [3], Green and Lindsay [15] and Lord and Şhulman [16], 
the constitutive equations and field equations for a linear isotropic generalized 
thermo-microstretch elastic solid in the absence of body forces are obtained. We 
consider Cartesian coordinate system (x, y, z) having origin on the surface y = 
0 and z-axis pointing vertically into the medium, the region G given by G =
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Fig. 1 Displacement of an external Mode-I crack 

{(x, y, z)|, −∞ < x < ∞, −∞ < z < ∞}, with a crack on the x-axis, |x| ≤ a, 
is considered. The crack surface is subjected to a known temperature and normal 
stresses distributions. There are many types of crack and this study will be devoted 
to Mode-I shown in Fig. 1. 

The fundamental system of field equations consists of the equations of motion for 
a linear, isotropic generalized thermo-microstretch elastic soiled medium are given 
by 

(λ + μ)∇(∇.�u) + (μ + k)∇2u + k(∇ × �ϕ) + λ0∇ϕ∗ − γ̂

(
1 + v0 

∂ 
∂t

)
∇T = ρ 

∂2 �u 
∂t2

(6) 

(α + β + γ )∇(∇. �ϕ) − γ ∇ ×  (∇ × �ϕ) + k(∇ × �u) − 2k �ϕ = jρ 
∂2 �ϕ 
∂t2 

(7) 

α0∇2 ϕ∗ − 
1 

3 
λ1ϕ

∗ − 
1 

3 
λ0(∇.�u) + 

1 

3 
γ̂1

(
1 + v0 

∂ 
∂t

)
T = 

3 

2 
ρ j 

∂2ϕ∗ 

∂t2 
(8)

(
1 + τ0 

∂ 
∂t

)(
ρCE 

∂T (x, t) 
∂t

+ γ T0 
∂e(x, t) 

∂t
− ρ Q

)
+ γ̂1T0 

∂ϕ∗ 

∂t 
= K∇2 T (x, t) 

(9) 

K∇2 T = ρCE

(
n1 + τ0 

∂ 
∂t

)
Ṫ + γ̂1T0

(
n1 + n0τ0 

∂ 
∂t

)
ė 

+ γ̂1T0 
∂.ϕ∗ 

∂t 
+ ρ

(
n1 + n0τ0 

∂ 
∂t

)
Q (10) 

The constitutive law for the theory of generalized thermoelasticity with two 
relaxation times 

σil  = (λ0ϕ
∗ + λur,r )δil  + (μ + k)ul,i + μui,l − kεi,l,r ϕr − γ̂

(
1 + v0 

∂ 
∂t

)
T δil  

(11)
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The field equations and constitutive relations for thermo-microstretch generalized 
thermoelastic medium 

mil = αϕr,rδil + βϕi,l + γϕl,i (12) 

λi = α0ϕ
∗ 
i (13) 

The relation between strain–displacement is: 

e = 
∂u 

∂x 
+ 

∂v 

∂y 
+ 

∂w 

∂z 
. (14) 

The state of plane strain parallel to the xz-plane is defined by 

u1 = u(x, z, t), u2 = 0, u3 = w(x, z, t), ϕ1 = ϕ3 = 0, ϕ2 = ϕ2(x, z, t), 
ϕ∗ = ϕ∗(x, z, t) (15) 

The field Eqs. (6)–(10) reduce to 

(λ + μ)

(
∂2u 

∂x2 
+ 

∂2w 
∂x∂z

)
+ (μ + k)

(
∂2u 

∂x2 
+ 

∂2u 

∂ z2

)
− k 

∂φ2 

∂z 
+ λ0 

∂ϕ∗ 

∂x 

− γ̂

(
1 + v0 

∂ 
∂t

)
∂T 

∂t 
= ρ 

∂2u 

∂t2 
(16) 

(λ + μ)

(
∂2u 

∂x∂z 
+ 

∂2w 
∂z2

)
+ (μ + k)

(
∂2w 
∂x2 

+ 
∂2w 
∂z2

)
+ k 

∂φ2 

∂ x 
+ λ0 

∂ϕ∗ 

∂z 

− γ̂

(
1 + v0 

∂ 
∂t

)
∂T 

∂t 
= ρ 

∂2w 
∂t2 

(17) 

γ

(
∂2φ2 

∂x2 
+ 

∂2φ2 

∂z2

)
− 2kφ2 + k

(
∂u 

∂z 
− 

∂w 

∂x

)
= j ρ 

∂2φ2 

∂t2
(18) 

α0

(
∂2ϕ∗ 

∂x2 
+ 

∂2ϕ∗ 

∂z2

)
− 

1 

3 
λ1ϕ

∗ − 
1 

3 
λ0

(
∂u 

∂x 
− 

∂w 
∂z

)
+ 

1 

3 
γ̂1

(
1 + v0 

∂ 
∂t

)
T = 

3 

2 
ρ j 

∂2ϕ∗ 

∂t2
(19) 

K

(
∂2T 

∂x2 
+ 

∂2T 

∂z2

)
= ρCE

(
n1 + n0τ0 

∂ 
∂t

)
∂T 

∂t 
+ γ̂T0

(
n1 + n0τ0 

∂ 
∂t

)
∂e 

∂t 
+ γ̂1T0 

∂ϕ∗ 

∂t 

− ρ
(
n1 + n0τ0

(
1 

t 
− 

1 

t0

))
Q (20) 

where 

γ̂ = (3λ + 2μ + k)αt1 , γ̂1 = (3λ + 2μ + k)αt2 and ∇2 = 
∂2 

∂x2 
+ 

∂2 

∂y2 
(21)
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The constants γ̂ and γ̂1 depend on mechanical as well as the thermal properties 
of the body and the dot denotes the partial derivative with respect to time. 

Equations (16)–(20) are the field equations of the generalized thermo-microstretch 
elastic solid, applicable to the (LS) theory, the (GL) theory, as well as the classical 
coupled theory (CD), as follows: 

1. The equations of the coupled thermo-microstretch (CD) theory, when 

n0 = 0, n1 = 1, τ0 = ν0 = 0 (22)  

Equations (16), (17), (19) and (20) has the form 

ρ ̈u = (λ + μ)

(
∂2u 

∂x2 
+ 

∂2w 

∂x∂z

)
+ (μ + k)

(
∂2u 

∂x2 
+ 

∂2u 

∂z2

)
− k 

∂φ2 

∂z 
+ λ0 

∂ϕ∗ 

∂x 
− γ̂ 

∂T 

∂x 
, (23) 

ρ ̈w = (λ + μ)

(
∂2u 

∂x∂z 
+ 

∂2w 

∂z2

)
+ (μ + k)

(
∂2w 

∂x2 
+ 

∂2w 

∂z2

)
+ k 

∂φ2 

∂x 
+ λ0 

∂ϕ∗ 

∂z 
− γ̂ 

∂T 

∂z 
(24) 

C2 
3

(
∂2ϕ∗ 

∂x2 
+ 

∂2ϕ∗ 

∂z2

)
− C2 

4ϕ
∗ − C2 

5

(
∂u 

∂x 
+ 

∂w 
∂z

)
+ C2 

6T = 
∂2ϕ∗ 

∂t2
(25) 

K

(
∂2T 

∂x2 
+ 

∂2T 

∂z2

)
= ρCE 

∂T 

∂t 
+ γ̂T0 

∂e 

∂t 
+ γ̂1T0 

∂ϕ∗ 

∂t 
− ρ Q (26) 

The constitutive relation can be written as 

σxx = λ0ϕ
∗ + (λ + 2μ + k) 

∂u 

∂x 
+ λ 

∂w 

∂z 
− γ̂T (27) 

σzz = λ0ϕ
∗ + (λ + 2μ + k) 

∂w 

∂z 
+ λ 

∂u 

∂x 
− γ̂T (28) 

σxz = μ 
∂u 

∂z 
+ (μ + k) 

∂w 

∂x 
+ kϕ2 (29) 

σzx = μ 
∂w 

∂x 
+ (μ + k) 

∂u 

∂z 
+ kϕ2 (30) 

mxy = γ̂ 
∂ϕ2 

∂x 
(31) 

mzy = γ̂ 
∂ϕ2 

∂z 
. (32) 

where 

c2 3 = 
2α0 

3ρj 
, c2 4 = 

2λ1 

9ρj 
, c2 5 = 

2λ0 

9ρj 
, c2 6 = 

2γ̂1 

9ρj 
(33)
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2. Lord-Shulman (LS) theory, when 

n1 = n0 = 1, ν0 = 0, τ0 > 0. (34) 

Equations (16), (17) and (19) are  the same as Eqs. (23), (24) and (25) and Eq. (20) 
has the form 

K

(
∂2T 

∂x2 
+ 

∂2T 

∂z2

)
=

(
∂ 
∂t 

+ τ0 
∂2 

∂t2

)
{ρCET + γ̂T0e} +  ̂γ1T0 

∂ϕ∗ 

∂t 

− ρ
(
1 + τ0

(
1 

t 
− 

1 

t0

))
Q (35) 

3. Green-Lindsay (G L) theory, when 

n1 = 1, n0 = 0, ν0 ≥ τ0 > 0 (36) 

Equations (16), (17) and (19) remain unchanged and Eq. (20) has the form 

K

(
∂2T 

∂x2 
+ 

∂2T 

∂z2

)
= ρCE

(
1 + τ0 

∂ 
∂t

)
∂ T 
∂t 

+ γ̂T0 
∂e 

∂t 
+ γ̂1T0 

∂ϕ∗ 

∂t 
− ρ Q (37) 

4. The corresponding equations for the generalized micropolar thermo-elasticity 
without stretch can be obtained from the above mentioned cases by taking: 

α0 = λ0 = λ1 = ϕ∗ = 0 

For convenience, the following non-dimensional variables are used: 

xi = 
ω∗ 

C2 
xi, ui = 

ρC2ω
∗ 

γ̂T0 
ui, t = ω∗t, 

τ 0 = ω∗τ0, v0 = ω∗v0, T = 
T 

T0 
, σ i j  = 

σi j  

γ̂T0 

mij = ω∗ 

C2γ̂T0 
mij, ϕ2 = 

ρC2 

γ̂T0 
ϕ2, λ3 = ω∗ 

C2γ̂T0 
λ3, 

ϕ∗ = 
ρC2 

2 

γ̂T0 
ϕ∗, ω∗ = 

ρCEC2 
2 

K 
, C2 

2 = 
μ 
ρ 

(38) 

Using Eq. (38), Eqs. (16)–(20) become (dropping the dashed for convenience) 

∂2u 

∂t2 
= 

(μ + k) 
ρC2 

2 

∇2 u + 
(μ + λ) 

ρC2 
2 

∂e 

∂x 
− 

k 

ρC2 
2 

∂φ2 

∂z 
+ 

λ0 

ρC2 
2 

∂ϕ∗ 

∂x 
−

(
1 + ν0 

∂ 
∂t

)
∂T 

∂x 
(39)
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∂2w 

∂t2 
= 

(μ + k) 
ρC2 

2 

∇2 w + 
(μ + λ) 

ρC2 
2 

∂e 

∂z 
+ 

k 

ρC2 
2 

∂ϕ2 

∂x 
+ 

λ0 

ρC2 
2 

∂ϕ∗ 

∂z 
−

(
1 + ν0 

∂ 
∂t

)
∂T 

∂z 
(40) 

jρC2 
2 

γ 
∂2φ2 

∂t2 
= ∇2 φ2 − 

2kC2 
2 

γ̂ ω∗ φ2 + 
kC2 

2 

γω∗2

(
∂u 

∂z 
− 

∂w 
∂x

)
(41)

(
C2 
3 

C2 
2 

∇2 − 
C2 
4 

ω∗2 − 
∂2 

∂t2

)
ϕ∗ − 

C2 
5 

ω∗2 e + a9
(
1 + ν0 

∂ 
∂t

)
T = 0 (42)  

∇2 T −
(
n1 + n0τ0 

∂ 
∂t

)
∂T 

∂t 
+ 

γ̂2T0 

ρ K ω∗

(
n1 + n0τ0 

∂ 
∂t

)
∂e 

∂t 
= 

γ̂γ̂1T0 

ρ K ω∗ 
∂ϕ∗ 

∂t 

− ρ 
K ω∗

(
n1 + n0τ0

(
1 

t 
− 

1 

t0

))
Q (43) 

Assuming the scalar potential functions ϕ(x, z, t) and ψ(x, z, t) defined by the 
relations in the non-dimensional form: 

u = 
∂ϕ 
∂x 

− 
∂ψ 
∂ z 

, w  = 
∂ϕ 
∂z 

− 
∂ψ 
∂x 

. (44) 

Using (38) in Eqs. (39)–(43), we obtain.

[
∇2 − a0 

∂2 

∂t2

]
ϕ − a0

(
1 + ν0 

∂ 
∂t

)
T + a1ϕ∗ = 0 (45)

[
∇2 − a2 

∂2 

∂t2

]
ψ − a3φ2 = 0 (46)

[
∇2 − 2a4 − a5 

∂2 

∂t2

]
φ2 − a4∇2 ψ = 0 (47)

[
a6∇2 − a7 − 

∂2 

∂t2

]
ϕ∗ − a8∇2 ϕ + a9

(
1 + ν0 

∂ 
∂t

)
T = 0 (48)

[
∇2 −

(
n1 

∂ 
∂t 

+ n0τ0 
∂2 

∂t2

)]
T − ε

(
n1 

∂ 
∂t 

+ n0τ0 
∂2 

∂t2

)
∇2 ϕ − ε1 

∂ϕ∗ 

∂t 
= ε2 Q (49) 

where



788 W. Hassan and K. Lotfy

c2 1 = 
λ + 2μ + k 

ρ 
, a0 = 

C2 
2 

C2 
1 

, a1 = λ0 

λ + 2μ + k 
, a2 = ρC2 

2 

μ + k 
, a3 = k 

μ + k 
, 

a4 = 
kC2 

2 

γω∗2 , a5 = 
ρjC2 

2 

γ 
, a6 = 

C2 
3 

C2 
2 

, a7 = 
C2 
4 

ω∗2 , a8 = 
C2 
5 

ω∗2 , a9 = 
2 γ̂1C2 

2 

9 γ̂ j ω∗2 , 

ε = 
γ̂2T0 

ρω∗K 
, ε1 = 

γ̂γ̂1T0 

ρω∗K 
, ε2 = ρ 

K ω∗

(
n1 + n0τ0

(
1 

t 
− 

1 

t0

))
. (50) 

The solution of the considered physical variables can be decomposed in terms of 
normal mode as the following form: 

[ϕ,ψ,ϕ∗, ϕ2, σil, mil, T](x, z, t) = [ϕ(x), ψ(x), ϕ∗(x), ϕ2(x), σil(x), mil(x), T(x)] 
×exp(ωt + i a z) (51) 

where [ϕ, ψ, ϕ∗, ϕ2, σil, mil, T](x) are the amplitude of the functions ω is a complex 
and a is the wave number in the z-direction. 

Using Eq. (51), then Eqs. (45)–(49) become respectively, 

(D2 − A1)ϕ − A2T + a1ϕ∗ = 0, (52) 

(D2 − A3)ψ − a3ϕ2 = 0 (53) 

(D2 − A4)ϕ2 − a4(D2 − a2 )ψ = 0 (54)  

(a6D
2 − A5)ϕ

∗ − a8(D2 − a2 )ϕ + A8T = 0 (55)

[
(D2 − a2 ) − A6

]
T − A7(D

2 − a2 )ϕ − ε1ωϕ∗ = 0 (56) 

where 

D = 
d 

dx  
, A1 = a2 + a0ω2 (57) 

A2 = a0(1 + ν0ω), (58) 

A3 = a2 + a2ω2 (59) 

A4 = a2 + 2a4 + a5ω2 (60)
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A5 = a2 a6 + a7 + ω2 , (61) 

A6 = ω(n1 + τ0ω) (62) 

A7 = εω(n1 + n0τ0ω) (63) 

A8 = a9(1 + ν0ω) (64) 

Eliminating ϕ2, ψ between Eqs. (53) and (54), we get the following fourth order 
ordinary differential equation satisfied by ϕ2 and ψ

[
D4 − AD2 + B

]{
ϕ2(x), ψ(x)

} = 0. (65) 

Eliminating ϕ, T and ϕ∗ between Eqs. (52) and (55) we obtain the following sixth 
order ordinary differential equation satisfied by ϕ∗(x), ϕ(x) and T(x)

[
D6 − CD4 + ED2 − H

]{
ϕ∗(x), ϕ(x), T(x)

} = 0 (66) 

where 

A = A3 + A4 + a3a4 (67) 

B = A3A4 + a2 a3a4 (68) 

C = 
g3(g7 + g8) − g5 

g3 
(69) 

E = 
a2g3g8 + ε1ωg1A2 − g6 − g5g7 − g4g8 

g3 
(70) 

H = 
a2g4g8 + g6g7 − ε1ωg2A2 

g3 
(71) 

g1 = A8 − a8A2, g2 = a2 a8A2 − A1A8, g3 = a6A2, g4 = a1A8 + A5A2, 
g5 = g4 − A1g3 − a1g1, g6 = A1g4 + a1g2, g7 = a2 A6 + A7, g8 = A2A8 

(72) 

The solution of Eqs. (65) and (66), has the form 

ψ(x) = 
2∑

j=1 

Mj(a, ω)e−kjx (73)
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ϕ2(x) = 
2∑

j=1 

M′
j(a, ω)e−kjx (74) 

ϕ(x) = 
5∑

n=3 

Mn(a, ω)e−knx (75) 

ϕ∗(x) = 
5∑

n=3 

M′
n(a, ω)e−knx (76) 

T(x) = 
5∑

n=3 

M′′
n(a, ω)e−knx (77) 

where Mj(a, ω), M′
j(a, ω), Mn(a, ω), M′

n(a, ω) and M′′
n(a, ω) are some parameters 

depending on a and ω. k2 j , (j = 1, 2) are the roots of the characteristic equation of 
Eq. (65) and k2 n, (n = 3, 4, 5) are the roots of the characteristic equation of Eq. (66). 

Using Eqs. (73)–(77) into Eqs. (52) and (56) we get the following relations 

ϕ2(x) = 
2∑

j=1 

a∗ 
j Mj(a, ω)e−kjx (78) 

ϕ∗(x) = 
5∑

n=3 

b∗ 
nMn(a, ω)e−knx (79) 

T(x) = 
5∑

n=3 

c∗ 
nMn(a, ω)e−knx . (80) 

where 

a∗ 
j =

(
k2 j − A3

)
a3 

, j = 1, 2, (81) 

b∗ 
n = 

g1k
2 
n + g2 

g3k
2 
n + g4 

, n = 3, 4, 5, (82) 

c∗ 
n = 

g3k
4 
n + g5k2 n − g6 

A2(g3k
2 
n + g4) 

, n = 3, 4, 5 (83)
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4 Application 

The plane boundary subjects to an instantaneous normal point force and the boundary 
surface is isothermal, the boundary conditions at the vertical plan y = 0 and in the 
beginning of the crack at x = 0 are 

σzz = −p(x), |x | < a T = f (x), |x | < a and 
∂ T 
∂z 

= 0 |x | > a 

σxz = 0, − ∞  < x < ∞ (84) 

mxy = 0, − ∞  < x < ∞ 
λz = 0, −∞ < x < ∞ 

Using (38), (44), (45)–(49) with the non-dimensional boundary conditions and 
using (73), (75), (78)–(80), we obtain the expressions of displacement components, 
force stress, coupled stress and temperature distribution for microstretch generalized 
thermoelastic medium as follows: 

u(x) = ia(M1e
−k1x + M2e

−k2x ) − k3 M3e
−k3x − k4 M4e

−k4x − k5 M5e
−k5x (85) 

v(x) = k1 M1e
−k1x + k2 M2e

−k2x + ia(M3e
−k3x + k4 M4e

−k4x + k5M5e
−k5x ) (86) 

σ zz(x) = s1 M1e
−k1x + s2 M2e

−k2x + s3 M3e
−k3x + s4 M4e

−k4x + s5 M5e
−k5x (87) 

σ xz(x) = r1M1e
−k1x + r2 M2e

−k2x + r3M3e
−k3x + r4 M4e

−k4x + r5M5e
−k5x (88) 

mxy(x) = q1 M1e
−k1x + q2 M2e

−k2x (89) 

T (x) = c∗ 
3 M3e

−k3x + c∗ 
4 M4e

−k4x + c∗ 
5 M5e

−k5x (90) 

λz = f8(b∗ 
3M3e

−k3x + b∗ 
4M4e

−k4x + b∗ 
5M5e

−k5x ) (91) 

where 

s1 = iak1(f2 − f3), s2 = iak2(f2 − f3), s3 = f1b∗ 
3 − a2 f2 + f3k2 3 − c∗ 

3(1 + ν0ω), 
s4 = f1b∗ 

4 − a2 f2 + f3k2 4 − c∗ 
4(1 + ν0ω), s5 = f1b∗ 

5 − a2 f2 + f3k2 5 − c∗ 
5(1 + ν0ω), 

r1 = a∗ 
1f6 − a2 f4 − f5k2 1, r2 = a∗ 

2f6 − a2 f4 − f5k2 2, r3 = −iak3(f4 + f5), 
r4 = −iak4(f4 + f5), r5 = iak5(f4 + f5), q1 = −f7a

∗ 
1k1, q2 = −f7a

∗ 
2k2,
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f1 = 
λ0 

ρc2 2 
, f2 = 

λ + 2μ + k 
ρc2 2 

, f3 = 
λ 

ρc2 2 
, f4 = 

μ 
ρc2 2 

, 

f5 = 
μ + k 
ρc2 2 

, f6 = 
k 

ρc2 2 
, f7 = 

γω∗2 

ρc4 2 
and f8 = 

α0ω
∗2 

ρc4 2 
. (92) 

Applying the boundary conditions (84) at the surface x = 0 of the plate, we 
obtain a system of five equations. After applying the inverse of matrix method, we 
obtain the values of the five constants Mj, j = 1, 2, and Mn, n = 3, 4, 5. Hence, we 
obtain the expressions of displacements, force stress, couple stress and temperature 
distribution for microstretch generalized thermoelastic medium. 

5 Numerical Result and Discussions 

In order to illustrate our theoretical results obtained in the preceding section and 
to compare these in the context of various theories of thermoelasticity, we now 
present some numerical results. In the calculation process, we take the case of copper 
crystal as material subjected to mechanical and thermal disturbances for numerical 
calculations consider the material medium as that of copper. Since, ω is the complex 
constant then we taken ω = ω0 + iζ. The other constants of the problem are taken 
as ω0 = −2; ζ = 1; the physical constants used are: 

ρ = 8954 kg m−1 , λ  = 7.76 × 1010 N/m2 , T0 = 293 K, 
μ = 3.86 × 1010 N/m2 , a = 1, αt = 1.78 × 10−5 K−1 

K = 0.6 × 10−2 cal/cm s ◦C, CE = 383.1 J  kg−1 K−1 . 

The results are shown in Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15. 
The graph shows the three curves predicted by different thermoelasticity theories. In 
these figures, the solid lines represent the solution in the Coupled theory, the dotted 
lines represent the solution in the generalized Lord and Shulman theory and dashed 
lines represent the solution derived using the Green and Lindsay theory. We notice 
that the results for the temperature, the displacement, and stress distribution when the 
relaxation time is including in the heat equation are distinctly different from those 
when the relaxation time is not mentioned in heat equation, because the thermal 
waves in the Fourier’s theory of heat equation travel with the propagation infinite 
speed of as opposed to finite speed in the non-Fourier case. This demonstrates clearly 
the difference between the coupled and the generalized theories of thermoelasticity.

For the value of z, namely z= 0.1, were substituted in performing the computation. 
It should be noted (Fig. 2) that in this problem, the crack’s size, x is taken to be the 
length in this problem so that 0 ≤ x ≤ 3, z = 0 represents the plane of the crack 
that is symmetric with respect to the z-plane. It is clear from the graph that T has 
maximum value at the beginning of the crack (x = 0), it begins to fall just near the 
crack edge (x = 3), where it experiences sharp decreases (with maximum negative
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Fig. 2 Variation of temperature distribution T with different theories 

Fig. 3 Variation of displacement distribution u with different theories

gradient at the crack’s end). The value of temperature quantity converges to zero 
with increasing the distance x. 

In Fig. 3, the horizontal displacement, u, begins with decrease then smooth 
increases again to reach its maximum magnitude just at the crack end. Beyond it 
u falls again to try to retain zero at infinity. 

In Fig. 4, the vertical displacement w, we see that the displacement component w 
always starts from the zero value and terminates at the zero value. Also, at the crack 
end to reach minimum value, beyond reaching zero at the double of the crack size 
(state of particles equilibrium). 

The displacements u and w show different behaviours because of the elasticity 
of the solid tends to resist vertical displacements in the problem under investigation.
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Fig. 4 Variation of displacement distribution w with different theories 

Fig. 5 Variation of stress distribution σzz with different theories

Both of the components show different behaviours, the former tends to increase to 
maximum just before the end of the crack. Then it falls to a minimum with a highly 
negative gradient. Afterwards it rises again to a maximum beyond about the crack 
end. 

The stress component, σzz  reaches coincidence with negative value (Fig. 5) and 
satisfies the boundary condition at x = 0, reaches the maximum value near the end 
of crack (x ≈ 3) and converges to zero with increasing the distance x. 

In Fig. 6, shows that the stress component σxz  satisfies the boundary condition at x 
= 0 and has a different behaviour. It decreases in the start and decreases (maximum)
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Fig. 6 Variation of stress distribution σxz with different theories 

Fig. 7 Variation of tangential couple stress mxy with different theories

in the context of the three theories until reaching the crack end. These trends obey 
elastic and thermoelastic properties of the solid under investigation. 

In Fig. 7, the tangential coupled stress mxy satisfies the boundary condition at x 
= 0.It decreases in the start and then start increases (maximum) in the context of the 
three theories until reaching the crack end. The value of microstress for λz satisfies 
the boundary condition at x = 0, begins with increase then decreases again to reach 
its minimum magnitude just near the crack end, beyond reaching zero at the double 
of the crack size (state of particles equilibrium), as depicted in Fig. 8.
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Fig. 8 Variation of microstress λz with different theories 

Fig. 9 Variation of temperature distribution T for different vertical distances, under GL theory

Figures 9, 10, 11, 12, 13, 14 and 15 show the comparison between displacement 
components u, w, the temperature T, the force stresses components σzz , σxz , the  
tangential coupled stress mxy and the microstress λz , the case of different three values 
of y, (namely z = 0.1, 0.2 and 0.3) under GL theory. It should be noted (Fig. 9) that 
in this problem. It is clear from the graph that T has maximum value at the beginning 
of the crack ( x = 0), it begins to fall just near the crack edge ( x = 3), where it 
experiences sharp decreases (with maximum negative gradient at the crack’s end). 
Graph lines for both values of y show different slopes at crack ends according to 
y-values. In other words, the temperature line for z = 0.1 has the highest gradient 
when compared with that of z = 0.2 and 0.3 at the first of the range. In addition, all



Generalized Thermo-microstretch with Harmonic Wave for Mode-I … 797

Fig. 10 Variation of displacement distribution u for different vertical distances, under GL theory 

Fig. 11 Variation of displacement distribution w for different vertical distances, under GL theory

lines begin to coincide when the horizontal distance x is beyond the double of the 
crack size to reach the reference temperature of the solid. These results obey physical 
reality for the behaviour of copper as a polycrystalline solid.
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Fig. 12 Variation of stress distribution σzz for different vertical distances, under GL theory 

Fig. 13 Variation of stress distribution σxz for different vertical distances, under GL theory

In Fig. 10, the horizontal displacement u, despite the peaks (for different vertical 
distances z = 0.1, 0.2 and 0.3) occur at equal value of x, the magnitude of the 
maximum displacement peak strongly depends on the vertical distance y. It is also 
clear that the rate of change of u increases with increasing y as we go farther apart 
from the crack.
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Fig. 14 Variation of tangential couple stress mxy for different vertical distances, under GL theory 

Fig. 15 Variation of microstress λz for different vertical distances, under GL theory
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On the other hand, Fig. 11 shows atonable increase of the vertical displacement 
(w), near the crack end to reach minimum value beyond x = 3 reaching zero at the 
double of the crack size (state of particles equilibrium). 

In Fig. 12, the vertical stresses σzz  graph lines for both values of z show different 
slopes at crack ends according to z-values. In other words, the σzz  component line for 
z = 0.1 has the highest gradient when compared with that of z = 0.2 and 0.3 at the 
edge of the crack. In addition, all lines begin to coincide when the horizontal distance 
x is beyond the double of the crack size to reach zero after their relaxations at infinity. 
Variation of y has a serious effect on both magnitudes of mechanical stresses. These 
trends obey elastic and thermoelastic properties of the solid under investigation. 

Figure 13, shows that the stress component σxz  satisfies the boundary condition, 
for z = 0.3 has the highest gradient when compared with that of z = 0.2 and 0.1 in 
the range 0 ≤ x ≤ 2.5, the line for z = 0.1 has the highest gradient when compared 
with that of z = 0.2 and z = 0.3 in the range 2.5 ≤ x ≤ 5 and converge to zero when 
x > 5. These trends obey elastic and thermoelastic properties of the solid. 

In Fig. 14, the tangential coupled stress mxy decreases in the start and increases 
(maximum) in the context of the three values of z until reaching the crack end, for z 
= 0.3 has the highest gradient when compared with that of z = 0.2 and 0.1 at the edge 
of the crack. All lines begin to coincide when the horizontal distance x is beyond the 
edge of the crack. 

Figure 15, shows that the values of microstress for λz increases in the start and 
decreases (minimum) in the context of the three values of z until reaching nearly the 
crack end, for z = 0.3 has the highest gradient when compared with that of z = 0.2 
and 0.1, at the edge of the crack. 

All lines begin to coincide when the horizontal distance x is beyond the double 
of the crack size to reach zero after their relaxations at infinity. 

6 Conclusions 

We can conclude that: 

1. The curves in the context of the (CD), (L-S) and (G-L) theories decrease expo-
nentially with increasing x. This indicates that the thermoelastic waves are 
unattenuated and nondispersive, where purely thermoelastic waves undergo 
both attenuation and dispersion. 

2. The presence of microstretch plays a significant role in all the physical 
quantities. 

3. The curves of the physical quantities with (L-S) theory in most of the figures 
are lower in comparison with those under (G-L) theory, due to the relaxation 
times. 

4. Normal mode Analytical solutions for thermoelastic problem in solids have 
been developed and utilized. 

5. Mode-I crack has been investigated and studied for copper solid.
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6. Temperature, radial and axial distributions were estimated at different distances 
from the crack edge. 

7. The tangential coupled stress, the stresses distributions and the values of 
microstress were evaluated as functions of the distance from the crack edge. 

8. Crack dimensions are significant to elucidate the mechanical structure of the 
solid. 

9. Cracks are stationary and external stress is demanded to propagate such cracks. 
10. The change of volume is attended by a change of the temperature while the 

effect of the deformation upon the temperature distribution is the subject of the 
theory of thermoelasticity. 

11. All physical quantities value converges to zero with an increase in distance y 
and all functions are continuous. 

12. Our studied problem has important applications for semiconductor nanocom-
posites in modern physics through a photothermal process in many industrial 
fields of Sustainable Development Goals. More applications of the consid-
ered problem are useful in researchers material science, designers of new 
materials and semiconductor materials, geophysics science, optics, acoustics, 
geomagnetic and earthquake engineering. 

Acknowledgements In the future, we will study the effect of Thermomagnetic effect with 
microtemperature and photothermal on the cracks of concrete buildings and how to treat them 
and link them with the sustainable development of a healthy life in the presence of hydrostatic 
pressure. 
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In-Situ Fabrication of Poly (m-Phenylene 
Isophthalamide)/Fluorographene 
Nanocomposites and Their Properties 

L. Elbayar, M. Abdelaty, S. A. Nosier, Abbas Anwar Ezzat, and F. Shokry 

1 Introduction 

With the rapid development of advanced technologies, more and more dielectric 
composites have been employed in sophisticated applications, such as energy storage 
devices [1, 2], aerospace power electronic systems [3] pulsed power systems [4], and 
film capacitors [5]. To meet the dielectric performance requirements of terminal 
electronic devices in the fields of high frequency, high-speed signal transmission 
networks and in the future, preparation of polymer materials with low dielectric 
constant and low dielectric loss has become a hot research direction in this field [6]. 

Poly (m-phenylene isophthalamide) (PMIA) is one of the most important aromatic 
polyamides with high crystallinity is shown in Fig. 1 [7, 8]. PMIA has been widely 
employed in the field of desalination and nanofiltration because of its high thermal 
resistivity (Tg = 270 °C), chemical stabilities, excellent mechanical properties, and 
homogeneous pore distribution [9–12], it can be also used in the field of elec-
tronics as separators for lithium-ion batteries due to excellent thermal stability, non-
flammability, and excellent liquid electrolyte wettability [13–15]. In addition, it can
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Fig. 1 The schematic of the chemical structure of PMIA [7] 

also be applied to fire protective clothing, bulletproof products, and transformer 
insulation due to its mechanical performance and electrical insulation. The wide 
application of PMIA lies in their excellent properties, which are determined by their 
unique structures and molecular weights [16, 17]. 

PMIA materials exhibit better processability than inorganic solid-insulating mate-
rials commonly used in microelectronic fields [18–20]. However, traditional PMIA 
shows dielectric constants (3 < κ < 4) are still not low enough as an alternative to tradi-
tional insulators for future devices [21, 22]. As a result, significant research has been 
dedicated to reducing the dielectric constant of polyimide. One approach that was 
initially explored involved introducing controlled porosity to the material, as this was 
thought to be a promising way to develop low-κ substances due to air’s naturally low 
dielectric constant [23, 24]. Porous polyimides are prepared by various methods [25]. 
However, this technique led to nano porous films with weak mechanical strength and 
Young’s modulus only in the range of 0.4–0.6 GPa. To maintain strong mechanical 
properties, there are two primary routes available for reducing the material’s dielec-
tric constant. There are two main syntheses to this work. The first involves creating a 
fluorinated polyimide. Fluorine substitution tends to decrease electronic polarization 
due to the reduced electronic polarizability of the C–F bond compared to C–H, ulti-
mately lowering the dielectric constant. Despite this, the majority of reported cases 
of fluorinated polyimide fall within a dielectric constant range of 2.6–3.0. 

Fluorographene, a two-dimensional derivative of graphene, has recently gained 
attention [26–28]. It possesses unique interfacial and physicochemical properties due 
to its structural characteristics inherited from graphene and carbon material fluo-
rides, providing opportunities for a variety of applications [29, 30]. Previous studies, 
including our own, have demonstrated that the high F/C ratio in fluorographene
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results in a broad gap, increased hydrophobicity, and thermal stability. The goal of 
this study is to create PMIA/FG nanocomposites using in-situ interfacial polycon-
densation from m-phenylene diamine and isophthaloyl chloride to achieve the best 
results. The impact of various FG levels on the dielectric, mechanical, and thermal 
properties of PMIA was analyzed. Hybrid inorganic-polymer materials have unique 
properties at nanoscale [31]. 

The production of low dielectric constant Poly (m-phenylene isophthalamide)/ 
fluorographene (PMIA/FG) composite films demonstrates a sustainable approach to 
the development of integrated circuits. By utilizing FG nanoparticles, which are a 
form of carbon, the production of these films incorporates a renewable resource into 
the process. This process results in a significant enhancement of the mechanical, elec-
trical, and thermal properties of the materials, reducing the need for frequent replace-
ments and repairs. Additionally, the low dielectric constant of the resulting composite 
films can lead to more energy-efficient technology, contributing to sustainability. 

2 Experimental Part 

2.1 Materials 

Isophthaloyl chloride (IPC) (> 98%) m-phenylene diamine (MPD) (> 97%) were 
supplied by Loba Chemie Reagent Co., India. N,N-dimethylacetamide (DMAC), 
(> 99%) was supplied by Sdfci Chemical Reagent Co., Ltd, Maharashtra. Tetrahy-
drofuran (THF) (> 99%), Lithium chloride, 2-Methylpyridine, sodium carbonate 
and sodium lauryl sulphate were supplied by Piochem Chemical Reagent Co., Ltd, 
Egypt. Lithium chloride was dried at 120 °C for 6 h before use. Sulphuric acid 
(> 99%) was supplied by Adwic Chemical Reagent Co., Ltd, Egypt, fluorographite 
(FGi) was purchased from Shanghai CarFluor Ltd., NMP (≥ 98.0%) was purchased 
from Sinopharm Chemical Reagent Co. Ltd. 

2.2 Preparation of FG Sonochemical Exfoliation Method 

Figure 2 illustrates the process of preparing FG dispersions, whereby FGi was added 
to a round-bottomed flask containing 500 mL of NMP solution at an initial concentra-
tion of CFGi = 5mgmL−1, and refluxed at 60 °C for 2 h. Low-power ultra-sonication 
was then carried out in a sonic bath, after which samples were taken from the flask at 
various times. To ensure accuracy of the exfoliation process, the actual output power 
was determined to be 32 W by observing the temperature rise while ultra-sonicating 
3 kg of water in similar experimental conditions. Furthermore, samples were prepared 
without the sonication process to evaluate the impact of NMP on fluorine coverage 
adjustment [32].
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Fig. 2 NMP intercalation and exfoliation fabrication processes for FG dispersions: a pristine FGi; 
b intercalation of NMP into FGi interlayers; c sonication assisted exfoliation of FGi; d FG disper-
sions (obtained at different sonication times of 0, 16, 32 and 100 h, respectively) after standing for 
3 weeks [32] 

2.3 Preparation of PMIA/FG Nanocomposites Using In-Situ 
Interfacial Polycondensation 

As illustrated in Fig. 3, polymerization was carried out in a 500 mL three-neck flask 
with a mechanical stirrer. A solution containing 5 g of m-phenylenediamine, 9.8 g 
of sodium carbonate, and 0.15 g of sodium lauryl sulphate in 125 ml of water was 
placed in three neck flasks. To form several solutions that contained 0.5, 0.75, 1, 
and 1.25 wt% of FG, differing weights of FG nanoparticles were added to the m-
phenylenediamine solution. The m-phenylenediamine/FG mixtures were vigorously 
stirred for 1h, and a rapid addition of a solution containing 9.85 g of isophthaloyl chlo-
ride in 185 ml of tetrahydrofuran was carried out with moderate stirring. Agitation 
was then sustained for 12 min before filtering, washing the polymer composites three 
times with water and acetone, and finally drying at 100 °C for 12 h under vacuum. 
PMIA/FG composites with 0.5, 0.75, 1, and 1.25 wt% of FG were denoted as PMIA/ 
FG 0.5%, PMIA/FG 0.75%, PMIA/FG 0.1%, and PMIA/FG 1.25%, respectively.
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Fig. 3 Preparation of PMIA interfacial polymerization [33] 

2.4 Preparation of Porous PMIA/FG Nano-composites Films 

The method of preparing PMIA/FG nanocomposite films is clearly shown in Fig. 4. 
Initially, a combination of PMIA/FG (18 wt%) and lithium chloride (5 wt%) dissolved 
in N,N-dimethylacetamide was produced at 80 °C to obtain a homogeneous and 
transparent casting solution. The casting solution was positioned in an oven at 80 °C 
for 1h after being degassed. Both the glass plate and casting knife were preheated 
at 60 °C before casting. The polymer dope was then poured onto the glass plate and 
cast gradually with a gap of 150 μm by the casting knife. The glass plate containing 
the polymer wet film was subjected to an oven at 95 °C for 10 min, and finally, it was 
submerged into a water coagulation bath kept at 35 °C, and then the film was allowed 
to solidify and thereafter peeled off. A 24-h washing of the film with deionized water 
was performed to remove leftover solvent and lithium chloride. Non-solvent induced 
phase separation was used to prepare porous PMIA membranes [34]. 

Fig. 4 The schematic illustration for the preparation of PMIA/FG film [35]
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2.5 PMIA/FG Film Characterization 

Fourier transform infrared (FTIR) spectra was acquired through Shimadzu FTIR-
8400 S from Japan, covering the range of 400–4000 cm−1. 

The mechanical properties of polymer films were measured through a universal 
testing machine (SERVO PULSER, Simadzu EFH-EB20-40L) at a crosshead speed 
of 5 mm/min and ambient temperature. Five rectangular specimens measuring 40 mm 
in length, 10 mm in width, and 0.050 mm in thickness were tested for each sample, 
and their average values were taken. 

The Nove-control Alpha broadband dielectric analyzer was utilized to measure 
the dielectric constants of PMIA and PMIA/FG films from 1 to 106 Hz at room 
temperature. Prior to measurement, the samples (4 cm × 4 cm) were coated with 
aluminum foil on both sides of the PMIA and PMIA/FG films to ensure proper 
electrode contact. 

To examine the thermal stability of PMIA and PMIA/FG films, a Thermogravi-
metric Analyzer (Shimadzu Thermal Gravimetric Analysis (TGA)—50, Japan) was 
utilized. The recorders were conducted under a nitrogen environment with a flow 
rate of 10 ml/min. The material temperature was increased from 100 to 800 °C at a 
heating rate of 10 °C min−1. 

The surface morphologies of PMIA and PMIA/FG films were evaluated through 
a Scanning Electron Microscope (SEM, JEOL JSM-6360LA, Japan). 

3 Results and Discussion 

3.1 The Inherent Viscosity of PMIA/FG Nanocomposites 

The synthesis of PMIA/FG nanocomposites was successfully carried out on a labo-
ratory scale through in-situ interfacial polycondensation, resulting in a polymer yield 
of 93% of the theoretical value. In Table 1, it is shown that the inherent viscosity of 
PMIA and PMIA/FG nanocomposites ranges from 1.8 to 1.95, indicating a higher 
molecular weight. Additionally, there is a slight increase in the inherent viscosity 
of PMIA/FG nanocomposites as the content of FG increases. The presence of FG 
during the synthetic process of PMIA has minimal impact on the polymerization 
reaction of MPA and IPC.

3.2 FTIR Spectroscopy Characterization of PMIA/FG 
Nanocomposites 

FTIR spectroscopy is a useful tool for identifying the functional group present 
in PMIA/FG nanocomposites. The FTIR spectra of both PMIA and PMIA/FG
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Table 1 The inherent 
viscosity of PMIA and PMIA/ 
FG 

Sample ηinh (dl/g) 

PMIA 1.80 

PMIA/FG 0.50% 1.85 

PMIA/FG 0.75% 1.87 

PMIA/FG 1.00% 1.90 

PMIA/FG 1.25% 1.95

nanocomposites can be seen in Fig. 5. The peak at 3290 cm−1 corresponds to N– 
H stretching vibrations in a secondary amide with hydrogen bond. The 3000 cm−1 

peak is attributed to the C–H stretching vibration in an unsaturated compound. The 
1650 cm−1 peak is associated with the amide C=O group in hydrogen-bonded amides. 
The 1600 cm−1 group of closely related peaks is due to aromatic C=C stretching. 
The peak at 1415 cm−1 corresponds to N–H in-plane bending, while the peak at 
1255 cm−1 corresponds to C–N stretching. These peaks differ from those observed 
in the pristine PMIA film [11, 36]. The stretching vibrations of the C–F covalent bonds 
and semi-ionic C–F bonds are represented by the absorption peaks at 1215 cm−1 and 
1087 cm−1, respectively. These observations indicate the presence of C–F bonds in 
the PMIA sample. The FTIR analysis validates the formation of C–F bonds on the 
PMIA [37]. 

Fig. 5 FTIR spectra of as-prepared PMIA and PMIA/FG 1% nanocomposite
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Fig. 6 SEM images of the surface of synthesized PMIA film a PMIA, b PMIA/FG 0.75%, c PMIA/ 
FG 1%, and d PMIA/FG 1.25% 

3.3 Morphologies of PMIA/FG Nanocomposites Films 

The scanning electron microscope (SEM) was used to observe the surface 
morphology of the PMIA and PMIA/FG films. Figure 6 shows the SEM micro-
graphs of the porous PMIA/FG films with 0.5, 0.75, 1, and 1.25% FG content. The 
smooth surfaces of PMIA were observed in Fig. 6a, while Fig. 6b–d revealed obvious 
pores in the porous PMIA/FG films. The size of the pores in the porous films formed 
using casting solution of PMIA/FG 18 wt% and LiCl 5 wt% with the phase inversion 
process at 25 °C was determined. The FG nanoparticles were monodispersed without 
any agglomerations even with an increased amount of 1.25 wt% in the PMIA polymer 
matrix. This result proves the strong interfacial interaction between FG and PMIA, 
and the good dispersal state of the FG nanoparticles in a PMIA polymer matrix. 

3.4 The Dielectric Constants of Porous PMIA/FG Films 

The dielectric constant (k) of the samples was analyzed, and Fig. 7 shows that k 
decreases with increasing frequency between 1 Hz and 1 MHz for all samples. 
Furthermore, the PMIA/FG nanocomposite films have lower k values compared to 
the PMIA film over the entire frequency range. It is a common phenomenon that the
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Fig. 7 The dielectric constant of as-prepared porous PMIA and PMIA/FG films with different FG 
content 0.5, 0.75, 1 and 1.25 wt% Number footnotes separately in superscript. Place the actual 
footnote at the bottom of the column in which it was mentioned. Do not put footnotes in the abstract 
or reference list 

dielectric constant of materials decreases with increasing frequency. This is due to the 
lack of orientation of the dipolar polarizable units as they are unable to keep up with 
the high speed of the applied alternating current electric field at higher frequencies. 

Results showed that the dielectric constant of PMIA/FG nanocomposite films 
decreased as the FG content increased. For instance, at 0.5 wt% FG content, the 
dielectric constant at 1 Hz decreased significantly from 3.44 for PMIA to 2.65. 
Furthermore, the dielectric constant of PMIA/FG 0.75% films decreased even further 
to 2.15. This phenomenon can be attributed to the low polarizability of C–F bonds 
in FG, which is well-dispersed through in situ polymerization and ultrasonic treat-
ment. Additionally, FG with a vast surface area can interact with PMIA chains, 
which hinders the movement of dipoles in PMIA. However, the dielectric constant 
of these films started to increase gradually beyond 0.75 wt% FG concentration. This 
is primarily due to interfacial polarization enhancement resulting from the increased 
concentration of FG. It is understood that at lower frequencies, interfacial polariza-
tion is the dominant effect, as the large dipoles formed at the interfaces are unable 
to track the electric field at higher frequencies. Additionally, an increase in filler 
content results in the formation of more interfaces between the filler and polymer 
matrix, which in turn leads to a more significant interfacial polarization effect at 
frequencies around 1 kHz. However, it should be noted that excessive filler content 
may actually have counterproductive effects, as the resulting interfacial polarization 
can contribute to an increased dielectric constant [38, 39].
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Fig. 8 TGA of as-prepared PMIA and PMIA/FG films with different FG content 0.5, 0.75, 1 and 
1.25 wt% 

3.5 Thermal Properties of Porous PMIA/FG Films 

Figure 8 illustrates the results of thermal stability analysis of PMIA/FG nanocompos-
ites. All samples showed high-temperature performance, with pure PMIA starting 
to decompose at 440 °C. However, the addition of FG resulted in a shift of the main 
thermal decomposition to a higher temperature region, indicating that FG can effec-
tively slow down the thermal decomposition of PMIA. Specifically, the temperatures 
of the main thermal decomposition for PMIA/FG 0.5%, PMIA/FG 0.75%, PMIA/ 
FG 1%, and PMIA/FG 1.25% are 447 °C, 453 °C, 457 °C, and 465 °C, respectively. 

The excellent thermal stability of FG nanoparticles enables their uniform disper-
sion in PMIA. Moreover, the strong interaction between PMIA and FG molecular 
chains hinders molecular chain movement. FG with a large aspect ratio a brings 
out the “tortuous path” effect, acting as barrier in polymer matrices’ to delay the 
permeation of oxygen and the escape of volatile degradation products and also char 
formation. As a result, improved thermal stability has been achieved for FG/PMIA 
composite films [40]. 

3.6 Mechanical Properties of PMIA/FG Films 

The mechanical properties of as-prepared films of porous PMIA and PMIA/FG 
nanocomposites are presented in Fig. 9. The strain and tensile strength of the pure
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Fig. 9 Tensile strength and elongation at break of as-prepared porous PMIA and PMIA/FG films 
with different FG content 0.5, 0.75, 1 and 1.25 wt% 

porous PMIA film were found to be 15% and 22 MPa, respectively. Notably, both the 
tensile strength and elongation at break were observed to increase with increasing 
FG weight percentage. For instance, the tensile strength of porous PMIA/FG films 
containing 0.5%, 0.75%, 1%, and 1.25% FG were found to be 27.8, 32.5, 37.4, and 
45.1 MPa, respectively, which were higher than that of porous PMIA. The corre-
sponding elongation at break for these composites was found to be 16.4%, 18.3%, 
21.5%, and 23.4%, respectively. These excellent mechanical properties resulted from 
the uniform distribution of FG in the PMIA matrix, as well as the excellent interfacial 
compatibility that effectively enhances the stress transfer at the interface. 

4 Conclusions 

In summary, the efficacy of using an in-situ interfacial polycondensation process 
for the successful fabrication of MIA and MIA/FG nanocomposites. Adding FG to 
PMIA is an efficient route for improving both the thermal stability and mechanical 
performance of the resulting composite. The study showed that the PMIA/G compos-
ites with 0.75 wt% FG exhibited the lowest dielectric constant at 1 Hz. The addition 
of 1.25 wt% FG resulted in a significant increase in the tensile strength and elon-
gation at break compared to pure PI film. Composite films exhibited a high initial 
degradation temperature of 465 °C, indicating excellent thermal stability. 

Overall, the in-situ fabrication of poly (m-phenylene isophthalamide)/ 
fluorographene nanocomposites and their properties have the potential to benefit the
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community in numerous ways, including improved mechanical and flame-retardant 
properties, reduced environmental impact, and improved electrical properties. the 
development of these nanocomposites has the potential to revolutionize various 
industries and improve the lives of millions of people, making it a significant 
contribution to the betterment of society. 

5 Recommendation 

The use of fluorographene with different polyimides using in-situ interfacial poly-
condensation is a promising method to obtain materials with low dielectric constants. 
Proper selection of polyimides, optimization of processing parameters, and charac-
terization techniques are essential to obtain materials with tailored properties for 
various electronic applications. Moreover, application-specific properties should be 
taken into consideration while tailoring the properties of the composite material. 

It is advisable to experiment with different types and proportions of additives to 
determine the optimum combination that will produce the desired outcome. This will 
help to achieve a balance between low dielectric constant and other desirable prop-
erties such as mechanical strength, thermal stability, and chemical resistance. Prior-
itize the use of additives that are known to be non-toxic, environmentally friendly, 
and cost-effective to ensure that the membrane is safe and economical to produce. 
Consider the application and environment the PMIA membrane will be used in, as 
this may impact the choice of additives. For example, if the membrane is intended for 
use in high-temperature environments, additives with good thermal stability should 
be selected. 
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Analysis of Refineries Preheat Trains 
with Variable Heat Capacity 
and Exchangers Fouling 
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Osama Abd El-Baari, and Fatma Ashour 

1 Introduction 

Energy efficiency has become one major factor to consider in chemical processes 
design because of high energy prices, fossil fuel limited resources and environmental 
restrictions applied worldwide to mitigate impact of climate changes. This research 
is oriented towards the sustainable development goals (SDGs) related to health and 
well-being, affordable and clean energy, and the climate action. Therefore, several 
process industries started to raise the awareness of energy conservation and improve 
the energy efficiency of processing plants to remain sustainable and competitive in the 
challenging global market. Energy integration is a key technique in enhancing energy 
efficiency to cut utility costs in the chemical industries. Several methods were estab-
lished for exchanger network design. Heat integration in process industries intends 
to re-use all heat sources of the process streams and thus reduce heating demands 
overall [1]. The heat capacity (CP) of process fluids is a function of temperature, 
which means that it isn’t constant, and thus changes with the change of temperature. 
Fouling is also an important factor in revamping, as adding area without considering
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the fouling might not give the required duty. Most of retrofit studies in literature 
ignored the impact of heat capacities and fouling. Consequently, their modifications 
might not lead to a practical solution as the solution is not accurate as a result of 
ignoring the heat capacity and fouling effect [2]. Energy (or process) integration is 
important in chemical processes and crude oil refineries to reduce the consumption 
of fuel, as in some refineries part of the crude itself is used as fuel in the fired heater 
[1, 3]. 

Energy integration typically re-uses heat sources from processes to provide heat to 
cold sinks within the same process leading to minimum external heat requirement. As 
a result, adopting energy integration reduces the apparent cost of energy for a process. 
With less expensive energy, more resources will be used to improve, for example, 
the conversion of raw materials to products [4–10]. Process integration has two 
applications: (1) to optimally arrange exchangers and process facilities in processing 
plants for better heat exchange opportunities, and (2) to synthesize networks based 
on systematic techniques to maximize heat recovery and lessen the dependence on 
external utilities. In both applications, heat sources are optimally reused to provide 
heat to cold sinks. Efficient use of equipment is also part of the process integration 
scope [5, 11–14]. 

Heat exchanger networks (HENs) are necessary in the chemical plants to manage 
the heating and cooling requirement of the process, and minimize the external utility 
consumption through recovering process heat available with no operating costs [1, 
3]. Process integration is tracked back to Hohmann. Linnhoff and Flower developed 
Hohmann’s work, leading to the well-known Pinch Technology in 1977. This tech-
nique later become the solid foundation of most research done within the heat inte-
gration field till recent times [6, 15–17]. Pinch analysis (or technology) is a method 
for reducing energy consumption of industries by predicting energy targets ahead of 
complete design and reaching such targets by optimizing distribution between hot 
and cold resources through manipulating operational conditions. This research field 
is also known as “process integration”, “heat integration”, “energy integration” or 
“pinch technology” [6]. 

The concept of pinch analysis is originally discovered and further developed in 
late 70s by Hohmann, Huang and Elshout, Linnhoff et al. and Umeda et al. [10]. It 
presents a methodology for analyzing chemical processes and the surrounding utility 
systems depending on the first and second laws of thermodynamics. 

Pinch analysis is applied in a systematic procedure: (1) energy targets are predicted 
at early stage of design for a given process conditions and minimum temperature 
approach, (2) minimum number of exchanger units and needed heat exchange areas 
are determined accordingly, (3) network is designed for minimum capital investment 
and utilities expenses [7]. 

As a result of process integration application, minimizing energy demands will 
lead to less environmental impact of climate change through less fuel combustion and 
less water resources consumed. Violating any one of the previous rules will result 
in increasing the energy requirements. Literature is rich in applications of Pinch 
Technology to a wide range of refining/gas processes, chemical plants and other 
related industries [8]. One main tool of Pinch Technology is Composite Curves to
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predict energy targets for exchanger networks with any number of process streams. 
These curves are constructed typically for cold streams and hot streams, one for each 
type of streams. Composite curves are generated in temperature versus enthalpy (T/ 
H) diagrams [8]. This technique is applicable for new network design and valid for 
analyzing existing ones for various objectives. The reuse or the revamping is essential 
for as energy saving, debottlenecking, capacity increase, carbon emissions cut, or 
changing feed or product specifications [1, 18–22]. Several methods for process 
integration and HEN revamping have been proposed aiming to fulfill process and 
plants’ heating and cooling requirements. The use of heat exchanger networks design 
is a well-established tool for both new designs and retrofit situations, that has been 
developed over the years [22–26]. Research in process heat integration identifies 
systematic procedures that modifies process arrangements and operating conditions 
to improve overall energy efficiency of a plant. Most research reported in literature 
focused on retrofit of HENs in oil refiners ignored variation of heat capacities and 
fouling in equipment, leading to impractical results [1, 3, 6, 17, 18]. 

The aim of this work is to propose a design methodology for retrofit of preheat 
trains in petroleum refining industries for minimum energy requirements considering 
variable heat capacities of process streams and fouling in exchanger equipment. This 
objective serves to cut emissions of CO2 gases and thus mitigate climate change’s 
impact on the environment. In other words, the objective of the research helps to 
achieve SDG #13 focusing on Climate Action. In addition, the results of minimizing 
the dependence/consumption on the energy natural resources contribute to SDG #12 
(Responsible Consumption and Production). In this case fuel burned as energy source 
for heating is efficiently consumed. The methodology is based on Pinch Analysis 
and process simulation. 

2 Statement of the Problem 

In order to reduce energy consumption in refineries and cut carbon emissions, the 
energy use in furnace should be decreased. A real refining plant, in Fig. 1, producing 
crude oil fractions and fuel products with a capacity of 85 thousand-barrels-per-day 
of crude oil feed is taken from the available library data of the simulator ‘Aspen 
HYSYS®’. It includes atmospheric crude distillation tower and crude vacuum unit.

The crude oil is processed in several units to reach its final products like kerosene, 
diesel, gasoline, and other important fuels. At first it enters the atmospheric distil-
lation unit at a relatively high temperature of approximately 343 °C. Raw crude oil 
is heated initially in a preheat train or HEN (Fig. 2) and then enters the furnace, 
where most of energy consumed. In order to decrease the energy consumption of the 
furnace, consequently decrease the overall energy consumption in the refinery [1, 
18].

Figure 2 shows the preheat train of the crude oil feed stream, revealing details 
of heating crude oil stream from atmospheric temperature to target temperature by 
recovering heat from hot streams of the process. In this figure, crude oil stream
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Fig. 1 Refining plant for crude oil distillation [1]

Fig. 2 An existing HEN including crude oil stream from the well to the distillation column [1]

is heated from atmospheric condition to 247 °C before entering the furnace to be 
heated further to 343 °C. A proposed revamping solution for the previous network 
was introduced by Gadalla [1] to increase the performance and the energy savings 
for the network. The temperature of crude oil feed to the fired heater increased 
from 247 to 275.7 °C, as shown in Fig. 3. The revamping solution comprises new 
exchanger unit and relocating a number of existing equipment, whose details can be 
found in literature [1]. The heat load on the fired heater for the revamping solution 
is 29.12 MW, to heat the crude oil stream from 275.7 °C before the furnace to the 
target temperature of 343 °C.
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Fig. 3 A modified HEN for energy savings [1] 

This revamping didn’t take the variation of process fluids heat capacity and 
exchanger fouling into considerations. As a result, the solution when applied to the 
existing network might not lead to the predicted energy savings since heat capacity 
changes and exchangers suffer fouling. Therefore, the retrofit solution may seem 
impractical and results are not accurate. In this work, a systematic methodology will 
be proposed for the analysis of retrofit of a refinery’s networks looking at the effect of 
heat capacities and exchanger fouling for minimizing energy consumption purposes. 

3 Systematic Methodology 

Figure 4 illustrates a systematic methodology to retrofit of refinery’s heat exchanger 
network accounting for heat capacity and fouling. This systematic methodology for 
analysis is applicable in general to chemical process industries including oil and gas 
facilities. The systematic methodology starts with collecting the HEN data which 
includes temperatures, pressures, and flow rates. Once data are available, existing 
HEN is simulated using commercial packages such as Aspen HYSYS® and then 
validation of simulation results is performed against real data. Structure of existing 
network is fixed and fluid flow rates and temperatures are specified in the simulation to 
reproduce the real network. If the data validation is wrong, network simulation needs 
to be analyzed and checked. Otherwise, the retrofit methodology should proceed with
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Fig. 4 A systematic methodology for retrofit of refinery’s HEN

analysis. The retrofit analysis of HEN is divided into two sections: (1) heat capacity, 
and (2) fouling. The retrofit analysis is based on Pinch analysis as proposed by 
Gadalla [1], where energy targets are defined by composite curves and network is 
modified for minimum energy demands as shown by the simulated network of Fig. 5. 

3.1 HEN Analysis with Variable Heat Capacity 

When heat capacity CP is considered in network analysis, the temperatures of process 
streams leaving exchangers seem different from proposed solutions with constant 
heat capacities. This is due to the fact that the heat duty differs according to the 
values of CP (Fig. 6) [1, 3, 18]. Due to insufficient heat duty, temperature of hot 
outlet stream is higher than target, while outlet cold stream seems colder than target, 
leading to improper heat exchange (see Fig. 6). This is a result of underestimating 
or overestimating the value of heat capacity in the previous case study. Underesti-
mating CP is referred to the case that the values of heat capacities taken in calcu-
lations are smaller than the real values. Similarly, overestimating then implies that 
values considered are larger than real values. Commercial process simulators such
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as Aspen HYSYS® adopts thermodynamic models, such as the equation of state of 
Peng-Robinson, to calculate properties of fluids among which heat capacities are of 
importance. Therefore, such simulators are employed to address the variation of CP 

of fluids during retrofit analysis. Both fluids into and from the exchanger equipment 
are taken into account with respect to their heat capacities, i.e. CP for hot fluid and 
cold fluid (crude oil) is considered variable. 

Results of heat capacities of fluids (such as crude oil stream) can be plotted 
against temperature ranges. Temperatures are classified according to the sensitivity 
of CP with temperatures. A typical diagram for this dependence can be obtained as 
in Fig. 7. Two scenarios may be reached, one is underestimating CP values and the 
other is overestimating CP. For every fluid in the process, Fig. 7 can be constructed. 
However, experience tells that the main stream over wide range of temperature is of 
importance to consider such as crude oil feeds in petroleum refineries. 

TH 

(oC) 

TC (oC) 

(TC,out,TH,in) 

(TC,in,TH,out) 

(TC,out,TH,in) 
(TC,in,TH,out) 

Fig. 6 Heat exchanger’s temperatures diagram [1] 

Temperature (oC) 

CP 

(M 
W/o 

C) 

Fig. 7 Graphical representation for heat capacity versus temperature
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3.2 HEN Analysis with Fouling 

The outlet temperatures of process streams will be affected with fouling in the heat 
exchangers. So, the outlet temperatures of hot and cold streams are calculated for 
each exchanger considering the values of fouling according to the following equation: 
values of clean heat transfer coefficient (UC) and fouling factor (f) are obtained from 
calculations and literature to get the values of dirt design coefficient (UD). The fouling 
factor values vary from 0.001 to 0.003 ft2 °F h/Btu [19]. 

1 

UD 
= 1 

UC 
+ f (1)  

Four scenarios are proposed in this work to calculate the values of UD and hence 
the temperatures of outlet streams: (1) fouling factor of 0.003 ft2 °F h/Btu, (2) fouling 
factor of 0.002 ft2 °F h/Btu, (3) fouling factor of 0.001 ft2 °F h/Btu and (4) variable 
fouling factor. For fluids of fouling tendencies, a fouling factor in exchangers is set 
to 0.003 ft2 °F h/Btu, as in the case of crude oil streams. Then for less fouling fluids, 
fouling factors can be assumed as 0.0002 and 0.001 ft2 °F h/Btu. Providing the values 
of UD, the new heat duties are calculated to achieve the new set of outlet temperatures 
from Aspen HYSYS®, according to the following equation: 

Q = UD × A × ΔTm (2) 

where Q: heat duty, A: existing area of heat exchanger, ΔTm: logarithmic mean 
temperature difference (or LMTD). Equation (2) can be applied also to calculate 
additional exchanger areas to keep the same heat duty before considering fouling as 
the difference between new area and existing one. 

3.3 HEN Analysis with Variable Heat Capacity and Fouling 

When the analysis is done considering both variable heat capacity and fouling simul-
taneously, we the previous steps are followed for fouling analysis such that the outlet 
temperatures are calculated with variable CP as proposed by the simulator Aspen 
HYSYS®. 

3.4 HEN Cost Analysis 

Cost of energy savings and capital expenditure incurred by retrofit are calculated. 
Energy savings will equal the heat load on the fired heater after considering CP and 
fouling minus the heat load of the original retrofit solution, i.e. not considering CP
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or fouling. It must be noted that this energy savings can be negative or positive. This 
implies that the original retrofit solution can be overestimating or underestimating 
the energy saving calculations. Nevertheless, the new methodology leads to robust 
and accurate solutions. Procedure to calculate energy costs is shown below: 

(1) Get the energy difference for the furnace of the original case study and the 
Aspen HYSYS® simulator. 

(2) Get the calorific value of this amount of energy as each barrel of oil burned has 
certain calorific value. 

(3) Get the amount of fuel used by getting the number of barrels to be burned that 
give this energy difference. 

(4) Calculate the number of barrels consumed annually. 
(5) Multiply the number of barrels consumed annually by the cost of barrel of oil 

to give the cost of fuel consumed annually and thus annual savings. 

Capital costs resulting from retrofit represent the cost of required area of addi-
tional areas needed to achieve the retrofit target. Cost of required area ($) can be 
calculated from the correlation proposed by Enríquez-Gutiérrez et al. [27], knowing 
the additional exchanger areas (m2). Then, the payback time to recover this cost can 
be calculated from [1]: 

Cost of required area = 1530 × (Additional area)0.63 (3) 

Payback time = Cost of required area 
Annual savings 

(4) 

3.5 Greenhouse Gasses Emission 

It is well known that environmental consequences of substantial consumption of fossil 
fuels contribute to global warming due to emissions of greenhouse gases. Emissions 
of CO2 released from the combustion of petroleum-based fuels can increase the 
global warming significantly. 

The flow rate of CO2 (CO2_Flow; kg/s) emitted can be determined as a result of 
burning fossil fuel in a fired heater to provide the necessary heating load (Q; kW) to 
the process from the following equation [28]: 

CO2_ Flow  = 1 
η

(
Q 

NHV

)(
%C 

100

)
α (5) 

where η is the fired heater efficiency (90%) [28], α is the ratio of the molar masses 
of CO2 and carbon (= 3.67), NHV is the net heating value of the fuel burned (kJ/ 
kg). Net heating values (NHV) are assigned as 39,771 kJ/kg and 51,600 kJ/kg, and 
%C are set as 86.5 and 75.4 for heavy fuel oil and natural gas, respectively [28].
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Accordingly, each megawatt of process heat required corresponds to the emissions 
of 2797 tons of CO2 per annum. 

4 Case Study and Results 

The original network of case study presented in Fig. 2 [1] was simulated using Aspen 
HYSYS® simulator taking into account variable CP provided by the simulator. Data 
were validated such as the heat duties of exchangers are fixed as the original case. 
Then, the outlet temperatures of the hot and cold streams for each heat exchanger 
were reported and compared with original case in Table 1. 

Table 1 illustrates the difference between the inlet and outlet temperatures for hot 
and cold streams of the previous case study [1] and the simulation of Aspen HYSYS® 

with variable heat capacity. The crude oil stream, which is the main cold stream, 
outlet temperatures of Aspen HYSYS® is more than the temperatures mentioned 
in the previous case study. As shown in heat exchanger E-1 A/B, the outlet cold 
temperature in previous case study is 94.1 °C and the outlet temperature in current 
work considering CP is 97.07 °C. Also, other heat exchangers have difference in 
their outlet cold and hot temperatures. Hence, a graphical figure was implemented 
for each heat exchanger in the HEN illustrating the comparison between the outlet 
temperatures of Aspen HYSYS® and the previous case as follows in Fig. 8. The  
difference in outlet temperatures is due to the variation of CP with temperature. 
Given the new temperatures of Aspen HYSYS® and the heat duties, the variable heat 
capacities are calculated for each exchanger unit and shown in Fig. 9 compared with 
constant CP of original case study [1].

Table 1 Temperatures of Aspen HYSYS® versus previous case study 

Exchanger Tc,in (°C) Tc,out (°C) Th,in (°C) Th,out (°C) Tc,out with CP 
(°C) 

Th,out with CP 
(°C) 

E-1 A/B 37.8 94.1 114.1 72.8 97.07 78.5 

E-20 94.1 99.6 152.5 136.9 102.5 138 

E-3 99.6 110.1 203.6 143.9 112.6 143.9 

E-6 110.1 145 288.4 229.1 144.8 229.1 

E-5 142.6 168 222.2 166.9 169 166.9 

E-8 A/B 167.9 194 227 191.5 197.5 191.5 

E-4 194 201.3 275.6 214.6 205.7 214.6 

E-9 201.3 211 288.4 242.9 217.7 242.9 

E-10 A/B 210.9 250.6 281.1 227 259.7 228.3 

E-11 250.6 261.5 336.7 288.4 263.3 288.4 

E-12 261.5 275.7 357.2 339.4 281.2 339.4 
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Fig. 8 Graphical presentation for the modified heat exchanger E-1 A/B 
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Fig. 9 CP versus temperature 

In Fig. 9, it is noted that the value of old heat capacity for the crude oil cold 
stream constant during two intervals, from heat exchanger E-1 to E-6, and from heat 
exchanger E-5 to E-12. These two intervals are separated by the desalter, because of 
the heat capacity of the water. However, the new heat capacity calculated is change-
able for each heat exchanger, as it is a function in many factors like the temperature 
and composition of each stream. It is clear that in many temperature intervals the 
original solution of previous case study [1] overestimated the CP. This explains why 
in some exchangers the outlet temperature of crude oil is higher than that of the 
original retrofit solution. In overall, the temperature of the crude oil prior entering 
the furnace increased from 275.7 to 281.2 °C (see Fig. 9). As a consequence of
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this finding, the heat exchange areas need to be increased further to accommodate 
the heat duties. It is clear that if the heat capacities were underestimated, the area 
required should be decreased as the heat duty will be more than required. Since the 
temperature before the furnace increased from 275.7 to 281.2 °C, the corresponding 
furnace heat load became 26.94 MW (compared with 29.12 MW for base case). Thus 
the energy savings are 2.18 MW. 

Fouling consideration was performed following the procedure presented above by 
calculating the dirt design factor UD, clean coefficient UC and additional areas A, for 
the various scenarios mentioned earlier. Table 2 shows such results for scenario 4 as 
an example, i.e. for fouling factors as intervals of f = 0.0002 ft2 °F h/Btu. Assuming 
that the starting value of fouling factor equals 0.003 ft2 °F h/Btu, as crude oil enters 
the first exchanger full of dirt, and the value in the last exchanger is 0.001 ft2 °F h/Btu, 
as it is the least value of fouling. As a result of fouling, the outlet stream temperature 
of E-1 A/B is shown in Fig. 10 compared with the original case and the case with 
variable CP. As shown in figure, the temperature profile for the case of considering 
fouling lies to the left of the base case temperature profile on hot end, while it is 
above the base case on cold end. This is due to the exchanger fouling that resulted 
in a reduced head duty transferred across exchanger. Therefore, the cold stream is 
heated to a lower temperature than the base case target and correspondingly the hot 
stream is cooled to a little higher than the target. 

The cost of the energy savings is calculated by estimating the fuel saved in the 
furnace. The energy saved from the furnace was found as mentioned previously to 
be 2.18 MW. This energy saving corresponds to a cut in CO2 emissions of approx-
imately 5594 tons/year (Eq. 5). As a result, the environmental consequences of 
global warming are thus relaxed and climate change impact is lessened. Therefore, 
the barrels-of-oil saved was calculated by knowing the calorific value of the fuel 
(1700 kWh/barrel) [21]. The fuel savings thus was obtained as 9412 barrels-per-year

Table 2 Fouling with interval difference 0.0002 ft2 °F h/Btu 

Exchanger Existing 
area (m2) 

Qold (MW) Qnew 
(MW) 

Delta Q 
(MW) 

Area 
required 
(m2) 

Area extra 
(m2) 

E-1 A/B 328.0 16.30 15.50 0.79 344.88 16.88 

E-3 98.7 3.03 3.00 0.03 99.84 1.14 

E-6 209.5 10.12 10.03 0.08 211.24 1.73 

E-5 320.2 10.52 10.33 0.19 326.08 5.88 

E-8 A/B 651.6 10.77 10.64 0.12 659.24 7.64 

E-4 58.6 3.03 2.97 0.06 59.87 1.27 

E-9 108.0 4.00 3.95 0.04 109.09 1.09 

E-10 A/B 759.3 16.40 16.16 0.23 770.43 11.13 

E-11 126.5 4.50 4.47 0.03 127.44 0.94 

E-12 146.1 5.88 5.85 0.028 146.81 0.71
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Fig. 10 Graphical presentation for the modified heat exchanger E-1 considering fouling

leading to annual savings of 508,719 $ since the cost-per-barrel; is 54.05 $ [23]. 
Capital costs of additional areas to existing network were estimated as stated earlier 
and found to be 285,983 $, leading to a payback time of almost 0.6 year [24, 25]. 

5 Conclusions and Recommendations 

In this work, a systematic methodology study was proposed for the analysis and 
revamping of refinery’s preheat trains taking variable heat capacities and heat 
exchangers’ fouling into consideration. A real refining plant for producing crude oil 
fractions and fuel products with a capacity of 85 thousand-barrels-per-day of crude 
oil feed is taken from the available library data of the simulator ‘Aspen HYSYS®’. 
The assumption of constant heat capacity is criticized and analyzed. This led to an 
increase in the inlet temperature to the furnace from 275.7 to 281.2 °C. In addi-
tion to take fouling into considerations the temperature will be 281.1 °C. However, 
the furnace duty will be decreased by 2 MW with carbon dioxide emissions cut of 
5594 tons/year. This will cause a decrease in the cost of the furnace fuel by approx-
imately 508,718.6 dollars/year. On the other hand, the payback time for the heat 
exchangers’ cost will be 0.6 year to recover the capital investment of the modifi-
cations of nearly 286 k$. Both SDGs #12 and #13 are met through this research 
outcome since natural resources of energy fuels are efficiently consumed (SDG #12) 
and greenhouse gases are cut (SDG #13).
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Nomenclature 

A Heat transfer area (m2) 
CO2_Flow Flow emissions of CO2 (kg/s) 
%C Percentage carbon present in fuel (–) 
CP Heat capacity of streams (kJ/kg K) 
f Fouling factor (ft2 °F h/Btu) 
NHV Net heating value of fuel (kJ/kg) 
UC Clean overall heat transfer coefficient (Btu/ft2 °F h) 
UD Design overall heat transfer coefficient (Btu/ft2 °F h) 
Q Heat transfer rate or duty (kW) 
Qnew New heat transfer rate or duty (kW) 
Qold Old heat transfer rate or duty (kW) 
TC; Tc Temperature of cold stream (°C) 
TC,in Inlet temperature of cold stream (°C) 
TC,out Outlet temperature of cold stream (°C) 
TH; Th Temperature of hot stream (°C) 
TH,in Inlet temperature of hot stream (°C) 
TH,out Outlet temperature of hot stream (°C) 
η Fired heater efficiency (–) 
α Ratio of molar masses of CO2 and carbon (= 3.67)
ΔTm Logarithmic mean temperature difference or LMTD (°C) 
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Maximizing Energy Efficiency 
in Petroleum Refining: Case 
Study—Delayed Coker Unit 
in an Egyptian Refinery 

Mohamed Shahin, Hany A. Elazab, Mamdouh Gadalla, Thokozani Majozi, 
and Fatma Ashour 

1 Introduction 

The petroleum refining industry is considered one of the most critical industries that 
provides us with more products that are necessary for our daily activities including 
refinery gas, LPG gasoline, diesel, solar and asphalt. Despite these valuable prod-
ucts, the petroleum refining processes use more energy (heat and electricity) and 
such increase in the energy consumption will decrease the overall profit from the 
refinery plant. Environment impact is strongly related to energy consumption through 
the large quantities of carbon dioxide released in fuel combustion. Therefore, the 
common trend is to reduce the energy consumption and maximize energy efficiency 
for each unit involved in the petroleum refining flowsheet and also for rationaliza-
tion in the used fuel with minimum emissions for the environment [1–5]. Petroleum 
refiners are massive facilities with including several physical equipment, reactors, 
columns, exchangers etc. to process a barrel of crude oil feed into valuable fuel prod-
ucts, light gases and chemicals. The ‘bottom of the barrel’ has become more of a 
problem for refiners because heavier crudes are being processed and the market for
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heavy residual fuel oils has been decreasing. Historically, the heavy residual fuel oils 
have been burned to produce electric power and to supply the energy needs of heavy 
industry, but more severe environmental restrictions have caused many of these users 
to switch to natural gas. Thus when more heavy residuals are in the crude there is 
more difficulty in economically disposing of them. Coking units convert heavy feed-
stocks into a solid coke and lower boiling hydrocarbon products which are suitable 
as feedstocks to other refinery units for conversion into higher value transportation 
fuels. In typical coking units, heavy residues from vacuum towers are thermally 
cracked under sever conditions to upgrade heavy residues into lighter products such 
as straight run gasoline and distillates. The process completely reduces hydrogen so 
that the residue is a form of carbon called ‘coke’. The bottom of the barrel is heated 
to typically 440–500 °C and held in reactor drums for approximately 24 h ‘delayed’ 
at 2–5 bar until it cracks into light products leaving coke solids. 

The process integration science is considered one of the most important inventions 
in the chemical industry in the last decades for reducing the used energy in the industry 
[6–8]. Several units belong to modern petroleum refiners; first process is the desalting 
system that uses heat to increase the crude oil and water mixture temperature to about 
121 °C. Also it uses high potential electric field for the desalter and also electrical 
energy for the crude oil and water pumping [9–11]. Second refining process is the 
atmospheric distillation unit that consumes heat in a furnace to raise the crude oil 
temperature to about 375 °C, also uses steam for stripping purposes in the atmospheric 
column to increase the product purification and also using electrical energy for pumps 
[12–14]. The third refining process is the vacuum distillation unit that requires heat 
to increase the temperature of the bottom residue of the atmospheric distillation to 
about 445 °C. Steam is used in ejectors to create vacuum in the column. Then, one 
important unit is the delayed coking unit (DCU) that uses heat in furnace to raise 
the temperature of the feed from the bottom of the vacuum distillation unit to about 
500 °C [15–17]. To run modern refiners, substantial quantities of fuels in furnaces and 
steam are consumed in the typical refinery processes to provide heat and electricity 
for operation. Consequently, environment is harmed with emissions of CO2 and thus 
global warming problem becomes sever. 

From the previous discussion, it is highlighted that energy is highly important 
in the petroleum refining processes, and that furnaces are needed to transfer heat to 
the process stream for large difference of operation temperatures. In addition, steam 
is used for many purposes such as heating the process streams in heat exchangers, 
as a stripping agent in the stripping columns to increase the purity of some prod-
ucts, as a heating source for some distillation columns, for driving the turbines, for 
creating vacuum through steam ejectors. Further, electrical energy is used for oper-
ating pumps, compressors, air coolers fans and for providing high potential electrical 
field in the desalting process [1, 5–7, 18–22]. 

This research considers an existing delayed coker of an Egyptian oil refinery 
to maximize energy efficiency and reduce fuel consumption as a driver to mini-
mize greenhouse gases emitted from furnaces. This research is oriented towards the 
sustainable development goals (SDG’s) related to health and well-being, affordable
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and clean energy, and the climate action. In this context, process integration tech-
niques are employed to identify process modification and optimum opportunities for 
heat integration between hot and cold sources within the plant. Revamping methods 
and approaches are very common in petroleum refining for several objectives, with 
more attention to crude atmospheric units and vacuum fractionation towers [23, 24]. 
In most of these research results, the exchanger network is considered for revamping 
studies for efficient reuse. However, little work is documented for delayed coker units 
in revamping applications. Not much recent work has been done on revamping of 
delayed coker; most reported research focus on the chemical processing of delayed 
coker [25] or revamping of a complete refining process including delayed coker 
among several units [26]. The expected results are more profit, less fuel consump-
tion, lower greenhouse gas emissions, and more sustainable process. The SDGs 
of Climate Action (#13) and Responsible Consumption and Production (#12) are 
both achieved in this research are a result of lowering the tons released of CO2 and 
through the efficient use of energy natural resources, i.e. fuel burned to provide heat 
for separation. 

2 Research Methodology and Process Description 

In this research study, a case study of an Egyptian delayed coker unit (DCU) 
is revamped. The revamping method is focusing on the efficient reuse of the 
existing network with the minimization of both energy and utility requirements. 
The revamping approach is based on the application of Pinch Analysis Principles 
[11] and the use of commercial process simulators (e.g. Aspen Energy Analyzer®). 
In the revamping method, the heat exchanger network (HEN) of the DCU is consid-
ered [12–14, 27]. The following is a systematic procedure on how to implement the 
revamping on HEN of the delayed coker unit: 

(1) Data collection of process streams and heat exchangers. 
(2) Energy targeting and pinch temperature calculations for existing ΔTmin. 
(3) HEN simulation and data validation. 
(4) Revamping methodology implementation. 
(5) Calculation of total investment and energy saving costs. 
(6) Selection of the optimum design. 

In steps (2) and (3), Aspen Energy Analyzer® is employed for energy targeting, 
HEN simulation and validation. The data required for the HEN simulation is mainly 
the inlet and outlet temperatures of the heat exchangers, their heat loads and the outlet 
and inlet to the furnace. The simulation of HEN requires the entry of stream temper-
atures and heat loads across exchanger units. Pinch Analysis principles embedded in 
the simulator are applied to calculate the minimum heating and cooling requirement 
necessary for the process at the existingΔTmin (minimum temperature driving force). 
Then the grid diagram of the existing HEN is constructed. For validation step, the 
simulation results are compared with the actual data of the existing HEN of DCU.
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2.1 HEN Revamp Algorithm 

Figure 1 summarizes the detailed steps for revamping method to be applied to the 
case study of the HEN of DCU. This algorithm is graphical based and applies to 
maximize the temperature of the cold fluid (e.g. bottom of barrel) before entering the 
furnace to reduce the heat load on the furnace and thus cut emissions and improve 
profit. Figure 2 [1] is constructed for the existing HEN to determine violation to 
Pinch Analysis and identity potential process modifications for better heat recovery 
opportunities. Areas (1) and (3) represent optimum feasible regions for relocating 
exchanger equipment. Such a graph is generated by knowing the exchanger streams 
terminal temperatures. Potential modifications can be identified, including additional 
areas, relocation of existing exchangers, repiping and resequencing of units. Capital 
investment is then incurred to provide modification solutions. Best economic design 
is selected with maximum energy efficiency.

2.2 Case Study and Process Description 

In the present work, the developed methodology is applied to an actual case study of 
a heat exchanger network of a delayed coker of an Egyptian refinery (south Egypt). 
The data of the existing unit are confidential and the processing capacity is several 
tons per day of heavy bottoms from the vacuum distillation unit. The DCU produces 
LPG with flow of 6.6 t/h, Naphtha with 12.1 t/h, LGO with 35.6 t/h, HGO with 48.9 t/ 
h and coke with flow of 44.1 t/h. Exchanger network data are available for different 
sections of the existing DCU, a sample of which is shown in Fig. 3 representing the 
network of the main fractionator.

The network shown in Fig. 3 represents a part of the total exchanger network of 
the DCU existing in the plant. As shown in figure, process hot streams run from left 
to right, while cold streams are shown to run from right to left. For example, stream 
‘LGO Product’ is hot and available at 175 °C and is cooled using air cooler (E-16) 
to 55 °C. Some hot streams exchange heat with cold streams and this is displayed 
through the exchangers as circles connecting both streams. As an example, hot stream 
‘HGO Product’ exchanges its heat with the cold stream ‘Residue feed from storage’ 
in the exchanger E-05. 

2.3 HEN Simulation and Validation 

Data collected from the different sections of the DCU are simulated using Aspen 
Energy Analyzer®, and results of simulation are shown in Fig. 4. The existing network 
contains some 29 exchanger unit. Data simulated include exchangers, heat loads, 
supply and target temperatures of process streams entering and leaving exchangers.
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Fig. 1 HEN revamping algorithm

The existing DCU consumes total heating utility of 39(10)6 kcal/h and cooling utility 
of 81(10)6 kcal/h. The minimum temperature approach of the existing network (HEN) 
is given as 15 °C for the existing of the DCU. Simulation results are validated against 
actual data, as shown in Table 1. The data comparison between simulation and actual 
data reveal very good agreement (Table 1).

2.4 HEN Energy Analysis 

AtΔTmin of 15 °C, Aspen Energy Analyzer® is employed to determine energy targets 
and to generate composite curves for the given/simulated HEN. Figure 5 displays
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Fig. 2 Feasibility regions diagram for heat recovery [1]

Fig. 3 Data extraction for the main fractionator

the composite curve for the existing network. The energy targets can be extracted 
from Fig. 5; minimum heating duty is the heat required above 250 °C, and the 
minimum cooling duty is the cooling required below 160 °C. Energy targets are found 
to be 34.52(10)6 kcal and 70.43(10)6 kcal/h for heating and cooling respectively. 
Further, the pinch temperatures are 193 °C for the hot streams, and 173 °C for 
cold streams. Grid diagram for the existing HEN is constructed as shown in Fig. 6. 
It can be observed that the network comprises 36 process streams. The next step 
is to identify violations to Pinch Analysis principles which are: cooling above the 
pinch temperature, heating below the pinch temperature and exchanging heat from
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Fig. 4 HEN simulated using Aspen Energy Analyzer®

above the pinch to below or vice versa. By examining the grid diagram of Fig. 6, 
the following violations to Pinch Analysis are detected and on which revamping 
modifications are focused:

(1) Heating below the pinch in streams #32, #34 and #35. 
(2) Exchangers across the pinch: E-26 between streams #14 and #27; E-06 between 

streams #18 and #26; and E-12 between streams #20 and #29. 

3 Results and Discussion 

Provided that the violations to Pinch Analysis Principles identified in Fig. 6 
(Sect. 2.4), potential modifications are proposed to relax such violations. Figure 7 
summarizes the design of these potential revamping modifications with the HEN grid 
diagram. The modifications focus on those exchangers crossing the pinch tempera-
tures, i.e. E-26, E-06, and E-12. E-26 originally exchanges heat between streams #14 
(hot) and #27 (cold) and as such it crosses the pinch. This hot stream is supposed to 
exchange heat with cold streams above the pinch/not below the pinch. Therefore, the 
revamping modification is to integrate the heat of stream #14 with the cold stream 
#32 in two stages, above the pinch in exchanger E-A and below the pinch in E-G, 
rather than with only one cold stream #27. Similarly, the hot stream #18 would better 
exchange heat with cold stream #27 (above the pinch) in exchanger E-B rather than 
with stream #26 (below the pinch). Hot stream #20 would exchange heat below the 
pinch with cold stream #29 in E-F. Therefore, these 4 new exchangers (E-A, E-B, 
E-F, E-G) will overcome the violation to Pinch Analysis and as such they fulfill the 
principles. Expectedly, the overall energy efficiency would improve.
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Table 1 HEN simulation and validation 

Ex. Actual HEN HEN simulation 

Q 
(MW) 

Tube side 
streams 

Shell side 
streams 

Q 
(MW) 

Tube side 
streams 

Shell side 
streams 

Tout 
(°C) 

Tin 
(°C) 

Tout 
(°C) 

Tin 
(°C) 

Tout 
(°C) 

Tin 
(°C) 

Tout 
(°C) 

Tin 
(°C) 

E-1 3.62 221 269 207 206 3.62 221 266.5 207 206 

E-2 6.8 269 352 302 200 6.8 266.5 352 302 200 

E-3 2.52 232 371 207 206 2.52 232 371 207 206 

E-4 0.89 221 374 271 199 0.89 221 374 271 199 

E-5 2.71 230 347 302 200 2.71 230 347 302 200 

E-6 0.3 310 372 136 116 0.3 310 372 136 116 

E-7 2.52 171 140 160 193 2.52 171 140 160 193 

E-8 1.86 37 32 38 55 1.86 37 32 38 55 

E-9 1.44 37 32 38 72 1.44 37 32 38 72 

E-10 0.81 43 37 49 89 0.81 43 37 49 89 

E-11 0.75 37 32 38 51 0.75 37 32 38 51 

E-12 2.16 144 202 104 74 1.96 144 202 101.2 74 

E-13 2.04 160 193 145 115 2.04 160 193 145 115 

E-14 0.68 43 32 38 57 0.68 43 32 38 57 

E-15 0.27 37 32 39 55 0.3 37 32 39 55 

E-16 3.1 175 55 39 58.5 3.1 175 55 39 58.5 

E-17 3.3 253 378 211 201 3.3 253 378 211 201 

E-18 1.68 43 32 38 59 1.68 43 32 38 59 

E-19 2.4 70 171 39 55.7 2.4 70 171 39 55.7 

E-20 2.4 55 91 39 53.3 2.4 55 91 39 53.3 

E-21 2.8 55 144 39 67.6 3 55 144 39 67.6 

E-22 2.8 160 178 39 104.3 2.8 160 178 39 104.3 

E-23 2.6 60 173 39 78.5 2.6 60 173 39 78.5 

E-24 0.1 37 32 38 55 0.1 37 32 38 55 

E-25 3.69 216 149 253 378 3.69 216 149 253 378 

E-26 1.51 171 228 199 39 1.51 171 228 199 39 

E-27 0.64 82 66 199 199 0.64 82 66 199 199 

E-28 0.64 82 66 199 199 0.64 82 66 199 199 

E-29 0.34 115 15 199 199 0.34 115 15 199 199
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Fig. 5 HEN composite curve 

Fig. 6 HEN grid diagram

According to Fig. 6, streams #32, #34 and #35 are heated below the pinch in 
exchangers E-27 with 0.74 MW, E-28 with 0.74 MW and E-29 with 0.4 MW, respec-
tively violating Pinch Analysis Principles. These cold streams should not be heated 
below the pinch and they optimally need heat integration with hot streams below the 
pinch. To solve this problem, these exchangers are relocated to exchange heat with
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Fig. 7 HEN revamping modifications

one hot stream (#11) below the pinch, namely in exchangers E-H3, E-H2 and E-H1, 
as shown in Fig. 7. This relocation modification would necessitate some additional 
areas to existing equipment. As a result of these modifications, the heating duties of 
the heaters E-27, E-28 and E-29 are no more required leading to energy savings of 
1.88 MW (= 0.74 + 0.74 + 0.40). 

In the original network, hot stream #20 exchanges heat across the pinch with cold 
stream #29 (in E-12) as mentioned above, and then is cooled in a cooler (E-21). The 
revamping modification is shown in Fig. 7 as exchanging heat in exchangers E-C, 
E-E and E-F with cold streams #32, #26 and #29 respectively and finally is cooled 
in a cooler E-21. Further cold stream #32 is originally heated using heater from 149 
to 216 °C with heating load of 4.3 MW in E-25 (see Fig. 7). As a result of the new 
modifications proposed in Fig. 7, this cold stream is preheated in exchangers E-G, 
E-C and E-A to a temperature of 194.2 °C before entering the heater to the final 
temperature (216 °C). The current heating load on the heater E-25 becomes 1.4 MW. 
This results in an energy saving of 2.9 MW (= 4.3–1.4). So the total heating energy 
savings will be 1.88 + 2.9 = 4.78 MW. 

Another set of relocation modifications are proposed to improve the energy effi-
ciency of the network which are relocating exchangers E-26, E-06 and E-12 to the 
new locations shown in Fig. 7; E-26 renamed as E-D between streams #8 and #27,
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Table 2 Heat exchangers cost model 

New heat exchanger cost ($) (6000 + A × 200) 
Exchanger additional area cost ($) 1530 × (additional area)61 
Relocating and resequencing cost ($) 35,000 

Table 3 Energy savings 

Actual case (MW) Revamped case Energy target 
(MW) 

Energy savings 
(MW) 

Hot utility 
consumption 

45.3 40.5 40.1 4.8 (hot) 

Cold utility 
consumption 

94 89.5 82 4.5 (cold) 

Hot utility 
saving % 

– – – 10.6% 

Cold utility 
saving % 

– – – 5% 

E-06 renamed as E-E between streams #20 and #26, and finally E-12 renamed as 
E-C between streams #20 and #32 (see Fig. 7). These relocation modifications are 
to integrate heat below the pinch and remove the violation of integrating heat across 
the pinch as identified in Fig. 6 previously. 

Capital investment of the above modifications is calculated from Table 2, as  
new exchanger units, relocation costs, and additional costs. Energies of modified 
exchangers are shown in Fig. 7. It can be noted that the heating requirement of heater 
E-25 from 4.3 to 1.4 MW, while the heaters E-27 (0.74 MW), E-28 (0.74 MW) and 
E-29 (0.4 MW) are reduced to zero. Therefore, the total energy savings are 4.8 MW 
overall (see Table 3). A substantial cut in CO2 emissions is expected as a result of 
this energy saving. The annual energy cost savings are estimated to be 3,128,854 $, 
while the total capital investment of exchangers is 321,819 $, leading to a payback 
time of 0.2 years. 

4 Conclusion and Recommendations 

A case study of delayed coker existing in a modern Egyptian refinery was considered 
for revamping application. A revamping method was proposed to modify existing 
HENs for maximum energy efficiency. The revamping method was based on Pinch 
Analysis and rigorous simulation. An algorithm for revamping has been proposed 
to modify existing networks of delayed coker units for maximum energy efficiency. 
The revamping procedure starts with data collection, network simulation and vali-
dation, after which energy targets are identified using Pinch Technology techniques.
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Given the energy targets and composite curves, violations to Pinch Analysis can 
be detected leading to a number of potential modifications to overcome the viola-
tions in the existing network. Then, modifications are implemented to improve the 
energy integration within the network for reducing the external energy consumption 
and hence carbon emissions. The case study considered was a delayed coker unit 
producing LPG, naphtha, LGO, HGO and coke with total production capacity of 
147.3 t/h. The existing network of the delayed coker consists of 29 exchangers with 
minimum temperature approach of 15 °C. The current heating and cooling loads 
are 39(10)6 kcal/h and 81(10)6 kcal/h respectively. The revamping of the case study 
proposed were 4 new exchangers, relocation of 3 exchanger units and additional 
areas to some existing equipment. The overall modification resulted in an energy 
saving of 4.8 MW, with corresponding cut in carbon emissions, and annual energy 
cost savings of 3,128,854 $, and the payback time is less than a year. SDGs #12 and 
#13 are both achieved in this research resulting from maximizing energy efficiency 
and lowering the release of greenhouse gases to the atmosphere (CO2). 
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