l‘)

Check for
updates

Deep Layout Analysis of Multi-lingual
and Composite Documents

Takwa Ben Aicha Gader® and Afef Kacem Echi(®)

National Superior School of Engineering, University of Tunis, LR: LATICE, Tunis,
Tunisia
takoua.benaicha@enis.tn, ff.kacem@gmail.com

Abstract. It is crucial to accurately analyze the layout to convert doc-
ument images to high-quality text. With the emergence of publicly avail-
able, large ground-truth datasets, deep-learning models have demon-
strated their effectiveness in detecting and segmenting document layouts.
This study presents a deep learning technique for document structure
analysis, an important stage in the optical character recognition (OCR)
system. Our method employs the YOLOvT7 (Only Look Once version 7)
model, a highly efficient and precise object detection model trained on
the DocLayNet database. The trained YOLOv7 model quickly and effi-
ciently identified and categorized different document components, such
as caption, list item, text, table, section header, and picture. Regarding
accuracy and efficiency, our evaluation demonstrates that the suggested
method beats existing strategies, with strong generalization ability for
diverse document layouts, text styles, and scripts.

Keywords: Document Layout Analysis + Object Detection + Deep
Learning - Optical Character Recognition - Text Detection - YOLOV7

1 Introduction

The optical character recognition (OCR) method translates document images
into machine-readable text. It has become increasingly important daily, allowing
us to digitize and store documents quickly, search and index text, and extract
information from scanned images or documents. OCR has many practical appli-
cations, such as document management, data entry, and text analysis. One of
its primary benefits is its ability to save time and reduce the need for manual
data entry. Thus it allows the preservation and easy access to essential docu-
ments. This can be useful in various domains, such as healthcare, finance, and
legal industries, where a vast amount of data must be processed and stored. The
quality of scanned documents and the presence of noise or distractions in images
can impact the accuracy of OCR systems.

OCR technology faces a significant obstacle in layout analysis, which entails
identifying and differentiating various sections of a document, such as text,
images, tables, and graphics. This is important because it allows the OCR, system
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to accurately extract the text from the document and ignore non-text elements.
However, layout analysis can be challenging due to the variations in document
layouts and image noise or distractions. For example, a document may contain
multiple columns, different font sizes and styles, or overlapping text and graph-
ics. These variations can make it difficult for an OCR system to identify and
extract the text accurately. One solution for this issue is utilizing deep learning
models to examine the document’s arrangement and precisely recognize the writ-
ten content. These models were used for image segmentation and other tasks like
text detection and text recognition, giving challenging results. However, devel-
oping an effective layout analysis system remains an active area of research, as
many challenges remain to be addressed.

This study proposes a method utilizing the powerful object detection model
YOLOv7 for analyzing the structure of OCR documents and detecting text
through deep learning techniques. The YOLOvVT is used to accurately and effi-
ciently detect the scanned documents objects and to classify them into one of the
six classes; picture, caption, list item, table, section header, and text. YOLOv7
is a powerful deep-learning model for object detection in images and videos
proposed in 2022. A convolutional Neural Network (CNN) can be trained to
locate and identify objects in an image or video by predicting bounding boxes
around them and classifying them into given classes. This version of the YOLO
model is one of the most recent updates, renowned for its speedy and precise
object detection abilities. Real-time object detection and classification make it a
valuable solution for a range of applications, including self-driving cars, security
systems, and facial recognition. One of the critical features of YOLOvVT is its
ability to make predictions on full images in a single forward pass rather than
requiring a sliding window approach or region proposal method. This makes it
faster and more efficient than some other object detection models.

The YOLOv7 model was trained using the DocLayNet database [6] in this
work, and the results of our studies show that it beats existing techniques in
terms of accuracy and efficiency. We tested it on Latin and Arabic documents of
various layouts and text styles, and it shows good generalization ability. The pro-
posed YOLOvT7-based approach significantly improves OCR page layout analysis
and text detection.

In the following sections, we will explore the proposed method in more detail.
Firstly, we will examine related works in Sect. 2. Then, in Sect. 3, we will intro-
duce the YOLOVT model proposed for page layout analysis. Afterward, some
experimental results are discussed. In Sect.5, some conclusions and prospects
are finally given.

2 State of the Art

Document layout analysis is an essential step in OCR systems, which aims to
break down documents into different components such as text, headings, tables,
figures, lists, and more. This process, known as document segmentation, helps
structure the document’s content and facilitates the transcription of the text
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by the OCR system. By separating the text from other document elements,
the OCR system can focus on transcribing the text without being disturbed by
formatting and layout features. Additionally, accurate and efficient segmentation
of documents into their different components can improve the overall structure
and readability of the transcribed text. Therefore, document segmentation is
necessary to ensure the success of OCR systems.

One of the previous works aimed at solving the document analysis problem
is the article proposed by [5] in 1993. The “Document Spectrum” (or “Doc-
strum”), a method of structural layout analysis based on unsupervised hierar-
chical clustering of page components, is described in this work. This method
accurately measures the tilt, line spacing, and text block spacing, thus offering
three significant advantages over many other methods: Independence from title
angle, independence from varied text spacings, and the capacity to manage local
regions with different text orientations in the same image are all desirable.

Several proposals have been made to solve the problem of layout analysis
using deep learning methods. An example is the method proposed in 2012, a
multiple-layer margin segmentation method for manuscripts with complex page
layouts was presented in [1]. This technique employs straightforward and distin-
guishing characteristics obtained from the connected component level, resulting
in the creation of resilient feature vectors. A multi-layer perceptron classifier
is employed to classify connected components based on their pixel-level class.
Following that, a voting process is used to refine the resulting segmentation and
obtain the final categorization. The method was trained and tested on a dataset
containing different complex margin layout formats, achieving a segmentation
accuracy of 95%. In 2019, an innovative method was presented in [13] to identify
logical structures in document images using visual and textual features. This
technique uses two layers of LSTM recurrent neural networks to process the text
in the identified zone, which is classified as a sequence of words, as well as the
normalized position of each word concerning the page width and height. The
labeled zones include abstract, title, author name, and affiliation. This approach
achieved an overall accuracy of 96.21% on the publicly available MARG dataset.
In 2022, a new deep learning approach [7] was presented to improve the under-
standing of document images. This system uses neural networks to convert phys-
ical documents into digital documents to extract the necessary information. The
system relies on two autoencoder-decoder networks simultaneously segment text
lines and non-textual components and identify non-textual elements. Tests con-
ducted on RDCL2019 showed that this approach is more stable and adaptable to
new formats than previous commercial and editorial systems. A recent study [11]
proposed a new hybrid spatial attention network (HSCA-Net) to improve docu-
ment layout analysis by enhancing feature extraction capability. The HSCA-Net
comprises a spatial attention module, a channel attention module, and a lat-
eral attention link. The performance of this network was evaluated on public
datasets; PubLayNet, ICDAR-POD, and Article Regions.

In recent years, Object detection models like YOLO and SSD are useful in
object recognition tasks; therefore, we decided to apply them to the problem of
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layout analysis in scanned texts. It should be noted that object detection involves
determining the presence and location of objects in images or videos by answer-
ing two questions: where is the object located in the image, and what type of
object is it? There are two primary categories in object detection: two-stage and
one-stage approaches. In two-stage object detection, detection and recognition
are separated, as with RCNN and Fast RCNN. In one-stage object detection,
however, detection and recognition are merged into a single step, as with YOLO
and Single-Shot-Detector (SSD). An example of a state-of-the-art method that
uses object detection models for document analysis was presented in 2019 [2].
An innovative method based on YOLO was presented for table detection in
scanned documents. This innovative approach includes adaptive adjustments,
an anchor optimization strategy, and two post-processing methods, for example.
The anchor optimization strategy uses k-means clustering to find more suit-
able table anchors. Additionally, post-processing techniques remove unnecessary
white spaces and noisy page objects to improve the accuracy of table margins
and U scores. We also note the [4], which presented a deep neural network influ-
enced by natural scene object detectors. The model was trained and evaluated
using labeled samples from a large publicly available dataset, demonstrating the
utility of object detectors in layout analysis. In 2022, a table detection model
based on YOLO was proposed in [10]. The authors integrated an involution layer
into the network backbone to improve its ability to learn the spatial layout fea-
tures of tables. Additionally, they designed a simple pyramid network to enhance
the model’s efficiency, resulting in a 2.8% improvement in accuracy compared to
YOLOvV3 and a 1.25x increase in speed. Finally, we cite the work presented in [6],
which introduced the DocLayNet database. This database contains 80863 pages
that have been manually annotated from various sources, showcasing different
layouts for the purpose of general document layout analysis. The authors trained
multiple deep learning models, including YOLOV5, to highlight the diversity of
the database.

We referenced the YOLOVY7 as it is a one-stage object detector. It locates
objects in an image by placing bounding boxes around them and identifies the
objects’ class or class probabilities, representing the object’s name (as illustrated
in Fig.1). In this research, we use it to detect various document elements, such
as text, titles, tables, figures, and lists. By training this model on the DocLayNet
dataset of document images, we can automatically segment documents into their
different components and extract meaningful text for further processing by the
OCR system. This deep learning approach can significantly enhance the accuracy
and efficiency of OCR systems.

3 Proposed Method

We present in this section the offered deep learning method for solving the issue
of document layout analysis using the YOLOV7 model. This latter is a state-of-
the-art object detection model well-suited for document layout analysis because
it can accurately identify and classify different objects in images or videos using
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Fig. 1. Example of image with detected and recognized components.

a single convolutional neural network (CNN). The YOLOv7 object detection
model, proposed by Alexey Bochkovskiy et al. in [8], is a real-time object detec-
tion tool that uses single-stage detection. It was released in July 2022 and has
been recognized as an exceptionally efficient and accurate object detector. It out-
performs other deep learning models and YOLO versions in speed and accuracy,
with performance ranging from 5 FPS to 160 FPS [8]. In [8], the authors discuss
the improvements made to YOLOv7 and how it has set a new benchmark for
object detection performance. They also describe the optimization techniques
and strategies implemented to enhance the training and inference processes.

3.1 The YOLOvV7 Architecture

In this study, we employed the original YOLOvT7 architecture, in which image
frames pass through the backbone network for feature extraction. These features
are then combined and processed further in the neck of the network and passed
on to the head, where the model makes predictions about the presence, location,
and class of different objects contained in the image and generates bounding
boxes around them (see Fig. 3 for an illustration of the used architecture). In the
following, we detail the different key components of the YOLOV7 architecture:
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— Backbone Network: the backbone network of the YOLOv7 model is a get
the training lead head and auxiliary head labels simultaneously feature from
the input image. The backbone selection is a key step, as it will improve object
detection performance. In the original YOLOvV7 paper, the authors used the
E-ELAN deep CNN architecture (see Fig.3) as the backbone network. It
employs group convolution to enhance the cardinality of the incorporated
features and then combines the features of different groups through a shuffle-
and-merge method. This approach improves the feature representation and
increases the efficiency of computation and usage of parameters (Fig. 2).
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Fig. 2. The used extended ELAN (E-ELAN) [8].

— Neck: the neck of the YOLOVT refers to the layers between the backbone
network and the head layers (output layers). Its architecture is responsible
for creating a feature pyramid, a set of feature maps at different scales that
the head layers use to make predictions about the presence and location of
objects in an image. The neck layers generally consist of convolutional, pool-
ing, and up-sampling layers. For enhancement, authors of [8] used Attention
Guided Feature Pyramid Network (FPN), feature refinement block (FRB),
or Pyramid Attention Network (PAN).

— Head: In the context of the YOLOv7 architecture, the head refers to the
output layers of the network that are responsible for making predictions about
the presence, location, and type of objects within an image. The head layers
take the features generated by the backbone and neck layers as input and
use them to detect objects and produce the final bounding box coordinates
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and class probabilities for each object detected in the image. The head layers
are generally composed of a combination of convolutional layers and fully
connected layers. We used the lead head guided label assigner as a head
architecture. The training lead head and auxiliary head labels were obtained
simultaneously through optimization using lead head prediction and ground
truth. Otherwise, it generates the final predictions, and soft labels are derived
from them. It’s important to note that YOLOv7 has a Lead Head and an
Auxiliary Head, which share the same loss function (see Fig.3. Both heads
are trained using the same soft labels. Still, the Lead Head is used to generate
the final predictions, and the Auxiliary Head is used to refine the predictions
of the Lead Head. This way, YOLOvVT can achieve high accuracy and real-time
performance.

Anchors: anchors in the YOLOv7 model are pre-defined bounding boxes that
help the model identify objects in an image. These bounding boxes are chosen
to have different sizes and shapes so that they can detect objects of various
sizes and proportions. The model uses these anchor boxes as a starting point
for object detection and then fine-tunes them to fit the objects in the image.
These anchor boxes cover a range of object sizes and aspect ratios expected
to be found in the training data.

Loss Function: the YOLOV7 training process utilizes a composite loss func-
tion that includes multiple terms. The key components of this loss function
include:

e To enhance the model’s ability to predict the exact location of objects
in an image, a localization loss term is utilized. This term computes the
mean squared error between the expected bounding box coordinates and
the real ground-truth bounding box coordinates.

e To improve its accuracy in predicting the class probabilities of objects
in images, the model uses a confidence loss term. This term calculates
the cross-entropy between the predicted class probabilities and the actual
class labels.

e To enhance the model’s ability to anticipate the class labels of objects in
an image, a classification loss term is computed by measuring the cross-
entropy between the predicted and actual class labels.

The YOLOVT loss function is a weighted sum of the localization, confidence,
and classification Losses calculated for all the anchor boxes with an object
present in the ground truth. When training, the YOLOV7 model aims to
minimize this loss function by adapting the model’s parameters to decrease
the differences between the predicted bounding box coordinates, class prob-
abilities, and class labels with ground-truth values. So, the model learns to
recognize objects, their location, and their classification in the image.
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Fig. 3. The used YOLOVT architecture.

4 Experimental Results

4.1 TUsed Database

We used the PubLaynet [12] database to test the YOLOV7 model for Document
structure analysis. This dataset is utilized for analyzing document layout. It
comprises of images of articles and research papers, along with annotations for
diverse elements present on these pages, including text, lists, and figures. Over a
million publicly available PDF articles from PubMed Central were mechanically
matched with their XML representations to build the dataset [3]. In PubLayNet,
there are several categories of document layout such as Caption, Page-header,
Footnote, List-item, Page-footer, Formula, Picture, Table, Section-header, Text,
and Title. However, we limit our training to six classes - caption, list item,
picture, section header, table, and text - to enhance accuracy and precision.

Database Pre-processing. The database annotation is available in the COCO
(JSON) format. The COCO format is a specific way of organizing labels and
metadata for an image dataset using the JSON structure. However, to train our
YOLOV7 model, the dataset must be in the YOLO format, so we reformated
it in the acceptable format. In the YOLO format, each image in the dataset is
associated with a single text file. If an image does not contain objects, it will
not have a corresponding text file. The text file for each image contains rows of
information, one row for each object presented in the image. For each row, we
have five columns which indicate: Class-id denotes the class of the current object,
x-center, and y-center represent the coordinate of the bounding box center, and
a width and a height indicate the width and the height of the current bounding
box (see Fig.4 for an example).

To transform the database annotations from the COCO format to the YOLO
format, we followed the following steps:

— Obtaining image-related information such as image_id, image width,
image_height, etc.
— Retrieve the annotations for a particular image using image_id.
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( class_id, x_centre, y_centre, width, height )

| 005_00025004-42_jpg.rf.e2decdfaab8781164c277¢39a733316d.txt - Bloc-notes

Fichier Edition Format Affichage Aide
|1 0.19287109375 0.13916015625 ©0.11474609375 0.1142578125
1 0.3408203125 0.13330078125 0.11474609375 0.1083984375

Fig. 4. Example of annotations in the YOLO format.

— Open a text file for the current image at the output path.

— Retrieve the bounding box properties for each object in the image.

— Save the retrieved annotations for the current image in a text file.

— Upon processing all the annotations for the current image, close the associated
text file.

— Repeat the above steps for all images in the dataset.

Before using the converted dataset to train the YOLOV7 model, it was essential
to ensure that it met the requirements and was converted correctly. To do this,
we used the Roboflow online tool and checked sample images from the dataset
(an example is shown in the Fig.5).

4.2 Training

Instead of training our model from scratch, we opted to utilize transfer learning
by starting with a generic COCO pre-trained checkpoint downloaded from [9].
Transfer learning is a methodology where a model previously trained for one
task is adapted and refined to suit a different yet related task. This approach
allowed us to take advantage of the knowledge and features learned by the pre-
trained model and apply them to our document layout analysis task, saving us
both labeled data and computational resources. As a result, we achieved better
performance on the task with less cost.

For training the YOLOV model, we used multi-scale training, which involves
training the model using images of different sizes. This helps the model to learn
to detect objects of various sizes and in different contexts, which improves its
ability to generalize and make more accurate predictions. Multi-scale training
aims to prepare the model to detect objects in real-world images, regardless of
their size. This can be done by randomly resizing input images during training
or with different image scales like 32 x 32, 416 x 416, etc. We split the database
into 70% for the training set, 20% for the validation, and 10% for the test and
trained the model on the training dataset for 500 epochs using the training
settings listed in Table 1.

The performance of the Yolov7 model on the training and validation sets
is presented in Fig.6, which displays three different types of losses: box loss,
target loss, and classification loss. Box loss measures the algorithm’s ability to
identify the object’s center and accurately predict its bounding box. Target loss
evaluates the probability that an object will be found in a suggested zone of
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Fig. 5. Example of annotations in the YOLO format.

interest. Classification loss indicates the algorithm’s capacity to classify an object
correctly. The model’s precision, recall, and average accuracy improved rapidly
during training, as evidenced by the decreasing box, target, and classification
loss values. The model improved precision, recall, and mAP after 200 epochs
and achieved stability after 400.

4.3 Testing

Once the model was trained, it was utilized to analyze unseen images and video.
Throughout the inference process, a confidence threshold of 0.1 was maintained.
Figure 8 illustrates that the trained model could detect different objects pre-
sented on a document image and classify them to their accurate classes with
prediction probabilities greater than 90% in most instances. We used the mAP
(mean average precision) metric to evaluate the model’s performance. An evalu-
ation metric frequently utilized in object detection tasks. The mAP is calculated
by calculating the Average Precision (AP) for each class and then averaging it
over many classes (see Eq.1). Precision (AP) is the proportion of true positive
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Table 1. Training Parameters.

YOLOVT model | hyperparameters

415 layers Ir0 = 0.01, Irf = 0.1, momentum = 0.937,

weightdecay = 0.0005, warmupepochs = 3.0,
WaATrMUPmomentum = 0.uttlizeds;, = 0.1, box = 0.05,

cls = 0.3, clspw = 1.0, obj = 0.7, 0bjpw = 1.0, touy = 0.2,
anchory = 4.0, flgamma = 0.0, hsv, = 0.015, hsvs = 0.7,
hsv, = 0.4, degrees = 0.0, translate = 0.2, scale = 0.9,
shear = 0.0, perspective = 0.0, flipud = 0.0, fliplr = 0.5,
mosaic = 1.0, mizup = 0.15, copypaste = 0.0, paste;n, = 0.15,
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Fig. 6. The training and validation curves of box loss, objectness loss, classification
loss, precision, recall, and mean average precision (mAP).

detections (correctly identified objects) among all positive detections (correct
and incorrect).

N
1
mAP = N ;zl AP, (1)

The mean average precision (mAP) offers a consolidated value that accurately
reflects the overall performance of the model. It is widely used in computer
vision competitions and research to compare the performance of different object
detection models. Table 2 shows our results compared to Mask R-CNN, Faster
R-CNN, and YOLOv5 models on the test database based on the mAP@Q0.5-
0.95( and the Fig. 7 represents the precision curves of the six classes on the test
dataset. The following formula calculates the precision:
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mAP

TP

T TP+ FP’

where TP is the True positive and the FP is the False Positive.
The results show that the YOLOV7 model achieved the highest mAP com-
pared to other models with respected gaps.
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Fig. 7. Precision curves for the six classes for the test dataset.
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Table 2. Prediction performance (mAP@0.5-0.95) of

DocLayNet test dataset.

caption
picture
list-item

table
text

section header

all classes 1.00 at 0.980

87

(2)

object detection models on

Class MRCNN [6] | FRCNN [6] | YOLO
R50 |R101 | R101 V5x6 [6] | V7

Caption 68.4 |71.5 |70.1 7.7 80.9
List item 81.2 |80.8 |81.0 86.2 90.1
Picture 71.7 | 72.7 |72.0 77.1 83.6
Section-header | 67.6 |69.3 |68.4 74.6 84.0
Table 82.2 |82.9 |82.2 86.3 91.3
Text 84.6 |85.8 |85.4 88.1 92.7
All 75,95 | 51,78 | 76,51 81,66 87.1
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Fig. 8. Examples of the trained model’s inferences on Arabic, Latin, and Chinese doc-
uments.

5 Conclusion and Prospects

We have introduced a new technique for analyzing document layouts, which
involves utilizing the YOLOV7 model object detector. By training the model
on the DocLayNet dataset, we could accurately detect and classify the various
components of documents into one of eleven classes: caption, footnote, formula,
list-item, page footer, page header, picture, section header, table, text, and title.
This deep learning approach has proven to be efficient and effective, significantly
improving the accuracy and efficiency of the base paper. The findings from this
work indicate that object detection models can be utilized for document lay-
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out analysis, which presents a range of opportunities for automating document
processing and analysis tasks. Future work could include further fine-tuning the
model and incorporating additional image pre-processing techniques.
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