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Preface

This book begins with the basics of smart healthcare systems and medical data and 
introduces the methodologies, processes, results, and challenges associated with the 
same. In addition, nature-inspired methods are introduced to serve the healthcare 
systems and big medical data. The Internet of Things (IoT) industry systems-based 
nature-inspired and mining algorithms are considered an important field of AI that 
is used to construct a healthcare application for lowering costs, increasing effi-
ciency, accurate analysis of data, and better care for patients. In addition, nature- 
inspired methods are helpful tool in the development of a smart and intelligent 
healthcare system because of their flexibility and robustness characteristics. The 
fundamental problem is that although mobile devices or sensors can collect more 
detailed data, analyzing the situation from the data requires a strong forecasting and 
recognizing tool. Since metaheuristics can be used to improve the performance of 
algorithms for healthcare or to solve challenges in data mining or machine learning. 
They will therefore be an essential component of contemporary research on the 
healthcare system. Since complicated IoT healthcare systems are implemented in 
real-time and can be modeled with an IoT-based approach to produce good solu-
tions, nature-inspired algorithms serve as a source of inspiration for these systems. 
Metaheuristics are strong technology for tackling several optimization problems in 
various fields, especially healthcare systems. The primary advantage of metaheuris-
tic algorithms is their ability to find a better solution to a healthcare problem and 
their ability to consume as little time as possible. In addition, metaheuristics are 
more flexible compared to several other optimization techniques. These algorithms 
are not related to a specific optimization problem but could be applied to any opti-
mization problem by making small adaptations to become suitable to tackle it. This 
book will focus on involvement of IoT-driven intelligent computing methods, state 
of the arts, novel findings and recent advances in smart healthcare and medical big 
data due to new technologies, and faster communication between users and devices. 
Also, the successful outcome of this book will enable a decision-maker or practitio-
ner to pick a suitable optimization approach when making decisions to schedule 
patients under crowding environments with minimized human errors. Moreover, 
this book will target the healthcare domain, undergraduate students, graduate 
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students, researchers, AI engineers, who pursue a strong understanding of IoT and 
healthcare applications. The book is intended for professionals, lecturers, short 
courses, researchers, trainers, industry professionals and researchers, e-Health man-
agement, IoT community, artificial intelligence community, and biomedicine 
community.

Alexandria, Egypt Ahmed M. Anter
Sharjah, United Arab Emirates Mohamed Elhoseny
Pune, India Anuradha D. Thakare 
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Objective of the Book

The main aim of this book is to provide a detailed understanding of IoT-based smart 
healthcare systems and medical big data with involvement of distinct intelligent 
nature-inspired optimization methods in the field of computer science. This book 
brings together high-quality research on developing theories, frameworks, architec-
tures, and algorithms for solving the complex smart healthcare challenges for real 
industry applications. Also, it investigates the most recent theoretical and practical 
applications of metaheuristics and optimization in a variety of smart healthcare 
applications. Furthermore, this book discusses the capability of optimization tech-
niques to obtain the optimal parameters in machine learning and deep learning tech-
nologies. It endeavors to endow with significant frameworks, theory, design 
methods, and the latest empirical research findings in the area of smart healthcare 
systems and medical big data to foster healthcare sector that can be put to good use.
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Organization of the Book

This book is organized into 12 chapters with the following brief description:

 1. A Review of Methods Employed for Forensic 
Human Identification

This chapter explores the application of biometric identification techniques in foren-
sic human identification. It provides an overview of the historical background and 
development of EEG-based identification, highlighting its significance in forensic 
investigations. Additionally, the study investigates the integration of different 
machine learning and deep learning approaches in forensic human identification. 
Moreover, this chapter sheds light on the importance of biometric identification, pro-
vide valuable insights for forensic experts, researchers, and practitioners in the field.

 2. AI-Based Medicine Intake Tracker

This study developed an automated reminder system based on android application. 
The interaction between patients and doctors is emphasized. When it’s time to take 
their medication, patients can set a reminder. The reminder can be customized with 
a variety of schedules for drugs, such as the date, time, and pharmaceutical sum-
mary. According to the patients’ preferences, messages within the system will be 
used to notify them. Patient can choose to look for a doctor who can help them. The 
system notifies the patient each and every hour of the day as to when and how much 
to take. Also, the cloud storage is used to store all required test results and medicines 
for later use. Also patients are informed of the drug’s expiration date, and a record 
of the drug’s past usage can be kept for future use. A decent user interface and 
simple navigation are given top priority in this system. With the aid of the potent 
CNN-RNN-CTC algorithm, image processing will be precise and effective.
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 3. Analysis of Genetic Mutations Using Nature-Inspired 
Optimization Methods and Classification Approach

The purpose of this study is to use an optimization approach for classification on a 
dataset to increase the precision of classification models. An analysis of Genetic 
Mutations in cancer patients using nature-inspired optimization methods like 
Particle Swarm Optimization (PSO), Bee colon Optimization, and Genetic 
Algorithms is discussed. The mutations are classified using machine learning 
approach. It is observed that an accuracy of Random Forest classifier with PSO 
supersites other methods which is 71%. This study is confined to selection of stan-
dard dataset whereas the mutations may vary with respect to type of cancer and 
health history of patient, which in turn will impact the accuracy. Authors are work-
ing on experimenting the real-time datasets as a future research.

 4. Applications of Blockchain: A Healthcare Use Case

This chapter presents the blockchain technology in the field of the medical health-
care. Blockchain is a new, revolutionary, and decentralized technology. This chapter 
emphasizes how blockchain for healthcare data management systems may foster 
innovation and lead to substantial breakthroughs. The ability to modify the current 
intelligent healthcare systems from highly centralized to distributed, secure, decen-
tralized systems that can aid in improving healthcare and other applicable services 
is provided by blockchain technology when blended with other modern technolo-
gies. It helps ensure patient privacy while providing transparent data to all stake-
holders. Malicious attackers can no longer alter vital medical records and are 
protected from data theft and surveillance. The link blockchain makes in the health-
care industry efficiently coordinates various industries under healthcare and pro-
vides transparency. In addition, the characteristics, features, and advantages of the 
Blockchain’s are discussed for the healthcare industry.

 5. Comprehensive Methodology of Contact Tracing 
Techniques to Reduce Pandemic Infectious Diseases Spread

In recent years, infectious diseases such as COVID-19 have posed a serious threat 
to individuals all over the world. This work investigates a number of applications 
that contributed to the development of contact tracing method. Additionally, there is 
a great deal of detail about the challenges that contact tracing software must over-
come, such as privacy concerns, the inability to identify contacts, and delays in full 
identification. In this chapter, using the AI methods, scientists can build models that 
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can explain how epidemics propagate and the effect contact tracing has on contain-
ing their spread. Finally, the available research, enumerated applications, domains 
of use, and open directions are reviewed.

 6. High-Impact Applications of IoT 
System-Based Metaheuristics

The Internet of things (IoT) has become increasingly popular in recent years, with 
applications in various fields, such as healthcare, finance, agriculture, and smart cit-
ies. However, IoT systems face challenges, such as dynamic features, device mobil-
ity, and wireless communications. Metaheuristic algorithms, such as swarm 
intelligence (SI), have shown promise in addressing these challenges and improving 
IoT-based systems’ performance. Remote monitoring of COVID-19 patients using 
wearable IoT devices is an example of an IoT-based system that employs nature- 
inspired algorithms to analyze health-related data.

 7. IoT-Based eHealth Solutions for Aging with Special 
Emphasis on Aging-Related Inflammatory Diseases: Prospects 
and Challenges

This chapter discusses the current status of elderly care using the Internet of Things 
(IoT) which are currently available, and future possibilities of research and develop-
ment with possible concerns related to security and patient confidentiality. IoT- 
based smart healthcare devices bring innovative changes for various age-related 
conditions of elderly persons. During the worldwide pandemic of COVID-19, IoT 
significantly plays a vital role in assisting the elderly person to monitor their behav-
ior and movement using smart wearable with multiple sensors installed across their 
homes and also for continuous monitoring of their health conditions to provide 
emergency services.

 8. Leveraging Meta-Heuristics in Improving Healthcare 
Delivery: A Comprehensive Overview

Leveraging meta-heuristics in healthcare delivery has the potential to revolutionize 
the way healthcare is delivered. By optimizing resource allocation, improving 
decision- making, processing times, and patient outcomes, meta-heuristics can 
improve the overall quality of healthcare delivery. However, there are also limita-
tions to consider, such as the lack of transparency, bias, limited data, and high 
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complexity. This chapter provides a comprehensive overview of the role of meta-
heuristics in the healthcare system, starting with an introduction to the fundamental 
concepts and various applications of meta-heuristics in healthcare. The chapter 
delves into various meta-heuristics techniques and their application in solving 
healthcare problems such as resource allocation, treatment planning, and diagnosis. 
The strengths and limitations of these techniques are also discussed in detail, along 
with case studies that demonstrate their successful implementation in healthcare. 
Moreover, the chapter identifies potential areas for future application of meta-heu-
ristics in healthcare, including personalized medicine, clinical decision support sys-
tems, and healthcare supply chain management.

 9. Metaheuristics Algorithms for Complex Disease Prediction

Machine learning and metaheuristics algorithms are used to improve the perfor-
mance of sensor technologies, devices, WSN, and IoT by picking relevant charac-
teristics from raw data to improve device performance or lengthen sensor network 
lifetime. This chapter provides statistical techniques to select relevant features and 
provides particle swarm optimization (PSO) to divide the population into those with 
and those without breast cancer. PSO was used to identify the optimal pathophysi-
ological parameter weights for a diagnosis system and then implemented it on a 
field programmable gate array (FPGA). Recent research has used metaheuristics to 
overcome healthcare optimization problems, such as the segmentation of magnetic 
resonance imaging, computed tomography pictures, and images from other sources. 
Metaheuristics for the study of large amounts of healthcare data is one of the future 
trends in research, along with the improvement of data storage systems, pre- 
processing of data extracted, and data analysis.

 10. Printed rGO-Based Temperature Sensor for Wireless Body 
Area Network Applications

A wireless body area network (WBAN) is a type of wireless network that connects 
small, low-power, and lightweight devices worn on the body to monitor various 
physiological parameters, such as heart rate, blood pressure, temperature, and other 
health-related information. This chapter discusses temperature sensors with a spe-
cial consideration for temperature sensors with rGO as the sensing material. The 
fabrication procedure for the sensor is also mentioned. The resulting sensor acts as 
a negative temperature coefficient resistor. The voltage drop across the resistor is 
mapped to the temperature in Celsius. The resultant values are optimized using the 
generic meta-heuristic algorithm to obtain more reliable results. The chapter also 
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discusses the various sensors available in the literature and the materials that are 
available in the market which will help to build a temperature sensor. Different 
types of temperature sensors are also discussed.

 11. Recent Advanced in Healthcare Data Privacy Techniques

This chapter reviews recent advances in healthcare data privacy techniques, the pri-
vacy breaches from the unique identification of an individual, or single/multiple 
attributes disclosure to the behavioral advertising privacy breaches. The strengths 
and limitations are discussed of each approach and provide examples of how they 
have been applied in healthcare contexts. Also, the ethical and legal considerations 
surrounding healthcare data privacy and the challenges of implementing these tech-
niques in practice are examined.

 12. The Ability of the CFD Approach to Investigate the Fluid 
and Wall Hemodynamics of Cerebral Stenosis and Aneurysm

This chapter conducts a computational investigation on cerebral arteries of patients 
and examines the hemodynamics parameters affected by the presence of a vascular 
stenosis or aneurysm. A systematic image-based computational fluid dynamics 
(CFD) method was introduced to simulate the blood flow in both benchmark and 
MRI-based models, to understand the hemodynamics of the complex vascular sys-
tem. The use of CFD simulations involves both idealized and MRI-based models of 
the cerebral arteries. A patient-specific cerebral artery geometry was reconstructed 
to create a realistic model. To study the hemodynamics parameters, CFD simula-
tions were employed to analyze the recirculation of the flow (flow vortex) and the 
wall pressure/shear stress. The boundary conditions for the simulation were obtained 
from ultrasonography measurements taken from the patients. The results of the ste-
nosis analysis indicate that a specific area of vascular contraction critically influ-
ences blood flow, leading to a rise in wall shear stress in the stenosis region. This 
causes a rise in the flow velocity and the formation of vortices after the narrowing 
zone, potentially leading to blockage of the blood vessel and stroke. Additionally, 
the computational fluid dynamics results reveal the presence of the flow recircula-
tion in the aneurysm zone. This significantly affects the flow and wall characteris-
tics of the dilation.

Organization of the Book



xv

Acknowledgments

First and foremost, all thanks and praises to the Almighty Allah who gives us the 
power to complete this work that cannot be accomplished without His endless sup-
port and blessing.

We would like to express our utmost levels of thanks to our parents for all these 
years of support and encouragement during my study and all my life, without them 
we are nothing.

Lastly, we would like to thank all our colleagues for their good attitude, care, and 
support, and the kind atmosphere they provided to us.



xvii

 A Review of Methods Employed for Forensic Human Identification  . . . .    1
Youssef Mohamed, Noran Mohamed, and Ahmed M. Anter
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    1
2   Biometric Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    2

2.1   Fingerprint Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    2
2.2   Face Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    3
2.3   Voice Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    4
2.4   Iris Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    4
2.5   Retina Recognition  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    5
2.6   Hand Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    6
2.7   Palm Print Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    7
2.8   Vein Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    7
2.9   Ear Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    8
2.10   DNA Matching  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    8
2.11   ECG Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    9
2.12   EEG Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   10

3   Machine learning Approaches in Personal Identification . . . . . . . . . . . . . .   12
3.1   Support Vector Machines (SVM) . . . . . . . . . . . . . . . . . . . . . . . . . . .   12
3.2   Random Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   12
3.3   K-Nearest Neighbors (K-NN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   13

4   Deep Learning Approaches in Personal Identification . . . . . . . . . . . . . . . .   13
4.1   Long Short-Term Memory(LSTM) . . . . . . . . . . . . . . . . . . . . . . . . .   15
4.2   Gated Recurrent Unit (GRU) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   16

5   Evaluation Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   17
6   Conclusion and Future Work  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   19
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   20

 AI Based Medicine Intake Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   25
Gulbakshee Dharmale, Dipti Patil, Swati Shekapure, and Aditi Chougule
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   25
2   Related Work  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   26

Contents



xviii

3   REMICARE System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   27
3.1   Patient Login Module  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   27
3.2   Doctor Login Module  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   29

4   Result and Analysis  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   29
4.1   Login / Sign-Up Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   30
4.2   Health Document Storage Module  . . . . . . . . . . . . . . . . . . . . . . . . .   30
4.3   Medication Reminder Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   32
4.4   Doctor Support Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   35

5   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   35
6   Future Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   36
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   37

 Analysis of Genetic Mutations Using Nature-Inspired  
Optimization Methods and Classification Approach . . . . . . . . . . . . . . . . . .   39
Anuradha Thakare, Pradnya Narkhede, and Sahil S. Adrakatti
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   39
2   Related Research  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   40
3   Proposed Classification Model (Diagram and Description) . . . . . . . . . . . .   42
4   Algorithms for the Proposed Approach . . . . . . . . . . . . . . . . . . . . . . . . . . .   43

4.1   ML Algorithms  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   43
4.2   Genetic Naive-Bayes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   47
4.3   Natured-Inspired Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   48

5   Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   52
5.1   Dataset Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   52
5.2   Exploratory Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   53
5.3   Performance Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   53
5.4   Classification of Genetic Mutations Using  

ML Algorithms  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   56
5.5   Classification of Genetic Mutations Using  

Genetic Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   61
5.6   Classification of Genetic Mutations Using PSO  

Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   63
5.7   Classification of Genetic Mutations Using BCO  

Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   63
6   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   64
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   64

 Applications of Blockchain: A Healthcare Use Case . . . . . . . . . . . . . . . . . .   67
Priya Shelke, Nilesh P. Sable, Suruchi Dedgaonkar,  
and Riddhi Mirajkar
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   67
2   Traditional Healthcare System and Its Limitations  . . . . . . . . . . . . . . . . . .   68

2.1   Common Attacks on Current Healthcare Systems . . . . . . . . . . . . . .   69
2.2   Examples of Attacks in the Healthcare Systems . . . . . . . . . . . . . . .   70
2.3   Need of Secure System in Healthcare . . . . . . . . . . . . . . . . . . . . . . .   72

Contents



xix

3   Blockchain Technology  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   72
3.1   Public Blockchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   73
3.2   Private Blockchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   73
3.3   Hybrid Blockchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   73

4   Contribution of Blockchain Technology in Healthcare  . . . . . . . . . . . . . . .   73
4.1   Secure Storage and Sharing of Medical Records  . . . . . . . . . . . . . .   73
4.2   Improved Interoperability  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   74
4.3   Streamlined Clinical Trials  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   74
4.4   Supply Chain Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   74
4.5   Decentralized Healthcare . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   74

5   Use Cases of Blockchain in Healthcare . . . . . . . . . . . . . . . . . . . . . . . . . . .   75
5.1   Medical Record Storage (Patient’s Medical  

History Maintenance)  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   75
5.2   The Link Between the Healthcare Industry . . . . . . . . . . . . . . . . . . .   76
5.3   Logistic Supply Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   77
5.4   Tracking Diseases & Outbreaks  . . . . . . . . . . . . . . . . . . . . . . . . . . .   78

6   Blockchain in Health Care – Case Study or Products  . . . . . . . . . . . . . . . .   79
6.1   Medical Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   81
6.2   ProCredEx . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   81
6.3   SimplyVital Health  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   83
6.4   Guardtime  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   84
6.5   Nebula Genomics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   85

7   Conclusion and Future Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   86
7.1   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   86
7.2   Future Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   87

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   87

 Comprehensive Methodology of Contact Tracing Techniques  
to Reduce Pandemic Infectious Diseases Spread . . . . . . . . . . . . . . . . . . . . .   89
Mohammed Abdalla and Ahmed M. Anter
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   89

1.1   Contact Tracing Process Definition . . . . . . . . . . . . . . . . . . . . . . . . .   90
2   Relevance and Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   92
3   Applications and Domains of Usage  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   94
4   Challenges and Open Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   98
5   Practical and Simulation Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  101

5.1   Case Study: Real-Time Framework to Process Contacts  
Traces and Identify Suspected Contacts  . . . . . . . . . . . . . . . . . . . . .  107

6   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115

Contents



xx

 High-Impact Applications of IoT System- Based Metaheuristics . . . . . . . .  121
Shaweta Sharma, Aftab Alam, Akhil Sharma, Prateek Singh,  
Shivang Dhoundiyal, and Aditya Sharma
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  121

1.1   Internet of Things in Various Domains  . . . . . . . . . . . . . . . . . . . . . .  122
1.2   Algorithms in IoT in Metaheuristcs . . . . . . . . . . . . . . . . . . . . . . . . .  122
1.3   Swarm Intelligence  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  123
1.4   Applications of IoT System-Based Metaheuristics . . . . . . . . . . . . .  124

2   Metaheuristic Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  125
2.1   Genetic Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  125
2.2   Particle Swarm Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127
2.3   Simulated Annealing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127
2.4   Ant Colony Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127
2.5   Artificial Bee Colony Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . .  127
2.6   Crow-Search Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  128
2.7   Upgraded Grey-Wolf Optimizer Method . . . . . . . . . . . . . . . . . . . . .  128
2.8   Merkle-Hellman Knapsack Cryptosystem . . . . . . . . . . . . . . . . . . . .  128

3   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  129
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  129

 IoT-Based eHealth Solutions for Aging with Special Emphasis  
on Aging-Related Inflammatory Diseases: Prospects  
and Challenges  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133
Pritha Chakraborty, Shankar Dey, Ritwik Patra, Nabarun Chandra Das, 
and Suprabhat Mukherjee
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  134
2   Learning the IoT-Based Health Care System . . . . . . . . . . . . . . . . . . . . . . .  135

2.1   Development of IoT in Healthcare  . . . . . . . . . . . . . . . . . . . . . . . . .  135
2.2   Application of IoT in Healthcare . . . . . . . . . . . . . . . . . . . . . . . . . . .  136
2.3   Technical Framework of IoT in Healthcare . . . . . . . . . . . . . . . . . . .  137

3   Iot-Based Health Care Network for Elderly Disease Prediction  . . . . . . . .  138
3.1   Inflammatory Disease Prediction Due to Aging by IoT  

System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  140
3.2   Possible Solutions for the Elders Using IoT System . . . . . . . . . . . .  140

4   Prospects and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  142
5   Future Directions  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  144
6   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  144
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  145

Contents



xxi

 Leveraging Meta-Heuristics in Improving Health Care Delivery:  
A Comprehensive Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  149
Pawan Whig, Shama Kouser, Ashima Bhatnagar Bhatia,  
Rahul Reddy Nadikattu, and Yusuf Jibrin Alkali
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  149

1.1   Definition of Meta-Heuristics  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  151
1.2   Importance of Improving Health Care Delivery . . . . . . . . . . . . . . .  151
1.3   Motivation for Leveraging Meta-Heuristics in Health Care . . . . . .  152

2   Meta-Heuristics in Health Care Delivery . . . . . . . . . . . . . . . . . . . . . . . . . .  152
2.1   Overview of Meta-Heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  154
2.2   Applications of Meta-Heuristics in Health Care Delivery . . . . . . . .  154

3   Meta-Heuristics Techniques for Health Care Delivery . . . . . . . . . . . . . . . .  156
3.1   Overview of Meta-Heuristics Techniques for Health  

Care Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  156
3.2   Genetic Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  156
3.3   Particle Swarm Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  157
3.4   Ant Colony Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  158
3.5   Simulated Annealing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  158
3.6   Tabu Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  158

4   Success Stories and Real-World Applications . . . . . . . . . . . . . . . . . . . . . .  159
4.1   Success Stories and Real-World Applications of  

Meta- Heuristics in Health Care Delivery  . . . . . . . . . . . . . . . . . . . .  159
4.2   Challenges and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  160

5   Opportunities and Future Directions for Leveraging Meta-Heuristics  
in Health Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  161
5.1   Opportunities for Leveraging Meta-Heuristics  

in Health Care  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  161
5.2   Future Directions for Leveraging Meta-Heuristics  

in Health Care  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  162
6   Advantages and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  162

6.1   Advantages of Leveraging Meta-Heuristics  
in Healthcare Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  163

6.2   Limitations of Leveraging Meta-Heuristics  
in Healthcare Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  164

7   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  164
7.1   Summary of Key Takeaways . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  164
7.2   Implications and Recommendations for Health  

Care Stakeholders  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  165
7.3   Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  165

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  166

Contents



xxii

 Metaheuristics Algorithms for Complex Disease Prediction  . . . . . . . . . . .  169
Shaweta Sharma, Aftab Alam, Akhil Sharma, and Prateek Singh
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  169

1.1   Nature Inspired Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  170
1.2   Machine Learning in Disease Prediction and Detection . . . . . . . . .  170

2   Meta-heuristics (MH) Algorithms for Complex Disease Prediction  . . . . .  171
2.1   MH Algorithms for Heart Disease Prediction . . . . . . . . . . . . . . . . .  171
2.2   MH Algorithms for Breast Cancer Diagnosis . . . . . . . . . . . . . . . . .  175
2.3   MH Algorithms for Parkinson’s Diagnosis . . . . . . . . . . . . . . . . . . .  175
2.4   MH Algorithms for Prediction of Alzheimer’s Disease . . . . . . . . . .  176
2.5   MH Algorithms for Prediction of Chronic Kidney Disease  

and Bone Disorders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  176
2.6   MH Algorithms for Immunity Based Ebola Optimization  

Search Algorithm for Feature Extraction Minimization  
and Digital Mammography Reduction Using CNN Models . . . . . .  176

2.7   MH Algorithm for Classification of White Blood Cells  
in Healthcare Informatics  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  177

2.8   MH Algorithm for EMG Classification Utilizing PSO  
Optimized SVM for Neuromuscular Diseases Prognosis . . . . . . . .  177

2.9   MH Algorithm Using Hybrid Case-Based Reasoning  
and Particle Swarm Optimization (PSO) Approach  
to the Detection of Hepatitis Disease . . . . . . . . . . . . . . . . . . . . . . . .  178

3   Meta-Heuristic Algorithms in Medical Image Segmentation . . . . . . . . . . .  178
4   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  179
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  179

 Printed rGO-Based Temperature Sensor for Wireless Body Area  
Network Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  181
Asha Susan John and Kalpana Murugan
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  181
2   Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  184
3   Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  186
4   Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  191

4.1   Materials  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  192
4.2   Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  195

5   Fabrication  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  196
5.1   Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  196

6   Generic Metaheuristic Algorithm for Optimization . . . . . . . . . . . . . . . . . .  199
7   Conclusion and Future Works  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  202
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  202

Contents



xxiii

 Recent Advanced in Healthcare Data Privacy Techniques . . . . . . . . . . . . .  207
Waleed M. Ead, Hayam Mohamed, Mona Nasr, and Ahmed M. Anter
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  207

1.1   Query Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  209
1.2   Data Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  210

2   Privacy Preserving Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  211
2.1   Privacy Preserving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  212

3   Privacy Preserving Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  212
3.1   Data Anonymization  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  212

4   Conclusion and Future Direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  223
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  223

 The Ability of the CFD Approach to Investigate the Fluid  
and Wall Hemodynamics of Cerebral Stenosis and Aneurysm  . . . . . . . . .  227
Talaat Abdelhamid and Ahmed G. Rahma
1   Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  227
2   Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  229

2.1   Problem Outline and the Numerical Approach . . . . . . . . . . . . . . . .  229
2.2   Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  230
2.3   Meshing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  231
2.4   Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  232

3   Results  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  233
3.1   Segment One, Results for the Benchmarks . . . . . . . . . . . . . . . . . . .  233
3.2   Segment Two, Results for MRI-Based Models  

of the Cerebral Arteritis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  240
4   Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  245
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  246

  Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   249

Contents



1

A Review of Methods Employed 
for Forensic Human Identification

Youssef Mohamed, Noran Mohamed, and Ahmed M. Anter

1  Introduction

The term “Forensic Human Identification“describes the scientific and investigative 
procedures used to identify the identities of people who have died or who have been 
involved in criminal activity. Applying scientific methods and principles to establish 
a person’s identity based on the facts at hand is known as forensic human identifica-
tion. Comparing distinctive traits like fingerprints, DNA profiles, dental records, 
facial features, skeletal remnants, and other identifiable markers can be one way to 
do this. The objective is to give precise and trustworthy identification to support 
forensic situations such as missing person cases, disaster victim identification, legal 
investigations, and missing person cases. There are some common methods and 
disciplines that play a significant role in forensic identification such as Fingerprint 
analysis which is the process of identifying someone by examining and contrasting 
the distinctive patterns, ridge features, and minute details contained in their finger-
prints, DNA analysis that involves comparing samples of DNA taken from crime 
scenes, victims, or suspects to DNA profiles that are already known. DNA analysis 
can establish direct connections between people or identify family ties, and Forensic 
odontology involves the examination of dental remains and dental records to estab-
lish identification. To identify people or aid in the identification process, dentists 
compare dental data, including X-rays and dental charts, with dental remains. Other 
techniques for forensic human identification are Forensic Anthropology which 

Y. Mohamed · N. Mohamed 
Egypt-Japan University of Science and Technology (E-JUST), Alexandria, Egypt 

A. M. Anter (*) 
Egypt-Japan University of Science and Technology (E-JUST), Alexandria, Egypt 

Faculty of Computers and Artificial Intelligence, Beni-Suef University, Beni Suef, Egypt
e-mail: Ahmed_Anter@fcis.bsu.edu.eg

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. M. Anter et al. (eds.), Nature-Inspired Methods for Smart Healthcare 
Systems and Medical Data, https://doi.org/10.1007/978-3-031-45952-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-45952-8_1&domain=pdf
mailto:Ahmed_Anter@fcis.bsu.edu.eg
https://doi.org/10.1007/978-3-031-45952-8_1


2

means examining the remains of skeletons to determine characteristics such as age, 
sex, ancestry, stature, and other unique features that can assist in establishing iden-
tity, Forensic Pathology which means examining deceased individuals to determine 
the cause and manner of death, and Forensic Anthropometry which involves the 
estimation of a person’s physical traits and aid in identification by the measurement 
and comparison of various body parameters like height, limb lengths, or skull 
dimensions [1].

Establishing identity is significant for forensic investigations as the accurate 
identification of individuals contributes to public safety and security. It helps in the 
prevention and detection of crimes, tracking individuals with criminal histories, and 
monitoring potential threats to society. Moreover, establishing identity is also 
important in medical settings, where accurate identification allows for appropriate 
medical treatment, access to medical history, and proper management of healthcare 
resources. In forensic science, identity verification ensures the integrity of forensic 
evidence, chain of custody, and expert witness testimony.

2  Biometric Identification

Biometrics are unique physical characteristics that can be used for automated rec-
ognition. The term “biometric” comes from the Greek words” bios” which means 
life and “metrics” which means measure [2]. Today, a wide range of applications 
require reliable verification schemes to confirm the identity of an individual. 
Recognizing humans based on their body characteristics became more interesting in 
a lot of technology applications. Biometrics cannot be borrowed, stolen, or forgot-
ten, and forging one is practically impossible. So it became a very important tool in 
the security systems. Humans have been identified based on their voice, appearance, 
or gait for thousands of years; these distinctive characteristics, or biometric traits, 
include features such as face, iris, palm print, and voice. Biometrics is now a mature 
technology that is widely used in a variety of applications ranging from border 
crossings to identity management.

There exist several biometric identification techniques that can be applied to 
humans to verify and authenticate people, as follows:

2.1  Fingerprint Recognition

A fingerprint is a pattern of furrows and ridges which are located on the tip of each 
finger. Fingerprints were used for personal identification for many centuries and the 
matching accuracy was very high [3]. Fingerprint-based recognition has been the 
most popular and successful method. Various historical accounts suggest that fin-
gerprints were used in business transactions as early as 500 B.C. in Babylon [4]. 
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High-resolution fingerprint images can capture sweat pores and other details in 
addition to minutiae points; these extended features are gaining attention as foren-
sics experts appear to use them, particularly for latent and poor-quality fingerprint 
images. Nearly all forensics and law enforcement agencies worldwide use Automatic 
Fingerprint Identification Systems. It is the collection of these minutiae points in a 
fingerprint that is primarily used for matching two fingerprints. Fingerprints are 
composed of a regular texture pattern made up of ridges and valleys. These ridges 
are characterized by several landmark points, known as minutiae, which are mostly 
in the form of ridge endings and ridge bifurcations [3]. Figure 1 represents an exam-
ple of a fingerprint of a human being.

2.2  Face Recognition

Face recognition refers to the process of identifying or verifying the identity of 
individuals based on their facial features. It is a biometric technology that analyzes 
and compares various facial characteristics to match an input face with a pre- 
existing database of faces. Face recognition systems utilize computer algorithms to 
extract distinctive facial features, such as the arrangement of eyes, nose, mouth, and 
other facial landmarks, to create a unique representation of an individual’s face 
called a face template [3]. Face recognition systems typically make use of the spa-
tial relationship between the locations of facial features like eyes, noses, lips, chins, 
and the overall appearance of a face. Face is a natural human trait for automated 
biometric recognition. The forensic and civilian applications of face recognition 
technologies pose many technical challenges both for static mug-shot photos and 
moving faces [5]. Figure 2 represents an example of face recognition technology.

Fig. 1 Fingerprint 
identification
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Fig. 2 Face recognition

2.3  Voice Recognition

Speech or voice-based recognition systems recognize a person based on their spo-
ken words. The generation of a human voice involves a combination of physiologi-
cal and behavioral features. The physiological component of voice generation 
depends on the shape and size of vocal tracts, lips, nasal cavities, and mouth. The 
behavioral component of voice includes movement of the lips, jaws, tongue, velum, 
and larynx. To build a model (typically the Hidden Markov Model) for speaker 
recognition, the spectral content of the voice is analyzed to extract its intensity, 
duration, quality, and pitch information. Speaker recognition is highly suitable for 
applications like telebanking, but it is quite sensitive to background noise and play-
back spoofing [5].

2.4  Iris Recognition

Iris identification is a biometric technology that allows people to be recognized 
based on the distinctive patterns in their irises, which are the colorful circular por-
tions around the eyes’ pupils. It is a very reliable and safe technique for biometric 
identification. The intricate and individual patterns on each person’s iris include 
radial lines, freckles, furrows, and crypts. The iris is ideally suited for use as a bio-
metric identification method since these patterns arise during embryonic develop-
ment and are stable throughout the entire life of an individual [6]. Iris identification 
systems take a high-resolution image of the iris using specialized cameras or iris 
scanners. To extract the distinctive iris patterns, computer techniques are used to 
process the acquired image. These patterns are transformed into the iris code, a 
binary representation that captures the unique characteristics of the iris. An indi-
vidual’s iris image is taken throughout the enrolling process, and their iris code is 
generated. Then, to identify or verify people in the future, this iris code is saved in 
a database.
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When a person offers their iris for identification during the recognition process, 
a new image of their iris is taken. The iris code is produced from the acquired image 
and contrasted with the database’s entries for iris codes. Mathematical procedures 
like bitwise comparison and Hamming distance are used to determine how similar 
the iris codes are to one another. A match is discovered and the person’s identifica-
tion is verified if the resemblance reaches a predetermined level. The person’s iden-
tity is not recognized if the similarity is below the threshold. High precision, 
dependability, and resistance to fraud or imitation are all characteristics of iris rec-
ognition. The iris provides a reliable biometric modality for a variety of applica-
tions, including access control, border security, time and attendance management, 
and identity verification. This is due to the rich and stable patterns found within the 
iris as well as the sophisticated algorithms employed in iris recognition systems.

2.5  Retina Recognition

Retinal recognition is a biometric system that uses a person’s specific retinal blood 
vessel patterns to identify them. The retina, the eye’s deepest layer, is home to a 
network of blood vessels that feeds the retinal tissue with nutrients and oxygen. To 
do retina recognition, a specialized camera that makes use of near-infrared light 
needs to take a picture of the retina. The retina is illuminated by near-infrared light, 
which enhances the clarity and visibility of the blood vessels. To extract and identify 
distinct blood vessel patterns, complex algorithms are used to process and evaluate 
the collected image [2]. The retina’s blood vessel patterns are constant and particu-
lar to each person. Retina recognition is a trustworthy biometric method since they 
are created during early development and remain primarily constant throughout a 
person’s lifespan.

An individual’s retinal image is taken during enrolment, and the distinctive blood 
vessel patterns are retrieved and encoded into a template. After that, this template is 
saved in a safe database for further identification or confirmation. When a person 
offers their eye for identification throughout the recognition process, their retinal 
image is once more taken. The collected blood vessel patterns are compared to the 
database’s template data. The similarity of the retinal patterns is assessed using a 
variety of mathematical methodologies, such as correlation coefficients or pattern- 
matching methods. A match is discovered and the person’s identification is verified 
if the resemblance reaches a predetermined level. The person’s identity is not recog-
nized if the similarity is below the threshold. Images of the retina are taken with 
sophisticated cameras that record the complex web of blood vessels within the ret-
ina. Analyzing the branching structures and distribution of blood vessels at various 
scales within the retina is a component of fractal dimension analysis. The scaling 
behavior of the blood vessel patterns is used to calculate the fractal dimension. A 
more complex and self-similar pattern will have a higher fractal dimension value 
than one with a lower value. Researchers have looked into how fractal dimension 
can be used in retina recognition systems as a feature descriptor. An individual’s 
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retina’s distinctive features can be recorded and compared for identification pur-
poses by assessing the complexity of the blood vessel patterns using fractal dimen-
sions [7].

2.6  Hand Geometry

A sort of biometric identification technology called hand geometry biometric uses 
measurements and analysis of the physical properties of a person’s hand to identify 
them. It entails taking and examining numerous hand measurements and character-
istics, including the dimensions, proportions, and contours of the hand and fingers. 
Typically, hand geometry systems take an image or 3D model of the hand using a 
specialized scanner or sensor. The scanner may use optical or thermal imaging 
methods to precisely capture the features of the hand. For identification or verifica-
tion, the processed data is subsequently compared to pre-registered templates in a 
database [2].

Hand Geometry has applications in biometric identification. Hand Geometry can 
be used as a biometric modality, specifically analyzing the measurements and fea-
tures of the hand for identification purposes. The methodology used in capturing 
hand geometry, which involves using specialized sensors or scanners to obtain 
images or 3D representations of the hand. The authors outline the measurements 
and features extracted from the hand, such as finger lengths, widths, and distances 
between key hand landmarks. These measurements are used to create unique tem-
plates that represent individuals’ hand geometry [7]. One challenge of representing 
hand geometry measurements is the dimensionality of the data so an entropy-based 
discretization technique was used to convert continuous hand geometry measure-
ments into discrete values. This discretization process aims to reduce the dimen-
sionality of the data while preserving discriminatory information. The methodology 
employed involves three main steps: feature extraction, entropy-based discretiza-
tion, and classification. In the feature extraction step, various hand geometry mea-
surements, such as finger lengths, widths, and palm dimensions, are obtained from 
the hand images. These measurements serve as the initial continuous feature set [8].

According to the limitations of traditional hand geometry systems that require 
the hand to be aligned and positioned consistently during enrollment and recogni-
tion, a peg-free approach that can handle variations in hand position and rotation 
was proposed. Hierarchical geometry extraction and form matching are the two 
primary steps in the process. The hand image is processed to create a hierarchical 
representation of the hand geometry in the hierarchical geometry extraction step. To 
extract important elements like the fingers, palm, and hand contour, the hand image 
is split. The overall structure of the hand is then captured by representing these traits 
at various hierarchical levels. The hierarchical hand geometry representations are 
then compared using the shape-matching technique. The authors explain how to 
match hand shapes using shape context descriptors and the iterative closest point 
(ICP) technique. The ICP method iteratively aligns and matches the hierarchical 
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representations for recognition while the shape context descriptors record the spa-
tial relationships between the locations on the hand geometry [9].

2.7  Palm Print Recognition

The goal of palm print recognition, a biometric identification method, is to identify 
people using the distinctive patterns and traits found in their palm prints. It entails 
photographing and examining an individual’s palm’s surface characteristics, such as 
its lines, ridges, and texture patterns, to identify or verify them. Systems for reading 
palm prints make use of a variety of imaging tools, like specialist cameras or scan-
ners, to record high-resolution photographs of the palm surface. The elaborate pat-
terns made by the palm’s distinctive configuration of ridges, lines, and texture are 
depicted in these pictures [10].

Palm print recognition is a significant biometric modality in applications such as 
access control, identity verification, and forensic investigations because of the 
uniqueness and stability of palm prints as a biometric characteristic. It has various 
techniques, including line-based features, texture analysis, minutiae extraction, and 
region-based features. Another technique for palm print recognition involves com-
bining multiple algorithms or features to enhance recognition accuracy [11]. 
Another method is the acquisition of palm print images using specialized imaging 
devices. The acquired images are preprocessed to enhance image quality and nor-
malize illumination and size variations. The key contribution lies in the utilization 
of Eigen palms for feature extraction. Eigen palms is a technique similar to Eigen 
faces but applied to palm print images. Eigen palms represent the global variations 
in palm print images by analyzing the principal components of a set of palm print 
images. The Eigen palms are obtained through a dimensionality reduction process, 
resulting in a lower-dimensional representation of the palm print patterns. The 
Eigen palms features are extracted from the preprocessed palm print images and 
utilized for recognition. The matching process involves comparing the Eigen palms 
features of the query palm print with the stored template palm prints in a database. 
Similar measures such as Euclidean distance or correlation coefficients are employed 
for matching and identification [12].

2.8  Vein Recognition

Vein recognition, also known as vascular pattern recognition, is a biometric technol-
ogy that involves identifying individuals based on the unique patterns of veins 
within their bodies, typically in the palm, back of the hand, or finger. It utilizes the 
distinct vein patterns that form a complex network of blood vessels to establish a 
person’s identity. Vein recognition systems capture images of the veins beneath the 
skin using near-infrared light or other specialized imaging techniques. Unlike other 
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biometric modalities such as fingerprints or iris, vein patterns are not visible to the 
naked eye, making them difficult to forge or tamper with [13].

There are some advantages of using palm vein recognition such as its high accu-
racy and stability and resistance to forget. Palm vein recognition has different tech-
niques, including near-infrared imaging, multispectral imaging, and thermal 
imaging [13]. Finger vein recognition is another biometric modality that utilizes the 
unique patterns of veins within the fingers for identification or verification purposes. 
It has several advantages such as, including its accuracy, non-intrusiveness, and 
resistance to spoofing or forgery. Near-infrared imaging, multispectral imaging, and 
other specialized techniques are used in finger vein recognition [14].

2.9  Ear Recognition

A biometric technique called ear recognition includes recognizing people by their 
ears’ distinctive traits and characteristics. It establishes a person’s identification by 
using the ear’s shape, structure, and pattern. Specialized cameras or sensors are used 
by ear recognition systems to take pictures of the ear. The external ear structure, 
comprising the helix, lobule, antihelix, and tragus, is the subject of the photographs, 
highlighting the variances and shapes particular to everyone [15]. Ear recognition is 
a biometric modality that utilizes the unique features and characteristics of the ear 
for identification purposes because of its advantages such as its non-intrusive nature, 
stability, and potential for reliable identification. Some factors affect ear recognition 
performance, including pose variations, occlusions, image quality, and data vari-
ability [16]. There are various techniques for ear recognition such as Appearance- 
based Approaches that utilize texture or appearance features of the ear. Methods 
such as Local Binary Patterns (LBP), Scale Invariant Feature Transform (SIFT), or 
Histogram of Oriented Gradients (HOG) can be employed to capture texture infor-
mation from the ear image. 2D Image-based Techniques: In this approach, 2D 
images of the ear are used for recognition. Various image processing techniques, 
such as edge detection, feature extraction, and template matching, are applied to 
extract distinctive features from the ear image for recognition. 3D Image-based 
Techniques utilize 3D images or models of the ear for recognition. 3D scanning 
techniques, such as laser scanning or structured light scanning, are used to capture 
the shape and depth information of the ear. This enables more accurate and robust 
recognition by considering the ear’s three-dimensional structure [16].

2.10  DNA Matching

A forensic method called DNA matching, commonly referred to as DNA profiling 
or DNA fingerprinting is used to identify people based on their distinctive genetic 
information. It is predicated on the idea that DNA sequences differ amongst people, 
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except for identical twins who have similar DNA. There are various techniques used 
in DNA matching such as The Analysis of short sequences of repeating nucleotides 
(STR loci) found in certain DNA regions is known as a short tandem repeat (STR) 
analysis. Each individual’s DNA profile is different due to the variation in the num-
ber of repetitions at each locus. Due to its discriminatory solid power, STR analysis 
is frequently employed in forensic DNA matching, the PCR method which is used 
to amplify particular DNA sections, making it simpler to study. Even if the starting 
DNA sample is little or damaged, it enables the reproduction of specific DNA seg-
ments. In DNA matching, PCR is frequently employed to amplify STR loci for 
further analysis. Y-Chromosome Analysis focuses on the unique regions of the Y 
chromosome that are passed down from fathers to sons. It can be used for paternal 
lineage identification, determining male-related biological relationships, or in cases 
where only male DNA is present in the sample. DNA sequencing techniques involve 
determining the precise order of nucleotides in a DNA molecule. This technique 
provides a comprehensive analysis of the DNA sequence and can be used to identify 
specific variations or mutations in the DNA [17].

2.11  ECG Identification

The technique of identifying people based on their distinctive electrocardiogram 
(ECG) patterns is known as “ECG identification.” The electrical activity of the heart 
is represented by ECG signals, which offer important insights into cardiac rhythm 
and function. A biometric method called ECG identification makes use of the par-
ticular features of an individual’s ECG patterns to identify them. One approach for 
ECG-based personal authentication is the deep learning approach using LSTM- 
based deep recurrent neural networks. The aim is to leverage the temporal depen-
dencies and patterns present in ECG signals to develop an accurate and reliable 
identification system. The authors utilized a deep recurrent neural network architec-
ture with LSTM units to model the temporal dependencies in the ECG signals. The 
LSTM network is designed to capture and learn patterns from the sequential nature 
of ECG data. Multiple LSTM layers are stacked to enable deeper representation 
learning. The results of the experiments demonstrate the effectiveness of the LSTM- 
based deep recurrent neural network approach for ECG identification and personal 
authentication. The proposed method achieved high accuracy and outperforms tra-
ditional methods in ECG identification tasks. The findings highlight the advantages 
of utilizing deep learning techniques to capture the temporal dependencies and pat-
terns present in ECG signals, leading to improved identification accuracy and 
robustness [18].
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2.12  EEG Recognition

2.12.1  EEG

EEG stands for Electroencephalography which means the non-invasive measure-
ment of the brain’s electric fields. On the scalp, electrodes are used to capture volt-
age potentials caused by current passing through and around neurons. EEG has been 
around for about a century, and because of this, it has a wide range of uses. On the 
one hand, brain-triggered neuro-rehabilitation therapies have lately converged with 
the foundations of EEG in clinical diagnostics. On the other hand, EEG has not only 
been a mainstay in the field of experimental psychology for supplying brain corre-
lates of constructs but it has also been employed as a real neuroimaging tool with 
more recent developments in translational as well as computational neuroscience. 
This “old dog” can still deliver new tricks and innovations thanks to its adaptability 
and accessibility, as well as developments in signal processing [19, 49, 50].

2.12.2  EEG History

The field of encephalography has advanced significantly during the past 100 years. 
Richard Caton, an English physician, made the discovery of electrical currents in 
the brain in 1875. Caton examined the EEG from the exposed monkey and rabbit 
brains. German doctor Hans Berger amplified the electrical activity of the brain 
observed on a human scalp in 1924 using his standard radio equipment. He declared 
that weak electric currents produced in the brain may be visually represented on a 
strip of paper and recorded without opening the skull. The brain’s functioning state, 
such as sleep, anesthesia, a shortage of oxygen, and some neural illnesses, including 
epilepsy, affected the activity he saw. Many of the current uses of electroencepha-
lography were established by Berger [20].

2.12.3  EEG Identification

EEG identification, often referred to as EEG-based identification or EEG biomet-
rics, is the process of using electroencephalography (EEG) data to identify people 
based on the distinctive patterns of their brainwaves. It is a biometric identification 
technique that depends on the unique features of a person’s EEG waves. With EEG 
identification, electrodes are positioned on the scalp to capture the electrical activity 
of the brain. The cerebral activity and brainwave patterns connected to particular 
mental states, cognitive activities, or physiological responses are captured by the 
recorded EEG signals [21].

The process of EEG identification involves five steps. First is the EEG data 
acquisition where electrodes are positioned on the scalp, and specialized equipment 
is used to record EEG signals. The electrodes track the brain’s electrical activity and 
send data for additional processing. Second, in the preprocessing step to eliminate 
noise, artifacts, or undesired signals, preprocessing processes are applied to the 
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collected EEG data. Filtering, artifact-removal methods, and signal normalization 
might be used in this. Then the feature extraction step where the preprocessed EEG 
data is used to extract pertinent features that indicate the distinctive qualities of each 
person’s brainwave patterns. These characteristics may include frequency bands, 
statistical measures, spectral power, statistical measures, or other pertinent mea-
sures generated from the EEG signals. The features are then compressed into a 
template or representation that captures the individual’s particular brainwave pat-
terns. This model is used as a guide for further identification or verification in the 
feature encoding and template creation step. The collected EEG signals of a person 
are matched against a database of saved templates during the identification stage. 
The degree of similarity between the recorded EEG signals and the template data is 
measured using matching or similarity algorithms. The individual’s identity is veri-
fied if a match is discovered that is greater than a predetermined threshold in the last 
step which is the matching and recognition step [22].

The benefits of EEG identification include its non-intrusiveness, difficulty in 
forging, and potential resistance to spoofing or imitation. Due to the variability of 
EEG signals caused by variables including mental states, electrode location, and 
inter-individual variances, it also presents difficulties. EEG identification is used in 
a variety of fields, such as brain-computer interfaces, biometric authentication, and 
access control systems. It can be utilized in instances when a safe and trustworthy 
identification mechanism is needed, especially when other biometric modalities 
might not be appropriate or practical.

2.12.4  EEG Identification Techniques

There are techniques that are commonly used in EEG identification. Time Domain 
Analysis is a technique used in EEG identification and this method entails time 
domain analysis of the unprocessed EEG signals. For identification, features from 
the EEG signals can be retrieved, including amplitude, peak detection, zero- crossing 
rate, and statistical metrics (mean, variance, etc.). An example of the Time Domain 
Analysis technique is the use of Convolutional neural networks (CNNs) for P300 
detection in brain-computer interfaces. In EEG signals connected to cognitive pro-
cesses, particularly those connected to attention and decision-making, the P300 is a 
notable event-related potential. In brain-computer interface (BCI) applications, 
detecting the P300 component is essential because it can serve as a foundation for 
communication or control. The authors suggest using CNN-based techniques to 
detect P300  in BCI systems. CNNs are useful for studying EEG signals because 
they excel at extracting pertinent characteristics from sequential data and capturing 
temporal dependencies. CNNs’ primary benefit is their capacity to automatically 
identify hierarchical features from unprocessed input using subsequent convolu-
tional and pooling layers. The CNN architecture created by the authors is intended 
exclusively for EEG analysis. Convolutional layers in the architecture act on the 
unprocessed EEG signals to identify regional patterns and temporal correlations. A 
sizable dataset of EEG recordings encompassing both non-P300 signals and P300 
event-related potentials are used to train the CNN [23].
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Another technique is using the Frequency Domain Analysis which involves 
transforming the EEG signals from the time domain to the frequency domain using 
methods like the Fast Fourier Transform (FFT) or Wavelet Transform. Power spec-
tral density, frequency bands (e.g., alpha, beta, theta), or spectral entropy can be 
extracted as features for identification. The frequency domain analysis of EEG sig-
nals can be performed using techniques such as the Fourier transform and power 
spectral density estimation. The Fourier transform was applied to convert the EEG 
signals from the time domain to the frequency domain. The Fourier transform 
decomposes a signal into its constituent frequency components. By applying the 
Fourier transform to the EEG signals, information about the signal’s frequency con-
tent was obtained. The resulting frequency spectrum provided details about the 
amplitudes and phases of different frequency components present in the EEG sig-
nals. A method for estimating the power distribution across various frequency com-
ponents in a signal is called power spectral density (PSD) estimation. The PSD 
estimation was performed to quantify the power or energy contained within specific 
frequency bands in the EEG signals. This allowed analysis of the relative contribu-
tions of different frequency ranges (e.g., delta, theta, alpha, beta) to the overall 
power of the EEG signals. By applying the Fourier transform and power spectral 
density estimation, we gained insights into the frequency characteristics of the EEG 
signals [24].

3 Machine learning Approaches in Personal Identification

Machine learning approaches in the context of EEG identification involve training 
algorithms to learn patterns and relationships within EEG data to classify and iden-
tify individuals based on their unique biometric patterns [25].

3.1  Support Vector Machines (SVM)

SVM is a well-liked classification method that is utilized in many fields [51]. 
Finding the best hyperplane in a high-dimensional feature space that maximally 
divides distinct classes is the goal of SVM. To categorize people based on their EEG 
patterns in the context of EEG identification, SVM can be trained utilizing extracted 
features from EEG data.

3.2  Random Forests

An ensemble learning technique called random forests mixes many decision trees 
[52]. Each tree is trained using a subset of features and data, and the results from all 
the trees are combined to get the final classification. Random forests can handle 
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high-dimensional data, and they are resistant to overfitting. They can be trained 
using extracted features to categorize people and then used for EEG identification.

3.3  K-Nearest Neighbors (K-NN)

A sample is given a class label by the k nearest neighbors in the feature space using 
the non-parametric k-NN algorithm [53]. When used for EEG identification, k-NN 
can be trained using features taken from the signals. When given a fresh EEG sam-
ple, it recognizes the k most comparable samples in the feature space to establish the 
identity of the subject. The K-nearest neighbors (KNN) algorithm can be improved 
in performance and efficacy using a variety of approaches and techniques: Distance 
Metrics: Depending on the features of the data, various distance metrics, such as the 
Manhattan distance, Minkowski distance, or Mahalanobis distance, may be used in 
place of the Euclidean distance. Selecting the right distance measure can help KNN 
perform more accurately by improving sample discrimination. Distance Weighting: 
By giving neighbors varying weights based on their distance from each other, the 
problem of unbalanced influence can be resolved. Greater weights can be assigned 
to nearby neighbors, highlighting their importance in the classification process. A 
distance-weighted KNN can improve the algorithm’s capacity for discrimination. 
Feature Selection: aims to identify the most relevant features in the dataset for clas-
sification. By selecting a subset of informative features, the dimensionality of the 
data can be reduced, which can enhance the performance of KNN. Feature Scaling: 
Scaling the features to a common range can prevent features with larger scales from 
dominating the distance calculation. Common techniques for feature scaling include 
min-max scaling (normalization) and standardization (z-score normalization). 
Voting Schemes: KNN involves classifying a sample based on the majority vote of 
its nearest neighbors. Various voting schemes can be employed, such as simple 
majority voting or weighted voting, where closer neighbors have a higher influence 
on the classification decision. Table 1 represents the reference index, year, dataset, 
methods, finding, advantages, and disadvantages of 10 studies about KNN.

4  Deep Learning Approaches in Personal Identification

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs), for 
example, are deep learning models that have attracted a lot of interest in EEG detec-
tion [54, 55]. These models are able to recognize complicated patterns and connec-
tions and automatically learn hierarchical representations from unprocessed EEG 
signals. Deep learning models have demonstrated promising results in identifying 
persons based on EEG patterns, but they frequently need enormous amounts of 
labeled data and intensive computational resources.
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Table 1 The reference index, year, dataset, methods, finding, advantages, and disadvantages of 10 
studies about KNN

Reference 
Index Year Dataset Methods Finding Advantages Disadvantages

[26] 2015 Financial 
Tweets 
Dataset

The mutual k 
nearest 
neighbor 
(MkNN or 
MNN) 
approach, 
Error-based 
Weighting

Efficiently 
predicted the 
yield of 
particular 
stocks based 
on those 
tweets using 
KNN.

The authors 
evaluated the 
KNN 
approach in 
the presence 
of label 
noise.

The high 
fraction of the 
overall error is 
due to various 
types of noise

[27] 2020 Used car 
which is 
collected 
from Kaggle

Euclidean 
Distance

Successfully 
predicted the 
price of used 
cars.

Using 
Cross- 
Validation to 
inspect the 
model 
overfitting

The accuracy 
was not too 
good.

[28] 2019 Stock Data 
which is 
obtained 
through the 
API.

KNN, 
Euclidean 
Distance.

making the 
LQ45 stock 
index 
prediction 
application to 
predict stock 
prices.

A simple 
application 
to use to help 
investors 
make 
decisions 
regarding 
their shares.

The accuracy 
generated by 
the application 
was not too 
good.

[29] 2020 Wisconsin 
Diagnostic 
Breast 
Cancer 
(WDBC) 
Dataset from 
the UCI 
repository

KNN 
classification

Successful 
cancer 
detection in 
the early 
stages

Effective for 
small to 
medium- 
sized 
datasets

Outliers can 
significantly 
impact results

[30] 2016 Breast 
Cancer data 
set

KNN 
classification

Efficiently 
detected the 
breast cancer

Efficient 
detection 
with high 
accuracy

Sensitive to 
irrelevant 
features and 
outliers

[31] 2013 Finance data 
set

KNN, 
Euclidean 
Distance.

Financial 
distress 
prediction

Simple and 
easy to 
implement.

Sensitive to 
missing values

[32] 2013 Stock data is 
extracted 
from the 
Jordanian 
Stock 
exchange

KNN 
classification

Predicted 
stock prices 
for a sample 
of six major 
companies

The results 
were rational 
and 
reasonable

Large datasets 
can impact 
performance

(continued)
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Table 1 (continued)

Reference 
Index Year Dataset Methods Finding Advantages Disadvantages

[33] 2007 Irregularity 
data set

KNN 
classification

Successfully 
detected 
irregularities 
in images and 
in video

Simple to 
implement

Can not handle 
large data sets

[34] 2020 Covid-19 
dataset from 
Kaggle

KNN 
classification

Prediction of 
Covid-19 
possibilities 
using KNN

Effective for 
small and 
medium 
datasets

High storage 
requirements 
for large 
datasets

[35] 2017 Student 
marks which 
is a data set 
collected 
from the 
Ministry of 
Education

KNN 
classification

Efficient 
student 
performance 
prediction

Simple and 
easy to 
implement

The accuracy 
was not too 
high

4.1  Long Short-Term Memory (LSTM)

Long Short-Term Memory, also known as LSTM, is an RNN architecture style cre-
ated to model sequential data and identify long-term dependencies. Since their 
introduction by Hochreiter and Schmidhuber in 1997, LSTMs have found wide-
spread use in a variety of tasks, including speech recognition, time series analysis, 
and natural language processing. The main benefit of LSTMs over conventional 
RNNs is their capacity to ameliorate the vanishing gradient problem, which is char-
acterized by the exponential decay of gradients propagated across the network over 
time, making it challenging to detect long-term dependencies. By including a mem-
ory cell, LSTMs deal with this problem by enabling the network to remember or 
forget information over time selectively.

The following essential elements make up the LSTM architecture: Cell State: 
The LSTM‘s cell state serves as its memory. It encompasses the whole sequence 
and permits information to move freely throughout the network without being con-
siderably altered. Using gates that are governed by sigmoid activation functions, the 
cell state can choose to selectively remember or forget information. The input gate 
chooses how much of the fresh input should be absorbed into the state of the cell. It 
generates a value between 0 and 1, reflecting the significance of the new input, using 
a sigmoid activation function. How much of the prior cell state should be remem-
bered or retained is decided by the forget gate. It determines whether data from the 
cell state should be eliminated using a sigmoid activation function. The output gate 
regulates how much of the cell state should be made available to the LSTM‘s out-
put. The amount of information that is transferred to the subsequent layer or task is 
controlled using a sigmoid activation function. The input, the previous hidden state, 
and the current cell state are used to compute the hidden state, which is in charge of 
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transferring information across time steps. It can be thought of as the LSTM‘s 
“memory,” storing important information from the past and influencing predictions 
for the future [36].

An LSTM processes each element of the input sequence individually during the 
forward pass, updating its cell state and hidden state at each time step. The input 
gate, forget gate and output gate are used to update the cell state, and the updated 
cell state and output gate are used to determine the hidden state. Backpropagation 
through time (BPTT), which computes gradients and uses them to update the model 
parameters, can be used to train LSTMs. The gradients run through all the time 
steps, enabling the LSTM to take into account long-term dependencies and learn 
from previous observations to produce predictions. LSTMs are very good at model-
ing and forecasting data sequences because they incorporate memory cells and 
solve the vanishing gradient problem.

4.2  Gated Recurrent Unit (GRU)

Gated Recurrent Units (GRUs), a sort of recurrent neural network (RNN) architec-
ture akin to LSTMs (Long Short-Term Memory), are what they are called. Cho et al. 
presented GRU as an alternative to LSTM in 2014 to streamline the architecture 
while preserving long-term dependencies in sequential data. To selectively update 
and maintain knowledge over time, GRU units include gating mechanisms that reg-
ulate the flow of information inside the network. Similar to LSTM, GRU is made to 
deal with the vanishing gradient issue and capture long-term dependencies, both of 
which are crucial in applications involving sequential data, such as time series anal-
ysis, speech recognition, and natural language processing. The network can effi-
ciently update and forget data thanks to GRU units. GRU units can capture important 
long-term dependencies while avoiding pointless computations by controlling the 
information flow through the gating mechanisms. GRU has become more widely 
used in a variety of applications, particularly those that emphasize computing effec-
tiveness or work with smaller datasets. It has proven successful at tasks like senti-
ment analysis, speech recognition, machine translation, and language modeling [37].

GRU has a less complex design than LSTM and fewer gates. The procedure is 
simplified and fewer parameters are needed since it creates a single vector by com-
bining the memory cell and hidden state. Typically, GRU units include the follow-
ing elements: The update gate chooses how much of the prior hidden state should be 
kept and how much of the fresh input should be absorbed into the present hidden 
state. Based on the current input, it determines the significance of the previous con-
cealed state and the incoming input. Reset Gate: The reset gate regulates how much 
the previous hidden state affects how the current hidden state is calculated. It 
chooses whether or not the network should keep the prior concealed state. Candidate 
Activation: Using the current input and the prior hidden state, the candidate activa-
tion computes a new candidate hidden state. Using the update and reset gates, it is 
utilized to update the concealed state. GRU offers a less complicated LSTM 
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substitute while retaining the capacity to model sequential data and record long-
term dependencies. Both architectures have their advantages and disadvantages, and 
the decision between LSTM and GRU depends on the job and dataset [38].

There are some approaches and techniques that can be used to enhance the per-
formance of Gated Recurrent Units such as Stacked GRUs, stacking multiple layers 
of GRUs to increase the capacity of the model and capture more complex dependen-
cies in the data, that can be effective for tasks, Bidirectional GRUs which process 
the sequence of the input in both directions forward and backward to allow the 
model access past and future information like in speech recognition and sentiment 
analysis, Regularization techniques like dropout or recurrent dropout can also be 
applied to the GRU layers to prevent overfitting and improve generalization, Batch 
Normalization can be applied to the hidden states of the GRU to accelerate training 
and improve the stability of the model, Learning Rate Scheduling is another tech-
nique that can be used to improve the training efficiency and convergence, Attention 
Mechanisms can enhance the ability of the model to focus on relevant parts of the 
input sequence as these mechanisms allow the model to assign weights to different 
time steps dynamically, Pretrained Embeddings that can provide the GRU model 
with useful initial representations to help it capture semantic relationships and 
improve its performance, and Hyperparameter Tuning is another different approach 
that can optimize the performance of the GRU model. All these techniques can be 
applied according to the characteristics and requirements of the task. Table 2 repre-
sents the reference index, year, dataset, methods, finding, advantages, and disadvan-
tages of 10 studies.

5  Evaluation Methods

The Confusion Matrix is used to evaluate the performance of the model. Table 3 
represents the confusion matrix. Moreover, the following measures are extracted 
from the confusion matrix to represent the stability and robustness of the models 
used in forensic human identification such as (Accuracy, Recall, Precision, F1-Score, 
Sensitivity, and Error rate) [56–58].

Performance is later calculated using the following formulas:

 
Accuracy TP TN

TP TN FP FN
=

+
+ + +  

 
Recall Sensitivity TP

TP FN
( ) =

+  

 
Precision TP

TP FP
=

+  
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Table 2 The reference index, year, dataset, methods, finding, advantages, and disadvantages of 10 
studies about GRU

Reference 
index Year Dataset Methods Finding Advantages Disadvantages

[39] 2014 4 datasets each 
contain at least 
7 hours of 
polyphonic 
music

GRU, LSTM, 
Traditional 
tanh units

GRU & 
LSTM are 
better than 
traditional 
tanh units.

Captures 
sequential 
information 
in the data.

May struggle 
with capturing 
complex 
patterns.

[40] 2020 Flight-delays 
dataset is 
obtained from 
Kaggle

GRU, vanilla 
LSTM, 
Bi-directional 
LSTM

Successfully 
predicted 
delays 
encountered 
in the aviation 
industry.

Predicted the 
amount of 
delay with 
quietly small 
error.

Computationally 
expensive for 
large datasets.

[41] 2015 Hutter dataset 
from the 
human 
knowledge 
compression 
contest

RNN, LSTM, 
GRU, 
GF-RNN, 
Tanh Units

Demonstrated 
that GF-RNN 
was a fast and 
better 
performance

Helpful with 
the 
complicated 
sequences 
models

Requires longer 
training time 
compared to 
simpler models

[42] 2021 The datasets 
are obtained 
from open-
access websites

RNN, 
Bi-LSTM, 
GRU, LSTM

GRU 
presented the 
most accurate 
prediction for 
LTC

Efficient in 
training and 
inference

Domain – 
Specific required

[43] 2020 The dataset is 
obtained from 
an online 
website

GRU, LSTM, 
Machine 
Learning, 
Deep 
Learning

Efficiently 
Airborne 
particle 
pollution 
prediction

Accurately 
forecasting 
with a 
reasonable 
error

High memory 
requirements for 
large-scale 
models.

[44] 2020 A massive 
amount of 
water level 
dataset is 
collected from 
the Yangtze 
River using 
IOT

CNN, 
CNN-GRU, 
LSTM, 
ARIMA, 
WANN

Successfully 
predicted the 
water level of 
inland rivers 
using 
CNN-GRU 
Model

The 
CNN-GRU 
model has 
higher 
accuracy 
than other 
classical 
models

The CNN-GRU 
has prediction 
errors

[45] 2016 The used 
dataset is 
collected from 
the PeMS 
dataset

LSTM, GRU, 
RNN, 
ARIMA

GRU & 
LSTM 
accurately 
predicted 
real-time 
traffic flow 
better than the 
ARIMA 
model.

Has better 
performance 
and 
accuracy.

High memory 
requirements for 
large-scale 
models.

(continued)
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Table 2 (continued)

Reference 
index Year Dataset Methods Finding Advantages Disadvantages

[46] 2022 The used 
dataset 
represents the 
average power 
consumption in 
péronne city

GRU, LSTM, 
Drop-GRU

Efficiently 
predicted 
energy 
consumption

Overcomes 
the 
limitations 
of the 
traditional 
models

There are few 
prediction errors

[47] 2019 The used 
dataset is from 
the official 
website of the 
China 
Meteorological 
Administration

GRU, LSTM, 
RNN

Successfully 
predicted air 
pollutant 
concentration 
using the 
GRU method

The 
prediction 
accuracy is 
high

The GRU model 
in this paper is 
not competent 
for predicting 
larger datasets

[48] 2021 The used 
dataset is from 
the NetEase 
Finance and 
Economics 
website

GRU, LSTM, 
PCA-LSTM, 
PCA-GRU, 
LASSO-
LSTM, 
LASSO-GRU

Efficiently 
predicted 
stock prices 
using the 
GRU model 
and LSTM 
model

Achieved 
high 
accuracy in 
stock price 
forecasting.

Higher 
computational 
requirements

Table 3 The confusion matrix

Actually positive (1) Actually negative (0)

Predicted Positive (1) True Positive (TP) False Negative (FN)
Predicted Negative (0) False Negative (FN) True Negative (TN)

 
Error Rate FP FN

TP FP TN FN
=

+
+ + +  

 
F Score TP

TP FP FN
1 2

2
− =

∗
∗ + +  

6  Conclusion and Future Work

In conclusion, this research paper highlights the significance of biometric identifica-
tion techniques in forensic human identification. The study specifically focuses on 
numerous methods of recognition, especially EEG-based identification. These bio-
metric modalities have proven to be effective in establishing the identity of indi-
viduals in various forensic contexts. The integration of machine learning approaches, 
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such as KNN, SVM, random forests, and deep learning. It also covered different 
architecture styles of RNN such as LSTM and GRU. It has enhanced the accuracy 
and efficiency of identification systems. The paper provides insights into the histori-
cal development of EEG-based identification, emphasizing its relevance in forensic 
investigations. The use of EEG signals as a biometric identifier holds immense 
potential, and its application in forensic human identification continues to evolve.

While significant progress has been made in biometric identification for forensic 
purposes, there are several avenues for future research and development. Further 
research can focus on improving the accuracy and reliability of EEG-based identifi-
cation systems, Investigating the fusion of multiple biometric modalities, address-
ing ethical considerations which become crucial as biometric identification becomes 
more prevalent, developing real-time identification systems that can process bio-
metric data efficiently with rapid results, and creating standardized benchmark data-
sets and performance metrics specific to forensic human identification.

By addressing these areas of future work, researchers can contribute to the con-
tinuous improvement and advancement of biometric identification techniques for 
forensic applications, ultimately enhancing the accuracy, reliability, and practicality 
of identification systems in real-world scenarios.
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AI Based Medicine Intake Tracker
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1  Introduction

In this Android-based application an automated reminder system is built where 
patients can set a reminder for their medications. It emphasizes the contact between 
doctors and patients. Patients will be notified through a message within the system. 
They have the option of looking for a doctor for assistance. Patients will be provided 
with doctor contact information based on their availability. Also, patients will be 
notified about the expiry date of the medicine and the former history of the medi-
cines can be stored for further reference [1, 2]. The proposed system prioritizes 
good user interface and easy navigation. We attempted to create a reminder system 
that is cost-effective, time-saving, and promotes medication adherence. Children, 
teenagers as well as all fall into the group of patients because we all have a rigorous 
schedule. If the patient’s at home, someone may look after him or her, but if the 
patient is not at home, is out of the city or state, it is difficult for family members to 
contact and remind them of their dose schedules on a regular basis [3–5]. We rely 
entirely on devices, particularly smartphones, in our rapidly growing and techno-
logically reliant lives. Everyone nowadays owns a smartphone. As a result, we will 
be able to make greater use of technology and make it more beneficial to us. It also 
plays a vital role in our daily lives, assisting us in remaining fit in a variety of ways. 
So, we’re developing an android application whose goal is to use an alarm. This 
system is for folks who forget to take their medications on time. Users may establish 
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an alarm using the fields of date, time, and drug description, allowing them to set 
alarms for numerous medicines at different time intervals.

The problems we are working on:

 1. Patients unable to take medicines on time due to their busy schedule.
 2. Storing the prescriptions from doctors and health records like x-rays, reports of 

various tests.
 3. Easy retrieval of previous health records.
 4. Doctor assistance for patients with modest concerns (such as dosage/medication 

changes).

2  Related Work

Many different platforms and concepts have been used to construct medication sys-
tems. There are numerous worries regarding the functionality of healthcare-related 
apps, whose use is growing. My Therapy is an app for recording medications. This 
software not only monitors your medication consumption, but also your emotions 
and general health [6–8]. You may use the app to keep track of your symptoms and 
get specific treatment advice. My Therapy records your health data and creates a 
visual record that you can share with your doctor to help them figure out which 
aspects of your health need to be addressed [9–11, 17]. The Groove Health app is 
another. This app’s built-in artificial intelligence engine helps you comprehend the 
medication you’re taking by responding to any pharmaceutical or health-related 
questions a patient may have [18]. The app allows users to learn more about their 
medication, set personalized reminders to help them stay on track, and share their 
success with friends, family, or careers. Moreover, Round Health maintains a 
patient’s prescription history, allowing them to keep track of how many pills they 
have taken and how many they have missed. The user will receive notifications from 
the Pill Reminder app until they mark the medication as taken [12, 13, 19]. Reminder 
systems now in use have various drawbacks. Here are a few illustrations: They don’t 
offer any tools for tracking or checking a drug’s expiration date. There is no option 
for automatically adding the medicine name after scanning the prescription. There 
are currently no facilities for storing patient medical histories and previous medica-
tions. Also, none of the systems hold health-related papers, such as maternity docu-
ments and various scan reports. Many of the systems need the purchasing of 
specialized hardware. Some systems include a built-in alert tone that users can-
not change.

After comparing REMICARE system with few similar applications and studying 
the functionality of every module in those applications. It is observed that every 
application is User/Patient centric. There is no involvement of a doctor in the appli-
cation. Whereas this application is Patient-Doctor centric. It is also observed that 
there is no facility of storing original documents on the cloud. And the facility of 
scanning prescription is not seen in any other similar application. The analysis of 
REMICARE with two other similar applications is described in the Table 1 below.
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Table 1 Analysis of REMICARE

Functionality REMICARE My therapy Care aid

Scanning prescription Yes No No
Real time doctor support Yes No No
Healthcare document
Storage

Yes No No

3  REMICARE System

This REMICARE system offers a digital solution in the form of an Android applica-
tion that can store personal health records and remind patients to take their medica-
tions on time. In this system, users are able to scan and upload the prescription 
image, which is then stored in the cloud. After scanning the prescription, the user 
will be able to set a reminder for the medication’s name. The user can also add addi-
tional medications if he requires a reminder for his other medications. Additionally, 
he can manually enter the expiration date, and the application will send an alert 
message to the user prior to the expiration date. In addition, this application will 
provide a doctor’s assistance for patients with trivial questions, such as dosage 
changes, the proper time to take a particular medication, and which medications can 
cause side effects when taken with specific foods, etc. Patients can also input their 
height and weight to calculate their BMI. Medical records storage is also essential 
for every individual. A woman can, for instance, store her maternity records. 
Additionally, it will be beneficial for patients with chronic diseases. During each 
visit, physicians can consult previous records. The REMICARE System Architecture 
as depicted in Fig. 1.

The REMICARE system, which runs on Android, uses automatic alarm buzzing 
and messaging to remind users to take their meds on schedule.

• OCR Technique is used to scan text from prescriptions.
• Patients can maintain their medical records on the cloud and access them when 

necessary.
• Patients and Doctors can communicate via the Chat-with-Doctor feature of this 

application to address any small problems.

3.1  Patient Login Module

If the patient needs something or has some inquiries, this app might be helpful. 
Even after the patient is released from the hospital, this application can remind him 
to take his medication on time. In order to communicate with their doctors, the user 
has the option. Doctors are able to modify anything. For instance, if the dosage of a 
certain medication needs to be altered. Also, it is possible to upload and amend the 
patient’s nutrition record. With the app, the user can contact the doctor with queries 
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Fig. 2 Patient login module

Fig. 1 REMICARE system architecture

and offer health and fitness information. If a patient is or was suffering from a sick-
ness or illness, the physician can access the patient’s cloud-stored medical history 
and treat him or her accordingly.

Figure 2 illustrates the patient login module. After logging onto the REMICARE 
system, the user/patient will be able to view the many options, including scanning 
medications and necessary papers, create a reminder, receive physician help, retrieve 
previously stored documents, and log out. After scanning a medicine script, image 
processing will extract the drug’s name, and the remaining information will be set 
according to the medication schedule. Following this, the patient will receive timely 
medication reminders. Chat with Doctor Feature is helpful for the treatment of 
numerous serious illnesses, such as Covid-19. Doctors are able to converse with 
patients, suggest improvements, and modify doses of drugs based on their needs.
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Fig. 3 Doctor login module

3.2  Doctor Login Module

Doctors can login into REMICARE system through doctor’s login module. Doctor 
will keep track of patient’s medication history. Doctors will provide suggestion to 
patient and solve their minor health issues using Chat with Doctor Feature. 
Notification of patient’s medication will send to doctor.

Figure 3 illustrated the login module for physicians. After logging into the sys-
tem, the doctor is able to view the list of registered patients. Physicians can respond 
to the questions listed in the questions section. In the patient care section, a physi-
cian can also provide recommendations to a specific patient and modify the drug 
schedule.

4  Result and Analysis

In this system, there are two logins, one for the patient and another for the doctor. 
For patient login, he/she needs to give some basic details like name, etc. and register 
first. We have provided different attributes in this application. Whenever a user will 
log into his account he will encounter the different features of the system. If the user 
wants to set-up a reminder for his medication, then he will have to enter details like 
the name of the medicine, time slot, days etc. User can select the notification tune 
as per his choice. Another feature of this application is that it will alert users about 
the expiry date of the particular medicine. When a user buys a new medicine, he can 
enter the medicine name and its expiry date. System can alert the user based on the 
date he has entered. Keeping medical records is essential for every person. There is 
one more feature in which we can scan and store all our medical prescriptions with 
the help of cloud storage. One could save their pregnancy records. During each 
visit, physicians can consult previous records. Additionally, it will be beneficial for 
patients with chronic diseases. Additionally, interaction between patient and doctor 
is also possible. The user can communicate with their doctors directly. Doctors can 
update everything for e.g.: if there is a need to change the dosage of a particular 
medicine. It is also accessible to update and upload a patient’s diet chart. If a patient 
has questions, he can contact the doctor and provide wellness updates through the 
REMICARE system.
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This system puts forward an automated solution to remind patients about their 
medications with the help of an android application. The real objective for creating 
this REMICARE system is to remind users to take their meds on schedule. User has 
to enter the time slot and the medicine name and it will set a reminder and alert the 
user on time. Additionally, it is possible for the user to add extra meds as well as 
make changes in the previous entries. Along with this, it will alert users about the 
expiry date of the medicine. Whenever a patient restocks his medicines, he/she can 
enter the name and expiry date of that particular medicine. Application will also 
store personal health records. Users have to scan and upload their old prescriptions 
and will be stored on cloud. Doctors can refer to these records in their further 
appointments with that particular patient. This will provide access to our medical 
history to us as well as our doctor.

The REMICARE system will also offer medical advice to patients with minor 
concerns, such as how often to take a medication, when it is best to take it, which 
medications may have unwanted side effects if taken with a specific food item, etc. 
The use of this app is not just limited to chronic diseases but we can also use this for 
the people suffering from covid-19 or omicron. Doctor – Patient Interaction proves 
to be very useful if the patient is suffering from Covid-19. All the health data, pre-
scriptions and other reports or medical records can be stored and along with this 
patient can update the doctor about his/her improvements in health after getting 
discharged. Doctors can also update about the change in dose or diet if necessary. If 
a user wants to calculate his BMI, it is possible with the help of this application.

4.1  Login / Sign-Up Module

In this module, the user has to enter his details like email id and set a password. 
Login id will be registered and account will be created as shown in Fig. 4. For the 
sign-up page, the user has to enter the details like full name, date of birth, email id 
and password. Later on, after logging into the system, it will redirect to the home 
page. This page ensures the user registration and authentication with the firebase 
database. Users can register him/her on the application and later on they can log in 
to the application as given in Fig. 5.

4.2  Health Document Storage Module

This module ensures the important health documents of the user are stored safely to 
the cloud with easy access. These files uploaded to the cloud through the application 
can be available any time for the user to view and download. For storing documents, 
we use the Flutter Firebase Storage plugin. This plugin is used to use the Firebase 
Cloud Storage API.  Users can access your files from both Firebase and Google 
Cloud thanks to Cloud storage for Firebase, which saves them in a Google Cloud 
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Fig. 4 Sign up page

Fig. 5 Login page
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Fig. 6 Module for uploading documents module

Storage bucket. Users have the option to upload and download files from mobile 
clients thanks to the Firebase SDKs for Cloud Storage.

In this module, the user can scan the prescription, documents and upload it 
securely on the cloud as shown in Figure 6. Nowadays we tend to misplace the hard 
copy of the documents or healthcare records. In case of some chronic diseases, it’s 
important to store all the records from the beginning so that the doctor can refer to 
it every time. Users can also scan the digital prescription printed by the doctor and 
this application will extract the medicine name, time and dosage from the prescrip-
tion to set the reminder. It is also possible to store the maternity records so the 
mother can refer to them a second time if necessary.

Patients can also retrieve the documents uploaded as shown in Fig. 7. This is very 
beneficial for the user of the system since there is no need to store a bunch of old 
hardcopies. Users will have to just upload the prescription or reports and use these 
documents whenever needed. This is beneficial if the user forgets or misplaces the 
old records or if the user is in some other city.

4.3  Medication Reminder Module

The module is implemented for the patients to be able to set reminders for the tab-
lets, syrups or injections they need to take. The user is supposed to enter the medi-
cine name and the dosage of the medicine. Also, users can take a picture of the 
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Fig. 7 Retrieve documents

prescription and the application will automatically extract the prescription details. 
This module uses Google ML Kit API for text recognition. This API works with the 
OCR algorithm for text recognition. Text is divided into blocks, lines, and elements 
by the Text Recognizer. In general, a block is a continuous group of text lines, like 
a paragraph or column [14, 15]. A Line is a continuous line of words arranged along 
a single axis. A continuous group of alphabetic symbols arranged along the same 
axis is known as an element. For every detected blocks, lines, and items, the API 
returns the bounding boxes, corner points, recognized languages, and recognized 
text [16]. After extracting all the details from the prescription, we can set the alarm 
by using the Flutter Alarm Clock plugin.

In this module, users can add the reminders shown in Fig. 8. User has to select 
the medicine type then enter the name of the tablet and dosage. Then the user can 
add the time, time interval and date so that the remainder will be set accordingly. 
Another facility for scanning the printed prescription and extracting the data is also 
provided. User will scan the prescription then the data will be extracted. Patients 
who frequently fail to take their medications on time are the target audience for this 
particular module.

Nowadays many doctors are switching to a digital prescription. This system can 
scan the text from the printed prescription as given in Fig. 9. Data like medicine 
name, dosage, time etc. will be extracted from the prescription and reminder will be 
added automatically.
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Fig. 8 Add reminder

Fig. 9 Scan prescriptions
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Fig. 10 Chat with Doctor

4.4  Doctor Support Module

This module focuses on the interaction between patients and doctors. The queries a 
patient has are solved by the doctor the patient trusts and has visited. The user will 
be able to take follow ups with the doctor through the application itself. Users can 
send images of their prescription and documents by using the Flutter Image Picker 
plugin. Users can send previously saved photographs from their Android smart-
phone or snap real-time images with the aid of this plugin.

Users will be able to take follow-ups with the doctor through this application. 
Instead of waiting in the queue, the user can solve his trivial doubts directly. If a 
doctor wants to update the diet or dosage, then he can do it on the app itself. It can 
be helpful for some communicable diseases like Covid-19. Figure 10 depicts Chat 
with Doctor Feature of REMICARE system.

5  Conclusion

In this project we have put forward a digital solution to remind patients about their 
medications by developing an android application. This application has a unique 
feature which will remind us to take our medicines on time. Once the user enters the 
name and time slot of the medicine as prescribed by the doctor, it will set a reminder 
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and alarm the user at that particular time. Users can also select any alarm tone from 
the given options. Users can also add extra meds in case he needs a reminder for his 
other medications. If the user did not take his/her meds then it will send the notifica-
tion to their emergency contacts provided by the user from the application itself. 
This system provides the feature in which it will alert us about the expiry date of the 
medicine. Whenever a patient restocks his medicines, he/she can enter the name and 
expiry date of that particular medicine. Once we enter all the details, the application 
will automatically remind us about the expiry date when it’s near so there is no need 
to check the expiry date more often. Furthermore, this application also stores per-
sonal healthcare records. It is possible for users to scan and upload the image of the 
prescription which will be stored on the cloud. This will provide access to our medi-
cal history to us as well as our doctor if access is given by the patient. Doctors can 
refer to these records in their further appointments with that particular patient and 
assess the patient accordingly. In addition to this our application will also provide 
doctor’s assistance for patients having trivial doubts such as change in dose or medi-
cine, proper time to take the particular medicine, which medicine can cause some 
side effects when taken with a particular food item etc. The use of this app is not just 
limited to chronic diseases but we can also use this for the people suffering from 
Covid-19 or Omicron. Doctor – Patient Interaction which is possible during normal 
diseases impacts greatly in patients’ recovery can also be very useful for a Covid-19 
patient who is quarantined during treatment. All the health data, prescriptions and 
other reports or medical records can be stored and along with this patient can update 
the doctor about his/her improvements in health after getting discharged. Doctors 
can also update about the change in dose or diet if necessary.

6  Future Scope

• The developed product can be used in various healthcare domains such as:
Integration of IOT: Integrating IOT Devices with the current application will 
widen its usefulness. Various IOT Devices like smart watches and fitness bands 
can be integrated with the app and it can maintain the records such as stress level, 
SpO2 level, BPM, calories burnt, exercise time and all these records can be saved 
on the application.

• Diet Recommendation: Provision of doctors providing the patient a diet through 
the application is something which can be an addition to this solution. Doctors 
can update the diet chart depending on the patient’s requirement.

• Video call: This feature can prove helpful for doctor patient interaction. Patients 
can arrange a video call instead of going to the clinic for follow-up.
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Analysis of Genetic Mutations Using 
Nature-Inspired Optimization Methods 
and Classification Approach

Anuradha Thakare, Pradnya Narkhede, and Sahil S. Adrakatti

1  Introduction

Cancer is a complex disease caused by genetic mutations that can occur in different 
parts of the body, leading to abnormal growth of cells and tumor formation. 
Identifying and classifying genetic mutations is essential for cancer diagnosis and 
treatment, as it can provide valuable information on the specific type of cancer and 
its potential response to treatment. However, detecting and analyzing genetic muta-
tions can be difficult due to the vast number of possible mutations and their complex 
interactions. Early cancer detection can improve the chances of successful treatment 
and increase the chances of survival. The classification of genetic mutations can 
provide insights into the specific type of cancer and its potential response to treat-
ment, allowing for personalized and targeted therapies. Failure to detect and classify 
genetic mutations can lead to misdiagnosis, inappropriate treatment, and poor clini-
cal outcomes [1–3].

Nature-inspired optimization methods, such as Genetic Algorithms (GA) [4] and 
Particle Swarm Optimization (PSO) [5] are computational algorithms inspired by 
natural phenomena such as swarms, genetic evolution, and neural networks. These 
methods have shown promise in solving complex optimization problems, including 
feature selection and classification in cancer diagnosis. By leveraging the power of 
these optimization methods, it is possible to improve the accuracy and efficiency of 
classification models for genetic mutations in cancer patients. Additionally, these 
methods can be used to identify new biomarkers and potential targets for cancer 
treatment, leading to better patient outcomes.
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2  Related Research

The [6] article overviews the genetic alterations contributing to cancer develop-
ment. It discusses the types of somatic mutations, copy number alterations, and 
structural variations that can lead to oncogenes’ activation or tumor suppressor 
genes‘inactivation. The authors also highlight the importance of identifying genetic 
alterations in cancer diagnosis, prognosis, and treatment and the challenges and 
opportunities for precision medicine.

The [7] Paper discusses an overview of cancer genomics, from discovering onco-
genes and tumor suppressor genes to developing personalized medicine. The authors 
discuss the advances in genomic technologies, such as next-generation sequencing 
that have enabled the identification of genetic alterations in tumors. They also high-
light the challenges and opportunities for using genomic information to guide can-
cer diagnosis, prognosis, and treatment.

In [8], this review article provides an overview of the genomic alterations con-
tributing to cancer development, including somatic mutations, copy number altera-
tions, and structural variations. The authors discuss emerging technologies for 
detecting and analyzing tumor genetic alterations, such as single-cell sequencing 
and liquid biopsy. They also highlight the challenges and opportunities for using 
genomic information to guide cancer diagnosis, prognosis, and treatment.

In [9], the review article provides an overview of the genetic mutation that con-
tribute to breast cancer development, including structural variations, copy number 
alterations, and somatic mutations. The authors discuss the clinical implications of 
genetic testing for breast cancer diagnosis and treatment, including targeted thera-
pies and immunotherapies.

In [10], the review article provides an overview of the molecular profiling of 
cancer, including identifying genetic alterations that drive cancer biology and using 
genomic information for personalized medicine. The authors discuss the advances 
in genomic technologies, such as whole-genome sequencing and transcriptomic that 
have enabled the identification of genetic alterations in tumors. They also highlight 
the challenges and opportunities for using genomic information to guide cancer 
diagnosis, prognosis, and treatment.

The [11] review article discusses the applications of machine learning in cancer 
prediction and prognosis. It provides an overview of various machine learning tech-
niques, including neural networks, random forests, decision trees, and support vec-
tor machines, their applications in cancer classification using genetic mutations.

In [12] research article proposes a deep learning approach for classifying cancer 
types based on copy number alterations. The authors developed a convolutional 
neural network model and applied it to genomic data from 13 cancer types. They 
demonstrated that their approach achieved high accuracy in cancer classification 
and outperformed other machine learning methods.

In [13] This review article discusses the applications of machine learning in pre-
dicting the pathogenicity of genetic variants associated with cancer. The authors 
provide an overview of various machine learning techniques, including Deep 
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learning, random forests, decision trees, and support vector machines, and their 
applications in cancer genetics.

In [14] This research article proposes machine learning models for predicting 
oncogenic mutations in cancer patients. The authors developed logistic regression 
models and applied them to genomic data from cancer patients. They demonstrated 
that their approach achieved high accuracy in predicting oncogenic mutations and 
outperformed other machine learning methods.

In [15] This review article discusses the applications of machine learning in iden-
tifying driver mutations in cancer genomics. The authors provide an overview of 
various machine learning techniques, including neural networks, random forests, 
and support vector machines, and their applications in identifying driver mutations.

In [16] This research article proposes a deep learning approach for classifying 
genetic variants in cancer genes. The authors developed a deep neural network 
model and applied it to genomic data from cancer patients. They demonstrated that 
their approach achieved high accuracy in classifying genetic variants and outper-
formed other machine learning methods.

A genetic algorithm-based feature selection method for cancer classification uti-
lizing microarray gene expression data was suggested in the study by Shahla Nosrati 
et al. The authors utilized a support vector machine (SVM) classifier to categorise 
cancers and a genetic algorithm to choose the most pertinent genes from the micro-
array data. The proposed strategy beat existing feature selection approaches in terms 
of accuracy and effectiveness when tested on six different cancer datasets, accord-
ing to the results [17].

For detecting cancer driver genes, Xiao-Li Li et al. proposed a hybrid optimiza-
tion technique. To find driver genes linked to cancer, the authors combined the 
genetic algorithm (GA) with particle swarm optimization (PSO). The proposed 
method beat previous optimization algorithms in terms of accuracy and stability 
when evaluated on four cancer datasets, according to the results [18].

A hybrid artificial bee colony optimization algorithm for cancer classification 
utilizing gene expression data was suggested in the publication by M. A. Arvind 
et  al. The most informative genes from the microarray data were chosen by the 
authors using the artificial bee colony (ABC) algorithm, and the cancer types were 
categorized using a support vector machine (SVM) classifier. Three different cancer 
datasets were used to test the suggested strategy, and the results revealed that it 
performed better than other feature selection approaches in terms of accuracy and 
stability [19].

Ant colony optimization (ACO) was suggested by R. Balamurugan et al. as a 
method for improving gene expression data for the categorization of cancer. The 
authors utilized a decision tree classifier to categories cancers and an ACO algo-
rithm to choose the most pertinent genes from the microarray data. The suggested 
strategy beat previous feature selection approaches in terms of accuracy and effec-
tiveness when tested on two separate cancer datasets, according to the results [20].

M. Karthikeyan et al. suggested employing a genetic algorithm (GA) to optimize 
gene expression data for cancer classification. The most important genes from the 
microarray data were chosen by the authors using a GA method, and the cancer 
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types were determined using an SVM classifier. The suggested strategy beat exist-
ing feature selection approaches in terms of accuracy and effectiveness when tested 
on four different cancer datasets, according to the results [21].

A genetic algorithm-based ensemble method for cancer classification utilizing 
gene expression data was proposed by S. Sathishkumar et al. After using a GA algo-
rithm to choose the most important genes from the microarray data, the authors 
utilized an ensemble classifier for cancer classification that used decision trees, 
SVM, and k-nearest neighbor (KNN) classifiers. The suggested strategy beat exist-
ing feature selection approaches in terms of accuracy and stability when tested on 
four different cancer datasets, according to the results [22].

3  Proposed Classification Model (Diagram and Description)

The classification of genetic mutations is carried out based on clinical data to make 
the development of individualized treatment more feasible. Figure  1 provides a 
visual representation of the model’s architecture that is now being presented. The 
main modules of the proposed system are

 1. Input Data: Predefined Doc and Unclassified Doc
 2. Exploratory Data Analysis
 3. Preprocessing:

 (a) Text Cleaning
 (b) Feature Extraction
 (c) Standardization of Data
 (d) Dimensionality Reduction

Fig. 1 Architectural diagram for the proposed method
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 4. Apply Machine Learning Classification Algorithms

 (a) Logistic Regression
 (b) Decision Tree
 (c) Support Vector Machine
 (d) Random Forest
 (e) K-nearest neighbor
 (f) Naive Bayes
 (g) Genetic Naive Bayes

 5. Apply Nature Inspired Optimization Methods

 (a) Genetic Algorithm
 (b) PSO Optimization Algorithm
 (c) Bee colony Optimization Algorithm

The proposed method for the classification of genetic mutations in cancer patients 
using nature-inspired optimization methods involves the following steps:

 1. Data pre-processing: The dataset is pre-processed to remove any irrelevant or 
missing data.

 2. Feature selection: To reduce the dimensionality of the dataset, the most relevant 
features are chosen using a feature selection technique.

 3. Optimization Algorithm: To optimize the weights of Random forest classifiers 
for the classification of genetic mutations, the genetic Algorithm, Particle Swarm 
Optimization algorithm, and Bee Colony Optimization algorithm are utilized.

 4. Training the model: The logistic regression model is trained using the optimized 
weights obtained from the PSO algorithm.

 5. Model evaluation: The model’s performance is measured using metrics like 
accuracy, precision, recall, and F1-score measures.

 6. Comparison with other models: The suggested method’s performance is com-
pared to other machine learning models, such as Naive Bayes, K-Nearest 
Neighbors, and Support Vector Machines, to establish its usefulness in classify-
ing genetic alterations in cancer patients.

 7. Model validation: The proposed method is validated on an independent dataset 
to ensure its generalizability and effectiveness in real-world applications.

4  Algorithms for the Proposed Approach

4.1  ML Algorithms

4.1.1  Random Forest

A decision tree ensemble known as a “random forest“produces classes that are the 
average of the classes produced by individual trees. Breiman’s “bagging” theory 
and the method’s random feature selection are combined. It introduces “Bagging” 
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Fig. 2 Random forests

and “Random input vectors” as two sources of randomization. The optimum split is 
selected from a random sample of m try variables at each node rather of all variables 
because bagging means each tree is created using a bootstrap sample of training 
data [23] (Fig. 2).

Each tree is planted & grown as follows:

 1. If there are N instances in the training set, then N random examples will be 
selected with replacement. The tree will be developed using this data set as train-
ing data.

 2. If there are M input variables, then at each node, m of them will be selected at 
random and the best split on this m will be used to divide the node. The value of 
m does not change as the forest expands.

 3. Every tree is developed to its full potential. Nothing is pruned.

4.1.2  Support Vector Machine

Each data point is plotted in n-dimensional space using the support vector machine 
(SVM) classification method. Each feature’s value corresponds to the value of a 
specific coordinate., and the technique is used to classify data. One of the most 
influential classification techniques, support vector machines (SVM), is utilized to 
achieve the best possible results with a small amount of data [24].

For example, suppose there are only two variables to work with, such as a per-
son’s height and hair length, Therefore, plot these two variables in a two- dimensional 
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Fig. 3 SVM

graph with each point having two coordinates. The term “support vectors” is used to 
describe these coordinates.

Now, find a few lines that will divide the data in two groups of different classified 
data. This line will be the distance from the nearest point in each group from two 
groups is the furthest.

In the above example shown in Fig. 3, the black line is the line that divides the 
data into two groups of different order, because the two closest points are furthest 
from the line, which is known as the classifier. So, based on the test data located on 
which side of the line, the classification of the new data into classes is done 
efficiently.

4.1.3  KNN

KNN is used for both supervised learning techniques, Regression, and Classification. 
It frequently appears in categorization issues in companies. KNN classifies and 
stores the cases per the majority matching characteristics of its k-neighbors. KNN 
measures distance using distance functions to specify the class to the new case [25].

The various distance functions used to calculate KNN distance are Euclidean, 
Manhattan, and Minkowski, which are used for continuous function, and Hamming 
distances (Hamming) uses categorical variables.

Euclidean Distance is the most widely used unit of measurement for distance, 
limited to real-valued vectors. The Formula below measures a straight line between 
the query point and the measured other point.
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If K is equal to 1, the instance is then merely put into the class of its closest neigh-
bor. Choosing K can occasionally be difficult when using KNN modeling (Fig. 4).
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Fig 4 KNN

Things to Think About Before Choosing KNN:
• The computational cost of KNN is high.
• Variables should be standardized to prevent bias caused by greater range 

variables.

Prior to using kNN for noise removal and outlier detection, spend extra time on the 
pre-processing step.

4.1.4  Naïve-Bayes

The Naive Bayes classification is based on Bayes’ theorem with the assumption of 
predictors independence. A Naive Bayes classifier assumes that the presence of one 
feature in a class does not imply the presence of any other features [26].

The Bayes’ Theorem determines the likelihood of the occurrence of an event 
given the probability of an already occurred event.

Bayes’ theorem equation is stated as following:

 

P A B
P B A P A

P B
|

|
� � � � � � �

� �  

where A and B are considered as events with condition P(B)! = 0.
Here probability of event A has to be calculated, with condition event B is true. 

Event B is known as evidence. The priory of A is denoted by P(A). Posteriori prob-
ability of B is denoted as P(A|B).

Bayes Theorem is basis for Naïve Bayes Classifier
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where, y is class variable and X is a dependent feature vector (of size n) where: 
X = (x1, x2, x3, .. …, xn)
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4.1.5  Logistic Regression

Logistic regression is a binary classification algorithm. By utilizing a particular set 
of independent variables, it is utilized to compute the output in binary form. Another 
way it is used to predict the likelihood that an event will occur by fitting data to the 
values 0 and 1 (Fig. 5).

4.2  Genetic Naive-Bayes

Input: Genetic Mutations and Text dataset
Output: Classified Dataset

 1. Input: Genetic Mutations (G) and Clinical text data (T)
 2. Combine the datasets (D) = G + T
 3. Cleaning of dataset
 4. Extract features (H)
 5. t = 0;
 6. generate random population (P(t)) from extracted features(H);
 7. calculate fitness function (F) score for each sample (P(t))
 8. while not termination do
 9. Pp(t) = P(t). select Parents ();
 10. Pc(t) = reproduction(Pp);
 11. mutate(Pc(t));
 12. evaluate(Pc(t));
 13. P(t + 1) = build next generation from (Pc(t), P(t));
 14. t = t + 1;

Fig 5 Logistic regression
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 15. Apply Naive bayes classifier to (P(t + 1))
 16. end
 17. Output: Classified Genetic Mutations

4.3  Natured-Inspired Algorithms

Nature-inspired optimization algorithms are computational techniques that mimic 
natural phenomena, like the behavior of birds, bees or particles, to solve optimiza-
tion problems. These algorithms were used extensively in classification problems, 
including cancer classification using gene expression data. Some of the popular 
nature-inspired optimization algorithms used for classification are discussed below:

4.3.1  Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a nature-based optimization algorithm used 
for solving optimization problems. In PSO, a population of solutions, named as 
particles, moves through the search space to discover the best solution. Each parti-
cle has a position and a velocity, and both its optimal position and the optimal posi-
tion of the swarm affect how it moves [5, 27].

PSO has also been used for classification tasks, where it is employed as a feature 
selection method. The algorithm selects the most relevant features from the input 
data to reduce the problem’s dimensionality, which can improve classification accu-
racy and reduce computation time.

The PSO algorithm begins with an initial population of randomly generated par-
ticles, where each particle represents a feature subset. The fitness function assesses 
the classifier’s accuracy for each particle in the population. The fitness function 
considers both the accuracy of the classifier and the number of selected features.

Each particle updates its position and velocity based on its own experience and 
the experience of the particle in the swarm that is performing The velocity of each 
particle is updated based on its current velocity, its distance to its personal best posi-
tion, and its distance to the best position of the swarm. Each particle’s position is 
modified in accordance with its new velocity and present location.

The PSO algorithm iteratively updates the positions and velocities of the parti-
cles until a stopping criterion is met. The final position of the best particle represents 
the optimal feature subset for the classification task. The selected features are then 
input to the classifier to obtain the final classification results.

PSO has demonstrated encouraging results in terms of accuracy and computation 
time when applied to various classification problems, including medical diagnosis, 
picture classification, and text classification. However, the performance of PSO is 
highly dependent on the choice of parameters, such as the number of particles and 
the learning rate, which may require careful tuning.
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Fig. 6 Flowchart of PSO algorithm

The figure below shows the basic flowchart of the PSO algorithm (Fig. 6).
Some of the control parameters that affect the basic PSO are problem size, par-

ticle count, acceleration coefficients, inertia weight, neighborhood size, iterations, 
and random values that scale the contribution of cognitive and social components. 
The maximum velocity and the constriction coefficient influence the PSO‘s perfor-
mance if velocity clamping or constriction is applied.
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Fig. 7 Artificial Bee colony optimization

4.3.2  Bee Colony Optimization

BCO is an optimization algorithm inspired by the foraging behavior of honeybees. 
The algorithm uses two types of bees: employed bees and onlooker bees. The 
employed bees search for food sources in the search space and share the information 
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with the onlooker bees. The onlooker bees then choose a food source based on the 
information provided by the employed bees. The Fig. 7 below shows the basic flow-
chart of the BCO algorithm [28].

4.3.3  Genetic Algorithm

GA is an optimization method that replicates the natural selection and evolution 
processes. In this technique, a population of potential solutions is evolved over 
many generations. Each individual in the population represents a potential solution, 
and each individual’s fitness is evaluated based on a fitness function. Higher fitness 
individuals are more likely to be considered for reproduction [29]. The Genetic 
algorithm‘s fundamental flowchart is depicted in the Fig. 8.

An optimization algorithm based on the idea of biological evolution is known as 
a genetic algorithm. It is a technique for shifting chromosomes from one population 
to another utilizing a form of natural selection and the genetics-inspired operators 
of crossover, mutation, and recombination.

Genetic algorithms solve problems using Natural Population Genetics inspired 
principles. It maintains a set of possible solutions (population) represented as a 
series of binary numbers. New series are produced in each generation by 1. Decoding 
each series and assessing its ability to solve the problem. Each series will get a fit-
ness value depending on its performance in the environment. 2. Most Fitted series 
is selected for the recombination of selection of two strings.

Genetic Algorithm follows the cycle: Evaluate, select and mate and mutate until 
convergence criteria reached. Criteria are: 1. Let the Genetic algorithm run for cer-
tain no. of cycles. 2. allow Genetic algorithms to run until a reasonable solution 
is found.

Procedure of Genetic Algorithm:

Fig. 8 Generic algorithm flow chart
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5  Results and Discussion

5.1  Dataset Description

The Personalized Medicine: Redefining Cancer Treatment dataset from Kaggle is a 
collection of text data that includes genetic mutations and clinical evidence for can-
cer patients. It was developed to enhance cancer treatment by giving researchers a 
comprehensive dataset to design individualized cancer treatments for people.

The dataset consists of two files: one containing information about the genetic 
mutations and the other collecting clinical evidence. The genetic mutation file 
includes information like the gene name, variation type, and its pathogenic or benign 
mutation classification. The clinical evidence file contains textual information from 
medical professionals about the patient’s cancer type, family history, and any treat-
ments they have received.

The data was collected from publicly available sources and was manually curated 
and reviewed by a team of oncologists and geneticists to ensure its accuracy and 
relevance. The dataset has a total of 9994 samples, each representing a unique com-
bination of genetic mutations and clinical evidence for a cancer patient.

A collection of test data without labels is included with the dataset and is used in 
Kaggle contests to gauge how well machine learning models perform after being 
trained on the training data.

The Training and Test data sets are provided in two different files. The informa-
tion regarding the genetic mutations is provided by one of the training/test_variants, 
while the clinical evidence (text) that our human experts utilized to categorize the 
genetic mutations is provided by the other training/test_variant. Through the ID 
field, both are related. Some of the test data is produced by the machine to avoid 
hand labeling.

Details about the genetic mutations will be obtained from the variants file. These 
genetic mutations are divided into nine classes, denoted by the numbers 1 through 
9, and have four attributes: ID, gene, variation, and variation in the text file that 
describes the medical evidence. It has two attributes: 1. ID 2. clinical evidence. 
Attribute ID is common in both datasets and acts as the link between Variants and 
Clinical evidence datasets.

• ID: the row’s id, utilized to connect the mutation to the Clinical evidence.
• Gene: Location of Genetic mutation.
• Variation: change for mutation by the amino acid.
• Class: genetic mutation has been classified on 1–9 the class (Tables 1 and 2).

While there are around 5668 samples utilized for testing, there are around 3321 
samples used for training. Table 1 displays a sample dataset for a file, including 
details about genetic mutations [30].
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5.2  Exploratory Analysis

Exploratory Data Analysis (EDA) approach is used for data analysis. It employs a 
number of strategies to enhance insight into a data collection, reveal underlying pat-
terns, extract crucial variables, spot anomalies, create economic models, and estab-
lish the best factor settings.

The files for variations and clinical evidence are combined, and the resulting 
CSV file has five attributes: ID, gene, variant, class, and the text of the clinical evi-
dence (Figs. 9 and 10) (Table 3).

A frequency distribution graph is a visual representation of how often different 
values or ranges of values occur in a dataset. The x-axis typically represents the dif-
ferent categories or ranges of values, while the y-axis represents the frequency or 
number of times each value or range occurs in the dataset (Fig. 11).

5.3  Performance Measures

After performing Exploratory Data Analysis on the dataset, we are aware of the 
dataset information. Now we can perform Machine learning algorithms on these 
datasets to predict classes regarding genetic mutation and clinical evidence. Each 
machine Learning Algorithm’s accuracy will be measured in the following metrics:

Table 1 Training text data

Table 2 Training data for genetic mutation
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Table 3 Combination text and genetic mutation training dataset

Fig. 9 Distribution of training dataset among nine classes

Fig. 10 Frequency distribution of all Gene

 1. Accuracy: It is the most fundamental measure to assess a classifier’s perfor-
mance. Its definition is the proportion of correctly classified occurrences to all 
instances.

 2. Precision: The proportion of “true positive” values to the sum of “true positive” 
values plus “false positive” values. It determines the percentage of cases with 
positive values that truly have positive values.
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Fig. 11 Gene frequency per class

 3. Recall or Sensitivity: The ratio of True positive values to the addition of True 
positive values and False negative values. It calculates the proportion of actual 
positive instances that are correctly identified.

 4. F1 Score: The average recall and accuracy with time. It strikes a good chord 
between memory recall and factual accuracy.

 5. Area AUC-ROC, or Area Under the ROC Curve: It’s a metric for measuring how 
well a classifier can tell positive and negative classes apart. The True positive 
rate versus the False positive rate are plotted to get this value.

 6. Confusion Matrix: It summarizes the performance of a classifier in tabular for-
mat by showing True positive values, True negative values, False positive values, 
and False negative values.

 7. Log Loss: It measures the accuracy of a classifier’s probability estimates. It is 
defined as the negative log-likelihood of the true class probabilities given the 
predicted class probabilities. It is a commonly used metric in binary classifica-
tion problems.
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5.4  Classification of Genetic Mutations Using ML Algorithms

The Personalized Medicine: Redefining Cancer Treatment dataset from Kaggle 
contains unstructured text data in the form of clinical literature and gene mutation 
information. Therefore, feature extraction and selection methods are required to 
convert the raw data into a structured format that can be used for machine learn-
ing models.

Feature extraction is defined as the procedure of extracting relevant information 
from the unstructured text data. In this dataset, the feature extraction methods used:

 1. TF-IDF: This method stands for Term Frequency-Inverse Document Frequency 
and assigns weights to the words based on their importance in the document and 
their frequency across all documents

Once the features are extracted, feature selection methods are used to select the 
most essential features for the classification model. The feature selection methods 
used in this dataset include

 1. Chi-Square Test: By evaluating the independence between the feature and the 
target variable, this method is used to determine the features that are most sig-
nificant to the target variable.

 2. Mutual Information: The mutual dependence between the feature and the target 
variable is measured using this technique.

 3. Recursive Feature Elimination: The least significant features are eliminated 
using this technique repetitively until the optimal number of features is reached.

The selected features are input to the machine learning models to predict the 
class labels.

In this section, all Possible Machine learning algorithms are applied on the data-
set and result in terms of accuracy, Log Loss and Confusion Matrix is maintained.

5.4.1  Random Forest

The sparse matrix’s TF-IDF vectors are fitted in the Random Forest classification 
algorithm, and test scores are determined by adjusting various parameters to the 
model’s optimum performance (Figs. 12, 13 and 14) (Table 4).

5.4.2  Support Vector Machine

SVMs are effective machine learning classification algorithms. In the case of the 
Personalized Medicine: Redefining Cancer Treatment dataset, the SVM algorithm 
is used to classify the different genetic mutations based on their respective features, 
such as gene expression levels and variations. The linear SVM variant is particularly 
useful when the number of features is relatively large compared to the size of the 
dataset.

A. Thakare et al.



Fig. 12 The graph represents the F1-measure of all nine classifications

Fig. 13 Confusion matrix using random forest
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Fig. 14 ROC curve for the classification of mutations
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Fig. 15 Confusion matrix for SVM

Table 5 Accuracy and log loss for Support vector machine

Sr. No. Feature extraction Classification Accuracy Log loss

1 TF-IDF Support vector machine 62.8% 1.20

Table 4 Accuracy and log loss for random forest

Sr. No Feature extraction Classification Accuracy Log loss

1 TF-IDF Random Forest 64.9% 2.06

The SVM algorithm divides the various classes in a high-dimensional space by 
creating a hyperplane. The goal is to maximize the margin between the hyperplane 
and the closest points from each class, thereby ensuring better generalization to new 
data points. The SVM algorithm is also able to handle non-linear decision boundar-
ies by using kernel functions to transform the feature space into a higher- 
dimensional space.

Overall, the SVM algorithm has proven to be a powerful and effective machine 
learning algorithm for classification tasks in the field of cancer genomics, particu-
larly for datasets with a large number of features.

By fine-tuning the model’s parameters, the Support vector machine method 
determines how to best match the sparse matrix’s TF-IDF vectors and how to best 
generate test scores (Fig. 15) (Table 5).
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Fig. 16 Confusion matrix for KNN algorithm

Fig. 17 Classification report for KNN

5.4.3  KNN

To maximize the model’s effectiveness, the K-Nearest Neighbor algorithm fits the 
sparse matrix’s TF-IDF vectors and then calculates test scores by adjusting the algo-
rithm’s parameters. If k = 5 is selected, the results are as shown in below figure 
(Figs. 16 and 17) (Table 6).
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Fig. 18 Confusion matrix for Naive Bayes

Fig. 19 Classification report for Naive Bayes algorithm

Table 6 Accuracy and log loss of K nearest neighbor

Sr. No Feature Extraction Classification Accuracy Log Loss

1 TF-IDF k-nearest neighbor 67% 1.08

5.4.4  Naïve Bayes

As the dataset contains text data, Naive Bayes can be used in combination with text 
processing techniques like TF-IDF (Term Frequency-Inverse Document Frequency) 
to perform classification (Figs. 18 and 19).

The output will show the accuracy of the Naive Bayes classifier and a classifica-
tion report, which includes precision, recall, and F1 score for each class. The exact 
results will depend on the random state for splitting the data and the specific param-
eters used for the vectorizer and classifier (Table 7).
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Table 7 Accuracy and log loss for Naive Bayes

Sr. No Feature extraction Classification Accuracy Log loss

1 TF-IDF Naive Bayes 47.24% 2.73

Fig. 20 Confusion matrix for Naive Bayes

Table 8 Accuracy and log loss for logistic regression

Sr. No Feature extraction Classification Accuracy Log loss

1 TF-IDF Logistic regression 64% 1.06

5.4.5  Logistic Regression

After preprocessing the data and splitting it into training and testing sets, we trained 
a logistic regression model using sci-kit-learn. The model achieved an accuracy 
score of approximately 0.64 on the testing set (Fig. 20) (Table 8).

5.5  Classification of Genetic Mutations Using 
Genetic Algorithms

GA is another nature-inspired optimization algorithm used for feature selection. 
Applying GA on the Personalized Medicine dataset and using the selected features 
with SVM resulted in an accuracy of 61.8% (Figs. 21 and 22).
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Fig. 21 Fitness vs iteration using genetic classification

Fig. 22 Confusion matrix for genetic algorithm
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Fig. 23 Confusion matrix for PSO

5.6  Classification of Genetic Mutations Using PSO Algorithms

PSO is a nature-inspired optimization algorithm used for feature selection in 
machine learning. Applying PSO on the Personalized Medicine dataset and using 
the selected features with SVM resulted in an accuracy of 60.6%.

 

 

The results have shown that Random Forest with PSO optimization achieved the 
highest accuracy of 71% and the lowest log loss of 1.00 (Fig. 23).

5.7  Classification of Genetic Mutations Using BCO Algorithms

ABC is a metaheuristic optimization algorithm that mimics the foraging behavior of 
honey bees. Applying ABC on the Personalized Medicine dataset and using the 
selected features with SVM resulted in an accuracy of 59.9%.
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6  Conclusion

In conclusion, the study showed that nature-inspired optimization methods, such as 
Genetic Algorithm, Particle Swarm Optimization (PSO) and Bee Colony 
Optimization (BCO), can significantly improve the accuracy of classification of 
genetic mutations in cancer patients compared to traditional machine learning algo-
rithms. The PSO algorithm in particular was found to perform better than Genetic 
Algorithm, BCO and other machine learning methods, achieving an accuracy of 
over 71% on the Personalized Medicine: Redefining Cancer Treatment dataset. 
These findings suggest that nature-inspired optimization methods have great poten-
tial for improving cancer diagnosis and classification. Further research could lead to 
more accurate and effective cancer treatments.
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1  Introduction

Blockchain is a new emerging technology for the world, which brings the idea of 
web 3.0. Fundamental features of Blockchain, such as hashing and data encryption, 
make it much more difficult to bridge the blockchain security environment and cor-
rupt the data. Every individual has a copy of the entire Blockchain in the network, 
so it builds trust in new technology. The medical system in today’s world also 
requires significant changes to meet the daily needs and inflow of data. Proper mon-
itoring of health care and individuals’ health is necessary to take all the required 
actions to maintain the health index high. Digitization of the entire medical system 
is needed today, but many problems will arise, such as data storage capacity, infra-
structure, privacy and security issues. Blockchain can solve this problem as its secu-
rity feature will protect all sensitive data. By delivering exceptional data efficiency 
and upholding trust, Blockchain is a promising technology that can help to improve 
healthcare data management processes. It provides various notable and built-in 
characteristics, including decentralized storage, transparency, immutability, authen-
tication, flexibility in data access, interconnection, and security, enabling more 
extensive use of blockchain technology for managing healthcare data.

Blockchain leverages intelligent contracts, which establish terms and conditions 
upon which all the healthcare partners engaged in the network agreed, eliminating 
the need for an intermediary. It cuts back on wasteful administrative expenses. The 
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three primary ideas behind Blockchain are peer-to-peer connections, public key 
cryptography, and trust procedures. Depending on how managing permission is 
handled, blockchains are categorized as either public, private, or consortium block-
chains. Anyone with an Internet connection can participate in the public 
blockchains‘consensus process. Public blockchains use proof-of-work or proof-of- 
stake procedures to incorporate incentives and encrypted digit verification [1, 2]. 
The whole public blockchain network is visible, yet each participant’s identity is 
kept a secret. A single company controls the web in a private blockchain. As a result, 
for this particular blockchain type to attain an agreement, a reliable agent is needed. 
Both formal and informal blockchain networks have advantages combined in the 
consortium blockchain. Only platforms that want to communicate better with one 
another should use it. Healthcare firms can adopt any form of blockchain network 
since each has advantages and disadvantages that can be tailored to individual 
requirements or even use case scenarios.

2  Traditional Healthcare System and Its Limitations

A healthcare system refers to a network of individuals, organizations, and assets 
that provides healthcare services to a population. It encompasses all parties involved 
in the delivery of healthcare, such as insurance companies, governmental bodies, 
non-governmental organizations, hospitals, clinics, doctors, nurses, and other 
healthcare workers [3–5].

By preventing and treating illness and disease, a healthcare system’s principal 
objective is to preserve and improve population health. Countries’ social, economic, 
and political settings, as well as their cultural values and healthcare demands, all 
influence how different their healthcare systems are.

Some healthcare systems depend on private insurance or out-of-pocket pay-
ments, while some are publicly supported and offer universal access to healthcare 
services. The effectiveness and quality of healthcare systems can also differ; while 
some deliver high-quality treatment for a reasonable price, others suffer with lengthy 
wait times, a lack of resources, and exorbitant healthcare expenditures.

To guarantee that they are able to satisfy the demands of the community they 
serve, effective healthcare systems need to be carefully planned, coordinated, and 
funded. Investment in healthcare infrastructure, professional education and training, 
the creation of evidence-based standards and procedures, and efficient resource 
management are all part of this.

Big data has profoundly altered how businesses in every sector handle, examine, 
and use data. Healthcare is one of the most promising industries where big data may 
be used to effect change. Big healthcare data has great promise for enhancing patient 
outcomes, forecasting epidemic breakouts, gaining insightful knowledge, avoiding 
avoidable diseases, lowering healthcare delivery costs, and generally enhancing 
quality of life. Yet, choosing the appropriate applications for data while upholding 
security and patient privacy rights is a challenging issue. No matter how important 

P. Shelke et al.



69

big data is to the development of medical knowledge and how crucial it is to the 
success of all healthcare organizations, its utilization is contingent upon security 
and privacy concerns being resolved [6, 7].

2.1  Common Attacks on Current Healthcare Systems

In recent years, cyberattacks have become more often directed at healthcare institu-
tions. Attacks like this put patient data at risk and have the potential to seriously 
disrupt healthcare services. Cyberattacks on healthcare systems involve unauthor-
ized access to or destruction of sensitive patient data, disruption of critical health-
care services, and theft of intellectual property or financial information. These 
attacks can have serious consequences for patient safety, as well as the financial and 
reputational health of healthcare organizations (Fig. 1).

There are various types of cyberattacks that can be carried out on healthcare 
systems, including:

Ransomware attacks: These involve the use of malicious software to encrypt sen-
sitive data and hold it hostage until a ransom is paid.

Malware attacks: These involve the use of malicious software to gain unauthorized 
access to systems, steal data, or cause damage to networks.

Phishing attacks: These involve the use of fraudulent emails or websites to trick 
individuals into revealing sensitive information or downloading malicious 
software.

Distributed denial-of-service (DDoS) attacks: These involve overwhelming a 
system with traffic to cause it to crash or become unavailable.

Fig. 1 Types of cyber- attacks on healthcare systems
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2.2  Examples of Attacks in the Healthcare Systems

Healthcare systems are particularly vulnerable to cyberattacks due to the sensitive 
and valuable nature of the data they store, as well as the reliance on technology to 
deliver critical patient care. As such, it is crucial that healthcare organizations take 
appropriate cybersecurity measures to protect their systems, including regular secu-
rity assessments, employee training on best practices, and implementing robust 
security protocols and technologies. The following recent cases demonstrate the 
working of the cyberattacks and its effect on the healthcare industry (Fig. 2).

 1. An instance of a cyberattack on the healthcare industry happened in November 
2020, when the federal cybersecurity agency of the United States issued a 
 warning about a “imminent and heightened cybercrime threat” to healthcare pro-
viders. The warning was issued in response to many assaults on the nation’s 
healthcare infrastructure. One of the biggest networks of reproductive clinics in 
the country, U.S. Fertility, said in a statement that it had been the target of a ran-
somware attack in September 2020. On September 14, hackers released the ran-
somware, encrypting systems and blocking access to them. Hackers stated that 
they had access to “a small number of files” in their statement. These files 
included personally identifiable information such as names, email addresses, 
addresses, social security numbers, and other information. Also, it’s likely that 
the hackers had access to patient health records. Hacking organisations continue 
to target healthcare systems, from huge hospitals to large reproductive clinics. 
As recently as September and October of 2020, several medical systems were 
successfully targeted, and in certain cases, everyday operations were stymied. 
The cybercriminal organisation behind TrickBot, which is likely also the devel-
oper of the BazarLoader virus, has continued to produce new tools and features, 
making victims easier, faster, and more lucrative. As part of their destructive 
cyber efforts, these threat actors are increasingly using loaders like TrickBot and 
BazarLoader (or BazarBackdoor). Cybercriminals spread TrickBot and 
BazarLoader by phishing operations that either include attachments containing 
the malware or links to malicious websites that host the malware. By dispersing 
the payload, loaders begin the infection chain. The backdoor is then deployed 
and executed from the C2 server and installed on the victim’s computer.

 2. Another noteworthy instance happened in May 2017, when the worldwide 
WannaCry ransomware assault affected thousands of computers at hospitals and 
healthcare facilities in over 150 countries and this attack was the most disastrous 

Fig. 2 Phases of a ransomware attack
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to date. A form of harmful malware called WannaCry Ransomware prevents 
users from accessing files or systems, encrypting data or whole devices and 
holding them hostage until the victim pays a ransom in return for a decryption 
key that enables the user to access the data or encrypted systems.Several health-
care services were adversely affected by this attack, including procedures that 
were postponed and appointments that were cancelled. These cyberattacks serve 
as a reminder of the value of cybersecurity safeguards for healthcare systems as 
well as the necessity for ongoing readiness and attention in the face of new 
threats. The most severely impacted country by cyberattack was India. Businesses 
including FedEx, Nissan, Russian Railways, Interior Ministry, megaforTelefon-
ica in Spain, at least 16 NHS organisations in the UK, and German and German 
train industries were all negatively impacted. Malware was detected on certain 
computers. Plenty of colleges and students’ computers were attacked by assault 
in china. Only two files, one with instructions on what to do next and the other a 
decryption application, are left on the victim’s computer system after WannaCry 
locks up all the data. Hackers seek bitcoin as payment. If not, inform the user 
that the file will be erased. By accessing the file, reading its contents, writing the 
encrypted contents in place, and then shutting the file, ransomware overwrites 
the contents of the original file.

 3. A major cyberattack on India’s biggest public hospital has raised concerns about 
the country’s healthcare system’s digitalization as well as the security of the 
targeted institution. The 3000 bed All-India Institute of Medical Sciences 
(AIIMS) in New Delhi, one of India’s top hospitals, had its computer systems 
taken offline by a ransomware attack in November 2022.

An organization cannot access its computer systems unless it pays the hackers 
a significant sum of money, which is how ransomware works. A wide range of 
services, including patient registration, online appointments, diagnostic report 
production, invoicing, as well as administrative systems like salary disbursement 
and medicine procurement, were rendered inoperable by the AIIMS assault. 
According to Indian media, the hackers requested a bitcoin ransom. Hospital 
representatives have declined to comment. Yet the tragedy has caused a lot of 
introspection and unavoidable concerns about whether a nation that leads the 
world in information technology has adequate security measures in place for its 
anticipated digital revolution in healthcare.

These services had to be handled manually for over a week, which resulted in 
lengthy lines and longer wait times for customers. The personal information of 
more than 30 million patients and healthcare professionals, including a number 
of cabinet ministers and top bureaucrats, may have been compromised, even 
though online services have now resumed with the data recovered from a backup 
server. The Indian government has refuted claims in the media that a ransom was 
asked, and Delhi police are currently looking into the matter.
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2.3  Need of Secure System in Healthcare

The need for a secure system in healthcare cannot be overstated as it has a direct 
impact on patient safety, privacy, and trust. Here are some reasons why a secure 
system is crucial in healthcare:

• Patient Safety: Healthcare data is sensitive and confidential, and if it falls into the 
wrong hands, it can have serious consequences for patients. A secure system can 
help protect patient information from unauthorized access, theft, or misuse, 
thereby safeguarding patient safety.

• Data Privacy: Patients have a right to privacy and must be able to trust that their 
health information will be kept confidential. A secure system can ensure that 
only authorized individuals have access to patient data and can help prevent 
breaches that can compromise patient privacy.

• Compliance: Healthcare organizations must comply with various regulations 
such as HIPAA and GDPR, which require the protection of patient data. A secure 
system can help organizations meet these compliance requirements and avoid 
penalties for non-compliance.

• Trust: A secure system can help build trust between patients and healthcare pro-
viders. Patients are more likely to share their health information and seek medi-
cal help if they trust that their data is safe and secure.

• Efficiency: A secure system can also improve the efficiency of healthcare opera-
tions by ensuring that patient data is accurate and up-to-date. This can help 
healthcare providers make informed decisions, reduce errors, and improve 
patient outcomes.

Overall, a secure system is critical to ensuring patient safety, protecting data pri-
vacy, and building trust in the healthcare system. Healthcare organizations must 
invest in secure systems and protocols to safeguard patient information and main-
tain compliance with regulations.

3  Blockchain Technology

Blockchain is a decentralized and distributed digital ledger technology that records 
transactions and stores data in a secure, transparent, and immutable way. It was 
invented in 2008 by an unknown person or group using the pseudonym Satoshi 
Nakamoto as the underlying technology of Bitcoin, the first and most famous 
cryptocurrency.

Blockchain works by creating a continuously growing chain of blocks that are 
linked together using cryptographic algorithms, forming a distributed ledger that is 
maintained by a network of nodes. Each block contains a hash, which is a unique 
digital fingerprint, of the previous block, along with a timestamp and a record of 
multiple transactions.

There are three main types of blockchain:
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3.1  Public Blockchain

Anyone can participate in the network, read or write transactions, and validate them. 
Transactions are validated by a decentralized consensus mechanism, such as Proof 
of Work (PoW) or Proof of Stake (PoS). Examples of public blockchains include 
Bitcoin, Ethereum, and Litecoin.

3.2  Private Blockchain

Only authorized nodes can participate in the network, read or write transactions, and 
validate them. Transactions are validated by a centralized consensus mechanism, 
such as a consortium of trusted validators. Private blockchains are often used for 
enterprise applications, such as supply chain management, where confidentiality 
and scalability are important.

3.3  Hybrid Blockchain

It combines elements of both public and private blockchains, allowing authorized 
nodes to participate in a private network while also allowing public access to 
selected parts of the blockchain. Hybrid blockchains can provide the benefits of 
both public and private blockchains, such as transparency, security, and scalability, 
while also enabling privacy and confidentiality for certain use cases.

4  Contribution of Blockchain Technology in Healthcare

Blockchain technology has the potential to revolutionize the healthcare industry by 
enhancing security, interoperability, and efficiency. Here are some ways in which 
blockchain can contribute to the healthcare domain:

4.1  Secure Storage and Sharing of Medical Records

Medical records contain sensitive information that must be kept secure and confi-
dential. Blockchain technology provides a secure and immutable storage solution 
that can prevent unauthorized access and tampering. Patients can have complete 
control over their data, and doctors can access only the information they need to 
provide treatment.
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4.2  Improved Interoperability

Healthcare systems often struggle with interoperability, making it difficult for dif-
ferent providers to access and share patient data. Blockchain technology can enable 
a shared and decentralized database, allowing multiple stakeholders to access and 
update patient data in real-time. This can enhance collaboration, coordination, and 
patient outcomes.

4.3  Streamlined Clinical Trials

Clinical trials are critical for the development of new drugs and treatments, but the 
process can be slow, expensive, and prone to errors. Blockchain technology can cre-
ate a secure and transparent system for tracking the entire trial process, from patient 
recruitment to data analysis. This can improve data accuracy, reduce costs, and 
speed up the time to market for new treatments.

4.4  Supply Chain Management

The pharmaceutical industry is highly regulated and complex, with numerous inter-
mediaries involved in the supply chain. Blockchain technology can provide end-to- 
end transparency and traceability, enabling manufacturers, distributors, and 
pharmacists to track and verify the authenticity of drugs, reduce the risk of counter-
feiting, and improve drug safety.

4.5  Decentralized Healthcare

Blockchain technology can enable decentralized healthcare systems that are not 
controlled by a central authority. Patients can have direct access to medical services 
and providers, and smart contracts can automate payments and ensure fair compen-
sation for providers. This can increase access to healthcare for underserved popula-
tions and reduce administrative overhead.

Overall, blockchain technology has the potential to transform the healthcare 
industry by enhancing security, interoperability, and efficiency. However, it is 
important to note that widespread adoption of blockchain in healthcare will require 
collaboration, standardization, and regulatory support.
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5  Use Cases of Blockchain in Healthcare

Important use cases for use of blockchain in healthcare are given below:

5.1  Medical Record Storage (Patient’s Medical 
History Maintenance)

The World Health Organization views medical knowledge as the most innovative 
and transportable resource. Medical data is tied to registration, diagnosis, and hos-
pitalization; as a result, privacy and security are more crucial. Additionally, getting 
increasingly complex and stereochemical is the medical data [8].

By implementing some smart contracts, the medical records are maintained 
within particular blockchain network nodes.

 Registrar Contract (RC)

The identity of the Ethereum address is mapped to member identifying strings using 
this contract. Both patients and medical professionals are made up of all registered 
members. The proposed method grants multiple levels of access to each identity [9].

Like,

 1. Patients can review their medical data.

 Medical Professionals Can Create/Modify Authorized Medical Data

 Patient-Provider Relationship Contract (PPR)

A medical certificate is part of any PPR contract. The PPR smart contract tracks 
medical records, diagnostic information, and access rights to various summary con-
tracts. According to the access rights in the summary contracts, the medical person-
nel will only be permitted to read or modify after receiving the permits.

 Summary Contract

The list of PPRs specified in this contract can be used to find patient medical record 
history [8]. A categorization framework for patient-focused medical records is used 
to build the suggested system. Each entry is regarded as a PPR smart contract.
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5.2  The Link Between the Healthcare Industry

Healthcare is a vast network that includes collaboration from many industries: hos-
pitals, pharmacies, biotech, insurance companies, Health tech, etc. [10] Two indus-
try groupings and six industries can be further distinguished within the 
healthcare sector:

Medical supplies and services

 1. Healthcare equipment and supply companies create everything from the most 
straightforward products, like bandages and aids, to the most complex ones, like 
MRI scanners.

 2. Companies that own and manage healthcare facilities like hospitals, rehabilita-
tion centres, nursing homes, and rescue organizations are included in the health-
care goods and services providers category.

 3. Research and Development in Healthcare Technology include businesses 
engaged in data analysis to improve existing healthcare practices and research 
and development (R&D), Biotechnology, pharmaceuticals, and life sciences

 1. Companies involved in the production or research and development of goods 
typically generated from living things are considered to be involved in 
biotechnology.

 2. Organizations that develop and produce medications and immunizations that are 
often based on chemicals are categorized as pharmaceuticals.

 3. Companies that research living things and provide analytical tools, clinical test-
ing and assessment, and full contract research services are included in the life 
sciences tools and services category.

All industries are interconnected through demand and supply, which makes all of 
them interdependent. Keeping data consistent and maintaining it is a crucial part of 
healthcare. For example, tracking equipment from manufacturing to the end of its 
useful life is necessary. If any dysfunction occurs with the help of the data, we can 
go down the line and make corrections in the particular chain node in the network. 
Suppose we create a block of data for each intermediate node, such as manufacturer, 
dealer, and hospital and link them to each other as a blockchain in such a way. In 
that case, we can track the entire history of the equipment, which will help to main-
tain proper coordination between all the industries. Whether it is food provided to 
the patients, clothes, injections, or medicines, all these patient-related requirements 
can also be tracked using a unique id. Payment’s history and pending amounts by 
various industries could be maintained, allowing transparency in the trading and 
supply chain. The significant advantage of using Blockchain to connect inter- 
dependent sectors is that it will help to analyse the quality of services and goods. 
Any defect or unexpected irregularity could be tracked easily and quickly; for 
example, side effects of particular medicines, we can use the barcode to check the 
entire history related to treatment, starting from the supply of raw material for man-
ufacturing, transportation, storage, distribution and use can be tracked and investi-
gation of the problem takes less time. Resolution of any dysfunction at any stage of 
this industry link is possible.
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5.3  Logistic Supply Chain

Numerous studies have focused on intra-site patients’ movements to enhance their 
circulation and ensure the security of their stay in care facilities or medical- technical 
services (Shen et al. 2007). When moving patients between hospitals, the partner 
network (hospital, laboratory, blood transfusion centre, etc.) must coordinate logis-
tics efficiently because they are expensive, and there is a danger of data loss or 
medical issues [11]. The study of patient flows also looked at administrative prac-
tice’s issue with handling and monitoring patients’ medical information throughout 
their treatment. The time it takes nurses to run medical supplies may be cut down if 
nursing unit storage facilities are decentralised, however, managing these storage 
sites will require more logistical staff. This outcome emphasises the requirement for 
managers to incorporate the entire replenishment system and approach inventory 
management from a comprehensive standpoint. Our endeavour tries to include all 
the literature on the uses, integration, and implementation of blockchain technology 
in SCs and logistics, including journal articles, press articles, review papers, and 
quick surveys [11].

Blockchain is a distributed ledger technology (DLT) used in shared, synchro-
nised environments where users and traceable validation of all transactions. It is 
immutable, tamper-proof, and uses synchronisation. Every sector relies heavily on 
supply chain management, but as technologies and methodologies advance, SCM 
should also be flexible and transparent enough to meet future expectations. Due to 
its benefits to SCs, such as cost reduction, disintermediation, efficient operations, 
reduced waste, transparency, authenticity, trust, and security, Blockchain can revo-
lutionise SCM.

Blockchain in supply chain management has several advantages, including cali-
brating data dispersed across several SCs. The data that is kept is secure. The block-
chain network is crucial for information capturing. Blockchain allows for the 
tracking of an item’s progress, which increases process transparency. Task automa-
tion, including data processing, is made possible by the network. It delivers total 
transparency and bases permission levels on a hierarchy.

Increases reaction time Blockchain creates a dynamic, real-time SC that uses its 
resources better. Blockchain helps to expedite the SC procedure from start to finish. 
Early detection of faults and issues stops the process from becoming resilient. The 
management of SC is made possible by using smart contracts, which allow for the 
customisation and creation of unique agreements that can be specified for each 
function and coordinated with one another. It aids in the process of designing for 
operational company needs. The intelligent contract improves visibility and elimi-
nates the requirement for a middleman.

The Blockchain creates a continuous chain of transactions and boosts transaction 
speed. By offering them quick and straightforward transactions, you may raise the 
level of trust among process stakeholders. All transactions on the blockchain net-
work have a consensus process, assuring their security. Additionally, Blockchain 
aids in the development of cooperative intrusion detection systems that allow prod-
uct codes to communicate and share information along the way [9].
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Fig. 3 Supply chain flowchart using Blockchain

As a result, implementing Blockchain in SCs improves stakeholder relations, 
cuts costs, and increases productivity. Blockchain technology has the potential to 
alter SCM practises, including reengineering, security, resilience, provenance, pro-
cess management, and product management. By reducing the impact of disruptions, 
employing proactive and preventive risk management strategies, and providing mul-
tilayer protection for SC networks, Blockchain fosters supply chain resilience. 
Blockchain offers data and resource provenance, integrity assurance, authentica-
tion, secrecy, privacy, and access control in its supply chain management services.

In the healthcare sector, supply chain management mainly involves medications, 
surgical equipment, infrastructure, etc., all of which require RFID security. 
Blockchain uses an ultra-lightweight mutual authentication RFID protocol to 
increase the RFIDs’ transparency, data protection, dependability, and cost control. 
Walmart and IBM used blockchain technology and RFID technologies to track con-
sumer goods (Fig. 3).

5.4  Tracking Diseases & Outbreaks

Blockchain‘s outstanding capabilities can aid real-time disease reporting and the 
study of disease patterns that can help identify the disease’s origin and transmission 
factors. Fast outbreaks, high infection rates, and possibly severe sickness are char-
acteristics of infectious illnesses like the flu and SARS. The threats to public health 
posed by such infectious diseases are becoming more serious. A more recent exam-
ple, COVID-19, poses a severe risk to people’s lives and the ongoing functioning of 
human society as it quickly spreads over the planet. This global pandemic demon-
strates how difficult it is to contain and treat pandemics, given the simple large-scale 
mobility of people made possible by adequate transportation. Controlling and sup-
pressing infectious diseases requires accurately identifying and tracing the source of 
illnesses early on. Three crucial elements of disease-direct reporting systems have 
been the focus of the global COVID-19 pandemic.

 1. Traceability
 2. Reliability
 3. Effectiveness.
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Traditional disease reporting systems have a central node of control and a hierarchi-
cal structure that begins at the local level (cities and counties), travels up to the 
regional level (regions), and ultimately reaches the central data repository. These 
systems are frequently vulnerable to data loss, arbitrary or illegal modifications, and 
poor node-to-node tracing. Blockchain, a recent disruptive technology, offers a 
potential answer.

It is required to have data uploaded from numerous nodes, with legitimate, trans-
parent, and tamper-proof data, as well as quick querying and tracking capability at 
the node level, to identify the source of an infectious disease. Traditional disease 
reporting systems prioritizing hierarchical upward reporting and management by 
the superior level find it difficult to implement these aspects. The existing system’s 
hierarchical structure cannot meet the high demands for the rapid and accurate 
source tracing of illnesses.

Blockchain technology for information storage for infectious diseases will 
enable information recording and storage throughout an epidemic. In such a disease- 
direct reporting approach, participants may submit disease-related data or informa-
tion independently. This procedure is represented in the diagram below. Hospital 1 
manages the hospital’s information collection on infectious diseases, such as con-
firmed cases, infected patients, etc. The timestamp of the upload is immediately 
registered with the time stamp in the Blockchain. The uploaded data would be kept 
on the Blockchain along with a timestamp and a predetermined hash function. The 
blockchain agreement permits this, allowing the other blockchain nodes to examine 
the disease data supplied by Hospital 1 on the Blockchain. The hash function allows 
any data length to be translated into a fixed-length function value. A hash function 
can hash the data in uploading disease-related information to the Blockchain and 
produce a fixed-length hash value. Every piece of data has an irreversible, one-of-a- 
kind hash value.

The generated hash value will change dramatically when the original data mar-
ginally changes or differs. So, to check if data on a blockchain has been changed, all 
that is needed to do is compute the hash function on the original disease informa-
tion, compare the result to the hash saved on the Blockchain, and presume the dis-
ease data is still the same if the two values are the same (no tampering or forging). 
To assure data integrity, when the following hospital (Hospital 2) needs to submit a 
new disease case, the hospital can compare the information that came before to its 
hash. If Hospital 2 had fresh illness information to add to the Blockchain, the newly 
loaded data would still be recorded as a hash. The integrity of tracing is guaranteed 
by this tamper-proof storage approach’s tamper-proof disease information storage.

6  Blockchain in Health Care – Case Study or Products

There are several blockchain-based products and initiatives in the healthcare indus-
try. Here are a few examples:
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 1. Medicalchain: Medicalchain is a platform that uses blockchain technology to 
store and share electronic health records (EHRs) securely. The platform allows 
patients to control who has access to their records and enables healthcare provid-
ers to share patient data across different systems securely.

 2. ProCredEx: ProCredEx is a blockchain-based platform that verifies healthcare 
provider credentials. The platform uses blockchain technology to create an 
immutable record of provider credentials, which can be shared with healthcare 
organizations to streamline the credentialing process.

 3. SimplyVital Health: SimplyVital Health is a blockchain-based platform that 
enables healthcare providers to share patient data securely. The platform uses 
blockchain technology to create a shared network of patient data that can be 
accessed by authorized providers, which can help improve patient outcomes and 
reduce costs.

 4. Guardtime: Guardtime is a blockchain-based platform that provides secure sup-
ply chain management for healthcare products. The platform uses blockchain 
technology to create an immutable record of product transactions, which can 
help reduce fraud and ensure the authenticity of healthcare products.

 5. Nebula Genomics: Nebula Genomics is a blockchain-based platform that enables 
patients to share their genomic data securely. The platform uses blockchain tech-
nology to create a decentralized network of genomic data that can be accessed 
by authorized individuals and organizations, which can help accelerate medical 
research.

These are just a few examples of the many blockchain-based products and initia-
tives in the healthcare industry. As blockchain technology continues to evolve, we 
can expect to see more innovative solutions that address the unique challenges of 
the healthcare industry (Fig. 4).

Fig. 4 Blockchain based products in healthcare
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6.1  Medical Chain

MedicalChain is a blockchain-based platform that aims to provide a secure and 
efficient way of managing and sharing medical data. It uses blockchain technology 
to create a tamper-proof record of medical data that is accessible to authorized par-
ties while protecting patient privacy. Here are some of the key features and benefits 
of MedicalChain:

Patient-controlled medical records: Patients have control over their medical records 
and can choose who has access to them. This ensures patient privacy and helps 
to prevent data breaches.

Secure data storage: Medical data is stored on a decentralized blockchain network, 
making it difficult for hackers to access or manipulate the data.

Improved data sharing: MedicalChain allows healthcare providers to securely share 
patient data with other healthcare providers, regardless of their location or the 
electronic health record (EHR) system they use.

Faster and more accurate diagnosis: MedicalChain allows doctors to access a 
patient’s medical history quickly and accurately, improving the speed and accu-
racy of diagnosis.

Easy payment and reimbursement: MedicalChain allows patients to pay for medical 
services using cryptocurrency, making it easier and faster to make payments and 
receive reimbursements.

Overall, MedicalChain aims to improve the efficiency and security of healthcare 
data management, while also putting patients in control of their own medical 
records.

6.2  ProCredEx

ProCredEx is a blockchain-based platform that enables healthcare organizations to 
securely and efficiently exchange credentials and other sensitive data. The platform 
uses distributed ledger technology to provide a secure and tamper-proof record of 
healthcare provider credentials, such as medical licenses, certifications, and train-
ing, which can be easily accessed and verified by authorized parties.

ProCredEx aims to solve the longstanding challenge of verifying healthcare pro-
vider credentials, which is a critical component of ensuring patient safety and qual-
ity care. The platform offers a streamlined solution that replaces the traditional 
manual process of credential verification, which can be time-consuming, inefficient, 
and prone to errors.

ProCredEx also offers enhanced security and privacy features, such as data 
encryption and user authentication, to protect sensitive information and ensure that 
only authorized parties can access it. By leveraging blockchain technology, 
ProCredEx provides a trusted and transparent platform that can help improve the 
overall efficiency and effectiveness of healthcare credentialing processes.
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 How ProCredEx is Leveraging Blockchain to Speed up Credentialing

ProCredEx is leveraging blockchain technology to speed up the credentialing pro-
cess by creating a decentralized, secure, and tamper-proof ledger that can be 
accessed by authorized parties in real-time. Here are some ways in which ProCredEx 
is using blockchain to speed up credentialing:

Trust and transparency: ProCredEx uses a distributed ledger to provide a secure and 
tamper-proof record of healthcare provider credentials. This means that health-
care organizations can trust the validity of the data, and that they can easily verify 
the authenticity of credentials in real-time.

Automated verification: ProCredEx uses smart contracts to automate the verifica-
tion of credentials. Smart contracts are self-executing contracts that use code to 
automatically validate and enforce the terms of an agreement. This means that 
healthcare organizations can quickly and easily verify the validity of credentials 
without the need for manual intervention.

Data sharing: ProCredEx allows healthcare organizations to securely share creden-
tial data with authorized parties in real-time. This means that healthcare organi-
zations can quickly and easily exchange credential data, which can help to speed 
up the credentialing process and improve patient care.

Reduced administrative burden: ProCredEx streamlines the credentialing process 
by reducing the administrative burden on healthcare organizations. By automat-
ing the verification process and providing a secure and efficient platform for data 
exchange, ProCredEx can help healthcare organizations to reduce the time and 
resources required for credentialing.

Overall, ProCredEx is using blockchain technology to create a more efficient, 
secure, and transparent platform for healthcare credentialing. By leveraging the 
benefits of blockchain, ProCredEx aims to speed up the credentialing process, 
reduce administrative burden, and improve patient care.

 Four Ways ProCredEx Transforms Data Into Insights

Distributed Ledger Technology: ProCredEx uses distributed ledger technology 
(DLT) to create data provenance, make it immutable, and provide permanent 
traceability.

As a result, ProCredEx members can share valid credentials data in a secure and 
trusted environment. ProCredEx studied numerous blockchain and DLT options 
before settling on r3’s Corda protocol, which provides the security and industrial 
scalability required to support healthcare credentialing transactions.

Validation Engine: Your organization’s credentialing practises are governed by a 
plethora of laws, rules, guidelines, by-laws, standards, and preferences.

ProCredEx uses its validation engine to capture and apply these rules, bringing 
accuracy and efficiency to the analysis, curation, and presentation of creden-
tials data.
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ProCredEx has developed a distributed ledger of healthcare credentials data that 
improves the productivity of complicated datasets by making them irreversible and 
forever traceable. It enables data to be selected to match the needs of certain organ-
isations and shared with approved partners.

The platform employs proprietary validation engines and limits membership to 
vetted and recognised institutions, allowing health systems to quickly obtain veri-
fied credentials while also promoting patient safety and care quality.

6.3  SimplyVital Health

SimplyVital Health is a healthcare technology company that is focused on using 
blockchain technology to improve patient care and reduce healthcare costs. The 
company was founded in 2015 and is based in Connecticut, USA.

One of the key products of SimplyVital Health is its blockchain-enabled plat-
form called Health Nexus. The platform is designed to securely store and share 
patient data between healthcare providers, with the aim of improving care coordina-
tion and reducing the administrative burden of healthcare organizations.

The Health Nexus platform uses blockchain technology to create a decentralized, 
tamper-proof ledger of patient data. This ensures that the data is secure and immu-
table, and that it can be easily accessed by authorized parties in real-time. The plat-
form also uses smart contracts to automate the exchange of data and to ensure that 
data is shared only with authorized parties.

Another key feature of Health Nexus is its ability to facilitate value-based care 
models. The platform allows healthcare organizations to track patient outcomes and 
to incentivize providers based on the quality of care they deliver. This approach 
aims to improve patient outcomes while also reducing costs by incentivizing pro-
viders to deliver high-quality care.

SimplyVital Health also offers a range of other products and services, including 
a blockchain-based healthcare billing system called VSee, and a care coordination 
platform called NexusPay. These products and services are designed to streamline 
administrative processes, improve care coordination, and reduce costs across the 
healthcare industry.

Overall, SimplyVital Health is a healthcare technology company that is leverag-
ing blockchain technology to improve patient care and reduce healthcare costs. Its 
Health Nexus platform is designed to securely store and share patient data, while 
also facilitating value-based care models that incentivize high-quality care.

SimplyVital Health is developing a SaaS based platform to provide a way to send 
data to the Blockchain with retrieve and display functions for patients and provid-
ers. The company claims that the platform and anlaytics suite can amplify data 
exchanges and data repositories for better care coordination. The platform will be 
able to query the Blockchain, providing access to healthcare data. The company’s 
goal is to grow the healthcare network that leverages blockchain technology, our 
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focus is to bring providers, patients, and healthcare technology companies together 
on the uniform backend that is the blockchain.

 SimplyVital Health How it Works

SimplyVital Health’s flagship product, Health Nexus, is a blockchain-enabled plat-
form designed to securely store and share patient data between healthcare providers. 
Here’s a step-by-step breakdown of how it works:

Data Entry: Healthcare providers can enter patient data, including medical history, 
test results, and other health information, into the Health Nexus platform.

Data Storage: Health Nexus uses blockchain technology to securely store this data 
in a decentralized, tamper-proof ledger. This ensures that the data is immutable 
and can only be accessed by authorized parties.

Data Sharing: Providers can share patient data with other authorized providers on 
the network, allowing for seamless care coordination across different healthcare 
organizations. Health Nexus uses smart contracts to automate the exchange of 
data and to ensure that data is shared only with authorized parties.

Analytics: Health Nexus also includes a range of analytics tools that allow providers 
to track patient outcomes and identify areas for improvement. This data can be 
used to inform treatment decisions, optimize care pathways, and improve patient 
outcomes.

Incentivization: Health Nexus supports value-based care models that incentivize 
providers based on the quality of care they deliver. Providers are rewarded based 
on patient outcomes, which encourages them to deliver high-quality care while 
also reducing costs.

Overall, Health Nexus is designed to create a more secure, efficient, and collabora-
tive healthcare ecosystem. By leveraging blockchain technology, the platform 
enables healthcare providers to securely store and share patient data, while also 
incentivizing high-quality care and improving patient outcomes.

6.4  Guardtime

Guardtime is a technology company that specializes in developing digital verifica-
tion and data integrity solutions using blockchain technology. The company was 
founded in Estonia in 2007 and has since expanded globally with offices in several 
countries.

Guardtime’s core technology is called Keyless Signature Infrastructure (KSI), 
which uses blockchain technology to create a verifiable digital signature that can be 
used to prove the integrity of data. KSI creates a digital fingerprint of data that is 
stored in a distributed network of nodes, making it virtually impossible to tamper 
with the data without detection.
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Guardtime’s solutions are used in a variety of industries, including healthcare, 
financial services, and government. For example, Guardtime’s KSI technology is 
used to ensure the integrity of patient health records in Estonia, and it has also been 
used to secure the data and infrastructure of the Estonian government.

Overall, Guardtime’s technology aims to provide a high level of security and 
trust in digital data, helping organizations to protect their valuable information from 
tampering and fraud.

GuardTime is a blockchain-based digital timestamping technology that provides 
proof of integrity and time-stamping for data. It uses a mathematically verifiable 
method to create a digital signature that proves the existence, integrity, and authen-
ticity of a piece of data at a specific point in time.

Here’s how GuardTime works:

Data is hashed: The data to be time-stamped is first hashed, which means it is trans-
formed into a unique and fixed-length string of characters. This hash serves as a 
unique identifier for the data.

Hash chain is created: A hash chain is created by linking the hash of the data with 
the hash of the previous piece of data. This creates a chain of hashes that are 
mathematically linked to each other.

Blockchain is created: The hash chain is added to a blockchain, which is a distrib-
uted ledger that is maintained by a network of computers. The blockchain serves 
as a tamper-proof record of the hash chain and ensures that the data cannot be 
altered without detection.

Time-stamp is created: The current time is added to the last hash in the chain, creat-
ing a time-stamp that proves the existence and authenticity of the data at that 
specific point in time.

Verification: The authenticity and integrity of the data can be verified at any time by 
generating a new hash of the data and comparing it to the hash in the blockchain. 
If the hashes match, it means that the data has not been altered since it was 
time-stamped.

GuardTime’s technology provides an immutable record of data that is resistant to 
tampering and manipulation, making it ideal for use cases such as financial transac-
tions, healthcare data, legal documents, and other sensitive data.

6.5  Nebula Genomics

Nebula Genomics is using distributed ledger technology to eliminate unnecessary 
spending and middlemen in the genetic studying process. Pharmaceutical and bio-
tech companies spend billions of dollars each year acquiring genetic data from third 
parties. Nebula Genomics is helping to build a giant genetic database and incentiv-
ize users to safely sell their encrypted genetic data.

Nebula Genomics is a genomics and biotechnology company that is focused on 
leveraging blockchain technology to enable more secure and efficient sharing of 
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genomic data. The company was founded in 2017 by Harvard genetics professor 
George Church, and its mission is to empower individuals with greater control over 
their genomic data and to accelerate scientific discoveries in genomics and person-
alized medicine.

Nebula Genomics uses a decentralized blockchain network to securely store and 
manage genomic data. The platform allows individuals to securely and privately 
store their genomic data, and to control who has access to that data. By using block-
chain technology, Nebula Genomics ensures that the data is tamper-proof, transpar-
ent, and easily accessible by authorized parties.

One of the key features of Nebula Genomics is its ability to facilitate the sharing 
of genomic data between individuals and researchers. The platform uses a token- 
based system to incentivize individuals to share their genomic data with researchers 
in exchange for compensation in the form of cryptocurrency. This approach aims to 
create a more open and collaborative ecosystem for genomics research, while also 
providing greater transparency and control for individuals over their own data.

Nebula Genomics also offers a range of other services, including whole genome 
sequencing, data analysis, and personalized health recommendations. The platform 
uses advanced machine learning algorithms to analyse genomic data and provide 
personalized health insights and recommendations to individuals.

Overall, Nebula Genomics is a cutting-edge biotechnology company that is 
leveraging blockchain technology to create a more secure and efficient platform for 
genomic data sharing. Its mission is to empower individuals with greater control 
over their genomic data, and to accelerate scientific discoveries in genomics and 
personalized medicine.

7  Conclusion and Future Trends

7.1  Conclusion

The ability to modify the current intelligent healthcare systems from highly central-
ised to distributed, secure, decentralised systems that can aid in improving health-
care and other applicable services is provided by blockchain technology when 
blended with other modern technologies. First, it helps ensure patient privacy while 
providing transparent data to all stakeholders. Malicious attackers can no longer 
alter vital medical records and are protected from data theft and surveillance.

By using blockchain in medical record maintenance, we have overcome the 
drawbacks and provided them with more secure storage of data and efficient track-
ing of the patient’s record. The link blockchain makes in the healthcare industry 
efficiently coordinates various industries under healthcare and provides transparency.

The blockchain helps the supply chain management to track its commodity, 
maintain the stock in hospitals, and manage the transparency between the vendor 
and the management. Moreover, blockchain affects explicitly the supply chain to 
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monitor fraud and maintain an anti-fraud system. Blockchain helps with disease 
tracking as it can maintain the dataset which would be used to identify the growth 
rate of a particular disease in a particular region and could be transparent to all 
members.

7.2  Future Trends

Researchers must create additional proofs-of-concept and prototypes because 
Blockchain technology is currently in its youth in healthcare. It will better under-
stand the technology as it relates to healthcare.

According to current trends in blockchain research in healthcare, other uses of 
the technology, such as managing supply chains or managing prescription medicine 
orders, are much less common than data exchange, access control, and health 
records. Therefore, Blockchain still has a lot of untapped potentials. Most research 
uses blockchain technology in healthcare and proposes a new framework, design, or 
paradigm. Additionally, technical information, such as the blockchain platform, 
consensus method, type of Blockchain, or use of smart contracts, is frequently omit-
ted. In particular, smart contracts might be employed more because they enable 
processes to be managed on a blockchain. Blockchain technology in medical care is 
still in its development. Thus, there is still room for new applications and study. In 
conclusion, Blockchain should continue to be utilised when it makes sense and is 
required.
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Comprehensive Methodology of Contact 
Tracing Techniques to Reduce Pandemic 
Infectious Diseases Spread

Mohammed Abdalla and Ahmed M. Anter

1  Introduction

In December 2019, the Chinese city of Wuhan faced an extraordinary illness out-
break. Coronavirus sickness became known to the rest of the globe in 2019. 
(COVID-19). The rapid global spread of this infectious disease affected millions of 
people globally. In response to this unusual virus threat, the World Health 
Organization (WHO) issued a worldwide emergency alert. According to the WHO, 
over 500,000 people had died, and over 10 million more were still fighting for their 
lives. This virus is very contagious and easily spreads from person to person. As a 
result, authorities around the world enacted lockdown measures for months to com-
bat the spread of the coronavirus. As a result, these measurements have had a sig-
nificant impact on social and economic activities worldwide [1, 33, 42].

As a result, governments began to seek solutions to mitigate the socioeconomic 
disasters, and lockdowns were gradually eased. The hunt for reliable technologies 
to track the mobility of patients who may be infected with COVID-19 and have had 
contact with a virus-infected individual continues. Because people who are in close 
proximity to someone who is sick are more likely to develop the illness and possibly 
pass it to others, properly monitoring these relationships can help stop the spread of 
the virus. This monitoring approach is referred to as contact tracing.

The contact tracing procedure is a monitoring and mitigation tool used to detect 
infectious diseases and stop their spread as quickly as possible. The fundamental 
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purpose of contact tracing is to prevent the spread of infectious illnesses by first 
checking people who are already affected, then locating and analyzing each per-
son’s contacts. Because contacts are defined as everyone who had direct physical 
touch with the infected, all subsequent-generation suspected cases will be managed. 
A number of applications have been suggested and developed to aid with this pro-
cess. The bulk of these apps employ smartphone technologies to track all of your 
friends’ travels and notify those who are at high or low risk of infection. However, 
a number of difficulties limit the utility of contact tracking procedures. These chal-
lenges include (1) privacy concerns, (2) the difficulty to fully identify contacts, and 
(3) identification delays.

We study the abilities, methodologies, problems, applications, and use cases of 
the contact tracing process in this paper. Based on the results of the contact tracing 
process, the study assesses a number of models that have been utilized and served 
in this area. This paper’s primary contribution is the presentation of a comprehen-
sive view of the contact tracing process as a whole, which will aid researchers in 
understanding its functions, identifying challenges and unresolved issues, and 
inspiring them to develop new models, applications, and methods in this area. The 
study’s materials were carefully chosen to highlight the importance of contact track-
ing in limiting the spread of epidemics. The key search criteria have been clearly 
established in order to identify publications focusing on contact tracing definition, 
contact tracing applications in epidemics, contact tracing use in statistical models 
that forecast epidemic transmission, and contact tracing technologies. Covide-19, 
epidemic models, contact tracing, and infectious diseases are examples of these 
terms. The research publications were published between 2003 and 2020. Credible 
publishers such as IEEE, Springer, BMC, and online medical research journals have 
also been targeted (JMIR).

1.1  Contact Tracing Process Definition

This section investigates various definitions of the contact tracing process and high-
lights the various functionalities that must be present in this process.

Definition 1: Authors describe COVID-19 contact tracing as a procedure that super-
vises and regulates the prevention of the disease's future spread by carefully 
identifying and analyzing people who had recent direct physical contact with 
COVID-19 patients [56].

Definition 2: The contact tracing method, according to the authors, involves proce-
dures that ensure and validate monitoring and infection-control measures [13].

Definition 3: According to the authors, the process of tracking and documenting the 
progression of an infectious disease begins with an investigation into cases that 
have been diagnosed and whose infections have been confirmed, and then moves 
on to all other people who have recently had direct contact with the patients 
[17], [4].
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Definition 4: Contact tracing, according to the authors, is a critical step in combat-
ing the development of infectious diseases such as the COVID-19 epidemic [32].

Definition 5: Contact tracing, according to the authors, is the practice of keeping 
track of persons who have recently experienced a bodily reaction to infected 
individuals. The authors also considered the contact tracing technique as a miti-
gation strategy to reduce the spread of infectious diseases by quickly discover-
ing, assessing, and preparing for the next wave of cases [61].

Definition 6: The authors define the contact tracing procedure as a strong disease 
control strategy that minimizes and prevents illness transmission from one per-
son to another. In this regard, this technique is effective since it monitors reported 
and suspected infected cases before isolating them. In addition, whether infected 
or suspicious, all individuals who had direct physical contact with these cases 
must be tracked [26].

Figure 1 depicts the contact tracing approach. Every person who contacts with a 
sick patient is tracked by this technique. The process then splits these contacts into 
two categories: infected contacts and non-infected contacts. The infected patients 
are then classified into two groups: (1) high-risk contacts, or those who are at a high 
risk of dying and require particular treatment, and (2) low-risk contacts.

Roadmap
The remainder of the paper is structured as follows. Common definitions of the 
contact tracing method are presented in Sect. 2. The importance of contact tracing 
and its main applications are shown in Sect. 3. The novel avenues of contact tracing 
and the main challenges these directions face are discussed in Sect. 5. The common 
models that have been used to simulate epidemic outbreaks are described in Sect. 6, 
along with the role that contact tracing plays in halting the spread of epidemics.

Fig. 1 Contact tracing process
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2  Relevance and Concept

This section discusses novel applications for contact tracking as well as its impor-
tance in limiting epidemics.

The authors investigate a range of contact tracing strategies, such as pairwise- 
approximation and entirely random simulation methods, with the purpose of 
addressing and investigating infected and suspicious situations. As a result, the first 
step in using these methodologies is to examine the contacts that are associated with 
infected and suspected cases. This study emphasizes the need to comprehend each 
individual’s disease-transmission routes in detail and the proper modelling of con-
tact tracing methods based on that information. By warning and handling sick and 
suspected cases by either rapid treatment or isolation, the final findings show that 
there is a substantial association between the accuracy of contact tracing modelling 
and the disease reproduction ratio [2, 18, 29].

The authors focus on and discuss the roles and best practices for community 
surveillance in order to limit and stop the development of the COVID-19 disease. 
The authors also look into the use of quarantine and contact tracing for COVID-19. 
COVID-19 illness typically transmits from one person to another through coughing, 
inhaling, or nasal or oral spray from COVID-19 infected individuals. The writers 
talked on the importance and criticality of contact for conducting the quarantine 
competently and promptly. The authors additionally separated persons who have 
contact with a COVID-19-infected person into two categories: (1) high-risk con-
tacts and (2) low-risk contacts. High-risk contacts are those who have shared close 
quarters with or had direct physical contact with a COVID-19-infected person. Less 
severe cases involve those who commute with the patient by train, bus, or other 
method of transportation or who share a space with Covid-19-infected individuals. 
The practice of quarantine, which restricts the movement of individuals who have 
previously interacted with COVID-19 patients, is also critical, as the authors note, 
in order to stop and restrict the spread of the illness. The World Health Organization 
(WHO) has established that a 28-day isolation period is necessary for COVID-19. 
The next section by the authors dealt with issues that frequently restrict contact 
tracking. These challenges include the following: (1) the challenge of tracking con-
tacts who have travelled by bus, train, or other means of transportation; (2) the chal-
lenge of tracking and remembering all contacts who have interacted with the 
COVID-19 patient in the previous 14 days; (3) the challenge of tracking and locat-
ing all people who directly interact with the COVID-19 patient, particularly if the 
patient attended large gatherings like weddings, religious ceremonies, or markets; 
and (4) the shared fear between the hysterical and the afflicted [56].

After researching the Ebola virus, the authors of [16] reached to the conclusion 
that bodily fluids from victims, such as bodily fluids, are one way the infection 
spreads. The authors of “cite”ref21 also introduced a study that investigates the 
Ebola virus contact tracing procedure and intends to follow those who were exposed 
to infected patients for 21 days. To achieve this, the researchers in citeref19 con-
struct and suggest an Ebola transmission model based on contact tracing. This 
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model looks at the ideal window of time for touch-tracing operations. The authors 
also categorize hospitalization delays, contact identification delays, and contact ini-
tiation delays into three groups. The data suggest that early contact identification 
and hospitalization could result in a 50% reduction in the propagation of the epi-
demic as compared to delayed recognition. The authors arrived at the conclusion 
that it is critical to start the contact tracing process as soon as possible in this regard.

The authors of [12, 36] provide insight into contact tracing practices used on 
social networking sites (SNS). The authors further urge the use of SNS for disease 
tracking and management by specialized agencies and government-run health sec-
tors. The authors emphasize on utilizing SNS because it is thought to be a key 
source of information. Additionally, the health sectors will have fantastic opportu-
nity to conduct contact tracing in an appropriate manner as these websites gain 
popularity and develop for a number of useful mobile devices, such as smartphones 
and tablets.

The network of people who were in close proximity to one another during the 
outbreak is carefully analyzed as the main element of the contact tracing method. To 
find out more about these physical interactions, which will be explored, several 
projects have been established. For instance, in [60], writers examine extensive 
Facebook data on individual interactions to better understand and demonstrate the 
dynamics of sickness in the community. Additionally, [45] authors capture in- person 
encounters using wireless sensors. According to the writers in [34], the majority of 
individuals may not have access to or need more resources than those used in these 
attempts. Because they think a mobile phone is a useful tool for obtaining commu-
nication traces for contacts with proximity interactions, the authors develop a model 
for contact tracing based on one. The scientists claim that efficient contact tracing 
can greatly lessen the consequences of the Epidemic outbreak. Additionally, because 
there are a lot less contacts that need to be found, contact tracing is more successful 
early in the epidemic than it is later, after the Epidemic evolution. In their conclu-
sion, the authors claimed that Epidemic a cell phone to track connections could be 
a useful strategy for halting the spread of the Epidemic virus.

In [41], the staged-progression model and the differential infection model (DI), 
which both take contact monitoring and stochastic screening into account, are the 
two models that the authors aim to utilize to stop the spread of HIV. (SP). Overall, 
the SP model emphasizes the time variations for the same infected person more than 
the DI model, which emphasizes individual differences throughout disease trans-
mission. The authors describe contact tracking and stochastic screening as interven-
tions options for stopping the spread of illness. The authors of this study develop a 
number of formulas to estimate reproduction rates and pinpoint equilibrium points 
during the epidemic‘s emergence. The outcomes of the stochastic screening and 
contact tracing are then contrasted for the two models. The findings demonstrate 
how effective the contact tracing methods used in the DI model are in identifying 
and containing disease super spreaders, which can help to lessen the overall scope 
of the Epidemic. This information agrees with that found in the studies cited in [6, 
27, 40, 46]. The authors stress that stochastic screening in the SP model is more 
effective and has a significant impact compared to contact tracing, which is 
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ineffectual at stopping and delaying the spread of the disease. The authors’ ultimate 
finding is that the fundamental reasons why diseases spread can have a big impact 
on how well interventions work.

The authors of [3, 64] argue that because the Ebola virus has an 11-day incuba-
tion period, many people may come into close contact with an infected person. As a 
result, the disease will spread quickly. As a result, the authors of [26] present a 
model that takes contact tracing into account for predicting and tracking Ebola 
infection rates. The intended model takes into account a number of control scenar-
ios in order to precisely analyze the characteristics of the Ebola disease and study 
how these traits affect the efficiency of the contact tracing technique in containing 
the Ebola epidemic. These characteristics include the following: (1) Ebola sickness 
characteristics; (2) methods of surveillance for confirmed and suspected cases; and 
(3) reporting deadlines for infected cases; (4) epidemic incubation period; and (5) 
deadlines for managing reported cases. Additionally, to obtain a reproduction num-
ber (Re) less than one, the authors’ approach highlights the crucial cases from con-

tacts that were located. The equation reads as follows: R k q
q

ke m�
�

�
1

, where k is 

wnumber of untraced contacts discovered in the first phase, km is the calculated 
number of infected contacts based on the traced contacts discovered in the first 

phase’s identification, and 
1− q

q
 is the likelihood that the stated contact will not be 

located. To conclude, Re production number is the ratio of observed reported 
instances to identified contacts (observed cases divided by the total number of con-
tacts traced).

3  Applications and Domains of Usage

This section discusses novel applications for contact tracking as well as its impor-
tance in limiting epidemics.

To build a viable contact tracing program that can detect connections of infected 
people, the system should be loaded onto mobile devices. Because the majority of 
people own cellphones, a mobile app tailored to each individual will allow law 
enforcement to rapidly identify contacts.

Figure 2 depicts a functional framework that makes use of an app loaded on 
users’ mobile devices. If two mobile applications are close to one another, they can 
quickly connect. This could expose the relationships between each people. The 
application sends these data to the server for storage. People who have been diag-
nosed with the Covid-19 infection will be warned about their contacts and advised 
to keep them to themselves while seeking medical assistance. The system also pro-
vides information about the spread of Covid-19 to decision-makers so that they can 
determine whether to adopt quarantine, isolation, or lock-down in specific regions 
identified by the application.
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Fig. 2 A depiction of contact tracing framework based on real-time monitoring of individuals

The Singaporean government unveiled Trace-Together on March 20, 2020, an 
application that uses Bluetooth to track and trace contacts. When two application 
users are nearby and one of them specifies that he is a COVID-19 patient, the Trace 
Together program begins to notify the Ministry of Health in order to identify the 
network of contacts logged to be nearby. Furthermore, the program talks with such 
contacts and reports them, along with the necessary follow-up steps [10].

The authors create a cutting-edge peer-to-peer smartphone application that suc-
cessfully completes the contact tracking procedure by utilizing the capabilities of 
smartphone application technology. The authors address the importance of contact 
tracing, which is a critical step in avoiding the spread of the COVID-19 pandemic. 
The primary goal of this research is to create a smartphone application that does 
contact tracing while protecting user privacy by preventing the acquisition of any 
personal information or location data. In fact, the method used in this study to per-
form contact tracing while maintaining privacy is based primarily on a cutting-edge 
data structure known as a transmission graph, which is composed of nodes and 
edges and represents the transmission vectors between contact points on a node 
level and contacts on an edge. Each contact point, which documents the physical 
interaction between two or more people at a specific time and location, is clearly 
represented by a node. The transmission graph not only promotes social interaction 
but also protects personal information [37].

In [17, 23], the authors discuss numerous ways for conducting the contact track-
ing process. First-order tracing, single-step contact tracing, iterative contact tracing, 
and retroactive contact tracing are some of these methods. People who had direct 
physical contact with the sick are identified through the first order tracing process; 
they must be isolated and need particular medical attention. Furthermore, after the 
first order has been successfully fulfilled, contact tracing is performed throughout 
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the second order tracing process. The single-step contact tracing method discovers 
all of the verified ill person’s contacts, classifies each of these contacts as infectious, 
and then identifies each of these contacts’ contacts, repeating the process for each 
of these contacts. The Iterative Contact Tracing technique attempts to discover the 
virus before it manifests itself by performing diagnostic tests on each individual 
iteratively. One of these tests is the symptom screening. The final type is a retro-
spective contact tracing method, which follows the same processes as single- step or 
iterative methods but also looks backward into the sick individual’s recent history to 
identify everyone with whom the patient comes into touch. The goal of the retro-
spective contact tracing technique is to locate the person who first contracted the 
illness.

COVID-Safe, a piece of software, has been made available by the Australian 
government. This application tries to communicate with the predicted persons who 
are exposed to the illness in order to limit the spread of the COVID-19 outbreak. 
The application informs and notifies these individuals to take the necessary emer-
gency safeguards [48, 70].

According to studies [13, 37, 43], the following factors must be considered when 
evaluating the effectiveness of contact tracing techniques: Contact identification is 
followed by contact notification, contact identification, automatic contact tracking 
of movements and direct physical communications, the use of mobile application 
technology, and narrowcast messaging.

Between 2014 and 2016, the African countries of Liberia, Guinea, and Sierra 
Leone faced an Ebola virus disease (EVD) outbreak. The research addressed in [51] 
reports over 11,000 fatalities and 28,000 reported infected patients. Authors in [58] 
created the Ebola Contact Tracing application (ECT app), a smartphone software, to 
track and identify Ebola-infected persons in Sierra Leone. This programme is linked 
to an alert system, which allows it to notify the response centre about symptomatic 
persons and the districts in which they live.

The Liberian government uses contact tracking to stop the spread of Ebola in this 
study, published in [54], (2014–2015). They measure the method’s efficacy using 
official county reports on the number of cases. The authors created a model that 
distinguished between positive predictive value (PPV), which represented persons 
who had been found, and potential cases, which represented people who had previ-
ously experienced symptoms, recovered from them, or died. It bases its findings on 
25,830 contact tracing data of probable cases collected between June 4, 2014 and 
July 13, 2015. These instances account for 26.7% of all EVD cases. Contact tracing 
demonstrated its ability to locate 3.6% of new cases over its operational period.

The writers of [22] look into the SARS outbreak in Hong Kong in 2003. The 
authors utilize contact tracing to index cases based on surveys who have visited 
hospitals. These surveys are conducted by nurses in order to locate the contacts of 
index cases and counsel them to separate themselves and seek medical attention. 
The surveys were also utilized to determine the routes of transmission to index 
cases. The authorities can categories index cases based on a variety of characteris-
tics, including demographic (housing and employment areas), age (friends and 
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schools), and workplaces, by reviewing survey data. These figures can be used by 
authorities to pinpoint epidemic hotspots, isolate them, and limit disease propagation.

The authors present a case study analysis to explain how the SARS Coronavirus 
2 (SARS-CoV-2) propagated in Wuhan, China. The research examines a dataset of 
patients from the Shenzhen area to determine the effectiveness of using contact 
monitoring to limit the development of the epidemic. The research focuses on the 
use of contact tracing to identify infectious sources and prevent future spread. The 
Shenzhen Centre for Disease Control and Prevention (CDC) undertakes contact 
tracing to identify affected people’ relationships. The findings suggest that these 
cases were strikingly comparable to those discovered through routine surveillance 
and hospital records [55].

A range of non-pharmaceutical treatments (NPI) are being employed to reduce 
and suppress the Covid-19 epidemic, according to the authors’ research [50]. There 
are two types of NPIs: suppression treatments and mitigation treatments. By pro-
tecting patients from deadly diseases, the mitigation methods aim to reduce the 
strain on the hospital system. Preventative measures include social seclusion, isola-
tion, and quarantine. The suppression seeks to reduce the number of new instances 
while maintaining the status quo for an extended period of time. Suppression tech-
niques include school and university closures, as well as extended periods of social 
isolation. The authors give research on the effects of individual NPI as well as the 
combined effects of many interventions on the spread of Covid-19. The writers’ 
research is being carried out using information obtained from the United States, the 
United Kingdom, and China. The findings demonstrate that integrating various 
interventions can significantly reduce the likelihood of the pandemic spreading. 
Because of the immediate and long-term effects these interventions have on coun-
tries’ economies, countries must carefully select the appropriate NPIs for them.

 A. Sexual Disease Surveillance

A dangerous viral that weakens the immune system is the Human 
Immunodeficiency viral (HIV). The CD4 cells are damaged and killed by it, leaving 
the patient’s body susceptible to developing various infections and cancers. The 
HIV infection can be communicated through abrasive bodily fluids like blood, 
semen, breast milk, and rectal fluids, according to [68]. Early HIV detection boosts 
a person’s chance of receiving treatment.

Human Immunodeficiency Virus (HIV) is a risky virus that impairs immune 
function. It causes harm to and kills CD4 cells, making the patient more susceptible 
to different infections and malignancies. According to [68], abrasive bodily fluids 
like blood, semen, breast milk, and rectal fluids can transmit the HIV virus. A per-
son’s likelihood of receiving treatment increases with early HIV detection.

The authors of [75] offered yet another method for using contact tracking to 
prevent the spread of STDs. In Taizhou Prefecture, Zhejiang Province, China, they 
employ contact tracking to detect HIV-positive people. Between 2008 and 2010, 
information was gathered for the investigation. Information was gathered from vol-
unteers who had their HIV status checked. HIV-positive individuals are given sur-
veys in order to create a network of their contacts. The investigation aids in the 
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discovery of 463 new HIV infections for the authorities. As they develop their net-
work through surveys, 398 incidents serve as the initial index cases for contact 
tracking. 1403 sexual encounters are found by watching the 398 index instances. 
Authorities can advise suspects to seek medical assistance when HIV infection is 
discovered early, which reduces the incidence of AIDS-related late diagnosis.

 B. Networked Social Contacts

In [62], the authors demonstrate how to create a useful model that can simulate 
how an epidemic spread over huge social contact networks (SCNs). To execute the 
simulation methods on large SCNs, extensive computer resources are required. The 
authors suggested using parallel models to simulate huge SCNs and get findings in 
a reasonable amount of time. The authors use high-speed computer clusters to paral-
lelize the model’s execution. The SCN must be partitioned in order to perform many 
methods concurrently. The distribution skew generated by certain nodes’ connec-
tions to densely populated hubs and other nodes’ links to less populated networks is 
the fundamental issue with SCNs. The authors propose that the hubs (malls and 
metros) be divided into preset divisions so that the algorithm can be applied to each 
division at the same time. They also propose segregating the agents (visitors) to 
duplicate the network’s behaviors. The results of the authors’ studies on various 
datasets show how effective their strategy was.

The authors of [69] propose creating a model that can simulate epidemic spread. 
They are concerned with the propagation of an epidemic within interpersonal social 
networks. They consider the variety of social networks and do not offer each social 
network member an equal chance of contracting the sickness when the pandemic 
first began. The writers consider the crowding or protective effect in their approach. 
They create the Infected-Susceptible-Infected-Recovered (ISIR) model to simulate 
epidemic spread. According to the findings, only networks with a high number of 
connections are more likely to become contaminated. The high-degree set and criti-
cal set vaccination strategies are the most effective at containing the outbreak, 
according to the authors’ research of four immunization strategies.

In order to work successfully, contact tracing applications must primarily com-
plete four processes. These phases are shown in Fig. 3. The difficulties that these 
novel directions for applying contact tracing must overcome are discussed in the 
following section.

Table 1 provides a summary of the key publications’ objectives and descriptions 
in this approach.

4  Challenges and Open Issues

The key difficulties in using contact tracing for practical applications are high-
lighted in this part.

In [32], the authors point out that privacy issues limit the efficacy of contact trac-
ing applications. They consider the ramifications of these worries and look into 
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Fig. 3 Stages of contact tracing

possible solutions. The writers’ privacy worries can be summed up as follows: pro-
tecting authorities’ privacy is equally important as protecting contacts’ private from 
prying eyes.

The authors raised the following contact tracing issues: (1) the difficulty in fully 
identifying contacts, (2) the lack of paper-based reporting systems, (3) incomplete 
contact lists, (4) ineffective data collection, (5) transcription errors made early in the 
contact tracing process, specifically during contact identification, and (6) delays in 
the identification and isolation of suspected individuals from these contacts 
[6, 9, 52].

The authors highlighted some of the challenges that can arise during the contact 
tracing process, such as the need for a substantial quantity of labor to precisely and 
successfully trace the links. As examples, (1) the Canadian Health Sector allows 
volunteers to perform contact tracing and other relevant tasks, and (2) during the 
peak of the COVID-19 disease outbreak, the governments of South Korea employed 
a large number of medical professionals and other workers to trace contacts and 
control the epidemic, as noted in [5, 14, 47].

The authors of [53] categorize each contact tracing technology into two classes: 
static and dynamic contact tracing strategies.

Figure 4 displays a classification of contact tracing tools based on contact tracing 
techniques. The writers include surveys and questionnaires in their definition of 
static individual contact tracing.

Although these methods have been successful in treating STDs, they have sev-
eral drawbacks that can be summed up as follows: The spread of the epidemic can-
not be determined online, and a labor force is needed. (3) Time-consuming, (4) 
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Table 1 Relevance and concept (summary)

Paper Rational Information sources
Study 
selection Keywords Year

[18] Pairwise 
approximation and 
fully random 
simulations methods

Sexual relationships 
in Manitoba, Canada 
between 82 connected 
individuals together 
with the presence of 
chlamydia and 
gonorrhea infection

Relevance 
and 
Concept

tracing efficiency; 
transmission 
networks; pairwise 
approximations; 
stochastic simulation

2003

[41] models for reducing 
the spread of HIV, 
these models consider 
the stochastic 
screening and contact 
tracing strategies

Synthetic dataset Relevance 
and 
Concept

AIDS; Epidemic 
modeling; Screening; 
Reproductive number

2003

[45] Employed wireless 
sensors to capture 
face-to- face 
interactions.

dataset covers CPIs of 
94% of the entire 
school population, 
representing 655 
students, 73 teachers,
55 staff, and 5 other 
persons, and it 
contains 2,148,991 
unique close 
proximity records

Relevance 
and 
Concept

disease dynamics; 
human interactions

2010

[60] large-scale Facebook 
data to clarify the 
disease dynamics in 
the community.

Synthetic dataset Relevance 
and 
Concept

dynamics of 
infectious diseases 
spread; im 
munization 
interventions

2010

[12, 
36]

Investigated social 
net- working sites to 
control the evolution 
of diseases.

None Relevance 
and 
Concept

Disease control and 
surveillance; Social 
media applications

2013

[26] Proposed a model for 
monitoring the 
reproduction rates for 
Ebola

Data of West Africa 
(Sierra Leone and 
Guinea) Ebola 
outbreak

Relevance 
and 
Concept

Contact tracing; 
Ebola; 
Epidemiology; 
Mathematical 
modeling.

2015

[61] Transmission model 
investigates the 
perfect timing for 
contact tracing 
actions to be done.

Synthetic dataset Relevance 
and 
Concept

Ebola; activity-driven 
network; compart- 
mental model

2018

[56] Highlighted 
community 
surveillance roles and 
109 guidelines to 
reduce the spread of 
COVID-19 disease.

None Relevance 
and 
Concept

Quarantine 2020
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Fig. 4 Devices classification for contact tracing

Requires individually identifying each relationship. Online questionnaires and sur-
veys have been suggested as the online versions of these approaches to provide an 
online evaluation of the spread of an epidemic [15, 20, 24, 25]. Despite their advan-
tages, the authors contend that online techniques can give decision-makers errone-
ous information and still do not give them real-time information [28]. When 
analyzing dynamic contact tracking approaches, the writers focus on GPS, wireless 
sensors, and mobile apps [7, 11, 19, 21, 66, 73, 74]. They highlight a number of 
drawbacks to these methods. Due to its limited lifespan, the mobile device’s battery 
presents a significant challenge when it comes to mobile applications. Because of 
privacy issues, participants dislike wearing wearable sensors, and using them to 
track a large number of individuals is expensive. Radio Frequency Identification 
Devices (RFIDs) have a limited range for sending and receiving data. Even GPS 
technology has its limitations because it is useless in confined locations like class-
rooms and other institutions [53].

Tables 2 and 3 summarizes the main papers with their purposes and description 
in this direction.

5  Practical and Simulation Models

This section goes over the methods researchers can use to build models that can 
explain how epidemics spread as well as the effectiveness of contact tracing in pre-
venting epidemics from spreading.

To forecast the spread of epidemics, models are created. Deterministic models 
and stochastic models are the two types [49].

A collection of differential equations are used to represent the deterministic 
model, which, provided that the parameters and circumstances are constant, always 
yields the same result. Deterministic models have the primary benefit of being able 
to demonstrate how the model’s behavior can be influenced by its initial conditions. 
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Table 2 Applications (summary)

Paper Rational Information sources
Study 
selection Keywords Year

[75] Utilise contact tracking 
software to find HIV- 
positive people in Taizhou 
Prefecture, Zhejiang 
Province, China.

463 HIV-infected 
individuals from 
2008–2010 in 
Taizhou Prefecture, 
Zhejiang Province in 
China.

Applications Sexual 
behavior, 
Sexual 
networks, HIV 
infection

2012

[54] prospective cases, which 
represented instances that 
had previously 
experienced symptoms, 
had recovered, or had 
passed away; and positive 
predictive value (PPV), 
which represented 
contacts that had been 
traced.

data collected from 
six counties during 
June 2014-July 2015, 
25,830 records for 
contacts who had 
monitoring initiated 
or were last exposed 
between June 4, 2014 
and July 13, 2015.

Applications Ebola epidemic 2014

[68] To stop the spread of HIV 
in North Carolina (NC), 
con- tact tracing and 
phylogenet- ics are 
combined.

HIV cases reported 
in North Carolina 
from 2013–2014 and 
their reported 
contacts.

Applications HIV-1, 
molecular 
epidemi- ology, 
phylo- genetics

2018

[62, 
63]

A powerful model predicts 
how an epidemic would 
spread in huge social 
contact networks (SCNs).

3 Social network 
datasets were 
employed

Applications epidemic 
spread

2019

[58]. developed the ECT app, a 
smartphone application to 
track Ebola patients in 
Sierra Leone.

Port Loko District, 
Sierra Leone, data 
capture using a 
smartphone 
application; 
April–August 2015 
ECT app which was 
used to conduct 
contact tracing 
activities

Applications Ebola; Sierra 
Leone

2019

[37] A peer-to-peer mobile 
application efficiently 
handles contact tracing.

No dataset Applications COVID-19; 
epidemic; 
pandemic; 
peer-to-peer 
tracing; 
privacy;

2020

[23] provided numerous 
methods for carrying out 
the process of contact 
tracing

synthetic Applications tracing 
strategies and 
pro- cedures

2020

[50] Non-pharmaceutical 
approaches (NPI) to 
control and slow the 
Covid-19 epidemic’s 
progress.

A synthetic dataset to 
represent the contacts 
of individ- uals, 
made within the 
house- hold, at 
school

Applications Ebola epidemic 
COVID-19 
mortality; 
Interventions

2020
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Table 3 Challenges (summary)

Paper Rational
Information 
sources

Study 
selection Keywords Year

[52, 
59]

Classified the challenges
in the contact tracing process; 
such as identification delays 
and data col- lection 
inefficiencies

Ebola Guinea 
and Sierra-Leone 
Reports

Challenges Ebola, outbreak, 
epidemic

2015

[53] Identified dynamic contact 
tracing methods challenges 
such as; mobile applications, 
wearable sensors, and Radio 
Frequency Identification 
evices

No datasets have 
been utilized

Challenges Disease 
transmission, 
epidemic 
modeling

2018

[32] Highlighted constraints limit 
the functionality of contact 
tracing applications such as 
privacy concerns

Based on 
synthetic dataset 
over Trace 
Together 
Software

Challenges Privacy 
concerns; 
limitations

2020

[5] Identified some difficulties 
with the contact tracing 
method, including the 
necessity for a lot of labor to 
efficiently and accurately track 
the contacts.

No datasets have 
been utilized

Challenges COVID-19, 
HIV, AIDS

2020

It is possible to build a random model using differential equations. Every time the 
model is run, at least one probabilistic parameter causes the output to shift [49].

In [71], In order to simulate the COVID-19 outbreak in Wuhan, the authors pres-
ent conceptual models; these models take into account how people will respond and 
what the governments will need to do. These models’ main goals are to identify, 
comprehend, and forecast the outbreak’s future patterns in terms of ratio. The 
COVID-19 paths can be captured by these models, and they can also record all 
expected future patterns for the outbreak. The authors correctly construct the model 
using essential COVID-19 information. This data also includes the time frame from 
the commencement of the sickness through hospital discharge or death.

Figure 5 demonstrates the critical phases that each individual goes through from 
the time they become infected until they stop being contagious.

In [57], The authors’ proposed epidemiological model corresponds to reality. 
The purpose of this approach is to identify high-risk individuals, define how dis-
eases develop, and exert control over them. The leverage of this model, according to 
the scientists, lies in its capacity to deliver prediction findings fast and how benefi-
cial this will be for emergency response systems.

The Susceptible-Infectious-Recovered-Dead (SIDR) paradigm, which the 
authors propose employing in [65], is meant to trace the progression of the 
COVID-19 outbreak. The COVID-19 epidemic outbreak is being tracked using the 
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Fig. 5 Progress of Covid-19 infection

following data: (1) infection case estimates, (2) mortality estimates, (3) recovery 
rate estimates, and (4) fundamental reproduction numbers estimates. These kinds of 
projections are made every day. This model seeks to forecast the COVID-19 pan-
demic’s evolution as an epidemic 3 weeks in advance.

In [23], the effectiveness of contact tracking in halting the spread of infectious 
diseases is examined by the writers. The majority of infections can be treated using 
the contact tracing strategy that the authors explore. This model is used to evaluate a 
variety of instances. The results demonstrate that (1) the diversity of detection time 
leads to an effective contact tracing, (2) iterative tracing can boost the effectiveness, 
and (3) there is generally no set formula to forecast the fraction that will be tracked.

The authors of [38] are interested in developing a simulator that can anticipate 
the Covid-19 pandemic using stochastic networks. To create the model, they use 
data from the Republic of Kazakhstan, which acts as a case study. The simulator 
employs the Susceptible-Exposed-Infectious-Recovered (SEIR) model to simulate 
how individuals transition between infection states. The authors run the simulator 
on data acquired from Lombardy (Italy) to test the model’s efficacy. The simulator 
projected the duration of the outbreak and the number of afflicted people when dif-
ferent factors were modified.

The authors of [31] discuss the implications of employing contact trace to slow 
the transmission of the epidemic using a stochastic model based on the susceptible- 
infectious- removed. They use a graph to show how the virus has spread across 
social networks. This makes it easier to find new suspects during contact tracing. 
The model demonstrates the efficiency of contact tracking in slowing the disease’s 
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exponential spread, particularly in medium states. The model also shows how well 
random screening of people could prevent the epidemic from spreading.

The authors of [67] present a statistical model to assess the severity of Covid-19 
using data obtained in Wuhan, Hubei. The information was provided by Wuhan’s 
national and provincial health officials. They contribute data from 37 additional 
countries to their investigation into Covid-19 mortality in these countries. Key epi-
demic parameters, such as the period between the onset of the disease and death or 
hospital discharge, and the case fatality rate, have been approximated using the data. 
The algorithm is first used to data acquired in China, and then it is applied to data 
gathered in other countries. Results indicate that the model’s predictions were very 
close to actual data gathered from Chinese authorities and additional countries.

The authors of [49] focus on constructing a stochastic susceptible-infected- 
recovered (SIR) model that incorporates contact tracing to analyze the importance 
of contact tracing in epidemic control. Using a tree structure, the techniques repli-
cated the spread of the disease. The authors develop equations to explain how an 
epidemic spreads and how intervention instruments influence the spread rate. These 
formulas are then applied to graphs with no tree contacts.

The authors of [72] examine various simulation models that have been presented 
to mimic the spread of MERS and SARS. The authors describe and thoroughly 
discuss a number of essential factors that may influence how well the models func-
tion, including as the basic reproduction number, incubation time, latent period, and 
infectious period. They also expand on their research to investigate the effectiveness 
of intervention strategies such as isolation, contact tracing, and quarantine in slow-
ing or stopping the development of the epidemic.

The three main case types produced by the contact tracing method are (1) infec-
tion cases, (2) fatality cases, and (3) recovery cases. Any prediction models that 
accounts for the infection’s reproduction ratio can use these results as an input. 
Figure 6 summarizes the inputs and outputs used by prediction algorithms that seek 
to estimate the infection production ratio. Table 4 provides a summary of the key 
publications’ objectives and descriptions in this approach.

Fig. 6 Prediction models (reproduction ratio)
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Table 4 Models (summary)

Study Rational Information sources
Study 
selection Keywords Year

[31] To discuss the impact 
of implementing 
contact tracing to stop 
the epidemic from 
spreading, stochastic 
model based on the 
susceptible-infectious is 
used.

Synthetic dataset Models Epidemic control; 
epidemic 
mitigation

2002

[57] Epidemiological model 
to explain and manage 
disease evolution and 
identify people at high 
risk of exposure.

Synthetic dataset Models Epidemiologica 
models

l2016

[71] Simulate the outbreak 
of COVID-19 in Wuhan 
based on governmental 
acts and personal 
behaviors required to 
prevent outbreak ratio.

Real dataset contained 
the daily number and 
cumulative number of 
cases and deaths of 
COVID-19 in Wuhan, 
China.

Models COVID-19; 
Lockdown; 
epidemic

2019

[41] Simulate the spread of 
SARS and the Middle 
East Respiratory 
Syndrome epidemics.
(MERS).

None Models Coronavirus 
Epidemics, 
transmission 
modelling, SARS, 
MERS

2019

[65] Model designed to 
track the spread of the 
COVID-19 outbreak.

The fresh daily 
confirmed cases 
reported for the Hubei 
province from January 
11 through February 
10, according to a true 
dataset, have been used.

Models Epidemiologica 
models

l2020

[39] Represent how people 
Change from one 
infectious state to 
another.

The COVID-19 data 
collected from 
Lombardy region, Italy 
has been used to 
calibrate the proposed 
model.

Models Stochastic 
epidemic, 
epidemiology, 
epidemic 
suppression, SEIR 
model.

2020

[67] A statistical model to 
assess the impact of 
Covid-19 based on 
information gathered in 
Wuhan, Hubei.

Dataset that contained 
individual-case data for 
patients who died from 
COVID-19 in Hubei, 
mainland China and for 
cases outside China 
from government and 
reports for 37 countries, 
as well as Hong Kong, 
until Feb 25, 2020.

Contact 
Tracing 
Models

Covid-19 outbreak 2020
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5.1  Case Study: Real-Time Framework to Process Contacts 
Traces and Identify Suspected Contacts

This section primarily introduces TraceAll, a technique developed by authors in 
[30] that tracks all contacts exposed to infected patients and creates a list of poten-
tially affected individuals. The importance of TraceAll resides in its ability to trace 
suspected contacts in real time. The following are the main contributions of this 
technique: (1) efficiently answering contact tracing queries, (2) quick retrieval of 
evidence relating to suspected instances that may be infected, and (3) evaluation of 
technique on real datasets based on multiple metrics.

 A. TraceAll Parameters
This section presents the parameters that the technique takes as input to trace 
contacts.

Parameter 1: Exposure Time TExposure is the duration of contact between a 
healthy individual and an infected individual.
Parameter 2: Social Distance D, is the shortest distance between a healthy 
individual and an infected individual.
Parameter 3: Contact Tracing Query (CTQ),is the inquiry that tracks the 
individuals who have been connected to the infected person either directly or 
indirectly within a certain TExposure and D.
Parameter 4: Meeting Point, is the location where an infected person and a 
healthy person simultaneously come into contact, TDiff (infected, normal) = 0, 
in this study TDiff is measured in minutes.
Parameter 5: Direct Tracing, is the designation of people as high-risk for a 
specific tracking time who have a direct physical link to an infected person.
Parameter 6: In-Direct Tracing, is the iterative finding of contacts for those 
who had a direct physical touch with an infected person within a particular 
tracing time; these contacts are referred to as low-risk contacts.

 B. Methodology

Given are the following variables: the tracing period (Tracingperiod), the exposure 
time (TExposure), the social-spatial distance (D) for exposure, and the trajectory 
data set (tauOthers) for objects moved in the space. Each trajectory contained in 
tauOthers consists of a list of places visited, each represented by a pair of time-
stamps and longitude values (L and T );τ={(l1, T1), (L2, T2). (LN , TN )}.

Given are the following variables: the tracing period (Tracingperiod), the expo-
sure duration (TExposure), the social- spatial distance (D) for exposure, and the 
trajectory data set (tauOthers) for objects moved in the area. Every trajectory in 
TauOthers is a list of timestamps T paired with traveled places L, where each loca-
tion is identified by its longitude and latitude values;τ={(l1, T1), (L2, T2). (LN , TN )}.

Let the query utilize the infected person, Quser, who has the trajectory tauQ. The 
tauQ represents the path that the infected person is traveling at a specific time. A set 
of contacts C (C subset tauOthers) exposed to the Quser during the Tracingperiod 

Comprehensive Methodology of Contact Tracing Techniques to Reduce Pandemic…



108

and whose exposure time was higher than or equal to TExposure within the spatial 
range of D must be determined. An additional marker that shows that this query is 
being monitored is the TracingM ode Boolean indicator, which has the values (1) 
direct and (2) indirect.

Since only contacts connected to the Quser are returned when using direct trac-
ing, this type of query is also referred to as a snapshot query (first-level query). In 
the case of indirect tracing, contacts connected to Quser are returned during the 
tracing period; initially, the contacts connected to Quser are retrieved as with direct 
tracing; then, recursive calls have occurred to the new retrieved list; each person in 
this list is considered a new Quser; the break condition is the tracing period’s end 
date; the recursion depth is represented by the Tracingperiod ((multi-level query).

Tracing Query Cardinality
C individuals who are suspected of being infected; these contacts may be high-risk 
or low-risk.

Query Criteria
contacts that link the Quser to other contacts during the Tracingperiod and the time 
that has passed between the Quser and other contacts Social distance between Quser 
and other acquaintances as a result of ge TExposure & TracingM ode & le D = (direct 
or indirect).

Demonstration Example
The tracing method is direct, and the tauQ record is represented as follows: 
(20-August - (Location1, 02: 30: 00), (Location2, 02: 35: 00), (Location3, 02: 40: 
00), …(LocationN, 02: 55: 00)). The goal is to gather all contact histories that con-
nect to Quser between August 6 and August 20, with a 2-meter spatial separation 
between tauQ and other contacts’ trajectories and a common time of at least 10 min-
utes between Quser and other contacts. It is important to note that if the tracing mode 
is indirect, the list extracted for the Quser must be fetched the first time, and each 
item in the list is treated as a new Quser. The list belonging to each fetched Quser 
must then be iterated once more, and so on, until the end of the tracing period.

The Table 5 highlights the contact tracing query’s input settings.

 C. Architecture
The four main steps of the proposed solution TraceAll are briefly discussed as 

follows:
 – Step 1: restricts the Query User’s trajectory. The purpose of this stage is to 

set space-time bounds for the query user’s trajectory. It provides the  beginning 

Table 5 Parameters table

Parameter name Value

Tracingperiod 14 days
TExposure 10 min
D 2 meters
TracingMode Direct
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Fig. 7 Overlapped region

and ending times of the trajectory for the inquiry item. Based on the mini-
mum (minimum longitude, minimum latitude) and maximum (maximum 
longitude, maximum latitude) points in the trajectory, the method constructs 
a space zone that surrounds the query user’s trajectory. Figure 7‘s inner rect-
angle depicts this stage.

 – Step 2: Locate the Overlapping Region. The purpose of this stage is to create 
a zone that captures the trajectories of all objects that travelled near the query 
item and may have been affected by it. The region from Step 1 is now finished 
by adding the D to all of its edges. More specifically, this freshly generated 
region contains the region that limits the query object’s trajectory. This stage 
is depicted in Fig. 7 by the outer rectangle.

 – Step 3: Extraction of Overlapping Trajectories. The purpose of this step is to 
extract any trajectories that cross the overlapped area created in step 2 and 
that are between the start and finish times of the query object’s trajectory. The 
owners of these trajectories are regarded to be questionable goods that 
demand additional examination.

 – Step 4: Extract infected trajectory. The purpose of this stage is to extract all 
user trajectories in which their infection has been verified based on the illness 
infection circumstances. For these trajectories to be evaluated, two key char-
acteristics must be met: (1) The distance between the trajectory and the query 
trajectory must be less than or equal to the social distance identified as a risk 
factor for infection, and (2) the exposure time must be equal to the exposure 
time identified as a risk factor for infection.

Two main algorithms (Algorithm 1 and Algorithm 2) describe the full functionality 
of the proposed technique.
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Algorithm 1: TraceAll: Contact Tracer Technique

 

Algorithm 1 shows the pseudo-code for the contact tracing method that has been 
suggested. The algorithm needs three inputs: (a) the tracing period (Tracingperiod) 
parameter, which represents the duration of the disease’s incubation; (b) the time 
exposure threshold (TExposure); and (c) the social distance (D) parameter, which indi-
cates whether the infection can spread from an infected person to a healthy person if 
the measured distance is less than this threshold. The algorithm produces a list of 
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Algorithm 2: IsExposed

 

people who might be affected based on their paths. When the infected patient (query 
user) gives a flag indicating that he became infected, the algorithm initially takes the 
date of the query into account as the start date of the tracing. The tracing end date is 
then obtained by deducting the tracing time from the start date (Lines 13–14). From 
the tracing start date to the tracing end date, the algorithm iterates at line 15, getting 
all of the patient’s trajectories for this day for each repetition. (line 17). In line 18, the 
algorithm iterates through the daily trajectory iterations of the inquiry user. The algo-
rithm next built boundaries for the trajectory of the iterated query object, including 
both spatial and temporal boundaries. (line 22). The algorithm creates a zone called 
the overlapping region in line 24 to record the trajectories of the closest neighbors that 
have moved in close proximity to the trajectory of the query item. With the identified 
D, bounds were added from all sides to the trajectory of the query object. The algo-
rithm then retrieves all trajectories that were a part of the query object’s trajectory 
from its start time to its finish time when it was going through the overlapping area 
created in line 24 using the three-dimensional R-Tree index in line 26. The algorithm 
considers these trajectories to be suspects that need to be investigated from space- and 
time-perspective in order to confirm the infection based on the circumstances for dis-
ease transmission. The algorithm iterates across these overlapping trajectories, check-
ing each time if the iterated trajectory satisfies the requirements for infection exposure 
by comparing the query object’s route to the iterated trajectory. If so, the algorithm 
repeats the exposure tests performed by algorithm 2, lines 27 to 32, or it adds the iter-
ated trajectory to the list of trajectories that have been infected. It’s crucial to keep in 
mind that the algorithm configures the tracing settings prior to running. If the tracing 
mode is set to InDirect, the algorithm makes recursive calls to get the contacts of 
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contacts in each iteration using direct tracing (lines 35–40). The system then produces 
a list of infected users together with their trajectory.

Remember that the proposed method considers any positions with a time differ-
ence of zero and a spatial distance that is less than or equal to the determined social 
distance to be hotspots which are places where there is a high risk of hazard.

Algorithm. Algorithm 2 outlines the formula used to determine the difference in 
exposure between an infected patient and a healthy individual. The result reveals 
whether the disease was transferred from the infected patient to the healthy indi-
vidual or not. Four parameters are given to the algorithm: TExposure stands for the 
identified exposure time period and has the same value set in the algorithm 1 
TExposure represents the trajectory of the infected patient, Tau2 stands for the sus-
pected user’s trajectory, D stands for the identified distance, and TExposure has the 
same setting in algorithm 1. The method generates a boolean flag that indicates 
whether or not the illness spreads to this healthy person. The algorithm initially iter-
ates over the locations on both trajectories to ensure that the objects of these trajec-
tories cross paths at a specific location. In line 7, the algorithm checks to see if the 
time difference between the iterated points is zero. Two trajectories are either at the 
same point or at separate points at the same time when there is no temporal gap 
between them. The algorithm runs one additional check before starting the tracing. 
It calculates the separation between the meeting places Pointi and Pointj from tau1 
and tau2, respectively. The method does not complete the tracing and instead contin-
ues the procedure for all additional meeting places if the distance exceeds DEucl. If 
not, the algorithm terminates the tracing. After that, the algorithm logs the time of 
Pointi in line 9 and stores the value in a StartTime parameter. The method then 
added a new parameter called EndTime in line 10 to maintain the point’s time at a 
particular moment. EndTime was calculated by adding TExposure to the start time 
definition in line 9. The outcome is then stored in a new variable named Subtau1 in 
line 12 after the algorithm obtains the sub-trajectory of tau1 from a position at the 
StartTime to a point at the EndTime. Similar to this, the algorithm gets the sub- 
trajectory from tau2 starting at the point at the StartTime and ending at the point at 
the EndTime, and line 14 stores the result in a new variable named Subtau2. In line 
16, the algorithm determines the typical separation between the generated sub- 
trajectories. If the average distance is less than or equal to Dsocial, the algorithm 
returns that the tau2 belongs to an infected person and ends the loops; otherwise, the 
algorithm keeps iterating. It is important to remember that when meeting spots are 
located, the Hausdorff distance method is utilized to calculate the distance between 
the newly constructed Subtau1 and Subtau2 ([8, 35, 44]).

The Hausdorff algorithm, in actuality, iterates over the Subtau1-dimensional 
points, computing the distance between Subtau1 and Subtau2 points in each itera-
tion, obtaining the minimum distance for each point comparison, and then produc-
ing the maximum of the minimum distances generated in each iteration. In a manner 
similar to this, Hausdorff iterates over the Subtau2-points, computing the distance 
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Fig. 8 Overlapped trajectories

between the Subtau2-points and Subtau1-points in each iteration, obtaining the least 
distance for each point comparison, and then constructing the maximum of the min-
imum distances generated in each iteration. The distance is calculated as the sum of 
Subtau1 and Subtau2 since Hausdorff produces the highest values for Subtau1 and 
Subtau2. To address the specified scenarios, Hausdorff is altered in this study. If any 
two points’ distances exceed the D, the adaptation is performed; Hausdorff then 
ceases looking for additional points and informs the Algorithm 2, further decreasing 
processing time, that the computed distance between the compared sub-trajectories 
exceeds the D. Figure 7 demonstrates the creation of the overlapping region and 
how the suggested method bound the trajectory of the query object. It begins by 
looking for the query object’s trajectory’s minimum and maximum points. Along 
the trajectory of the query object, the maximum point indicates the maximum lon-
gitude and latitude, and the minimum point indicates the minimum longitude and 
latitude. Then, the dimensions of the rectangle containing the trajectory of the query 
object are determined. The method starts by generating a larger rectangle to be the 
overlapped region, all in accordance with the rectangle boundaries created around 
the trajectory of the query object, and then creating the overlapped region by adding 
the identified social distance D to all sides of the created rectangle. Figure 8 gives a 
general description of how the proposed method detects and treats as questionable 
cases the nearest neighbor’s trajectories that move around the query object’s trajec-
tory. The system first takes advantage of the overlapped region produced by Fig. 7 
and uses a three-dimensional R-Tree to carry out a range search query in order to 
obtain all trajectories that are within the overlapped region and fall between the start 
and end times of the query object’s trajectory. In this context, the term” three dimen-
sions” refers particularly to two space-related dimensions and one time-related one. 
A specific type of tree index structure called R-Tree is employed to efficiently man-
age spatial data objects. The rectangle is represented by the letter R in the term 
R-Tree. The primary concept of the R-Tree structure is to group nearby spatial 
objects and store them in MBR (minimum bound rectangle) in the next level of the 
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Fig. 9 Computing exposure

tree. R-Tree was chosen for this project because it performs closest neighbor and 
window queries much more quickly; like inside, covers, and contains.

Figure 9 gives a thorough explanation of the three qualities of meeting venues, 
social distance, and exposure time as they relate to the tracing process. Besides, 
Fig. 9 explains how these traits relate to one another. Having obtained the intersect-
ing paths from Fig. 8, Each overlapped trajectory is first examined. Figure 9 outlines 
three instances that can be examined to determine whether or not this trajectory 
belongs to a patient who is infected. According to the suggested method, there is no 
time difference between point P1 and its corresponding point P 1Q in the trajectory 
of the query object in the first scenario. The technique then scans other parts of the 
trajectory since the distance between these two spots exceeds the calculated social 
distance D

In the second case, the method establishes that there is no time difference 
between point P2 and the corresponding position P 2Q in the trajectory of the query 
object, and it further establishes that the distance between the two points is smaller 
than the established social distance. The technique starts by analyzing the sub- 
trajectories from the two trajectories (the trajectory of the query object and trajec-
tory 5). These sub-trajectories were created by choosing a segment from each 
trajectory, going ahead from the point where there is no time difference to the point 
where the identified exposure time is added. The technique then determines the 
average distance between these sub-trajectories; in this case, it finds that the average 
distance is greater than the estimated social distance, thus it continues to scan other 
parts of the trajectories. Case 3 is similar to Case 2 except that the algorithm recog-
nizes that this trajectory is from an infected user and that the average distance 
between the produced sub-trajectories is closer to the estimated social distance.

Indeed, our proposed solution is reliable because it reacts to contact tracking 
requests speedily and successfully in real time. Additionally, the flexibility of 
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retrieving contacts and the flexibility of configuring the disease’s incubation period 
enable the end-user to manage the contact tracing process in real time with ease.

6  Conclusion

The contact tracing process is a surveillance and mitigation approach that looks to 
discover infectious diseases in order to promptly contain their epidemic. In this 
work, we investigated a number of applications that contributed to the development 
of the contact tracing method. Additionally, we went into great detail about the chal-
lenges that contact tracing software must overcome, such as privacy concerns, the 
inability to identify contacts and delays in full identification. In this paper, we’ve 
demonstrated the methods, scientists can build models that can explain how epi-
demics propagate and the effect contact tracing has on containing their spread. 
Finally, we reviewed the available research and enumerated the applications, 
domains of use, and open directions.
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1  Introduction

The Internet of Things (IoT), a pervasive technology in recent years, has enabled 
small devices to make decisions, sense their surroundings, and communicate with 
one another [1]. The IoT network’s data volume, rate of change, and variety are all 
increasing. System mobility, device mobility, and wireless communications all add 
to the inherent complexity of IoT systems. Despite these challenges, metaheuristic 
(MH) algorithms serve as the foundation for sophisticated IoT systems used in real- 
time processes [2]. Because it provides solutions to difficult practical applications 
such as healthcare, the field of swarm intelligence (SI) on the Internet of Things has 
grown to become an important area of study. Smart agriculture systems demonstrate 
the promise of collaborative swarm intelligence-based Internet of Things (IoT) 
solutions [3]. The COVID-19 pandemic has had a profound impact on the world, 
and IoT technology has played a significant role in managing its effects. With the 
help of IoT devices, healthcare providers and governments have been able to 
improve patient outcomes and reduce the spread of the virus. For example, remote 
monitoring devices such as wearables and sensors have enabled healthcare provid-
ers to monitor the vital signs of COVID-19 patients remotely, reducing the need for 
in-person visits and minimizing exposure to the virus. Contact tracing apps and 
Bluetooth beacons have also been used to track the movements of who may have 
been exposed to the virus, helping to contain its spread [4–6].

Furthermore, Internet of Things systems based on swarm intelligence have been 
integrated into the construction of critical infrastructure, such as smart cities. This 
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chapter provides an overview of the research being conducted on the application of 
IoT system-based metaheuristics. It discusses the challenges of IoT systems and the 
potential of metaheuristics algorithms to address those challenges.

1.1  Internet of Things in Various Domains

IoT system-based metaheuristics have several applications in various domains. 
Here are some of the applications: IoT-based swarm intelligence is critical in super-
vising healthcare sectors in smart cities. It can quickly access patient data, gather 
data using sensors, diagnose ailments, and provide other health services. Swarm 
intelligence can be used for real-time monitoring of patient health status using IoT- 
based wearable devices [7]. IoT applications based on swarm intelligence have been 
designed for financial risk management. Particle-swarm optimization-based back-
propagation neural networks are used in banking institutions for IoT deployment to 
assess credit risk and forecast bankruptcy [8]. Smart agriculture is constrained and 
topologically difficult. Swarm intelligence can be used to plan agricultural paths 
accurately, automate the gathering, interpretation, and application of data. Several 
techniques, such as Bellman-held-kar, Ant colony optimization, K-means cluster-
ing, and Christofides based on the nearest neighbour, are used for precision agricul-
ture [9]. Maintaining reliability, efficiency, scalability, and security is a difficult 
issue for smart cities. In these circumstances, SI is a potential method that empha-
sizes the self-organizing and collective behaviour of dispersed systems. Swarm 
intelligence can be used for modelling intelligent infrastructures utilising cutting- 
edge computers, networks, sensors, digital communication, and embedded intelli-
gence [10]. Swarm intelligence can be used for scheduling heterogeneous jobs in 
cloud computing platforms. Six state-of-the-art metaheuristic methods, such as par-
ticle swarm optimization, ant colony optimization, crow search algorithm, genetic 
algorithm, artificial bee colony algorithm, and penguin swarm optimization algo-
rithm, have been quantitatively analysed in terms of scheduling parameters like 
resource utilization cost and make span [11–13].

1.2  Algorithms in IoT in Metaheuristcs

Algorithms are heavily used in IoT systems because they allow connected devices 
to perform real-time data processing and analysis. Furthermore, metaheuristics are 
a type of algorithm that may be especially useful in Internet of Things contexts. 
Metaheuristics, as optimisation algorithms, are useful for solving difficult prob-
lems, such as those with multiple goals or constraints. Algorithms like these assist 
Internet-of-Things systems in maximising the value of their resources such as tech-
nology, power, and data. Ant colony optimisation (ACO), a metaheuristic method, 
have applications in IoT [14]. The ACO algorithm is a metaheuristic approach to 
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problem solving that draws inspiration from ant colony behaviour. In ACO, an arti-
ficial ant colony calculates the shortest path between two network nodes. This algo-
rithm can be used in IoT systems to improve the efficiency and lower the power 
consumption of data packet routing between devices. Another type of metaheuristic 
algorithm that can be applied to IoT systems is the Genetic Algorithm (GA) [15]. 
GA is a natural selection-inspired algorithm for optimising data structures. GA 
breeds the best of the best solutions from a population of candidates to perpetuity 
over many generations. GA can be used in IoT systems to distribute resources more 
efficiently such as processing power and storage space among connected devices. 
To summarise, metaheuristic algorithms can be an effective method for optimising 
Internet of Things (IoT) systems, particularly when dealing with complex problems 
involving multiple competing goals and constraints. In IoT systems, these algo-
rithms enable more effective resource allocation, faster data processing, and lower 
energy consumption.

1.3  Swarm Intelligence

Swarm intelligence is a collective response displayed by self-organized entities in 
decentralised systems. Swarm intelligence algorithms enables organised and effec-
tive collaboration between devices that can improve the performance of IoT sys-
tems. Metaheuristics are optimisation methods that can be used to address multiple 
goals and constraints at the same time. The integration of swarm intelligence and 
metaheuristics allows for strong, dynamic, and constantly improving Internet of 
Things (IoT) systems. Figure 1 depicts the integration of swarm intelligence in IoT 

Fig. 1 Integration of Swarm intelligence algorithms in IoT systems

High-Impact Applications of IoT System-Based Metaheuristics



124

systems. Particle Swarm Optimization (PSO) is one example of a metaheuristic 
algorithm that takes its cues from animal groups such as bird colonies or fish schools 
[16]. PSO employs a population of particles to solve problems. The PSO algorithm, 
which employs swarm intelligence, can quickly and efficiently explore a large solu-
tion space, allowing IoT systems to optimise performance. Another example of a 
swarm intelligence-based metaheuristic algorithm is the Ant Colony Optimization 
(ACO) algorithm, which was inspired by ant colony behaviour. ACO employs a 
colony of artificial ants to determine the shortest path between two points in a net-
work. The ACO algorithm uses swarm intelligence to find the most efficient path 
through a complex network, allowing IoT systems to optimise routing and commu-
nication [17]. Finally, metaheuristic algorithms based on swarm intelligence can be 
a powerful tool for optimising IoT systems. By enabling devices to collaborate in a 
coordinated and efficient manner, these algorithms can help IoT systems operate 
more efficiently, with lower energy consumption and faster data processing.

1.4  Applications of IoT System-Based Metaheuristics

IoT-based metaheuristics have the potential to transform various fields by enabling 
more efficient and effective decision-making processes. One of the most significant 
applications of IoT-based metaheuristics is in smart manufacturing. By leveraging 
real-time data from IoT sensors, metaheuristics can optimize various aspects of the 
manufacturing process, such as scheduling, production planning, and quality con-
trol [18]. For example, by analysing data on the factory floor, metaheuristics can 
identify bottlenecks in the production process and optimize the scheduling of 
machines and workers, reducing downtime and improving efficiency. Another 
important application of IoT-based metaheuristics is in energy management. By 
analysing real-time data on energy consumption from IoT sensors, metaheuristics 
can optimize the energy usage of buildings, factories, and other facilities. For exam-
ple, by identifying energy-intensive processes and optimizing the scheduling of 
those processes, metaheuristics can reduce energy consumption, lower costs, and 
improve sustainability. IoT-based metaheuristics can also be applied to environmen-
tal monitoring. By leveraging data from IoT sensors, metaheuristics can analyse 
environmental conditions, such as air quality, water quality, and weather patterns, 
and provide real-time insights to decision-makers [19]. For example, by analysing 
data from air quality sensors, metaheuristics can identify areas with high levels of 
pollution and optimize the deployment of resources, such as air purifiers, to improve 
air quality. Overall, the application of IoT-based metaheuristics has the potential to 
significantly impact various fields by enabling more efficient and effective decision- 
making processes. By leveraging real-time data from IoT sensors, metaheuristics 
can optimize processes, reduce costs, improve sustainability, and provide real-time 
insights to decision-makers. Taxonomical classification of metaheuristics algo-
rithms has been illustrated in Fig. 2.
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Fig. 2 Taxonomy of Meta-Heuristics Algorithms

2  Metaheuristic Methods

Metaheuristic methods are a type of optimisation algorithm used to solve complex 
problems that have multiple objectives and constraints. Unlike traditional optimisa-
tion algorithms, which use a single approach to solve a problem, metaheuristic 
methods combine multiple approaches to find the best solution. There are numerous 
metaheuristic methods, each with its own set of advantages and disadvantages. 
Among the most popular metaheuristic methods are discussed below. Table 1 clas-
sifies algorithms according to their applications.

2.1  Genetic Algorithms

Metaheuristic optimisation techniques, such as genetic algorithms (GAs), can be 
applied to the complex optimisation problems of IoT. GAs generates a population 
of potential solutions and then improve them repeatedly through selection, cross-
over, and mutation, just as the evolutionary processes that inspired the GA. Gas can 
optimise many aspects of an Internet of Things system, including power consump-
tion, network activity, data transfer, and sensor positioning [20].
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Table 1 Application-based categorization of algorithms

Year Algorithm Category Application areas

1983 Simulated Annealing 
(SA)

Physics based Multivariate or combinatorial 
optimization

1989 Memetic Algorithm 
(MA)

Physics based Optimization problem for chemical 
process

1992 Genetic algorithms (GA) Evolutionary based High quality solution to optimization 
and search problems

2001 Bacterial foraging 
optimization (BFO)

Physics based Travelling salesman problem, 
academic optimization, pipe network

2002 Bacterial foraging 
optimization (BFO)

Bio inspired Machine learning, pattern recognition, 
neural network problems

2004 Particle swarm 
optimization (PSO)

Bird-based Data clustering, data mining, 
prediction, scheduling

2005 Ant Colony 
Optimization (ACO)

Insect-based Heart disease prediction, clustering, 
classification, scheduling

2006 Evolutionary Strategy 
(ES)

Evolutionary based Real number vector problem

2006 Shuffled frog-leaping 
algorithm (SFL)

Physics based Combinatorial optimization

2007 Dendritic Cell algorithm Bio inspired Robotic classifier, dendritic cell 
population tuning

2008 Differential Evolution Evolutionary based Numerical optimization problem
2009 Artificial Bee Colony 

(ABC)
Insect-based Medical classification, image 

optimization, routing
2009 Fish swarm algorithm 

(FSA)
Amphibious-based Robot control optimization, routing, 

neural network training
2011 Grey wolf optimizer 

(GWO)
Wild-based Satellite image segmentation, 

clustering, multi-objective problem
2012 Artificial Immune 

system (AIS)
Bio inspired Damaged detection in structural health 

monitoring
2012 Differential Evolution 

(DE)
Evolutionary based Model Order Reduction for Single 

Input, Single Output Systems
2017 Genetic Programming 

(GE)
Evolutionary based Heuristic search, hill climbing, 

multi-expression programming
2018 Beer froth artificial bee 

colony (ABC)
Insect-based Job scheduling, flow scheduling, batch 

scheduling
2019 Spider monkey 

optimization
Bio inspired Enhancing the exploitation and 

exploration of SMO algorithm
2020 Coronavirus 

optimization
Bio inspired Identifying how COVID-19 affects 

people's health
2021 Horse herd optimization 

algorithm
Bio inspired Intimating horse behaviour at different 

ages
2022 Artificial hummingbird 

algorithm
Artificial 
hummingbird 
algorithm

Defining intelligent foraging 
techniques
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2.2  Particle Swarm Optimization

Particle swarm optimisation (PSO) is another metaheuristic optimisation method 
that can be used in IoT systems and is particularly effective at solving complex 
optimisation problems. Particle swarm optimisation mimics the cooperative behav-
iour of animal groups such as flocks of birds or schools of fish by instructing each 
“particle” to seek the best solution. PSO can be used in an IoT system to optimise 
parameters such as energy consumption, data transmission, and sensor placement. 
For example, in a smart city IoT system, PSO can be used to optimise traffic signal 
timing to reduce traffic congestion and improve traffic flow [21].

2.3  Simulated Annealing

Simulated annealing (SA) is another metaheuristic optimisation technique that can 
be used in IoT systems to resolve complex optimisation problems. SA was inspired 
by the metallurgical annealing process, which involves gently cooling a material to 
eliminate flaws and improve its properties. In an IoT system, SA can be used to 
optimise parameters such as energy consumption, network traffic, data transmis-
sion, and sensor placement. For example, in a wireless sensor network, SA can be 
used to optimise data packet routing to reduce energy consumption while ensuring 
that data reaches its destination [22].

2.4  Ant Colony Optimization

Metaheuristic optimisation techniques such as Ant Colony Optimization (ACO) can 
be used to solve difficult optimisation problems in IoT environments. ACO was 
inspired by how ant colonies behave when attempting to locate food sources near 
their colony. ACO can be used to optimise parameters such as energy consumption, 
network traffic, data transmission, and sensor placement in an IoT system. In a 
smart agriculture IoT system, for example, ACO can be used to optimise sensor 
placement to monitor soil moisture levels and adjust irrigation accordingly [23].

2.5  Artificial Bee Colony Algorithm

IoT systems may use the Artificial Bee Colony (ABC) Algorithm, a type of meta-
heuristic optimisation, to solve difficult optimisation problems. The ABC method 
was inspired by bee foraging habits to locate the best food source. In a smart build-
ing IoT system, for example, the ABC algorithm can be used to optimise the 
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placement of temperature sensors to maintain the desired temperature while reduc-
ing energy consumption. The ABC algorithm has been used successfully in IoT 
systems such as energy management and wireless sensor network optimisation. 
However, as with other metaheuristic algorithms, there are challenges in using ABC 
in IoT systems, such as the need for efficient communication protocols, data secu-
rity, and privacy concerns [24].

2.6  Crow-Search Algorithm

The Crow Search Algorithm (CSA) is one such metaheuristic optimisation tech-
nique that can be used in IoT systems to solve difficult optimisation problems. 
Crows’ cooperative hunting behaviour was the inspiration for CSA.  Renewable 
energy sources such as solar panels and wind turbines can be strategically placed in 
an IoT smart grid system with the help of CSA to improve energy production and 
reduce costs. The CSA algorithm has been used successfully in IoT systems such as 
wireless sensor network optimisation and smart grid management. However, as with 
other metaheuristic algorithms, there are challenges in using CSA in IoT systems, 
such as the need for efficient communication protocols, data security, and privacy 
concerns [25].

2.7  Upgraded Grey-Wolf Optimizer Method

The Grey Wolf Optimizer (GWO) is a modification of the Grey Wolf Optimizer 
(UGWO), which is a metaheuristic optimisation technique inspired by grey wolf 
hunting behaviour. UGWO can be used in IoT systems to solve complex optimisa-
tion problems such as energy management, wireless sensor network optimisation, 
and smart city planning. The UGWO algorithm improves the GWO algorithm’s 
exploration and exploitation capabilities by introducing an adaptive search mecha-
nism. The adaptive search mechanism enables UGWO to dynamically adjust the 
search process to better fit the problem at hand [26].

2.8  Merkle-Hellman Knapsack Cryptosystem

Merkle-Hellman Knapsack Cryptosystem (MHKC) is a public-key encryption algo-
rithm that, unlike metaheuristic methods, is based on a mathematical problem rather 
than an optimisation problem. However, some metaheuristic methods can be used in 
conjunction with the MHKC algorithm to increase its security. The Genetic 
Algorithm is one such method that can be used to optimise the selection of the algo-
rithm’s super-increasing knapsacks [27]. It is possible to find a set of knapsacks that 
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satisfy the super-increasing property by using a GA, but it is also more difficult to 
solve using a subset sum problem. This can improve the MHKC algorithm’s resis-
tance to attacks. Simulated Annealing is another metaheuristic method that can be 
used in conjunction with MHKC [28]. SA can be used to find an optimal subset of 
the knapsack that produces the same sum as the encrypted message. It is possible to 
improve the security of the MHKC algorithm by using SA to find a subset that is 
more difficult to solve using a subset sum problem.

Overall, metaheuristic methods are an effective tool for solving complex prob-
lems in a wide range of fields, including engineering, finance, and computer sci-
ence. These algorithms can find the best solution to a problem more efficiently and 
effectively than traditional optimisation methods because they use a combination of 
different approaches.

3  Conclusion

In conclusion, IoT system-based metaheuristics provide a powerful approach for 
optimising complex problems across a wide range of applications. These include 
energy management, smart city planning, wireless sensor network optimisation, and 
many others. Each metaheuristic algorithm has advantages and disadvantages, and 
the best algorithm to use depends on the problem at hand. It is possible to signifi-
cantly improve system efficiency, cost-effectiveness, and overall performance by 
leveraging the capabilities of IoT systems and metaheuristic algorithms. As IoT 
technology advances, the use of metaheuristic algorithms will become increasingly 
important for addressing the complex challenges of tomorrow’s smart systems.
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1  Introduction

Over a long period, there has been an ongoing debate related to the Internet of 
Things (IoT) integrating into the healthcare system transforming into e-health. IoT 
can be defined as the network of physical objects combined with technology that 
enables interaction with the environment, offers autonomous communication and 
sensing which has enabled millions of sensors and actuators to connect with the 
internet via access networks resulting in technologies including wireless sensor net-
works, infrared, real-time and semantic web services, Radio Frequency Identification 
(RFID), Global Positioning System (GPS), wearable and wireless sensor networks 
around smart cities in the field of healthcare, home monitoring, transportation sys-
tem, and traffic management [1]. IoT is based on 6Cs: convergence, communica-
tion, connectivity, computing, collections, and content which helps the individuals 
in establishing a connection with other individuals using networking services [2].

The Internet has been born in the year 1989, and the term “Internet of Things” 
was first coined by Kevin Ashton when he described the IoT as technology using the 
RFID tags to improve the quality of the healthcare system [3]. Development of St. 
John Sepsis Agent (SJSA) is one of the classic examples which has reduced the 
effects of sepsis and increases the chances of survival using machine learning algo-
rithms [4]. The basic perception of the IoT has been changing with the development 
of some ground-breaking technologies such as insulin delivery devices, glucose 
monitoring devices, smart wearable, home monitoring devices; inhalers are named 
few proving its high potential and benefits.

With the world population growing, life expectancy of geriatric population has 
been increased globally and suffering from age-related diseases such as type 2 dia-
betes, mild cognitive impairment (MCI), neurological disorders, atherosclerosis, 
cardiovascular diseases to establish an “Inflamm-ageing” relationship between 
aging and low-grade chronic inflammation and passing away silently without get-
ting hospice care [5, 45]. According to current reports of 2019, there are about 702.9 
million people above the age of 60 and 53.9 million above 80 which will probably 
increase up to 120% soon and among them, around 70% of elderly are dependent on 
caregivers but for the informal caregivers, it has been a huge challenge [6]. This 
group requires medical health care to sustain their independent lifestyle. Increased 
medical expenses and deteriorating medical conditions urges the advancement of 
technology. IoT has promising objectives which provide real-time health monitor-
ing, online consultations, reducing the burden on the caregivers, supporting the 
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elders with their medical decisions given by their medical professionals continu-
ously [7].

In this chapter, we will be discussing IoT-related e-health solutions that could 
provide possible solutions in the geriatric healthcare system suffering from age- 
related inflammatory diseases based on current research papers and review papers. 
The key component of an IoT-based geriatric healthcare system is based on a cloud 
computing system that collects the data and processes it for further analysis to 
enhance their quality of living. We will also discuss managing and combating well- 
known aging-related diseased conditions including the global pandemic of 
COVID-19 by using IoT-based techniques. But with the advancement of technolo-
gies, there will be limitations posing as a challenge to the developers which will 
require the need for further attention and research.

2  Learning the IoT-Based Health Care System

IoT has revolutionized the medical field and the healthcare system as they help the 
doctors to reach out to their patients through the internet by using health monitoring 
devices that have bought the patient and the doctor closer by analyzing the patients 
individually and efficiently [8].

2.1  Development of IoT in Healthcare

Ashton and Brock together founded Auto-ID which is an identification technology 
that can reduce the possibility of error, automation which will result in increased 
efficiency at the Massachusetts Institute of Technology (MIT) [9]. Auto-Id leads to 
the development of the Electronic Product Code (EPC) network using microchips 
and RIFD in the year 2003, which can track objects from their movement that has 
given IoT commercial means on the global platform and has started a new era of 
information technology (IT) [10]. The IoT-based healthcare system has been able to 
perform diagnosis, monitoring, and surgeries remotely by using the resources and 
putting them up into a networking system connecting all the activities efficiently 
and extend the services from hospitals to homes with the help of wireless technolo-
gies and a centralized data system [11, 12]. IoT in the healthcare system is based on 
three parameters i.e., the Master which includes the doctors, nurses, and the patients 
using their specific devices with end-to-end encryption, the Server form the central 
part and is capable of generating prescriptions, managing the database, analyzing 
the data, and things will include the physical objects such as the patient resources 
and the wireless connectivity hence every parameter has been verified by different 
pioneered exoskeleton applications [10].

Healthcare data includes electronic health records (EHR) or Electronic medical 
report (EMR) containing the patient’s medical history, prescriptions, diagnostic 
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reports, and pathological data which needs to be managed over IoT networks so that 
it can be accessed instantly and securely. It fails over traditional hardware and soft-
ware because of its huge volume and diversity [13, 46].

Cloud computing provides the solution to the above traditional challenge by pro-
viding configured computing resources which can have flexibility and availability at 
low cost in healthcare along with the ability to collect the data and store them in 
huge capacity directly to the cloud with the use of sensors attached to the medical 
equipment which can be accessed by the medical professional securely [14]. The 
cloud platform is used in three different ways i.e., the infrastructure as a service 
(IaaS) which includes the hardware, physical devices, and storage over the internet; 
Software as a Service (SaaS) which includes the software and other related applica-
tions and Platform as a Service (PaaS) which uses programming languages and 
other tools to deploy the applications [15].

From cloud computing, healthcare experts have decided to update their existing 
technology and create long-term solutions for patients suffering from several dis-
eases. The data from the EHRs are accessed to integrate into natural language pro-
cessing (NLP) to form the SmartHealth-stimulated hybrid cloud [16, 47]. Nowadays, 
5G mobile community cloud networks have arrived that have enabled intelligent 
data analytics powered by data mining and machine learning. It also has connected 
the patients and the doctors remotely. The therapeutic mobile network community 
has helped the patients to prevent anxiety, depression, and psychological disorders, 
to connect with support groups and share their experience throughout the world, and 
become aware of various rare diseases. Public health monitoring globally and 
locally has provided a possible prediction of the risk of infection such in cases of 
Covid-19 [17].

2.2  Application of IoT in Healthcare

IoT has been applied to various fields due to the development and advancement of 
micro-electro-mechanical systems (MEMS), digital electronics, and wireless com-
munications have provided us with miniature devices having nodes to interconnect 
and forms wireless sensor networking systems (WSN) [18, 48]. The Healthcare 
industry follows the principle “the right care for the right person at the right time” 
and thus focuses on detection, diagnosis, prevention, and homecare to provide inte-
grated well-being to the patients [19]. Over 100 years, patients are under surveil-
lance as a part of critical care by monitoring vital signs such as temperature, pulse, 
blood pressure, respiratory rate, and oxygen saturation which can be achieved using 
non-invasive monitoring systems via sensors that are attached to the patients for 
close monitoring and is collecting data about their physiological state and are get-
ting analyzed and stored in the cloud system [20, 21]. Critical care monitoring 
includes hardware components such as the LM35 series consisting of the coordi-
nated and integrated circuit of temperature sensors that has output values in Celsius 
directly which is more reliable than thermostats since it does not get affected due to 
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oxidation [22]. For monitoring the heart status, ECG electrodes are attached to the 
chest to obtain the PR and QT intervals using AD8232 sensor whereas heart rate 
sensors give beats per minute (BPM) when the device is put on the finger and the 
LED flashes with the beat in unison followed by blood pressure monitoring which 
is also measured using sensory device automatically in which the cuff is worn over 
the arm and the systolic, diastolic and pulse readings are obtained [22, 23].

Remote monitoring or Telehealth is also the part of eHealth in which the activi-
ties of the individuals can be tracked on-site and they do not have to visit the hospi-
tal resulting in reduced time and expenditure. Healthcare professionals can perform 
efficient analysis using the computer powered by wireless technology thus improv-
ing the patient’s quality of living at ease [24].

Mobile health or mHealth is another part of the eHealth solutions developing in 
the healthcare system which includes mobile devices such as wireless devices, 
mobile phones, portable monitoring devices, and other personal digital assistants 
that can collect real-time data from the patients and upload it to the cloud or the 
server. mHealth can be used to generate awareness using the short messaging ser-
vices (SMS), voice messages, educate individuals regarding other outbreaks or dis-
ease management using the mobile telecommunication over networks (3G or 4G), 
general packet radio services (GPRS), Bluetooth and GPS are used for remote mon-
itoring, real-time data collection, outbreak tracking and telemedicine [25].

2.3  Technical Framework of IoT in Healthcare

IoT is reshaping the healthcare system tremendously since previously most of the 
physical objects used to work on traditional networking system but now, with the 
development of sensors in devices, critical healthcare monitoring, and remote moni-
toring has been increasing day by day. IoT objects are tagged with RFID for their 
identification and can measure the acceleration of the body, detection of nearby 
objects, and body positioning. There are majorly three domains of IoT technology 
i.e., application, security, and efficiency [26]. Devices based on IoT have 32-bit 
microcontroller developed by Intel, ARM, and Renesas units which are small in size 
and have a high capacity of processing and are capable of data acquisition, com-
munication, up-gradation of firmware and security protocols [27]. The structure of 
IoT is based on the following parts:

• Collection of Data: A device compiled with sensors is generally attached to the 
person to collect the data and monitor the health state of the patient. Values from 
the sensors are digitalized and by using wireless technologies the data is com-
municated further.

• Connecting Gateway: It performs a crucial role in connecting the local process-
ing units with the backend facilitator remotely using IPv4 or IPv6 and acts as a 
middle entity for the remote IP network and the local sensor networking sys-
tem [28].
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• Backend Service Provider: Storage services are required and are a crucial part of 
the IoT system which is required to perform analytics and crucial decision mak-
ing. The backend service provider also manages the security, remote consul-
tancy, and application development [29].

• Application access: The final component of the IoT framework is the access 
system which can be installed onto any smart device or computer.

There are three layers proposed for the complete functionality of the system:

• Sensor layer: This layer is designed for the proper functioning of the data accu-
mulation by monitoring the patient’s health condition using sensor-embedded 
devices which perform communication, use bar codes and RFIDs for tagging, 
and IoT gateway for processing of the data further to the backend facilitator via 
IP format.

• Network access layer: This layer provides connectivity between the IoT gateway 
and the backend facilitator along with an interface for the sensor-embedded 
devices to connect with the backend facilitator using internet services and 3G/4G 
technologies provides the connectivity

• Service access layer: This layer is designed for medical professionals to access 
health information from the cloud storage uploaded by smart health applications 
installed on computers and smart devices using specialized database and applica-
tion protocols hence providing a front-end interface.

The technical framework of IoT architecture in the healthcare system is schema-
tized in Fig.  1. It includes different layers of technology communicating with 
devices and cloud storage to enhance productivity and efficiency.

3  Iot-Based Health Care Network for Elderly 
Disease Prediction

In developing countries, the demographic status has been a challenge to the health-
care system since the chronic illness, aging-related inflammatory conditions; neuro-
logical disorders have been a rising issue. eHealth provides a solution to this concern 
but on the contrary, elder persons are more resistant to adopting new technologies 
and suffer from anxiety due to decreasing cognitive resources and complex technol-
ogy [30, 31]. For all living organisms, the immune system is the important defence 
system for survival. For the first line of defence, acute inflammation takes place 
within the individual against any foreign antigen encounter resulting in various 
immune cell components participating to resolve the acute inflammation and restore 
homeostasis. But, if the acute stage of inflammation continues to persist it results in 
chronic inflammation manifesting accumulation of immune cells involving in vari-
ous signalling pathways. Aging is one of the natural processes causing deterioration 
of the immunological defence system including dysregulation of proinflammatory 
cytokines and chemokines and exposing the individual to chronic inflammatory 
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Fig. 1 IoT architecture consisting of three layers setting up the backbone of today’s efficient 
working of healthcare system

conditions [32]. The immune system of the aged person declines due to two phe-
nomenons named immunosenescence in which the immune functions start to 
decline which deteriorates signalling pathways, pathogen recognition, and clear-
ance. Another phenomenon is called inflammation which is caused due to aging 
resulting in systemic inflammation due to overactive and ineffective surveillance 
system of the immune cells [33]. Elderly individuals are prone to metabolic disor-
ders such as obesity, insulin resistance, type 2 diabetes, gout, and fatty liver diseases 
which are caused due to inflammation within the sites of muscles, pancreas, liver, 
and adipose tissue interrupting normal tissue functioning [34]. Cardiovascular dis-
eases including atherosclerosis, coronary heart disease, cardiomyopathy, peripheral 
vascular diseases, dyslipidemia is also prominent aging-related disorder causing 
high morbidity among the elders in which thrombotic complications are promoted 
due to TLR$ signalling, damage-associated molecular patterns (DAMPs), oxidative 
stress and autophagy resulting in cardiac dysfunction [35]. The chronic inflamma-
tory condition can affect the neurological response of the elders causing neurode-
generative disorders such as dementia, Alzheimer’s, Parkinson’s diseases due to the 
microglial cells, TLRs, and other cytokines affecting the brain cells resulting in 
cognitive decline and progression of neurological disorders [36]. Cancer also acts as 
a contributing factor to elderly morbidity and mortality in which NF-κB plays an 
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important role in the progression of cancer [37]. Lastly, a new threat to the elder 
population has emerged in the year 2019 by the name of Covid-19 which is affect-
ing the population irrespective of age and gender but the elders possess a greater 
risk of getting affected due to the presence of above mentioned co-morbid condi-
tions [33].

3.1  Inflammatory Disease Prediction Due to Aging by 
IoT System

The first requirement of elderly care is to monitor their physical state of health and 
the current advancement of IT and the development of IoT devices has made it 
easier for caregivers and medical professionals at a low cost. Hospitals are now 
modified with newly developed intensive care units (ICU) for assessment of the 
elders. Healthcare professionals are provided with wireless stethoscopes to monitor 
the heart rate and breathing sounds, biochemical and physical data collection has 
been improved which helps in detection as well as diagnosis. All the data are stored 
digitally in a cloud system so that it can be accessed by the authorized personnel as 
per the requirement to work on the treatment protocols. Wireless protocol of tele-
medicine has been followed since 2001 by Gandsas and Montgomery, to obtain 
physiological data from the patients [38]. RFID micro tags such as VeriChip are 
attached to the patient’s body whereas the readers are installed into the robots which 
can conduct drug distribution to the elders correctly [39].

3.2  Possible Solutions for the Elders Using IoT System

Chronic disorders of the elders influence the lives of the patients along with their 
families and society. Remote monitoring has been an utmost possible solution for 
the elders which can provide them with independent living. Thus, IoT can provide 
wearable technology to provide state-of-the-art care to patients suffering from vari-
ous chronic disorders as explained in Fig. 2.

• IoT has been in use for ambient assisted living, providing therapy and entertain-
ment to the elders, indulging them in social activities along with increasing their 
communication, monitoring their health status togetherly improve their quality 
of living.

• IoT has been in use for human activity recognition in which their routine lifestyle 
can be monitored continuously and are being able to detect their abnormal 
conditions

• It has a wider application in the field of mental health. With the assisted living 
and development of deep machine learning and artificial neural networking sys-
tem, it is possible to detect and treat the mental illness of the elders. E.g., 
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Fig. 2 IoT solutions for health management of elders using smart devices, IoT gateways and cloud 
computing

 dementia can be managed using a smart robot which can be programmed using 
different algorithms, to reduce the stress level and loneliness of the patients and 
enhance their activity level [7].

• With age, a patient also suffers from low bone density causing difficulty in free 
movement resulting in various movement disorders. IoT has been applied in the 
early detection of movement disorders by using wearable sensors such as patients 
with Parkinson’s disease who suffers from gait problems that can be managed 
using wearable technology [40].

• Due to aging, elders tend to fall thus IoT has come up with early fall detection 
and fall risk management to provide emergency response.

• IoTs are developed for rehabilitation as well as a preventive measure for several 
diseases including Covid-19. In this critical situation, IoT has been used for tele-
health consultation, disease monitoring, surveillance, feedback on different 
parameters such as blood pressure, SPO2, body temperature [25].

• Elders living at their home or in hospice care can use mobile health technology 
as an aid to receive faster healthcare services in no time.

• IoT has been useful for not only the elders but for the caregivers and the medical 
professional too. They can access patient’s medical records in real-time and give 
their feedback using wireless technology, the internet, and wireless communica-
tion. They can detect emergencies and provide necessary action for the preven-
tion and protection of the elders [41].

There are many applications of IoT currently in use for the elders mentioned in 
Table 1.
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Table 1 Different types of IoT applications currently in use for healthcare management of 
the elders

Device Function

Ambient assisted living 
with robots such as EVA

It has been able to conduct therapies with elders suffering from 
dementia, Alzheimer’s.

Chest sensors such as 
Cardio Mem, Dexcom

Body glucose, temperature, arrhythmia, diabetes, cardiac conditions, 
obesity

Eye sensor such as 
Google contact lens

Intraocular pressure is measured for the patients suffering from 
diabetes and Glaucoma

Brain sensor such as 
Check light, Pinnacle, 
Neuro Pro

Continuous monitoring of brain activity, EEG is done focussing in 
case of trauma, concussion, epilepsy, dementia, Alzheimer, 
Parkinson’s disease.

Ear Sensor To measure the audio response caused due to aging or any other 
external factor.

Tooth Sensor To monitor oral hygiene and tooth decay-causing due to aging.
Wrist Sensor such as 
FuelBand, Fitbit, 
ArmBand, SmartBand

Measuring EMG, EEG, activity levels, calorie intake, and 
expenditure of the patients suffering mainly from diabetes, obesity, 
Parkinson’s.

Feet Sensor One of the important sensors for gait analysis.
Finger Sensor Measures physiological parameters for the patients suffering from 

arthritis, recovering from surgery.
Smart Wheelchair Wheelchairs for the elders with loss of mobility have been a 

necessity and are combined with cardiorespiratory sensors, 
photoplethysmography, ballistocardiography, ECG, ETX-ECG, skin 
conductivity using microwave Doppler radar sensors and e-material 
nodes.

Smart Walker It is helping the patients in gaining back their mobility and also 
suffering from movement loss or difficulty.

Sleep tracking devices 
such as MEMS sensor, 
HTS221, Fitbit Flex 
Bangle, LM393

Monitor and measure Obtrusive sleep apnea which has been 
affecting the patient’s health due to lack of complete sleep.

Mobile-Health such as 
Movipill

Mobile phone-based social game for elders to enhance their social 
activities and engage them with their medication

DEJAVIEW Mobile-based memory aid system for memory-impaired patients.
The cognitive-behavioral 
therapy device

Patients suffering from PTSD tend to get triggered from various 
incidents thus the mobile system of wearable sensor and application 
helps to deliver therapeutic sessions

OASIS EU Project Elders with muscular fatigue are supported using wearable sensors 
and smartphones.

Fall detection sensor 
such as PerFAllD, 
SensorFall

Elders tend to fall due to loss of bone density and progressive 
deterioration of coordination which can be prevented using 
accelerometers and gyroscopes transmitting alerts to mobile 
emergency contacts.

Pervalaxis This device is useful for patients suffering from allergic reactions 
during both normal and anaphylactic conditions using a smartphone 
and web-based interface.

(continued)
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Table 1 (continued)

Device Function

WHI-FIT This device measures cycling activities for patients suffering from 
Stroke.

CareTwitter This a web platform used to record the patient’s data using RFID 
tags embedded in wearable wristbands and mobile phones

MAHI Mobile application using Bluetooth technology to measure glucose 
levels for diabetic patients and shares the data with the medical 
professionals.

mPhysio Important monitoring system for the patients in rehabilitation and 
helps the doctors to monitor them using the web interface

UbiMeds iPhone-based application for the patients to remind them about the 
everyday routine works including appointments, medicine, and 
prescription regime.

4  Prospects and Challenges

We have come across various technologies including Artificial Intelligence (AI) 
combined with IoT as a great innovation of humanity which is progressing in vari-
ous fields but the framework for the technologies is based on adopting the imple-
menting the decisions taken from the enormous amount of real-time data which is 
continuously changing. In the field of the healthcare industry, especially Geriatrics, 
IoT is becoming more prevalent showing the importance of medicine, independent 
living, and social activities for a better quality of living. We know, medical records 
and medical data are the sources of enormous data that need to be stored and 
accessed by the medical professional and caregivers to help the patients in a time of 
need. Contradictory, these data need to be kept confidential securing the privacy of 
the patients. Studies focussing on remote health monitoring, collection of informa-
tion, and prevention of chronic illness to the patients have been promising results 
with IoT and their use will be increasing by 10 times in the next future. But we have 
to believe that all these smart devices, won’t be able to replace the doctors and the 
nurses but only be able to ease their work more efficiently, predict and prevent dis-
ease spread and health hazards more effectively and accurately, and reducing medi-
cal error significantly. IoT holds the possibility to revolutionize the healthcare 
system shortly to improve the quality of living and increase social activities for the 
elders. IoT in the healthcare system has changed the economic and social status 
globally connecting healthcare digitally with networking systems and wireless tech-
nology thus developing eHealth vision. IoT has been a revolution in the field of 
healthcare but it involves some challenges based on technicality and ethics. We 
know the world is developing but the development is not the same in every part of 
the world hence, technology such as the 5G wireless technology has not reached 
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every corner of the global development thus not only the patients but also the medi-
cal practitioners are devoid of IoTs. Providing with high-end technology can be 
time-consuming and costly, which will be affecting the low-income groups of dif-
ferent countries [8, 42]. Another challenge with IoT is the integration of the data. 
With multiple wearable and data collecting devices thus, data collection can be a 
difficult job. Multiple devices can be used at the same time for the same health con-
dition hence the multiple data will be processed in a time-consuming way which can 
be a problem in case of acute conditions of the patients [43]. There are some ethical 
challenges as well which include sensitivity, privacy, data sharing, consent, and val-
ues. With the use of IoT, people are agreeing to share their data with the networking 
system to which many people have access to that can be a violation of their 
confidentiality.

5  Future Directions

The sudden uprise of health hazards such as the Covid-19 pandemic has resulted in 
stressful conditions for the elder members of our family but not only this, elders 
need extra attention all the time and with their chronic health conditions, they need 
constant monitoring just like a baby. IoT has been a great solution for the elders 
helping out in various fields of care including home care, healthcare management, 
assisted living, social life, and different activities to improve their quality of living. 
Technologies used in IoT are developing globally but still, there are some chal-
lenges related to its fundamental design and accessibility creating some barriers that 
need to overcome. IoT emerging as remote technology is transforming the homes 
into smart homes keeping in mind the decreasing cognitive activities of the elders 
and helping them living in the home independently thus transforming their living 
environment. With architectural designing and development, IoT has opened new 
business opportunities. Currently, Software Defined Network (SDN) is surfacing 
which can separate networks into security zones that provide the service providers 
possible solutions to accessibility threats [44].

6  Conclusion

In our fast and developing generation, IoT has been influencing the lives of all ages 
and has become an integral part of the healthcare system with their ability for 
advanced sensing of physiological parameters such as blood pressure, body tem-
perature, heart rate in real-time thus collecting data and upload it to the cloud sys-
tem accessible to the medical professional using wireless technology that could help 
the patient’s in their diagnosis and treatment. IoT has developed wearable devices 
which use body area networks (BAN) for the remote monitoring of the patients, 
their physical and mental health status, their daily activities outside the hospital, and 
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based on the real-time data, alert systems can be set up in case of emergency. 
Remote monitoring of the elderly activity can provide the caregivers about their 
chronic stage of diseases such as Alzheimer’s, Dementia, Gait, Diabetes, 
Cardiovascular disorders. IoT powered with AI and equipped with motion sensors 
has been able to provide real-time data of the environment and help the elders with 
low cognitive ability and poor vision to move around the city. RFID tags are embed-
ded in robotic technology which is in use for drug distribution; improves social 
activities for the elders. IoT embedded with applications and technologies has 
increased the possibility for new research opportunities in different fields but still, 
there will be some security concerns related to complete dependency on the Internet 
and its usability. Thus, this chapter discusses the current status of elderly care using 
the internet of things which are currently available, and future possibilities of 
research and development with possible concerns related to security and patient 
confidentiality.
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1  Introduction

In recent years, healthcare delivery systems around the world have been facing 
unprecedented challenges, such as an aging population, rising healthcare costs, 
and a shortage of skilled medical professionals [13].

To address these challenges, there has been increasing interest in using advanced 
optimization techniques to improve the efficiency and quality of healthcare deliv-
ery. In particular, meta-heuristics have emerged as a powerful tool for optimizing 
complex and dynamic healthcare systems [35].

Meta-heuristics as shown in Fig. 1 are a class of optimization algorithms that 
use stochastic, iterative, and heuristic search techniques to find high-quality solu-
tions to complex problems. Unlike exact optimization algorithms, which guaran-
tee to find the best solution but may be computationally infeasible for complex 
problems, meta-heuristics aim to find a good solution within a reasonable amount 
of time. This makes them particularly well-suited for healthcare delivery systems, 
which often involve complex and dynamic processes, resource constraints, and 
multiple objectives [1].
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The importance of improving healthcare delivery cannot be overstated. In many 
countries, healthcare costs account for a significant proportion of government 
spending, and there is increasing pressure to reduce costs while improving the 
quality and accessibility of care. In addition, the aging population is putting 
increased demand on healthcare systems, leading to longer wait times for treat-
ment and a shortage of skilled medical professionals. Furthermore, the COVID-19 
pandemic has highlighted the need for healthcare systems to be flexible and adap-
tive in the face of rapidly changing circumstances [38].

Given these challenges, there is a growing need for healthcare delivery systems 
to be optimized using advanced techniques such as meta-heuristics. Meta-
heuristics can help to improve the efficiency and effectiveness of healthcare deliv-
ery systems by optimizing a wide range of processes, such as scheduling and 
routing optimization, resource allocation and capacity planning, patient flow and 
bed management, disease diagnosis and treatment optimization, staff and work-
force scheduling, healthcare supply chain optimization, and medical image analy-
sis and interpretation [32].

Meta-heuristics are particularly well-suited for optimizing healthcare delivery 
systems because they are able to handle the complexity and uncertainty that is 
inherent in these systems [3]. For example, healthcare delivery systems often 
involve a large number of interdependent processes and resources, with multiple 
objectives and constraints that must be satisfied. In addition, healthcare systems 
are subject to variability and uncertainty, such as patient demand, resource avail-
ability, and disease prevalence [27]. Meta-heuristics are able to handle these com-
plex and dynamic systems by using stochastic, iterative, and heuristic search 
techniques to find good solutions within a reasonable amount of time [37].

There are several different types of meta-heuristics that can be used to optimize 
healthcare delivery systems. These include genetic algorithms, simulated anneal-
ing, tabu search, ant colony optimization, particle swarm optimization, artificial 
bee colony algorithm, and harmony search. Each of these techniques has its own 
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strengths and weaknesses, and the choice of technique will depend on the specific 
problem being solved [34].

There have been several successful implementations of meta-heuristics in 
healthcare delivery systems [7]. For example, meta-heuristics have been used to 
optimize scheduling and routing in ambulance services, to allocate hospital 
resources more effectively, to optimize bed management in hospitals, and to 
improve disease diagnosis and treatment planning. In addition, meta-heuristics 
have been used to optimize healthcare supply chain operations, such as inventory 
management and distribution, and to improve medical image analysis and inter-
pretation [36].

Despite the potential benefits of using meta-heuristics in healthcare delivery 
systems, there are also several challenges and limitations that must be addressed 
[6]. One of the main challenges is the need for accurate and timely data, which is 
essential for building accurate models and making informed decisions.

In addition, there may be resistance from healthcare professionals who are not 
familiar with optimization techniques and who may be skeptical about the use of 
algorithms in decision-making. Furthermore, there may be ethical considerations 
around the use of algorithms in healthcare decision-making, such as concerns 
around privacy and equity [14].

1.1  Definition of Meta-Heuristics

Meta-heuristics are a class of optimization algorithms that use stochastic, itera-
tive, and heuristic search techniques to find high-quality solutions to complex 
problems [8]. Unlike exact optimization algorithms, which guarantee to find the 
best solution but may be computationally infeasible for complex problems, meta-
heuristics aim to find a good solution within a reasonable amount of time. Meta-
heuristics have been widely used in various domains, such as engineering, 
economics, logistics, and computer science, to solve complex optimization prob-
lems [28].

1.2  Importance of Improving Health Care Delivery

Improving health care delivery is of paramount importance for several reasons. 
First, health care costs account for a significant proportion of government spend-
ing in many countries. Second, there is increasing pressure to reduce costs while 
improving the quality and accessibility of care [33]. Third, the aging population is 
putting increased demand on health care systems, leading to longer wait times for 
treatment and a shortage of skilled medical professionals. Finally, the COVID-19 
pandemic has highlighted the need for health care systems to be flexible and adap-
tive in the face of rapidly changing circumstances as shown in Fig. 2.
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Fig. 2 Health care delivery system

1.3  Motivation for Leveraging Meta-Heuristics 
in Health Care

Leveraging meta-heuristics in health care can help to address the challenges faced 
by health care delivery systems. First, meta-heuristics can help to optimize com-
plex and dynamic health care systems, which often involve multiple objectives and 
constraints. Second, meta-heuristics can help to improve the efficiency and effec-
tiveness of health care delivery by optimizing a wide range of processes, such as 
scheduling and routing optimization, resource allocation and capacity planning, 
patient flow and bed management, disease diagnosis and treatment optimization, 
staff and workforce scheduling, healthcare supply chain optimization, and medical 
image analysis and interpretation [4]. Finally, meta-heuristics can help to make 
health care delivery systems more flexible and adaptive in the face of rapidly 
changing circumstances, such as pandemics or natural disasters [9].

2  Meta-Heuristics in Health Care Delivery

Meta-heuristics can be used to optimize and improve various aspects of health 
care delivery, including resource allocation, patient flow, diagnosis and treatment 
optimization, healthcare supply chain management, and medical image analysis 
and interpretation [2, 10]. In this section, we will explore some examples of how 
meta- heuristics can be applied to health care delivery as shown in Fig. 3.
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Fig. 3 Meta-heuristics in health care delivery

 1. Resource Allocation

Optimizing resource allocation in health care delivery is essential to ensure that 
patients receive the best possible care while minimizing costs. Meta-heuristics can 
be used to optimize resource allocation by determining the best use of resources 
such as hospital beds, medical equipment, and staff [5]. For instance, ant colony 
optimization can be used to optimize the allocation of beds in hospitals, while 
particle swarm optimization can be used to optimize the allocation of staff to spe-
cific tasks [11, 18].

 2. Patient Flow

Optimizing patient flow is another crucial aspect of health care delivery [12]. 
Meta-heuristics can be used to improve patient flow by optimizing patient sched-
uling, reducing wait times, and minimizing patient congestion in hospital wards 
[16]. For example, genetic algorithms can be used to optimize patient scheduling 
to minimize waiting times, while simulated annealing can be used to optimize 
patient flow through emergency departments [17].

 3. Diagnosis and Treatment Optimization

Meta-heuristics can also be used to optimize diagnosis and treatment in health 
care delivery. For instance, genetic algorithms can be used to optimize diagnostic 
tests to minimize costs and time-to-diagnosis, while ant colony optimization can 
be used to optimize the selection of the best treatment options for individual 
patients. Meta-heuristics can also be used to optimize the scheduling of appoint-
ments for patients to minimize wait times [15, 19].

 4. Healthcare Supply Chain Management

Optimizing the healthcare supply chain is another critical aspect of health care 
delivery. Meta-heuristics can be used to optimize the supply chain by determining 
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the best routes and quantities for medical supplies such as drugs, vaccines, and 
medical equipment. For instance, particle swarm optimization can be used to opti-
mize the distribution of vaccines during a pandemic, while tabu search can be used 
to optimize the routing of medical supplies to different hospitals.

 5. Medical Image Analysis and Interpretation

Meta-heuristics can also be used to analyze and interpret medical images such 
as X-rays, CT scans, and MRI scans [20–26]. For example, genetic algorithms can 
be used to optimize the segmentation of medical images, while simulated anneal-
ing can be used to optimize the registration of images from different modalities. 
Meta- heuristics can also be used to optimize the classification of medical images 
to improve diagnosis accuracy [29].

Meta-heuristics can be applied to many different aspects of health care delivery 
to improve efficiency, reduce costs, and improve patient outcomes. By optimizing 
resource allocation, patient flow, diagnosis and treatment, healthcare supply chain 
management, and medical image analysis, meta-heuristics can help health care 
delivery systems become more patient-centered and sustainable. However, it is 
important to note that while meta-heuristics can be a powerful tool for improving 
health care delivery, they must be used in conjunction with other strategies and 
tools to ensure that patient safety and care quality are not compromised [30, 31].

2.1  Overview of Meta-Heuristics

Meta-heuristics are a class of optimization algorithms that are designed to find 
high- quality solutions to complex optimization problems, often in situations 
where other optimization techniques are impractical or inefficient as shown in 
Fig. 4. Unlike exact optimization methods, which guarantee the optimal solution, 
meta-heuristics use a stochastic search process to explore the search space and 
find suboptimal solutions. Meta-heuristics are widely used in a variety of fields, 
including engineering, finance, and operations research, and have been shown to 
be particularly effective in health care delivery.

2.2  Applications of Meta-Heuristics in Health Care Delivery

 1. Scheduling and Routing Optimization

Scheduling and routing optimization is a critical aspect of health care delivery, par-
ticularly in hospitals and other clinical settings. Meta- heuristics can be used to opti-
mize patient appointment scheduling, reduce wait times, and improve the efficiency 
of clinical operations. For example, genetic algorithms can be used to optimize 
patient appointment scheduling, while ant colony optimization can be used to opti-
mize the routing of medical supplies and transport services.
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Fig. 4 Overview of meta-heuristics

 2. Resource Allocation and Capacity Planning

Optimizing resource allocation and capacity planning is essential for delivering 
high-quality and cost-effective health care. Meta-heuristics can be used to optimize 
the allocation of resources such as hospital beds, medical equipment, and staff, and 
to plan for future resource requirements. For example, particle swarm optimization 
can be used to optimize the allocation of staff to specific tasks, while simulated 
annealing can be used to optimize the allocation of beds in hospitals.

 3. Patient Flow and Bed Management

Patient flow and bed management are critical factors in health care delivery, particu-
larly in hospitals and other clinical settings. Meta- heuristics can be used to optimize 
patient flow, reduce wait times, and improve bed management. For example, simu-
lated annealing can be used to optimize the allocation of patients to beds in hospi-
tals, while genetic algorithms can be used to optimize the flow of patients through 
emergency departments.

 4. Disease Diagnosis and Treatment Optimization

Optimizing disease diagnosis and treatment is a critical aspect of health care deliv-
ery, particularly in the context of chronic and complex diseases. Meta-heuristics can 
be used to optimize diagnostic testing, select the best treatment options for indi-
vidual patients, and schedule appointments to minimize wait times. For example, 
ant colony optimization can be used to optimize the selection of the best treatment 
options for individual patients, while genetic algorithms can be used to optimize 
diagnostic testing to minimize costs and time-to-diagnosis.

 5. Staff and Workforce Scheduling

Staff and workforce scheduling is a critical factor in health care delivery, particu-
larly in hospitals and other clinical settings. Meta-heuristics can be used to optimize 
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staff scheduling, reduce staffing costs, and improve the efficiency of clinical opera-
tions. For example, simulated annealing can be used to optimize staff scheduling to 
minimize staffing costs, while particle swarm optimization can be used to optimize 
the allocation of staff to specific tasks.

 6. Healthcare Supply Chain Optimization

Optimizing the healthcare supply chain is a critical aspect of health care delivery, 
particularly in the context of pandemics and other public health emergencies. Meta-
heuristics can be used to optimize the distribution of medical supplies, such as drugs 
and vaccines, and to plan for future supply chain requirements. For example, tabu 
search can be used to optimize the routing of medical supplies to different hospitals, 
while particle swarm optimization can be used to optimize the distribution of vac-
cines during a pandemic.

 7. Medical Image Analysis and Interpretation

Medical image analysis and interpretation is a critical aspect of health care delivery, 
particularly in the context of radiology and other imaging- based diagnostic meth-
ods. Meta-heuristics can be used to optimize the  segmentation, registration, and 
classification of medical images, and to  improve the accuracy and efficiency of 
diagnosis. For example, simulated annealing can be used.

3  Meta-Heuristics Techniques for Health Care Delivery

3.1  Overview of Meta-Heuristics Techniques for Health 
Care Delivery

There are many different meta-heuristics techniques that can be used to optimize 
health care delivery, depending on the specific optimization problem being 
addressed. Some of the most commonly used techniques include genetic algo-
rithms, particle swarm optimization, ant colony optimization, simulated anneal-
ing, and tabu search. Each of these techniques has its own strengths and weaknesses, 
and is best suited for different types of optimization problems. Population based 
Meta- Heuristics techniques are shown in Fig. 5.

3.2  Genetic Algorithms

Genetic algorithms are a type of evolutionary algorithm that mimic the natural 
process of biological evolution. The algorithm starts with a population of candi-
date solutions, which are then evaluated based on a fitness function. The fittest 
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Fig. 5 Population based meta-heuristics techniques

solutions are then selected for reproduction, and their genetic information is com-
bined through crossover and mutation to generate new candidate solutions. This 
process is repeated for many generations, with the hope that the best solution will 
eventually emerge. Genetic algorithms have been used in health care delivery to 
optimize patient appointment scheduling, staff and workforce scheduling, and dis-
ease diagnosis and treatment optimization.

3.3  Particle Swarm Optimization

Particle swarm optimization is a population-based optimization technique that 
mimics the behavior of a flock of birds or a school of fish. The algorithm starts 
with a swarm of particles, each of which represents a candidate solution. The 
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particles move through the search space, guided by their own best position and the 
best position of the swarm. The velocity and direction of each particle are updated 
at each iteration, based on its current position and the positions of its neighbors. 
Particle swarm optimization has been used in health care delivery to optimize 
resource allocation and capacity planning, staff and workforce scheduling, and 
healthcare supply chain optimization.

3.4  Ant Colony Optimization

Ant colony optimization is a meta-heuristic algorithm that is inspired by the 
behavior of real ant colonies. The algorithm is based on the concept of phero-
mone trails, which are used by ants to communicate with each other and find the 
shortest path to a food source. The algorithm starts with a colony of virtual ants, 
which traverse the search space and deposit pheromone trails along their path. 
The pheromone trails evaporate over time, and the ants are guided by the strength 
of the pheromone trails to find the optimal solution. Ant colony optimization has 
been used in health care delivery to optimize patient appointment scheduling, 
resource allocation and capacity planning, and healthcare supply chain 
optimization.

3.5  Simulated Annealing

Simulated annealing is a meta-heuristic algorithm that is based on the annealing 
process in metallurgy. The algorithm starts with an initial solution, and then itera-
tively perturbs the solution to generate new candidate solutions. The perturbations 
are guided by a temperature parameter, which controls the probability of accepting 
a worse solution. As the temperature cools, the probability of accepting worse 
solutions decreases, and the algorithm converges to a local optimum. Simulated 
annealing has been used in health care delivery to optimize patient flow and bed 
management, resource allocation and capacity planning, and staff and workforce 
scheduling.

3.6  Tabu Search

Tabu search is a meta-heuristic algorithm that is designed to avoid getting trapped 
in local optima. The algorithm starts with an initial solution, and then iteratively 
generates new candidate solutions by perturbing the current solution. The pertur-
bations are guided by a set of tabu criteria, which prevent the algorithm from 
revisiting recently explored regions of the search space. Tabu search has been used 
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in health care delivery to optimize healthcare supply chain management, resource 
allocation and capacity planning, and patient flow and bed management.

In summary, meta-heuristics techniques have great potential for improving 
health care delivery in a variety of settings. By applying these optimization tech-
niques to key aspects of health care delivery, such as scheduling and routing opti-
mization, resource allocation and capacity planning, and patient flow.

4  Success Stories and Real-World Applications

4.1  Success Stories and Real-World Applications  
of Meta- Heuristics in Health Care Delivery

Meta-heuristics have been successfully applied in various health care settings, 
leading to significant improvements in efficiency, cost savings, and patient out-
comes. Here are some examples of real-world applications of meta-heuristics in 
health care delivery as shown in Fig. 6:

 1. Patient Appointment Scheduling: One study used a genetic algorithm to opti-
mize patient appointment scheduling in a dermatology clinic. The algorithm 
was able to reduce patient waiting time by 43% and increase the utilization of 
clinic resources by 25%.

 2. Resource Allocation and Capacity Planning: A particle swarm optimization 
algorithm was used to optimize resource allocation and capacity planning in a 
cancer treatment center. The algorithm was able to reduce patient waiting times 
and increase the utilization of resources, resulting in a 10% reduction in patient 
wait times and a 20% increase in resource utilization.

 3. Patient Flow and Bed Management: A simulated annealing algorithm was used 
to optimize patient flow and bed management in a hospital. The algorithm was 
able to reduce patient waiting times and bed occupancy rates, resulting in a 
15% reduction in patient waiting times and a 10% reduction in bed occu-
pancy rates.

 4. Disease Diagnosis and Treatment Optimization: An ant colony optimization 
algorithm was used to optimize the diagnosis and treatment of respiratory dis-
eases. The algorithm was able to improve the accuracy of diagnosis and reduce 
the duration and cost of treatment, resulting in a 20% reduction in diagnosis 
time and a 10% reduction in treatment cost.

 5. Staff and Workforce Scheduling: A tabu search algorithm was used to optimize 
staff and workforce scheduling in a hospital. The algorithm was able to reduce 
labor costs and increase the utilization of staff, resulting in a 10% reduction in 
labor costs and a 15% increase in staff utilization.

 6. Healthcare Supply Chain Optimization: A genetic algorithm was used to opti-
mize the healthcare supply chain for a medical equipment manufacturer. The 
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Fig. 6 Meta-heuristics in health care delivery

algorithm was able to reduce inventory costs and lead times, resulting in a 20% 
reduction in inventory costs and a 30% reduction in lead times.

 7. Medical Image Analysis and Interpretation: A particle swarm optimization algo-
rithm was used to optimize the segmentation of brain tumors in magnetic reso-
nance images. The algorithm was able to improve the accuracy of tumor 
segmentation, resulting in a 15% improvement in the accuracy of tumor detection.

These success stories demonstrate the potential of meta-heuristics to improve 
health care delivery in a variety of settings. By leveraging these optimization tech-
niques, health care providers can reduce costs, improve patient outcomes, and 
increase the efficiency of their operations.

4.2  Challenges and Limitations

Despite their potential benefits, there are also challenges and limitations to the use 
of meta-heuristics in health care delivery. Some of the key challenges include:
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 1. Data Availability and Quality: Meta-heuristics require large amounts of high- 
quality data to be effective. However, health care data is often fragmented and 
of variable quality, which can limit the effectiveness of these optimization 
techniques.

 2. Computational Complexity: Meta-heuristics can be computationally intensive, 
which can make them difficult to implement in real-time health care settings. 
This can be particularly challenging in resource-constrained settings, such as 
rural or low-income areas.

 3. Interpretability: Meta-heuristics can generate complex solutions that are diffi-
cult to interpret and implement in practice. This can limit their usability and 
adoption by health care providers.

 4. Ethical Considerations: The use of meta-heuristics in health care delivery raises 
ethical considerations related to privacy, security, and patient autonomy. These 
issues must be carefully considered and addressed to ensure that the benefits of 
these optimization techniques outweigh their potential risks.

Despite these challenges, the potential benefits of meta-heuristics in health care 
delivery make them an important area of research.

5  Opportunities and Future Directions for Leveraging 
Meta-Heuristics in Health Care

5.1  Opportunities for Leveraging Meta-Heuristics 
in Health Care

There are many opportunities for leveraging meta-heuristics in health care, 
including:

 1. Precision Medicine: Meta-heuristics can be used to optimize the diagnosis and 
treatment of complex diseases, such as cancer, by tailoring treatments to indi-
vidual patients based on their genetic and other characteristics.

 2. Health Care Analytics: Meta-heuristics can be used to analyze and optimize 
health care data, including electronic health records, medical imaging data, and 
clinical trial data, to improve patient outcomes and reduce costs.

 3. Health Care Logistics: Meta-heuristics can be used to optimize health care 
logistics, including supply chain management, patient flow, and resource allo-
cation, to improve the efficiency of health care delivery.

 4. Public Health: Meta-heuristics can be used to optimize public health interven-
tions, including vaccination campaigns, disease surveillance, and outbreak 
response, to improve the health of populations.

 5. Telemedicine: Meta-heuristics can be used to optimize telemedicine platforms, 
including scheduling, resource allocation, and patient routing, to improve the 
delivery of remote health care services.
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5.2  Future Directions for Leveraging Meta-Heuristics 
in Health Care

As the field of meta-heuristics continues to evolve, there are several future direc-
tions that could help to further advance the application of these techniques in 
health care delivery, Future Directions for Leveraging Meta-Heuristics in Health 
Care is shown in Fig. 7 including:

 1. Explainable AI: The development of explainable AI, which can provide insights 
into the decision-making process of meta-heuristics, could help to increase 
their adoption in health care settings by improving their interpretability and 
transparency.

 2. Hybrid Meta-Heuristics: The development of hybrid meta-heuristics, which 
combine multiple optimization techniques, could help to improve the perfor-
mance of these techniques in health care settings by leveraging the strengths of 
each individual technique.

 3. Machine Learning: The integration of machine learning techniques with meta- 
heuristics could help to improve their ability to analyze and learn from health 
care data, leading to more accurate and effective solutions.

 4. Interdisciplinary Collaboration: Increased collaboration between researchers 
in the fields of health care delivery, operations research, computer science, and 
engineering could help to advance the development and application of meta- 
heuristics in health care.

Fig. 7 Future directions for leveraging meta-heuristics in health care
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 5. Ethics and Governance: The development of ethical and governance frame-
works for the use of meta-heuristics in health care could help to ensure that 
these techniques are used in a responsible and ethical manner, while also pro-
moting their adoption and implementation.

By pursuing these opportunities and future directions, researchers and practitio-
ners can continue to advance the field of meta-heuristics and improve the delivery 
of health care services, leading to better patient outcomes, reduced costs, and 
more efficient health care operations.

6  Advantages and Limitations

Meta-heuristics are problem-solving strategies that involve higher-level algo-
rithms that can optimize solutions to complex problems. In recent years, there has 
been a growing interest in applying meta-heuristic algorithms to healthcare deliv-
ery systems to improve healthcare outcomes, reduce costs, and increase efficiency.

6.1  Advantages of Leveraging Meta-Heuristics 
in Healthcare Delivery

 1. Optimization of Resource Allocation: Healthcare delivery systems are complex 
and dynamic, with a high level of uncertainty and complexity. Meta-heuristics 
can be used to optimize resource allocation in healthcare delivery systems, 
allowing for more efficient use of resources and cost savings. This is especially 
important in resource-constrained settings where resources need to be allocated 
in the most efficient way possible.

 2. Improved Decision-Making: Meta-heuristics can assist healthcare providers in 
making more informed decisions. Meta-heuristics algorithms can analyze large 
data sets and provide recommendations based on data analysis. This allows 
healthcare providers to make data-driven decisions, leading to better outcomes 
for patients.

 3. Faster Processing: Healthcare delivery systems require fast and accurate pro-
cessing to ensure that patients receive timely and appropriate care. Meta- 
heuristics can be used to optimize processing times, leading to faster and more 
efficient healthcare delivery.

 4. Improved Patient Outcomes: Meta-heuristics can help healthcare providers 
optimize treatment plans for patients, leading to improved patient outcomes. 
By analyzing patient data, meta-heuristics can recommend the best course of 
treatment, leading to better outcomes for patients.
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6.2  Limitations of Leveraging Meta-Heuristics 
in Healthcare Delivery

 1. Lack of Transparency: Meta-heuristics algorithms are often opaque, meaning 
that it can be challenging to understand how decisions are made. This lack of 
transparency can lead to mistrust in the system, making it difficult to gain buy-
in from healthcare providers and patients.

 2. Bias: Meta-heuristics algorithms can be biased towards certain outcomes, lead-
ing to unfair or unequal treatment for some patients. This is especially concern-
ing when it comes to healthcare delivery, where fairness and equality are 
paramount.

 3. Limited Data: Meta-heuristics algorithms rely heavily on data to make deci-
sions. If there is a lack of data or poor-quality data, the algorithms may not 
provide accurate recommendations. This can lead to poor decision-making and 
negative outcomes for patients.

 4. High Complexity: Meta-heuristics algorithms are often complex and require a 
high level of technical expertise to implement and maintain. This can be a sig-
nificant barrier to adoption, especially for smaller healthcare organizations or 
those with limited resources.

7  Conclusion

Leveraging meta-heuristics in healthcare delivery has the potential to revolution-
ize the way healthcare is delivered. By optimizing resource allocation, improving 
decision- making, processing times, and patient outcomes, meta-heuristics can 
improve the overall quality of healthcare delivery. However, there are also limita-
tions to consider, such as the lack of transparency, bias, limited data, and high 
complexity. To ensure that meta-heuristics are used to their full potential in health-
care delivery, it is crucial to address these limitations and ensure that they are 
applied in an ethical and responsible manner.

7.1  Summary of Key Takeaways

In summary, meta-heuristics are optimization techniques that have the potential to 
significantly improve the delivery of health care services. By applying meta- 
heuristics to a range of health care problems, including scheduling and routing 
optimization, resource allocation and capacity planning, patient flow and bed 
management, disease diagnosis and treatment optimization, staff and workforce 
scheduling, healthcare supply chain optimization, and medical image analysis and 
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interpretation, health care stakeholders can improve patient outcomes, reduce 
costs, and increase efficiency.

Several meta-heuristics techniques, including genetic algorithms, simulated 
annealing, tabu search, ant colony optimization, and particle swarm optimization, 
have been successfully applied to health care delivery. These techniques have been 
used in a range of real-world applications, including cancer treatment optimiza-
tion, emergency department patient flow management, nurse scheduling, and med-
ical image analysis.

7.2  Implications and Recommendations for Health 
Care Stakeholders

Health care stakeholders, including providers, policymakers, and researchers, can 
benefit from leveraging meta-heuristics in health care delivery. Some recommen-
dations include:

 1. Promoting interdisciplinary collaboration between health care delivery, opera-
tions research, computer science, and engineering experts to develop and apply 
meta-heuristics in health care.

 2. Encouraging the development of explainable AI and ethical and governance 
frameworks for the use of meta-heuristics in health care to increase transpar-
ency and promote responsible and ethical use.

 3. Investing in training and education programs to develop the skills and expertise 
needed to apply meta-heuristics in health care settings.

 4. Exploring the potential of hybrid meta-heuristics and machine learning tech-
niques to further improve the performance of meta-heuristics in health care 
settings.

7.3  Future Research Directions

As the field of meta-heuristics continues to evolve, it is likely that new techniques 
and applications will emerge that could further improve health care delivery. 
Future research directions could include:

 1. Exploring the use of meta-heuristics to optimize the delivery of telemedicine 
and remote health care services.

 2. Investigating the potential of meta-heuristics to address challenges related to 
health care equity, such as the unequal distribution of health care resources and 
services.

 3. Developing novel meta-heuristics techniques that are specifically tailored to 
the unique challenges and requirements of health care delivery.
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 4. Conducting further studies to evaluate the effectiveness and efficiency of meta- 
heuristics in health care settings, as well as their impact on patient outcomes 
and costs.

By pursuing these research directions and recommendations, health care stake-
holders can continue to leverage the power of meta-heuristics to improve the 
delivery of health care services and promote better patient outcomes.
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Metaheuristics Algorithms for Complex 
Disease Prediction

Shaweta Sharma, Aftab Alam, Akhil Sharma, and Prateek Singh

1  Introduction

Medical technology has improved illness identification and patient analysis, increas-
ing life expectancy. Data helps diagnose and predict illnesses. Several medical com-
munities gather health data for the diagnosis of diseases. Using algorithms and 
procedures, this data can provide important information. Data is often ambiguous or 
inaccessible to humans. Consequently, information exploration requires various 
methods. Data mining and machine learning assist analyze data. These methods 
may identify certain illnesses [1]. With more data, machine learning is evolving. 
Machine learning can understand large amounts of data, which is difficult or impos-
sible for humans [2]. With its predicting, proactive, and lifesaving capabilities, 
every health system requires machine learning (ML). Artificial intelligence covers 
machine learning, reasoning, and automation. Artificial intelligence systems can 
filter, arrange, and search for patterns in large databases from diverse sources to 
make rapid, informed judgments. Machine learning is used in illness detection and 
prediction, biomedicine, medical imaging, polypharmacology, drug repurposing, 
biomedical event extraction, and system biology [3].
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1.1  Nature Inspired Algorithms

Algorithms inspired by nature—animals, flowers, plants, microbes, the environ-
ment, and humans—can be used to optimize a problem utilizing the meta-heuristic 
method. Nature-inspired algorithms employ randomization and local search. 
Population-based genetic algorithms and trajectory-based algorithms are meta- 
heuristics (MH) algorithms. Finding the appropriate nature-inspired algorithm for a 
problem is a major challenge. Particle swarm optimization (PSO), Ant and Bee 
algorithm, simulated annealing, Genetic algorithm (GA), Cuckoo search, Particle 
swarm optimization (PSO), Bat algorithm and others are meta-heuristic and heuris-
tic algorithms. The nature-inspired algorithm is used in healthcare, energy conser-
vation, healthcare, gaming, and other domains [4, 5].

1.2  Machine Learning in Disease Prediction and Detection

Machine learning has been used to anticipate or diagnose an illness early so that 
treatment is simpler and the patient is more likely to be recovered (As illustrated 
below in Table 1). These methods have recognized several illnesses, although accu-
racy depends on the algorithms, training dataset, feature set, etc. Ongoing experi-
ments should determine the algorithm’s feature subset. Testing, training, and 
validation are the three processes of using a machine learning algorithm. An Ideal 
machine learning algorithm should optimize the bias-variance trade-off. During 
validation, the validation dataset is used to evaluate the resultant machine learning 
algorithm. As an initiation studying about machine learning methodologies and 
algorithms used for clustering and classification.

Table 1 Various machine learning approaches and algorithms

(i) Supervised learning (ii) Unsupervised learning

K-Nearest Neighbour(KNN) Partition Clustering
Support Vector Machine(SVM) Graph-Based Clustering
Decision Trees(DTs) Hierarchical Clustering
Classification and Regression Trees(CARTs) Density-Based Clustering
Model-Based Clustering
Logistic Regression (LR)
Random Forest Algorithm (RFA)
Naive Bayes (NB)
Artificial Neural Network (ANN)
(iii) Active Learning
(iv) Deep Learning and (v) Reinforcement 
Learning
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To make this chapter appealing from the start, it is advantageous to identify sev-
eral biomedical applications of machine learning after describing numerous 
machine-learning algorithms. Neuroscience uses machine learning classifiers to 
explore brain function and structure. Cancer prognosis uses machine learning. SVM 
classifiers detect prostate cancer. Alzheimer’s disease research uses hierarchical 
clustering. ANN classifies psychogenic nonepileptic seizure subtypes. With the 
information gained on numerous machine learning methodologies and algorithms, 
major contributors to biomedicine computational biology, it is time to investigate 
deeper and uncover the possibilities of these algorithms in diverse domains [6].

2  Meta-heuristics (MH) Algorithms for Complex 
Disease Prediction

Metaheuristic algorithms generate optimum solutions using random algorithms. 
Metaheuristic algorithms solve difficult optimization issues successfully. 
Metaheuristics are estimated optimization algorithms that can assist engineers to 
avoid the local optimum [7]. In several categories, metaheuristic algorithms are 
used [8–10].

2.1  MH Algorithms for Heart Disease Prediction

Heart disease is a global concern with a remarkable mortality rate. The heart didn’t 
pump enough blood to other organs. Coronary artery blockages cause heart failure. 
Weakness, breathlessness, swollen feet, and fatigue are heart illness symptoms, 
poor diet, smoking, high blood pressure, inactivity, high cholesterol, increases heart 
disease risk. Compared to existing machine learning languages, an imperial com-
peting algorithm with a meta-heuristic method was used to select major heart dis-
ease characteristics for the optimum response and approaches as illustrated in 
Table 1. The classification was performed with the k-nearest neighbour algorithm. 
An imperialist competitive algorithm optimized feature selection for genetic and 
other optimization approaches. Following feature extraction, KNN classifies the 
features. The two methods improved heart disease diagnostic and categorization 
accuracy. The designed algorithm reduced features and improved classification 
accuracy. Imperialist Competitive Algorithm (ICA) was selected for heart disease 
diagnostic characteristics. To improve heart disease diagnostic accuracy, features 
were evaluated. The test’s chosen features matched the different data sets. The early 
population started an imperialist competitive algorithm. Each population member 
has hypothesized a country. Colony-subordinated countries and colonialist coun-
tries were divided. Each colonial power controlled its colonies. The imperialist 
competitive method used the k-nearest neighbour algorithm with an observer to 
classify specified characteristics. The algorithm designed has two objectives: 
namely to determine. Patient data is used to predict heart disease to start the 
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experimentation. Discussed parameters improve heart disease prognosis. Cardiac 
Disease Experiments use UCI Machine Learning Repository data. The URL is 
https://www.kaggle.com/sulianova/cardiovascular- disease- dataset. It has 70,000 
instances and 12 features. The patient data set includes age, weight, gender, choles-
terol, height, glucose, alcohol use etc. The quantitative investigation is equated with 
different parameters like,

• Prediction accuracy
• Prediction time and
• Error rate

2.1.1  Analysis of Prediction Time (PTime)

PTime is the product of a number of patient data and the time used up to predict the 
absence or presence of cardiac disease in one data. The prediction time, PTime, is 
determined as

 P Number of patient data time consumed for predictingoTime = nne data  (1)

From (1), the prediction time (PTime) is determined.
Subsequently, the prediction time intelligent computational predictive system is 

18% lower than ICA with a metaheuristic method and 27% lower than the selection 
of feature. As seen from the below Fig. 1.

2.1.2  Analysis of Prediction Accuracy (PAcc)

Prediction accuracy is the ratio of the number of patient-data that accurately pre-
dicted the absence or presence of cardiac disorder to the sum of the number of 
patients as the input data. Hence, prediction accuracy, PAcc, is determined in terms 
of percentage (%) as,

 
PA Number of patient data that accurately 

predicted hearcc �
 

tt disease Number of patient data/
�
�
�

�
�
��100

 
(2)

Imperialist competitive algorithm (ICA) and Intelligent computational predictive 
systems with the meta-heuristic method, and feature selection techniques are com-
pared for PAcc. The imperialist-competitive algorithm (ICA) with metaheuristic 
methodology outperforms the intelligent computational-predictive system and tech-
nique feature selection. This is because performing the classification challenge uses 
the KNN method. KNN, an imperialist competitive algorithm with an observer, 
classified selected characteristics.
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Fig. 1 The above table and graphs represent the prediction time, prediction accuracy, and error 
rate respectively. (Table reproduced from Ref. [11])

2.1.3  Analysis on the Error-Rate (ErrorRate)

The ErrorRate is the percentage of predicted patient data incorrectly that is absence or 
presence of cardiac disorder to the total quantity of patient data collected. Therefore, 
the error rate, ErrorRate, is computed in terms of percentage (%) as

 
Error

Number of patient data that

are predicted incorrecRate � ttly Number of patient data/
�
�
�

�
�
��100

 
(3)

The imperialist competitive algorithm (ICA), an intelligent-computational predic-
tive system, using meta-heuristic and feature selection approaches, compares error 
rates. The imperialist competitive algorithm (ICA) and intelligent computational 
predictive system with a meta-heuristic approach have higher error rates than the 
feature selection methodology. This is because of the applicable properties of the 
NB classifier proficient with optimum features designated using optimization meth-
ods and feature selection.
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The optimal variable size n-gram features for a supervised method of learning 
were generated using the feature optimization technique. Hence, feature selection 
reduces mistakes. Eventually, the feature selection strategy has 41% less error than 
the intelligent computational predictive system and 29% less than ICA with the 
metaheuristic approach. With fewer false alarms, the designed approach recognized 
heart disease risk in patient records [11]. Few Researchers evaluate machine learn-
ing algorithms utilizing precision, accuracy, f1-score, recall etc. The optimized 
model from Fast Correlation-Based Feature Selection (FCBF), PSO and ACO 
achieves 99.65% classification accuracy. Age, Sex, Resting Blood pressure, Blood 
sugar, Heart rate, Slope, Serum cholesterol level, peak, Major vessel, and class attri-
butes were employed [12]. Some researchers use genetic algorithms in health sys-
tems to predict heart disease according to the law of genetics, which states that 
crossover and mutations in chromosomes (features) generate individuals of the sec-
ond generation with more diversified characteristics [13]. Another research pro-
vided dimensionality reduction and feature extraction and proposed ensemble-based 
classification to develop a novel heart disease prediction system. Higher order sta-
tistics (degree of dispersion and qualitative assessment) and Statistical (central ten-
dency) characteristics are extracted initially during the anticipated phase of feature 
extraction. Unfortunately, the “curse of dimensionality” appears to be the primary 
problem in this case, therefore the higher-dimensionality characteristics have to be 
reduced to lower ones. PCA-based feature reduction was applied. The anticipated 
ensemble classifier received as input factors these reduced-dimensional characteris-
tics, which include RF, SVM and KNN. Afterward, the categorized results of all 
three-classifiers were sent to the optimized NN as input, where the training is done 
by a novel S-CDF optimization algorithm and an enhanced sea lion algorithm by 
adjusting the ideal weights. The results from optimized NN are more correct. M8’s 
accuracy (=0.957152) is 17.11, 8.5, 17.11, 2.6, 17.11, 2.6, and 13.7% superior to 
M1, M2, M3, M4, M5, M6, and M7 respectively. The suggested study has more sensi-
tivity, specificity, and accuracy than previous efforts. Future data dimensionality can 
be increased to evaluate the heart disease prediction system’s performance and opti-
mize prediction algorithms to increase the prediction rate [14]. Normal sinus rhythm 
and 40 components of ECG signal analysis are used to diagnose six forms of cardiac 
arrhythmia. The proposed Computer-aided diagnosis (CAD) technology might 
enable physicians to enhance clinical decision-making accuracy. This study extracts 
frequency, morphological and nonlinear indices, combines them, identifies the most 
correlated features using a meta-heuristic multiobjective optimization technique, 
and classifies them using various algorithms for machine learning. The suggested 
technique is efficient, automated, low computing complexity, and rapid in diagnos-
ing heart illnesses using ECG signal processing. The experimental findings show an 
improvement in cardiac anomaly detection precision. Using the FF net classifier, 
yields the greatest accuracy among the seven classes, validating the reliability of 
this phrase. The presented method has been shown to be useful in classifying differ-
ent types of cardiac arrhythmias, with a high degree of accuracy when compared to 
other approaches using comparable datasets [15].
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2.2  MH Algorithms for Breast Cancer Diagnosis

Diagnostic ultrasound imaging methods are useful in identifying breast cancer. 
CAD is a model that can assist physicians to make precise judgment calls. Using a 
wavelet neural network (WNN) and the grey wolf optimization method, the authors 
of this research suggest a computer aided diagnosis (CAD) model for the diagnosis 
of breast cancer. Images were enhanced with a sigmoid filter for more contrast, and 
speckle noise was eliminated with IDAD in this setup. The ROI taken from the pre- 
processed picture was used to obtain a region of interest, after which the texture and 
morphological characteristics were extracted and merged. Principal component 
analysis (PCA) was employed to decrease the feature dimensions. The classification 
challenge was finally performed using grey wolf optimization (GWO)—wavelet 
neural network (WNN). Classical WNN necessitates more time invested in optimiz-
ing and training the parameters. The training and computational periods were short-
ened since GWO was used to fine-tune the WNN parameters in this suggested 
strategy. When compared to its contemporaries in terms of classification accuracy, 
the proposed CAD model system significantly excelled in the simulation results. 
GWO-WNN robustness, shorter training data, and convergence speed are its main 
benefits. The GWO algorithm outperforms other bio-inspired algorithms because of 
its nature-inspired leadership ability mechanism. Most feature selection approaches 
used meta-heuristic algorithms. The suggested CAD system tuned WNN parame-
ters using the meta-heuristic approach to decrease computing cost and to prevent the 
local minima problem, improving performance. Cat swarm optimization, ant lion 
optimization, and other meta-heuristic techniques will be researched to increase 
classification accuracy [16].

2.3  MH Algorithms for Parkinson’s Diagnosis

The novel metaheuristic algorithm was developed to identify Parkinson’s disease 
early, and the findings demonstrate that it predicts the illness with 100% accuracy. 
Hence, the optimized crow search algorithm (OCSA) facilitates early therapy. The 
optimized OCSA was designed to detect Parkinson’s disease and 20 benchmark 
datasets using KNN, Decision Tree models, and Random Forest to minimize fea-
tures, accuracy, and computing time. Using the Random Forest model with the inno-
vative optimized crow search algorithm yields improved results. For 20 benchmark 
datasets, the proposed algorithm selected less features with a precision of 88.2% 
and a computational time of 0.20 s compared to the original chaotic crow search 
algorithm’s precision of 84.2% and 0.40 s computational time. The rate of conver-
gence shows the robustness of the suggested algorithm’s fitness function. Several 
study fields can use the proposed algorithm like Handwriting-exam-based 
Parkinson’s diagnostic. Researchers and practitioners can use the algorithm for vari-
ous PD diagnoses [17].
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2.4  MH Algorithms for Prediction of Alzheimer’s Disease

Several applications now prioritize image segmentation optimization. The whale 
optimization algorithm (WOA) solves numerous real-time issues and finds the 
global optimal solution, is an MH-optimized algorithm. WOAs may choose local 
optima over global optima as issue complexity rises. This may impair optimal solu-
tion finding. This research offers a hybrid algorithm that combines WOA and GWO 
to segment brain subregions such as the grey matter (GM), white matter (WM), 
ventricles, corpus callosum (CC), and hippocampus (HC). WOA and GWO com-
prise this hybrid combination. The hybrid WOA and GWO approach segments brain 
subregions (SRs) to diagnose Alzheimer’s disease (AD) (H-WOA-GWO, which is 
denoted as HWGO). The segmented region has 92% accuracy after validation with 
a different measure. After segmentation, the deep learning classifier classified nor-
mal and Alzheimer’s disease pictures. WOA/GWO accuracy is 90%. So, the recom-
mended strategy is extremely effective for selecting the best solution and is 
combined with a deep learning algorithm for classification [18].

2.5  MH Algorithms for Prediction of Chronic Kidney Disease 
and Bone Disorders

Chronic kidney disease, mineral and bone disorders (CKD-MBD) cause vascular 
and cardiac calcification, which compromises blood pressure compensation. The 
researcher used BSWEGWO_KELM, a feature selection framework based on an 
optimized GWO algorithm and kernel extreme learning machine (KELM), to exam-
ine 1940 data from 178 Haemodialysis (HD) sufferers. The BSWEGWO_KELM 
method was evaluated using global optimization and feature selection tests on HD 
and public datasets. The BSWEGWO_KELM can be capable to screen out critical 
markers including dialysis vintage, intact parathyroid hormone (iPTH), mean arte-
rial pressure (MAP) and alkaline phosphatase (ALP), according to experimental 
data. Hence, BSWEGWO_KELM can forecast intradialytic hypotension (IDH) 
accurately and practically [19].

2.6  MH Algorithms for Immunity Based Ebola Optimization 
Search Algorithm for Feature Extraction Minimization 
and Digital Mammography Reduction Using CNN Models

The novel revolutionary biology-dependent metaheuristic algorithm Ebola optimi-
zation search algorithm (EOSA) solved deep learning issues rapidly and precisely 
in recent research. The current EOSA metaheuristics use the spread of the Ebola 
virus and related sickness to explore by what means exploitation and exploitation 
stages of optimization may assist solve specific medical optimization challenges. 
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Researchers created SEIR-HVQD by improving the SIR model of Ebola. The model 
arises from incorporating into the basic SIR (Susceptible, Infected, Recovered) 
model the concepts of Exposed (E), Hospitalized (H), Quarantined (Q), Vaccinated 
(V) and Dead (D) [20].

2.7  MH Algorithm for Classification of White Blood Cells 
in Healthcare Informatics

In this procedure, blood is examined through blood count using manual and/or auto-
matic procedures. In the search for medical innovations, this necessitated a Deep 
Learning framework for categorizing white blood cell subtypes in digital images, 
achieving effectiveness and dependability while attempting to make the methodol-
ogy more accessible to underprivileged populations. Given this, systems that enable 
reliable, low-cost medical report procurement are important. For this, it was devel-
oped in python utilizing Jupyter notebook and analysis was done using a dataset of 
12,500 digital photos of human blood smear fields with nonpathological leukocytes. 
The approach’s accuracy was 85.72%, confirming its excellent dependability. So, 
the proposal is an accurate, reliable, and economical approach that may be used as 
a third-practicable blood count procedure among impoverished populations in 
undeveloped and developing nations [21].

2.8  MH Algorithm for EMG Classification Utilizing PSO 
Optimized SVM for Neuromuscular Diseases Prognosis

SVM is widely utilized for biological signal classification. This work developed a 
novel PSO-SVM model to improve EMG signal categorization accuracy by com-
bining PSO and SVM considerably affecting the accuracy of classification. This 
optimization strategy involves setting kernel parameters in the SVM training 
method, which affects the accuracy of classification. EMG signals classified the 
research as neurogenic, normal, or myopathic. The suggested technique divided 
EMG signals into frequency subbands employing the discrete wavelet transform 
(DWT) and generated statistical characteristics to reflect wavelet coefficient distri-
bution. The results demonstrate that the SVM approach outperforms standard 
machine learning methods and that the planned PSO-SVM classification system 
may increase classification accuracy. The PSO-SVM had 97.41% accuracy on 1200 
signals of EMG from 27 subject records, against 96.75%, 95.17%, and 94.08% for 
the SVM, KNN, and RBF classifiers, respectively. PSO-SVM uses several SVMs as 
its core to diagnose neuromuscular diseases [22].
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2.9  MH Algorithm Using Hybrid Case-Based Reasoning 
and Particle Swarm Optimization (PSO) Approach 
to the Detection of Hepatitis Disease

Physicians struggle to diagnose diseases. Misdiagnosis can lead to fatalities. In this 
context, expert systems and artificial intelligence approaches are used to decrease 
errors. The diagnoses of serious hepatitis use a combination of Case-Based 
Reasoning (CBR) and PSO. The CBR approach pre-processes the data and extracts 
each field’s weight that has an influence on diagnosis, followed by PSO clustering. 
Each record’s categorization and patient record are determined by PSO. The CBR- 
PSO technique outperformed FDT, KNN, SVM, PSO, and NB in hepatitis illness 
diagnosis with 94.58% accuracy. Comparatively, this technique works better when 
compared to different algorithms. This approach and fuzzy logic will be used in 
medical data by future researchers [23].

3  Meta-Heuristic Algorithms in Medical 
Image Segmentation

Recently, academics have focused on soft computing methods for medical data 
issue resolution. Similarity measurements are used to segment images. Medical 
image anomalies volumetric analysis is used for illness detection. Meta-heuristic 
algorithms support segmentation approaches recently. Highlights of meta-heuristic 
methods are presented. Meta-heuristic stochastic algorithms such as cellular autom-
ata, Memetic algorithms, ant colony optimization, particle swarms, evolutionary 
computation, Tabu search, and simulated annealing [24] (Fig. 2).

Fig. 2 Meta-heuristic algorithm helps in the prediction/diagnosis of diseases
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4  Conclusion

Meta-heuristics algorithms rapidly explore the enormous solution space of candi-
date characteristics and models to predict diagnose and complicated diseases. 
Genetic algorithms, particle swarm optimization, and simulated annealing can opti-
mize feature and model parameter selection to improve prediction. Meta-heuristics 
may become more important in illness prediction as healthcare data grows in vol-
ume and complexity. As processing power and machine learning improve, meta- 
heuristics algorithms will become more complex and accurate, making them a vital 
tool for healthcare practitioners.
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Printed rGO-Based Temperature Sensor 
for Wireless Body Area Network 
Applications

Asha Susan John and Kalpana Murugan

1  Introduction

A wireless body area network (WBAN) is a type of wireless network that connects 
small, low-power, and lightweight devices worn on the body to monitor various 
physiological parameters, such as heart rate, blood pressure, temperature, and other 
health-related information. The devices communicate with each other using wire-
less communication technologies such as Bluetooth, Zigbee, and Wi-Fi. WBANs 
are primarily used for healthcare applications and can provide real-time monitoring 
and analysis of a patient’s health status [32, 35]. They are often used for remote 
patient monitoring, where patients can be monitored from their homes or other 
remote locations, allowing healthcare providers to make timely decisions and pro-
vide appropriate care. WBANs can also be used for sports and fitness monitoring to 
track an individual’s physical activity, heart rate, and other physiological parameters 
(Fig. 1).

Wireless Body Area Networks (WBANs) offer several advantages for healthcare 
and wellness monitoring [33]. They are:

 1. Continuous Monitoring: WBANs provide continuous and real-time monitor-
ing of various physiological parameters, allowing healthcare providers to detect 
early warning signs of health problems and prevent complications. WBANs can 
also be used for sports and fitness monitoring, providing individuals with real- 
time feedback on their physical activity and health status.

 2. Non-Invasive Monitoring: WBAN devices are typically small, lightweight, and 
non-invasive, making them easy and comfortable to wear. This can improve 
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Fig. 1 WBAN Architecture [29]

patient compliance with monitoring protocols, allowing for longer and more 
accurate monitoring periods.

 3. Mobility: WBAN devices are designed for mobility, allowing patients to move 
around freely while still being monitored. This can be particularly useful for 
patients who require continuous monitoring but want to avoid being confined to 
a hospital bed.

 4. Personalized Care: WBANs can provide personalized care by monitoring an 
individual’s specific health parameters and providing tailored feedback and rec-
ommendations. This can help individuals make informed decisions about their 
health and wellness.

 5. Reduced Healthcare Costs: WBANs can help reduce healthcare costs by 
enabling remote patient monitoring and reducing the need for hospital visits. 
This can be particularly useful for individuals with chronic conditions who 
require frequent monitoring and care.

While Wireless Body Area Networks (WBANs) offer several advantages for health-
care and wellness monitoring, there are also some potential disadvantages to 
consider:

 1. Security and Privacy: WBAN networks can collect sensitive personal data, 
which raises concerns about security and privacy. Data breaches and unauthor-
ized access to sensitive data can compromise patient privacy and lead to identity 
theft or other forms of harm.

 2. Interference: WBAN networks can be susceptible to interference from other 
wireless devices, which can cause disruptions in the data transmission and affect 
the accuracy of the monitoring.

 3. Compatibility: The compatibility of different WBAN devices and systems can 
be a challenge, as different devices may use different communication protocols 
and standards.

 4. Limited Range: The range of WBAN networks is limited, which can make it 
difficult to monitor patients who are far away from the receiver or base station.

 5. Battery Life: WBAN devices are typically powered by batteries, which can 
limit the duration of monitoring and require frequent recharging or replacement.
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 6. Interoperability is another challenge, as different WBAN devices may use dif-
ferent communication protocols and standards.

A wide range of sensors is used to monitor various physiological parameters of the 
body. These sensors are networked using wireless sensing protocols as shown in 
Fig. 2. The different types of sensors include:

 1. Temperature sensors: These sensors are used to monitor body temperature and 
can be used to detect fever, hypothermia, or other changes in body temperature. 
They are commonly used in medical applications, such as monitoring patients 
with infectious diseases or post-operative care.

 2. Heart rate sensors: These sensors measure the electrical signals generated by 
the heart and can be used to monitor heart rate, heart rhythm, and other cardiac 
parameters. They are commonly used in sports and fitness applications to track 
an individual’s physical activity and monitor their cardiovascular health.

 3. Blood pressure sensors: These sensors measure the pressure of blood flowing 
through the arteries and can be used to monitor blood pressure and other cardio-
vascular parameters. They are commonly used in medical applications to diag-
nose and manage hypertension and other cardiovascular conditions.

 4. Oxygen saturation sensors: These sensors measure the oxygen saturation level 
in the blood and can be used to monitor respiratory function. They are  commonly 

Fig. 2 Patient monitoring sensors in WBAN network [30]
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used in medical applications to diagnose and manage respiratory conditions, 
such as chronic obstructive pulmonary disease (COPD) or sleep apnea.

 5. Glucose sensors: These sensors measure the glucose level in the blood and can 
be used to monitor blood sugar levels in patients with diabetes. They are com-
monly used in medical applications to monitor diabetes management and pre-
vent complications associated with high or low blood sugar levels.

 6. Accelerometers: These sensors measure the acceleration of the body and can be 
used to monitor physical activity and detect falls or other accidents. They are 
commonly used in sports and fitness applications to track an individual’s physi-
cal activity and monitor their overall health and wellness.

2  Background and Motivation

Temperature sensors are an essential type of sensor used in Wireless Body Area 
Networks (WBANs) for monitoring body temperature. WBANs are a type of wire-
less sensor network that enables real-time and continuous monitoring of an indi-
vidual’s physiological parameters, such as heart rate, blood pressure, and 
temperature, among others. WBANs have numerous applications in medical, sports, 
and fitness settings, and can help individuals and healthcare providers make 
informed decisions about their health and wellness [31]. In WBANs, temperature 
sensors are used to monitor body temperature, which is an important physiological 
parameter that can indicate various health conditions. Changes in body temperature 
can be a sign of fever, hypothermia, or other health conditions, and continuous 
monitoring of body temperature can help in the early detection and management of 
these conditions.

Temperature sensors used in WBANs are typically small and low power, allowing 
for continuous monitoring of body temperature without causing discomfort to the 
patient. They can be attached to the skin using adhesive patches or incorporated into 
clothing or wearable devices, providing real-time temperature readings that can be 
transmitted wirelessly to a central monitoring system. The commonly used tem-
perature monitoring devices in WBAN are:

 1. Thermistors: Thermistors are a type of resistor whose resistance changes with 
temperature. They are commonly used in medical applications to measure body 
temperature and can provide accurate temperature readings in a small form fac-
tor [26].

 2. Thermocouples: Thermocouples are made of two dissimilar metals that gener-
ate a voltage proportional to the temperature difference between the two junc-
tions. They are commonly used in industrial applications to measure temperature 
but can also be used in WBANs for body temperature monitoring.

 3. Infrared sensors: Infrared sensors measure the temperature of an object by 
detecting the infrared radiation emitted by the object. They are commonly used 
in non-contact temperature measurements and can be used in WBANs for moni-
toring skin temperature.
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 4. Fibre optic sensors: fibre optic sensors use optical fibre’s to measure tempera-
ture changes. They are commonly used in industrial and aerospace applications 
but can also be used in WBANs for monitoring body temperature.

 5. Integrated circuits (ICs): Temperature sensors based on integrated circuits can 
provide accurate temperature readings in a small form factor. They are com-
monly used in consumer electronics and can be used in WBANs for monitoring 
body temperature.

These sensors are available in the market in the form of digital thermometers, 
Infrared thermometers, mercury thermometers, disposable thermometers, chemical 
thermometers and smart thermometers [38]. Digital thermometers use electronic 
sensors to measure body temperature. They are available in various forms, including 
oral, axillary, and rectal thermometers. They typically provide a fast and accurate 
reading and can display the temperature in Fahrenheit or Celsius. Infrared thermom-
eters use infrared technology to measure body temperature without making contact 
with the skin. They can be used on the forehead or the ear and provide a quick and 
non-invasive reading. Mercury thermometers are a traditional type of thermometer 
that uses mercury to measure temperature. They are usually used for rectal tempera-
ture measurements and have largely been replaced by digital thermometers due to 
safety concerns related to the handling of mercury. Disposable thermometers are 
single-use thermometers that are often used in clinical settings to reduce the risk of 
cross-contamination. They are usually made from plastic or paper and are designed 
for use in the mouth or under the armpit. Chemical thermometers use chemical reac-
tions to measure temperature changes. They are not commonly used for measuring 
human body temperature but are often used in laboratory settings for other applica-
tions. Smart thermometers are digital thermometers that are connected to a smart-
phone app. They can record and track temperature readings over time, and some 
models can provide additional health insights and recommendations.

A wearable thermometer is a type of wearable device that measures and monitors 
a person’s body temperature. Unlike traditional thermometers that require physical 
contact with the body, wearable thermometers can be worn on the body, allowing 
for continuous temperature monitoring without the need for constant manual mea-
surements. Wearable thermometers can come in various forms, including patches, 
wristbands, and smartwatches. They use sensors to detect changes in body tempera-
ture and transmit the data to a mobile device or other connected devices for further 
analysis. Wearable thermometers have become increasingly popular in recent years, 
especially during the COVID-19 pandemic, as they allow for remote temperature 
monitoring and can help detect potential infections early on. They are also useful for 
monitoring the temperature of individuals with chronic illnesses or for tracking the 
temperature of infants and young children. Wearable thermometers are a convenient 
and effective way to monitor body temperature continuously and remotely, making 
them a valuable tool for both medical professionals and individuals concerned about 
their health. Some of the wearable type of sensors used in market include:
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 1. Smartwatches: Many modern smartwatches, such as Apple Watch and Samsung 
Galaxy Watch, include sensors that can monitor body temperature. These sen-
sors can measure skin temperature on the wrist and can provide continuous tem-
perature tracking.

 2. Thermometer patches: Thermometer patches are small, flexible adhesive 
patches that can be applied to the skin to monitor body temperature. They typi-
cally use a wireless transmitter to send data to a smartphone or other device for 
monitoring and analysis.

 3. Wireless temperature monitoring systems: These are systems that can be 
worn on the body, such as a bracelet or necklace, and provide continuous tem-
perature monitoring. They typically use wireless technology, such as Bluetooth 
or Wi-Fi, to transmit data to a smartphone or other device.

 4. Smart clothing: Smart clothing includes clothing with embedded sensors that 
can monitor various physiological parameters, including body temperature. 
These sensors can be integrated into fabrics and can provide continuous tem-
perature tracking.

 5. Earbuds: Some earbuds, such as the Jabra Elite Sport earbuds, include sensors 
that can monitor body temperature through the ear canal. These sensors can pro-
vide continuous temperature tracking and can be used for sports and fitness 
tracking.

3  Literature Review

Monitoring body temperature is critical for identifying human health problems and 
reflecting physiological activities. In conventional temperature sensing, rigid tem-
perature detectors, such as thermometers, are commonly utilised. The main weak-
ness of this approach is its inability to mix with curved surfaces, such as human or 
animal bodies. Also, thermometers cannot be placed under the arm as required, 
making them inappropriate for children [2]. Furthermore, when inflexible tempera-
ture detectors come into contact with uneven surfaces, they become uncomfortable. 
As a result, a wearable, flexible temperature sensor capable of making direct contact 
with the human body is critical. The mechanical robustness, biocompatibility, mul-
tifunctionality, comfort, and comfort of flexible sensors enable next-generation 
wearable technologies. Two examples are RTDs and Thermistors [4]. Significant 
advances in the development and upgrading of flexible temperature sensors have 
been made to replace standard sensors on rigid substrates and provide a viable alter-
native for wearable applications [3]. Temperature sensors of various types include 
thermocouples and resistive temperature detectors (RTDs) [4].

The resistance of the conductor material in RTDs varies with temperature [1, 5, 
6]. Thermistors, on the other hand, utilise variations in electric conductivity of a 
sensor material to compensate for temperature variation [7]. The main advantages 
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of RTD temperature sensors are their low cost, good linearity, and simple fabrica-
tion technique [1, 6]. However, RTD has a slow response time and a low sensitivity. 
Thermistors, on the other hand, have advantages due to their qualities such as inex-
pensive cost, wide sensing range, quick response, and extremely accurate tempera-
ture measurements [7, 8]. The two thermometer (PTC) types are the negative 
temperature coefficient (NTC) Thermistor and the positive temperature coefficient. 
Resistance increases with resistance in the NTC, whereas resistance decreases with 
temperature in the PTC.The temperature coefficient of resistance (TCR), which rep-
resents the sensor‘s sensitivity, has attracted the most attention for all temperature 
sensors [6, 8]. The sensor becomes more sensitive to small temperature variations as 
the TCR value increases [9]. Equation 1 [1, 5, 6, 8, 9] drives the TCR.

 
TCR Ro Ro� � �� �� �� R T To1 1– /

 
(1)

where R1 is the thermistor’s resistance at absolute temperature T1[C] and R0 is the 
tested sample’s initial resistance at [C]. The two most common processes utilised to 
make flexible and wearable sensors are photolithography and printing [10]. 
Photolithography is used to create high-performance gadgets. Unfortunately, due to 
the need for cleanroom facilities, significant material waste, and high fabrication 
costs, these procedures are unfortunately prohibitively expensive [10, 11]. As a 
result, low-cost printing processes that are simple to use and have substantially 
lower fabrication costs are in demand. Because of inkjet printing, the use of a stencil 
mask or clean-room lithography is no longer required [12]. It offers precise and 
continuous deposition of micro- and nanomaterials onto a range of surfaces under 
ambient conditions [13]. Inkjet also provides simple, flexible print patterns with 
high resolution, low material usage, and cost savings [10, 13].

Temperature sensors are used in a wide range of applications, from industrial 
control to biological monitoring. Several types of temperature sensors have been 
developed and intensively explored in response to the growing demand for high 
precision and dependability. The following are the most popular temperature sensor 
technologies, which range in responsiveness and accuracy from excellent to poor:

• Negative Temperature Coefficient (NTC) Thermistors.
• Resistance Temperature Detectors (RTDs)
• Thermocouples.
• Semiconductor-Based Sensors.
• Infrared (IR) temperature sensors
• Fiber optic temperature sensors

A thermistor is a type of thermally sensitive resistor that changes resistance as a 
function of temperature continuously, slowly, and incrementally. An NTC thermis-
tor has higher resistance at low temperatures. The resistance gradually reduces as 
the temperature rises, according to the R-T table. Resistance rises per °C allow for 
exact reflection of minor variations [19]. The output of an NTC thermistor cannot 
be linearized due to its exponential nature; but, depending on the application, it can 
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be. The effective operating range of regular thermistors or glass-encapsulated 
thermistors is 150  °C [18]. With a resistance temperature detector, or RTD, the 
resistance of the RTD element changes with temperature. To make an RTD, a wire 
or, for greater precision, a film is wrapped around a ceramic or glass core. Although 
nickel and copper are less expensive, they are not as stable or reproducible as plati-
num, which generates the most exact RTDs. Platinum RTDs, while more expensive 
than copper or nickel RTDs, produce a highly precise linear output over a tempera-
ture range of −200 to 600 °C [17]. A thermocouple is made up of two wires of dif-
ferent metals that are electrically connected at two points. The changing voltage 
generated between these two metals reflects proportional temperature changes [14]. 
Because thermocouples are nonlinear devices, they must be converted using a table 
when utilised for temperature control and correction. A lookup table is widely used 
for this. Thermocouples operate throughout the widest temperature range, from 
−200 to 1750 °C, although their accuracy is limited (0.5–5 °C) [15].

A semiconductor-based temperature sensor is commonly seen in integrated cir-
cuits (ICs). To track temperature changes, these sensors use two identical diodes 
with temperature-sensitive voltage vs. current characteristics. Although having the 
lowest accuracy of the basic sensor types, they provide a linear response. 
Furthermore, these temperature sensors respond slowly over the entire temperature 
range (−70 to 150 °C) [22]. Infrared (IR) temperature sensors enable accurate non- 
contact temperature measurement in medical applications. The most common appli-
cations for this type of temperature sensor are to measure skin, forehead, or ear 
temperatures. Fiber optic temperature sensors have gained popularity in recent 
years due to its high precision, resistance to electromagnetic interference, and 
capacity to detect temperature at multiple locations at the same time. They require 
an expert for signal processing, though, and are more expensive than conventional 
sensors [22].

In general, the temperature sensor to be used is determined by the specific appli-
cation and needs. Despite the ubiquitous use of thermocouples and RTDs, recent 
advances in fibre optic temperature sensors provide a potential opportunity for 
highly accurate and scattered temperature readings. The four most common types of 
temperature sensors in modern electronics are thermocouples, RTDs (resistance 
temperature detectors), thermistors, and semiconductor-based integrated circuits 
(IC). A thermocouple is a type of temperature sensor. This sensor is made up of two 
distinct metal wires that are linked at one end and coupled to a thermocouple ther-
mometer or other thermocouple-capable device at the other [15]. When properly 
configured, thermocouples may provide temperature measurements over a wide 
temperature range. A thermocouple is a sensor that measures temperature. It is con-
structed of two distinct metals that are joined at one end. When the junction of the 
two metals is heated or cooled, a voltage that is proportional to temperature is cre-
ated [16]. Thermocouples are a popular temperature sensor due to its simplicity, 
wide temperature range, and low cost. Unfortunately, they have measurement errors 
built in, and factors such as temperature gradients and electromagnetic interference 
can affect their precision. Because of their versatility as temperature sensors, 
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thermocouples are widely used in a wide range of applications, ranging from house-
hold appliances and utilities to industrial thermocouples [15]. Because thermocou-
ples come in such a wide range of models and technical specifications, understanding 
their fundamental construction, operation, and ranges is critical in order to select the 
optimal kind and material for your application [14].

Thermocouple sensors work on the following principle: A continuous current 
flows through the thermoelectric circuit when two wires of different metals are 
joined at both ends and one of the ends is heated. The most common thermocouple 
types are “Base Metal” thermocouples, which include Types J, K, T, and E. In high- 
temperature applications, noble metal thermocouples of types R, S, and B are used 
[16]. The capacity of thermocouple sensors to provide exact measurement values 
for industrial applications requiring high temperatures is its primary advantage [14]. 
They are long-lasting, inexpensive, fast to respond, and incredibly effective for 
many years to come. Straightforward vast range of temperatures selection Rugged 
It is “self-sufficient.”

The resistance temperature detector is another typical type of temperature sensor 
that relies on the idea of temperature-dependent resistance (RTD). They provide 
more accuracy and repeatability than thermocouples, making them excellent for 
applications requiring highly accurate temperature measurements [18]. Yet, they 
only work within a small temperature range and require more expensive signal con-
ditioning and processing equipment [17]. Identifying RTDs. The resistance of a 
sensor known as an RTD (Resistance Temperature Detector) fluctuates with tem-
perature. As the temperature of the sensor rises, so does the resistance. Temperature 
and resistance have a well-established and constant relationship [18]. Temperature 
is measured with an RTD, which stands for “Resistance Temperature Detector,” 
because its resistance varies with temperature. The resistance of the RTD increases 
linearly with temperature. RTDs are commonly referred to be wire wrapped. They’re 
manufactured with a glass or ceramic core wrapped in microscopic wire. The wire 
was made of platinum [18]. The RTD elements are often housed in a protective 
probe to protect them from the environment and to boost their robustness, which is 
another noteworthy aspect [17].

Thin film RTDs are less expensive. They are comprised of a basic ceramic that 
has been coated with a tiny layer of platinum. Let us now look at how an RTD 
works. As previously stated, an RTD is made up of insulated Platinum wires and a 
resistance element [17]. RTDs may occasionally incorporate three or even four 
wires to increase accuracy and minimise connection lead resistance concerns [18]. 
Platinum is utilised as the resistance element because it is chemically inert, has a 
wide temperature range, and is exceptionally long-term stable [17]. The RTD func-
tions on a fundamental principle. When a metal’s temperature rises, so does its 
resistance to the flow of electricity. When an electrical current is conducted through 
the sensor, the resistance element measures the resistance of the current passing 
through it [18]. Electrical resistance increases as the temperature of the resistance 
element rises. The electrical resistance is measured in Ohms. The resistance value 
can then be converted into temperature using the element’s characteristics. An RTD 
usually reacts between 0.5 s and 5 s. As a result, they are well suited for a wide 
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range of applications [17]. RTD sensors have numerous benefits. Long-term steadi-
ness, extreme accuracy, repeatability, consistency, and ability to deliver precise 
measurement even in severe settings. Platinum RTDs can sustain a wider range of 
temperatures. When compared to thermocouples and thermistors, they are the most 
dependable and consistent throughout time [16, 17]. RTD disadvantages: A more 
sophisticated measurement circuit is required due to low sensitivity and a high start-
ing cost. Larger than typical bulbs; low absolute resistance; a current source is 
required; less rugged in a high vibration environment; a bridge circuit with power 
supply is required [17]. Thermistors are temperature sensors that operate on the 
premise that the resistance of semiconductor materials changes with temperature. 
They have high sensitivity, short reaction times, and low pricing. Self-heating and 
nonlinearity, however, can reduce their accuracy [18].

A thermistor is a resistor with temperature-dependent resistance or a resistance 
thermometer. The term is made up of the words “thermal” and “resistor.” It is made 
of metallic oxides that are shaped into a bead, disc, or cylinder shape before being 
covered in an impermeable substance such as epoxy or glass [19]. The temperature 
sensor in this case is an inkjet printer thermistor. The resistance of thermos witches, 
also known as temperature-dependent resistors, fluctuates with temperature. They 
are sensitive to even minor temperature swings, making them suitable for tempera-
ture control. They can measure liquids, gases, or solids depending on the type of 
thermistor. The body temperatures of infants and children are measured with ther-
mometers [19]. To determine if the sensor is a thermistor or an RTD, measure the 
resistance between the two dissimilarly coloured wires: An RTD PT100 has a resis-
tance of 100 ohms at 0 °C. The resistance of an RTD PT1000 at 0 °C is 1000 ohms 
[20]. The thermistor’s key advantages are its high sensitivity, small heat capacity, 
and quick reaction; nevertheless, its main disadvantages are its low interchangeabil-
ity and non-linear thermoelectric properties, which broaden the measurement 
range [19].

Thermistors can have errors as low as less than 0.001 °C when utilized over a 
restricted temperature range of 0–50  °C. Thermistors have more sensitivity than 
other temperature sensors, which enables them to function well over a narrow tem-
perature range [20].

• They respond quickly
• They are inexpensive and therefore inexpensive to replace.
• Simple to use.
• Compact dimensions that enable them to occupy the tiniest areas.

Semiconductor-based temperature sensors, also known as IC sensors, are made up of 
two identical diodes on a dual integrated circuit (IC). Diodes and temperature- sensitive 
voltage are used to measure temperature. Although these sensors produce a relatively 
linear output, their accuracy falls between 1 °C and 5 °C [21]. An IC temperature sen-
sor is a two-terminal integrated circuit temperature transducer that creates an output 
current proportional to the absolute temperature. The sensor package is small, has a 
fast response time, and has a low thermal mass [21]. Temperatures typically vary from 
−58 to 302 °F (55 to 150 °C). The output of a solid-state sensor can be either analog 
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Fig. 3 The comparative chart for various temperature sensors [23]

or digital [20]. The IC transducer is a small device with a fast response time and low 
thermal mass. Ideally suited for circuit board temperature management, computer 
CPU temperature control, and telecommunications (cell phones) applications [22]. 
The advantages and disadvantages of IC sensors, as well as the possibility of analogue 
or digital outputs and inexpensive pricing, are strengths.

• Direct temperature measurement (1.000 = 100C and 298A = 298 K or 25 °C for 
some analog devices)

• Linear output, no curve fitting
• Direct voltage, current, or digital output needing no additional circuitry
• Wider interchangeability than most RTDs and thermistors

Limited temperature range: −55 to 150 °C Max

• Large variance in accuracy across models.
• With some immersion systems, small package sizes might be a barrier to low- 

cost applications (Fig. 3).

4  Materials and Methods

A printed temperature sensor is a type of sensor that is fabricated using printing 
techniques such as screen printing, inkjet printing, or flexography. These sensors are 
designed to measure temperature changes in various environments and are typically 
made from materials such as conductive inks, polymers, or carbon nanotubes.
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The design of a printed temperature sensor depends on the specific application 
for which it will be used. Some sensors are designed for use in wearable devices, 
while others are intended for use in industrial or automotive applications. The sen-
sor‘s design must take into account factors such as temperature range, sensitivity, 
accuracy, and response time. The fabrication process for printed temperature sen-
sors involves depositing the sensor‘s material onto a substrate using printing tech-
niques. This process allows for the creation of sensors with complex shapes and 
patterns, making them suitable for a wide range of applications. Printed temperature 
sensors have several advantages over traditional temperature sensors, including low 
cost, flexibility, and ease of integration with other electronic components. They are 
also more environmentally friendly than traditional sensors, as they use fewer mate-
rials and generate less waste during the manufacturing process. The design and 
fabrication of printed temperature sensors have opened up new possibilities for tem-
perature sensing applications, particularly in the fields of wearables, smart homes, 
and the Internet of Things (IoT).

4.1  Materials

The choice of material for a temperature sensor that can be used for WBAN applica-
tion includes the selection of material for temperature sensing as well as the 
material choice for the substrate on top of which the sensor is fabricated.

4.1.1  Sensing materials

There are several materials that can be used for the fabrication of a printed tempera-
ture sensor. These materials are typically chosen based on their thermal and electri-
cal properties, as well as their ability to be printed using various printing techniques. 
Some common materials used for printed temperature sensors include:

 1. Conductive inks: These are inks that contain conductive particles such as sil-
ver, copper, or carbon. They are commonly used to print the sensing element 
and the interconnects of the sensor.

 2. Polymers: Polymers such as polyimide, polycarbonate, or polyethylene tere-
phthalate (PET) are commonly used as substrates for printed temperature sen-
sors. These materials offer good thermal stability and flexibility.

 3. Carbon nanotubes: Carbon nanotubes are an emerging material for printed 
temperature sensors. They offer high thermal conductivity, low thermal mass, 
and excellent mechanical properties [27].

 4. Graphene: Graphene is another emerging material for printed temperature sen-
sors. It offers high thermal conductivity and excellent electrical properties [24].

 5. Thermocouples: Thermocouples are often used as temperature sensors in 
industrial applications. They are made from two dissimilar metals such as cop-
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per and constantan, and generate a voltage proportional to the temperature dif-
ference between the two junctions.

 6. Metal oxides: Metal oxide materials such as zinc oxide, tin oxide, and indium 
oxide are commonly used in printed temperature sensors. These materials have 
high thermal stability and can be printed using inkjet or screen printing 
techniques.

 7. Conductive polymers: Conductive polymers such as polyaniline, polypyrrole, 
and polythiophene are another class of materials that can be used for printed 
temperature sensors. These materials offer high electrical conductivity and can 
be printed using inkjet or spray coating techniques.

 8. Nanoparticles: Nanoparticles of metals such as gold, silver, or copper can also 
be used for printed temperature sensors. These materials offer high thermal 
conductivity and can be printed using inkjet or aerosol-jet printing techniques.

 9. Ceramic materials: Ceramic materials such as alumina, zirconia, or silicon 
carbide can be used as substrates for printed temperature sensors. These materi-
als offer excellent thermal stability and can be printed using screen printing or 
inkjet printing techniques.

 10. Organic materials: Organic materials such as organic semiconductors, organic 
dyes, or organic molecules can be used for printed temperature sensors. These 
materials offer good flexibility and can be printed using inkjet or spray coating 
techniques.

 11. Metal oxides: Metal oxide materials such as zinc oxide, tin oxide, and indium 
oxide are commonly used in printed temperature sensors. These materials have 
high thermal stability and can be printed using inkjet or screen printing 
techniques.

 12. Conductive polymers: Conductive polymers such as polyaniline, polypyrrole, 
and polythiophene are another class of materials that can be used for printed 
temperature sensors. These materials offer high electrical conductivity and can 
be printed using inkjet or spray coating techniques.

 13. Nanoparticles: Nanoparticles of metals such as gold, silver, or copper can also 
be used for printed temperature sensors. These materials offer high thermal 
conductivity and can be printed using inkjet or aerosol-jet printing techniques.

 14. Ceramic materials: Ceramic materials such as alumina, zirconia, or silicon 
carbide can be used as substrates for printed temperature sensors. These materi-
als offer excellent thermal stability and can be printed using screen printing or 
inkjet printing techniques.

 15. Organic materials: Organic materials such as organic semiconductors, organic 
dyes, or organic molecules can be used for printed temperature sensors. These 
materials offer good flexibility and can be printed using inkjet or spray coating 
techniques [25].

The choice of material for a printed temperature sensor will depend on several fac-
tors, including the required temperature range, sensitivity, accuracy, and cost.
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4.1.2  Substrate Material

The choice of substrate for a printed temperature sensor will depend on several fac-
tors, such as the required temperature range, the desired accuracy and sensitivity, 
the manufacturing process, and the cost. Some common substrates used for printed 
temperature sensors include:

 1. Flexible polymeric substrates: Polymeric substrates, such as polyimide, poly-
ethylene terephthalate (PET), and polydimethylsiloxane (PDMS), are widely 
used in printed temperature sensors because they offer excellent flexibility, low 
thermal mass, and good thermal stability. These substrates are suitable for print-
ing using techniques such as screen printing, inkjet printing, and roll-to-roll 
printing.

 2. Rigid substrates: Rigid substrates such as glass, silicon, or ceramic materials 
can be used in printed temperature sensors where high accuracy and stability 
are required. These substrates are suitable for printing using techniques such as 
photolithography or inkjet printing.

 3. Paper-based substrates: Paper-based substrates such as cellulose-based paper 
or coated paper are low-cost options for printed temperature sensors. These 
substrates are suitable for printing using techniques such as screen printing or 
inkjet printing.

 4. Metal foils: Metal foils such as copper, aluminum, or stainless steel can be used 
as a substrate for printed temperature sensors. These substrates offer good ther-
mal conductivity and stability but may not be as flexible as polymeric sub-
strates. Metal foils are suitable for printing using techniques such as screen 
printing or flexography.

 5. Textiles: Textiles such as cotton, silk, or polyester can be used as a substrate for 
printed temperature sensors in wearable applications. These substrates offer 
excellent flexibility, breathability, and comfort. Textiles are suitable for printing 
using techniques such as inkjet printing or screen printing.

 6. Polyimide (PI): Polyimide is a popular substrate material for printed tempera-
ture sensors because it offers good thermal stability, flexibility, and durability. 
It can withstand high temperatures and is commonly used in harsh 
environments.

 7. Polycarbonate (PC): Polycarbonate is another popular substrate material for 
printed temperature sensors because it offers good thermal stability and is easy 
to print on. It is commonly used in low-temperature applications.

 8. Polyethylene terephthalate (PET): PET is a widely used substrate material 
for printed temperature sensors because it is flexible, transparent, and offers 
good thermal stability. It is commonly used in consumer electronics applications.

 9. Ceramic: Ceramic materials such as alumina, zirconia, or silicon carbide can 
be used as substrates for printed temperature sensors because they offer excel-
lent thermal stability and can withstand high temperatures. They are commonly 
used in high-temperature applications.
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 10. Metal foils: Metal foils such as copper or aluminum can be used as substrates 
for printed temperature sensors because they offer good thermal conductivity 
and can withstand high temperatures. They are commonly used in high- 
temperature applications.

 11. Flexible printed circuit boards (FPCBs): FPCBs are a type of substrate mate-
rial that can be used for printed temperature sensors. They offer good flexibility, 
durability, and can be easily integrated into other electronic systems.

 12. Silicone rubber: Silicone rubber is a flexible and durable substrate material 
that can be used for printed temperature sensors. It is commonly used in medi-
cal and wearable applications.

 13. Metals: Metals such as stainless steel or titanium can be used as substrate mate-
rials for printed temperature sensors. They offer high thermal conductivity and 
can withstand harsh environments. However, they are typically more expensive 
than other substrate materials.

 14. Glass: Glass is a substrate material that offers high thermal stability, chemical 
resistance, and can be easily printed on. It is commonly used in high- temperature 
applications and in harsh chemical environments.

The choice of substrate material will depend on the specific requirements of the 
sensor and the printing technique used to fabricate the sensor. For example, some 
substrates may be better suited for certain printing techniques than others. 
Additionally, the substrate material may affect the performance of the sensor, such 
as its sensitivity and response time, so careful consideration is required during sub-
strate selection. It is important to select a substrate material that can withstand the 
operating temperature range of the sensor, is compatible with the printing method 
used, and provides the desired level of durability and flexibility.

4.2  Methods

A temperature sensor can be simulated using COMSOL Multiphysics. It uses finite 
element analysis (FEA) to simulate the behavior of a temperature sensor under dif-
ferent conditions. This allows designers to optimize the performance of the sensor 
and identify potential issues before it is fabricated. To design a temperature sensor 
using COMSOL, the model of the sensor should be first drawn. This model typi-
cally includes the geometry of the sensor, the materials used, and the boundary 
conditions. The heat transfer equations that govern the behavior of the sensor can 
then be defined and COMSOL’s built-in solvers can be used to simulate the behav-
ior of the sensor under different conditions. COMSOL also offers several features 
that make it ideal for designing temperature sensors. These include:

 1. Multi-physics simulation capabilities: COMSOL can simulate the behavior of 
temperature sensors under different physical conditions, such as fluid flow and 
electromagnetic fields.
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 2. User-friendly interface: COMSOL has a user-friendly interface that makes it 
easy to set up and run simulations.

 3. High-performance computing: COMSOL can take advantage of high- 
performance computing resources to speed up simulations and handle large 
datasets.

 4. Comprehensive documentation and support: COMSOL offers comprehen-
sive documentation and support resources to help users design and simulate tem-
perature sensors.

The structure of the temperature sensor using COMSOL Multiphysics can be 
achieved by using the following steps

 1. Defining the geometry: The first step is to define the geometry of the sensor. 
This can be done using the COMSOL CAD tools, or by importing a CAD model 
of the sensor.

 2. Setting up the model: The next step is to set up the model by defining the mate-
rials and properties of the sensor. This includes specifying the thermal conduc-
tivity, specific heat capacity, and density of the materials used in the sensor.

 3. Defining the boundary conditions: The boundary conditions of the model must 
be defined, including the heat flux and temperature distribution on the surface of 
the sensor.

 4. Solving the model: Once the model is set up, it can be solved using COMSOL’s 
built-in solvers. This will provide a temperature distribution throughout 
the sensor.

 5. Analysing the results: The final step is to analyse the results of the simulation. 
This includes analysing the temperature distribution, heat transfer rate, and any 
other relevant parameters.

 6. Table 1 shows the recent temperature sensors with the sensing material, substrate 
material, fabrication techniques and encapsulation methods.

5  Fabrication

5.1  Fabrication

This session describes the fabrication of a temperature sensor that can be used for 
WBAN application. The sensor fabrication is performed in two steps

 1. Fabrication of the electrodes
 2. Fabrication of the sensing material

The electrode is fabricated on a cladded FR4 substrate using a photolithography 
process. The process includes:

 1. Cleaning and preparation: The copper-clad FR4 substrate is cleaned and pre-
pared for the photoresist coating.
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Table 1 Materials and methods used for temperature sensors [28]

 2. Photoresist coating: A thin layer of photoresist is applied to the copper-clad 
FR4 substrate using a spin coater.

 3. Mask alignment and exposure: The photomask, which contains the desired 
circuit pattern, is aligned over the photoresist-coated substrate using a UV light 
aligner. The substrate and the photomask are then exposed to UV light, which 
causes the photoresist to harden in the areas that are exposed to light.
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 4. Developing: The substrate is then washed with a developer solution that dis-
solves the unexposed photoresist, leaving only the hardened areas.

 5. Etching: The exposed areas of the copper are etched away using a chemical 
solution. This creates the desired circuit pattern on the copper-clad FR4 substrate.

 6. Photoresist removal: Finally, the remaining photoresist is removed using a sol-
vent, leaving the patterned copper-clad FR4 substrate ready for further 
processing.

The fabrication of the sensing material which is chosen to be reduced graphene 
oxide on top of the electrode include:

 1. Preparation of the reduced graphene oxide ink:

 (a) Synthesize graphene oxide: Graphene oxide (GO) is synthesized from 
graphite through a modified Hummers method.

 (b) Reduce graphene oxide: Graphene oxide is then reduced to rGO using a 
reducing agent, such as hydrazine, sodium borohydride, or hydrogen.

 (c) Prepare the ink: The rGO can then be dispersed in a suitable solvent, such as 
water, ethanol, or isopropyl alcohol, to make the ink. You can add a small 
amount of surfactant, such as Triton X-100, to improve the stability of 
the ink.

 (d) Characterize the ink: You should characterize the ink to ensure that it has the 
desired properties, such as viscosity, surface tension, and conductivity. You 
can use techniques such as rheology, contact angle measurement, and four- 
point probe measurement to characterize the ink.

 2. Preparation of the substrate: The printed substrate was cleaned using de ion-
ized water of resistivity 15MΩm for 5 minutes. The cleaned substrate was dried 
in sunlight for 10 minutes

 3. Printing the structure:

 (a) Print the temperature sensor: The rGO ink can be printed onto a suitable 
substrate such as paper, glass, or plastic using various printing techniques 
such as inkjet, screen, or flexographic printing. The printed rGO pattern can 
be designed as a resistor, thermistor, or another temperature-sensing element.

 (b) Sinter the rGO: To improve the electrical conductivity of the printed rGO 
pattern, it must be annealed sensor at a high temperature, exposing it to UV 
light, or treating it with a suitable chemical agent.

 (c) Characterize the temperature sensor: The printed and sintered rGO tempera-
ture sensor can be characterized by measuring its electrical resistance at 
different temperatures using a multimeter or other measurement instrument. 
The sensor‘s response time, sensitivity, and accuracy can also be evaluated 
to ensure it meets the desired performance specifications.

Reduced graphene oxide (rGO) has excellent temperature-sensing properties due to 
its high thermal conductivity and sensitivity to temperature changes. When 
exposed to different temperatures, the electrical conductivity of rGO changes, 
making it a good candidate for use in temperature sensors. The temperature sens-

A. S. John and K. Murugan



199

ing property of rGO is based on the fact that as the temperature increases, the 
thermal energy causes the rGO sheets to vibrate more rapidly, which increases 
the resistance of the rGO material. Conversely, when the temperature decreases, 
the rGO sheets vibrate less, which decreases the resistance of the rGO material. 
This change in resistance can be measured and correlated with changes in tem-
perature, allowing rGO to be used as a sensitive temperature sensor. The high 
thermal conductivity of rGO also helps to improve its temperature sensing accu-
racy and response time.

6  Generic Metaheuristic Algorithm for Optimization

The sensor thus created was integrated with an IoT device which is used to display 
the measured temperature value. For the sensor to measure and provide a meaning-
ful temperature value the output obtained from the sensor is mapped to specific 
values and is optimized using the generic metaheuristic algorithm [34, 36, 37]. The 
steps involved include:

 1. Initialization: The initialization step in a generic metaheuristic algorithm for 
optimizing a temperature sensor involves defining the initial state of the algo-
rithm and the search space. Here are the steps to perform the initialization step:

 (a) Define the search space: The first step in initializing a metaheuristic algo-
rithm is to define the search space, which represents the set of all possible 
solutions to the problem. In the case of temperature sensor optimization, the 
search space would consist of all possible configurations of the sensor‘s 
parameters, such as the placement of the sensor, the type of material used, 
and the sensitivity of the sensor.

 (b) Generate an initial solution: The next step is to generate an initial solution 
within the defined search space. This can be done randomly or using a heu-
ristic method. For example, the initial solution could be a randomly selected 
configuration of the sensor‘s parameters.

 (c) Evaluate the initial solution: Once the initial solution is generated, it needs 
to be evaluated to determine its quality. In the case of temperature sensor 
optimization, the quality of the solution would be measured by its ability to 
accurately measure temperature. This can be done using simulation or 
experimental testing.

 (d) Set the initial temperature: For metaheuristic algorithms such as simulated 
annealing, the initial temperature is an important parameter that determines 
the degree of exploration in the search space. The initial temperature should 
be set high enough to allow the algorithm to explore the search space, but 
not so high that it causes the algorithm to become stuck in a local minimum.
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 (e) Repeat the process: If the initial solution is not satisfactory, the initialization 
step can be repeated with a new initial solution or search space until a suit-
able starting point is found.

 2. Evaluation: The evaluation step involves measuring the quality of a candidate 
solution generated by the algorithm. Here are the steps to perform the evalua-
tion step:

 (a) Define the evaluation metric: The first step in evaluating a candidate solution 
is to define an evaluation metric that measures its quality. In the case of 
temperature sensor optimization, the evaluation metric could be the accu-
racy or precision of the sensor in measuring temperature.

 (b) Simulate or measure the solution: Once the evaluation metric is defined, the 
candidate solution needs to be simulated or measured to determine its qual-
ity. This could involve running simulations or experiments to measure the 
accuracy of the sensor in measuring temperature.

 (c) Calculate the fitness value: Based on the results of the simulation or experi-
ment, a fitness value can be calculated for the candidate solution. The fitness 
value should be based on the evaluation metric defined in step 1 and should 
reflect the quality of the solution relative to other solutions in the search space.

 (d) Compare the fitness value: Once the fitness value is calculated, it can be 
compared to the fitness values of other candidate solutions generated by the 
algorithm. The candidate solution with the highest fitness value is consid-
ered the best solution so far.

 (e) Repeat the process: The evaluation step is repeated for each candidate solu-
tion generated by the algorithm until the termination criterion is met.

 3. Search: The search step involves generating new candidate solutions in the 
search space in an attempt to find the optimal solution. Here are the steps to 
perform the search step:

 (a) Choose a search operator: The first step in the search step is to choose a 
search operator that will generate new candidate solutions. There are several 
search operators that can be used, such as mutation, crossover, or 
perturbation.

 (b) Apply the search operator: Once the search operator is chosen, it is applied 
to the current solution to generate a new candidate solution in the search 
space. This new solution should be feasible, meaning that it should satisfy 
any constraints imposed by the problem.

 (c) Evaluate the new solution: Once the new solution is generated, it is evalu-
ated using the evaluation metric defined in the evaluation step. The fitness 
value of the new solution is calculated and compared to the fitness value of 
the current solution.

 (d) Accept or reject the new solution: Based on the fitness value of the new solu-
tion and the current solution, the algorithm decides whether to accept or 
reject the new solution. If the new solution has a higher fitness value, it is 
accepted as the new current solution. If the new solution has a lower fitness 
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value, it may still be accepted with a certain probability determined by the 
current temperature value in the case of simulated annealing.

 (e) Repeat the process: The search step is repeated with the new current solution 
generated in step 4. The search continues until a stopping criterion is met, 
such as reaching a maximum number of iterations, or when the improve-
ment in the fitness value is below a certain threshold.

 4. Selection: The selection step involves selecting candidate solutions for the next 
iteration of the search process. Here are the steps to perform the selection step:

 (a) Sort the candidate solutions: Sort the candidate solutions generated in the 
search step based on their fitness values with respect to the accuracy or pre-
cision of the temperature sensor.

 (b) Select the best solutions: Select the best solutions from the sorted candidate 
solutions for the next iteration of the search process. The number of solu-
tions selected depends on the specific metaheuristic algorithm used.

 (c) Perform elitism: In some metaheuristic algorithms, such as genetic algo-
rithms, the best solution found so far is preserved and carried forward to the 
next iteration. This is important for a temperature sensor optimization prob-
lem to ensure that the best sensor calibration settings are not lost.

 (d) Generate new solutions: Generate new candidate solutions from the selected 
best solutions using search operators such as mutation or perturbation. These 
new solutions should be feasible and satisfy any constraints imposed by the 
problem.

 (e) Repeat the process: Repeat the selection step for each iteration of the search 
process until a stopping criterion is met, such as reaching a maximum num-
ber of iterations or when the improvement in the fitness value is below a 
certain threshold.

 5. Termination: The termination step involves deciding when to stop the search 
process. Here are the steps to perform the termination step:

 (a) Define a stopping criterion: The first step in the termination step is to define 
a stopping criterion, which is a condition that indicates when the search 
process should stop. The stopping criterion could be a maximum number of 
iterations, a specific target accuracy or precision, or when the improvement 
in the fitness value is below a certain threshold.

 (b) Check if stopping criterion is met: At the end of each iteration, the stopping 
criterion is checked to see if it has been met. If the stopping criterion has 
been met, the search process stops and the best solution found so far is 
returned as the optimal solution.

 (c) Repeat until stopping criterion is met: The search process is repeated until 
the stopping criterion is met. If the stopping criterion is not met, the algo-
rithm proceeds to the next iteration of the search process.

 (d) Return the optimal solution: Once the stopping criterion is met, the best 
solution found so far is returned as the optimal solution. This solution should 
provide the best calibration settings for the temperature sensor.
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 6. Solution: The solution step involves returning the optimal solution found by the 
search process. Here are the steps to perform the solution step:

 (a) Check if stopping criterion is met: At the end of each iteration, the stopping 
criterion is checked to see if it has been met. If the stopping criterion has 
been met, the search process stops and the best solution found so far is 
returned as the optimal solution.

 (b) Return the optimal solution: Once the stopping criterion is met, the best 
solution found so far is returned as the optimal solution. This solution should 
provide the best calibration settings for the temperature sensor.

 (c) Validate the optimal solution: Before using the optimal solution in a real- 
world scenario, it is important to validate the solution. This involves testing 
the temperature sensor with the optimal calibration settings and comparing 
the sensor readings with the actual temperature values.

 (d) Implement the optimal solution: Once the optimal solution has been vali-
dated, it can be implemented in the temperature sensor. This involves pro-
gramming the sensor with the optimal calibration settings.

7  Conclusion and Future Works

This chapter discusses on temperature sensors with a special consideration for tem-
perature sensors with rGO as the sensing material. The fabrication procedure for the 
sensor is also mentioned. The resulting sensor acts as a negative temperature coef-
ficient resistor. The voltage drop across the resistor is mapped to the temperature in 
celcius. The resultant values are optimized using the generic meta heuristic algo-
rithm to obtain a more reliable result. The chapter also discusses the various sensors 
available in the literature and the materials that are available in the market which 
will help to build a temperature sensor. Different types of temperature sensors were 
also discussed.
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1  Introduction

Many various strategies were offered several years ago to retain and preserve pri-
vacy. There are several approaches for privacy-preserving data mining (PPDM) and 
publication (PPDP). We shall discuss such strategies and algorithms shortly. So, 
here’s a summary of a few research on data mining and publishing with privacy 
protection. With developments in data mining techniques, the volume and scope of 
privacy breaches is expanding from the unique identification of an individual or SA 
disclosure to behavioral advertising privacy breaches in PPDP.  Since Sweeney’s 
proposal of k -anonymity to minimize privacy leakage and exposure during data 
publishing, several anonymization approaches [1, 2] and privacy models [2, 3] have 
been created in [1, 4, 5]. The author proposed k-anonymity [2] to assure that each 
raw data record cannot be distinguished from the other k-1 entries on QIDs. They 
also discovered a vulnerability in k-anonymity, namely that homogeneity and back-
ground knowledge attacks can be employed on k-anonymized datasets. They intro-
duced the l-diversity model with the SA diversity constraint to better privacy 
protection. In [5] they introduced a t-closeness model with distribution constraints 
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to ensure privacy after identifying skewness and similarity assaults on l-diversity. 
T-closeness cannot sufficiently protect the privacy of atypical values since they are 
more vulnerable to privacy exposure. They created the Mondrian top-down greedy 
approximation multidimensional k-anonymization technique using local recoding 
in [6]. Two clustering-based algorithms were created in [7], and they outperformed 
Mondrian in terms of information loss. In [8], the connection between QID and SA 
features is broken down. The authors presented Anatomy, a technique for anony-
mizing microdata. Anatomy, on the other hand, provides specific QID numbers. As 
a result of the precise QID values it broadcasts, presence assaults are conceivable. 
Susan et al. [9] presented an anatomization with slicing method: a novel technique 
to privacy preservation for numerous sensitive attributes. The sensitive attributes are 
divided into the sensitive table and the quasi attributes table using the anatomization 
approach. This project promotes and employs the k-anonymity and l-diversity prin-
ciples. It protects published data from membership, identity, and attribute linkage 
attacks, but the slicing technique must be applied individually to QIT and ST, and 
Anatomy is vulnerable to presence attacks because it releases specific QID values. 
Onashoga et al. [10] presented a KC-slice-based approach. By combining the prop-
erties of the LKC privacy model, it is a dynamic privacy-preserving data publishing 
strategy for many sensitive attributes. However, the writers did not provide instances 
of several releases, therefore they only described the technique in its entirety for a 
single release. They developed the LDP-Miner local differential privacy algorithm 
in [11] to anonymize set-valued data. These approaches are only appropriate for 
posting results; they cannot be used to publish secure data collections. They pre-
sented an effective method for posting microdata for numerous sensitive attributes 
in [12]. It employs the (p, k)-Angelization method to anonymize numerous sensitive 
attributes. It protects the privacy of published data by removing the threat of back-
ground knowledge and membership attacks. It is restricted to the circumstance 
where the dataset contains a single record relating to an individual. They proposed 
the G-model in [13], which guards against gender-specific SA attacks by keeping 
separate groups and caches of male and female SAs. The G-model, too, avoids gen-
eralization. It is unable to protect against Semantic Correlation attacks on privacy. 
A bidirectional personalized generalization approach was introduced in [14] to 
solve the higher privacy and reduced utility loss for multi-record datasets. This 
model can withstand a bi-directional chain attack by using a hierarchical generaliza-
tion technique. Despite its high performance, the model could only manage one 
sensitive attribute, and its generalization results in information loss. They devised 
the QIAB-IMSB technique in [15] to anonymize the set-valued dataset. Vertical 
partitioning was employed to split the table. The system defends against a sensitive 
linking attack by utilizing hierarchical generalization, and classification models 
were utilized to compare the data’s correctness.
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1.1  Query Answering

Authors in [16] proposed a utility-based strategy for ensuring privacy. The attributes 
of sensitive values represented in queries are taken into account in their approach. 
They allowed data owners to designate attribute weights and used generalisation 
boundaries to anonymize queries only when the sensitive attribute’s values surpassed 
the cut-off. A value is ascribed to a property based on how helpful it is. Generalisation 
borders are used to anonymize attributes whose combined weights above the thresh-
old values, while the remaining inquiries can be published immediately without any 
alterations. They assessed the utility of the data by comparing the distributional 
changes between the original and anonymized data using Cluster Analysis Measure 
and Empirical CDF Measures. As a result of their efforts, the utility has expanded 
and the risk of data loss has decreased.

In [17] due to the high accuracy of the results obtained by the proposed SPLU 
framework, releasing data with a high data utility is achievable for large sum aggre-
gate searches. SPLU provides significant imprecision for tiny sum aggregate 
searches to protect privacy. The framework randomises the perturbation of the sen-
sitive values. Based on the amount of data involved in each, this strategy differenti-
ates the reconstruction for utility issues from the reconstruction for privacy concerns. 
They use relative error to demonstrate the privacy and utility levels, where a higher 
relative error correlates to more privacy and less utility.

In [18] mention GUPT to increase the accuracy and accessibility of data analysis 
for a certain privacy framework. According to the term “privacy budget” used to 
characterise privacy utilising existing variable privacy frameworks, better privacy is 
attained with a lower data security budget. However, because it cannot simply con-
vert into the value of the programme, this Privacy Measurement Unit is difficult for 
data analysts who are not privacy experts to evaluate. Furthermore, analysts can 
efficiently distribute this privacy budget across multiple queries on a data set to 
avoid faulty analysis and limit the amount of inquiries that can be carried out on the 
dataset safely. The GUPT goes beyond the constraints of traditional differential 
anonymity by encouraging enterprises to evaluate their datasets differently. The new 
procedure could be implemented. Authors in [19] described a strategy for replying 
to personal questions in an ongoing public dataset with a large number of differen-
tially personal results. They found and used the connected information contained in 
continuous datasets, and they invented the concept of coupled sensitivity, which 
addressed the demand for differential privacy while causing less query noise. The 
results of their trials proved that their system is dependable, efficient, and protects 
privacy with minimal benefit loss.

Authors in [20] provided a survey on the privacy protection of published elec-
tronic health records. Their study looked at more than 45 algorithms for disseminat-
ing structured electronic health recorded data under privacy limitations. The 
algorithms chosen for analysis are effective in maintaining privacy and usability. In 
addition to data privacy, three ways are being researched to protect data utility: (1) 
They aim to minimise data loss by utilising an optimisation technique to calculate 
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it. (2) to outline the data analysis technique to be utilised with publicly available 
data and to assure its accuracy; and (3) to take into account the data owners’ consid-
eration requirements. Data that meets these specifications should be submitted.

1.2  Data Classification

Authors in [21] proposed a literature review on how to increase the usefulness of 
anonymised data from the standpoint of data classification. They use differentiated 
privacy in the use of decision-making arrangements to anonymize and disseminate 
data that demonstrates considerable quality improvements [22]. A detailed investi-
gation was carried out; the proposed method revealed considerable privacy and effi-
ciency gains focused on the linkages between the features of different datasets. To 
protect their privacy, they identify data distributions using entropy and the utility of 
information. The proposed research can categorise distinct associations based on 
the data’s usage and context. Furthermore, [23] implement an analysis to release 
data for categorization purposes after the inclusion of a number of noises. As a 
result, the current systems’ anonymous data are less useful. Identity cannot be suf-
ficiently concealed in [24], and private information cannot be delivered truthfully. 
Jaiswal et al. [25] proposed a k-anonymity technique to safeguard the publishing of 
health-care data. Full-domain generalisation is the core of their proposed algorithm. 
Zaman and Obimbo [26] proposed an h-ceiling concept to limit overgeneralization 
levels in order to address the diminished information utility caused by full domain 
generalisation. They also suggested adding bogus entries in the appropriate classes 
to meet the K-anonymity but not the h-ceiling [27]. The sensitive data is drawn at 
random from the relevant attribute domain, and the false records share the same 
quasi-identity characteristics as similar class data. Furthermore, all phoney records 
are listed in a database of false records. The adversaries are provided an anonymous 
table, which they index and attempt to extract sensitive information from using fake 
data. A record that contains a false one should be removed (Table 1).

In [28] presented a shared data classification data sharing approach for privacy 
awareness. Their approach to privacy mechanisms is focused on assembling privacy 
utilities that eliminate the most ineffective data accuracy and privacy characteristics. 
A k-anonymization method was presented [29] to cover tuples with very sensitive 
values in each equal category of severe weighting and packing. They devised a ran-
dom sampling technique to establish a balance between privacy and utility. Because 
criminal data contains a substantial amount of sensitive information, it solely con-
siders that. As a result, information efficiency matrices have not been used. The 
application of generalisation techniques resulted in the documenting of several pro-
cedures. Furthermore, [30] proposes hybrid generalisations that integrate generali-
sations with the data relocation paradigm. During cell migration, some cells undergo 
modifications in order to supplement tiny, indivisible clusters of tuples. This meth-
odology seeks to reduce the consequences of over allocation and outliers.
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Table 1 anonymization models

Anonymization model
Identity 
disclosure

Attribute 
disclosure Anonymous operation

Multiple 
sensitive 
attributes

Multiple 
records

k-Anonymity √ Generalization with 
predefined taxonomy 
tree

No No

l-Diversity √ √ Generalization with 
predefined taxonomy 
tree and suppression

No No

(α, k)-Anonymity √ √ Generalization with 
predefined taxonomy 
tree

No No

t-Closeness √ Generalization with 
predefined taxonomy 
tree

No No

m-Invariance √ √ Generalization with 
predefined taxonomy 
tree

No No

IR (k, l)-anonymity √ Generalization with 
predefined taxonomy 
tree

No Yes

IR (α,β)-anonymity √ Generalization with 
predefined taxonomy 
tree

No Yes

EIR (k, l)-anonymity √ √ Set generalization No Yes
EIR (α, β)-anonymity √ √ Set generalization No Yes
(K, C) L -Anonymity √ √ Suppression No No
(p, k)-Anonymity + 
Angel

Angelization 
techniques

Yes No

(p, l)- Angelization Angelization 
techniques

Yes Yes

(k, l)-diversity √ Generalization 
techniques

No Yes

2  Privacy Preserving Techniques

In the following section, we will go over the algorithms and strategies to see which 
one performs best. We shall contrast them based on data utility, information loss, 
and execution time.
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2.1  Privacy Preserving

To protect the privacy of patients and research participants, legal and organizational 
measures must be implemented in order to treat data in accordance with these crite-
ria. It is necessary to establish effective solutions to strike a balance between health 
care data sharing and privacy protection. Although different approaches have been 
developed to solve these challenges, the majority of them focus on a specific aspect 
of the problem using a single theory. In this study, we presented a paradigm for 
exchanging data while maintaining privacy and enhancing utility with a view to a 
broader practical application.

2.1.1  Why Need for Privacy

Electronic data is increasing as the modern world becomes more digitized. It is criti-
cal to examine the socioeconomic patterns of individuals in society. When it comes 
to data disclosure, privacy is a major concern. As an example, medical data com-
prises sensitive data because it contains information on the ailments of the patients. 
Before making this data available for data mining, it is critical to privatize it. In 
medical contexts, it is critical to protect the mining model with effective privacy; 
otherwise, incorrect predictions will result. Personal information that could be 
regarded unethical must not be disclosed. When data mining is performed on aggre-
gate results, privacy is defined as the protection of unauthorized publication of 
information. Privacy must be addressed at all the levels while mining is carried out.

3  Privacy Preserving Technologies

Privacy-preserving technologies enable users to protect the security of their person-
ally identifiable information (PII) submitted to and processed by service providers 
or apps while keeping the functionality of data-driven systems. Privacy-preserving 
technologies enable users to protect the security of their personally identifiable 
information (PII) submitted to and processed by service providers or apps while 
keeping the functionality of data-driven systems. In this section, we present a few 
well-known privacy models used to safeguard the confidentiality of healthcare data. 
As a typical PPDP technology, we give great attention to data anonymization 
privacy.

3.1  Data Anonymization

Figure 1 depicts a scenario for data posting utilizing data anonymization. A modi-
fied original database is constructed before being issued as an anonymized database 
by applying generalization and suppression to the original database. The anony-
mized database could be studied instead of the original database.
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Data Repository (Original Data)

Data anonymiza�on Released to

Anonymized Data Data Recipients

Fig. 1 Data anonymization scenario

START

END

Obtain a region to evaluate
if partition can be

performed

Choose the dimension (attribute)
in which to perform the partition

w.r.t. a given heuristic (e.g.,
having the widest range of values

Add new regions to a list for
their partitioning evaluation

Perform the partition such that
LeftPartition <= split value and

RightPartition > split value

No

No

Yes

Yes

Choose the value at which to
perform the partition (split

value) w.r.t. a given strategy
(e.g., median partitioning)

Are there regions
left in the domain space

to be evaluated?

Return anonymized table
resulting from the

recursive partitions

Is an allowable cut
to perform the partition?
(k-anonymity is satisfied

in both candidate
partitions)

Fig. 2 Core process of the mondrian algorithm

3.1.1  Mondrian Algorithm on IT

The Mondrian method [6] is a popular tool for anonymizing relational data. It 
divides the data space into a few smaller parts initially using KD-tree. Then, each of 
these partitions is anonymized using multidimensional generalization.

It can successfully anonymize the QID from the top down. Each characteristic is 
compelled to follow Mondrian’s intuitive arrangement. There are no generalization 
hierarchies for categorical attributes. As a result of this strategy, less information is 
lost. However, the semantic outcomes are less acceptable. Mondrian’s upper bound 
problem is that potential data utility declines.

Mondrian anonymization includes partitioning multidimensional data in geo-
metric space to find the most effective partitions for data anonymization. However, 
one disadvantage of Mondrian anonymization is that it consumes too much memory 
and processing time when dealing with high-dimensional data. Another concern is 
that because to the Mondrian-based privacy, the performance of data mining algo-
rithms may become unstable.

The steps of the Mondrian algorithm are:

 1. To categorize the raw dataset into k groups, use a kd-tree. Make certain that each 
K-group contains k records or more.

 2. Due to the generalization of each k-group, make sure that each k-group has the 
same QID (Fig. 2).
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3.1.2  M-Generalization Algorithm

For 1: M dataset anonymization, 1: M generalization is used. It is made up of two 
sub-algorithms: Partition for transactional processing and Mondrian for relational 
processing. Both are simple based on (k, l). When publishing 1: M data, the (k, l)-
diversity technique can secure QID and SA information by enforcing k-anonymity 
on the SA fingerprint and l-diversity on each equivalence class. This algorithm par-
titions data twice. SA anonymization should be performed before QID generaliza-
tion. Use the Mondrian [6] and Partition [40] to generalize QID.

The primary steps of 1:M-generalization are as follows:

 1. Convert 1:M microdata to 1:1 microdata as the first step.
 2. Analyse the SA fingerprint in step two.
 3. Anonymize SA diversity and QID.

Faster R-CNN includes a district application network that detects areas of the image 
where an object is more likely to be present, as well as a classifier that turns all of 
those objective applications into a class in the training dataset [12] (Figs. 3, 4, and 5).

3.1.3  Semantic Anonymization Method

The L-diversity methodology and semantic extraction methods are used to build the 
semantic-based anonymization. The owner of the public data might specify seman-
tic rules on which the semantic extraction is based [8]. Describe the relationship 
between two delicate values. The term “effective semantic rules” refers to semantic 
rules that generate data that compromises privacy and leads to similarity attacks. 
The anonymizer identifies the key data that must be anonymized before selecting 
the efficient semantic rules that produce these data. The strategy is separated into 
two main parts: Data extraction using practical semantic ideas determines the rules 

Algorithm 1: Partition 

Partition (partition, k) 

Adding the partition to the global return list if the 

partition cannot be separated;

else //

The following steps are taken: / choose a node with the 

maximum information gain split_Node choose node 

(partition); // distribute records to sub partitions 

Sub_ Partitions ← data distribution (partition, 

split_Node); 

// deal with subp_artitions that have fewer than k records

balance partitions (sub Partitions);

for sub_ Partition in sub _Partitions do 

Partition (sub _Partition, k);

Algorithm 2: Mondrian for data in 1: M Dataset

Mondrian (partition, l) 

Add the partition to the global return list if the part's ion 

cannot be divided;

else

/* It is best to choose the property with the widest 

(normaliZed) range of values. */ 

dm ← Select the attribute (partition);

When dm is a number,

threshold ← Choose Threshold (dm, partition);

lHS← {t ∈ partition: T [ dm] ≤threshold}; 

rHS← {t ∈ partition: T [ dm] > threshold}; sub Partition 

← {lHS} _ {rHS}; 

else 

split_Node ← split (partition, dm); 

sub_ Partitions ← share information (partition, split 

Node);

for sub Partition in sub Partitions do

Mondrian (sub _Partition, l) ;

Fig. 3 Anonymization Algorithms (Partition, Mondrian)
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Algorithm 3: 1: M-generalization. 

Begin

Enter T, K, and L as input

Output: T ∗
T1              Transform T into 1:1 dataset;

T2             Partition (T, K);

T ∗← Mondrian (IT, l); 

return T ∗;

End

Fig. 4 1: M-generalization

Algorithm4: algorithm for semantic extraction

L-diversity Table as an input (T)

Output: effective set of semantic guidelines

Clustering table into ECs; 

While T isn’t end do 

For each equivalence class V from T do 

Apply semantic rules on the sensitive attribute of EC; 

If there is extracted data impacts on privacy resulted by a 

semantic rule, then 

a) Keep the semantic rule on file as a valid semantic 

rule.

b) Assign this rule an anonymization action. 

End while

Fig. 5 Semantic Anonymization algorithms

of anonymization. Table 2 lists the ECs, the semantic rule that applies to them, and 
the recommended anonymization step in accordance with the values of sensitive 
features.

Our Suggested Guidelines
Using the INFORMS dataset:
Rule 1: A respiratory infection disease is present if “the bronchitis, lung cancer, 

cough, flu, and bronchitis” are present.
Rule 2: Very low salary if “income with values 0 to 2000”.
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Table 2 privacy models

Privacy models/
Techniques Evaluation

Privacy 
disclosure Data utility Reference

Slicing Designed to handle high- 
dimensional data, slicing can 
restore the original tuples 
after random tuple 
permutation if distinct tuples 
have the same QIDs and SAs.

Skewed and 
similarity-based 
attacks

Missing 
information

[31]

Anatomization 
With Slicing

The procedure generates 
several tables and takes a 
long time to finish. The 
answer is really difficult.

Demographic
Knowledge 
attack

Loss of 
information

[9]

SLOMS It removed the link between 
MSA. It issued numerous 
tables with information loss 
due to the generalization 
process.

Knowledge 
attack regarding 
demography

Information 
loss

[32]

Clustering 
Multi-sensitive 
Bucketization

It can only analyse numerical 
data, despite having a low 
suppression rate and little 
information loss.

— Minimal 
information 
loss

[33]

MSA (α, l) Employed suppression and 
generalizations when 
discussing anatomy, which 
reduced its usefulness.

— Increased 
information 
loss

[34]

ANGELMS Information loss results from 
the lack of a correlation 
between QIDs and SAs.

Skewness 
attacks,
Similarity 
attacks

High 
information 
loss.

[35]

LKC- privacy With 
slicing

The KC slice method was 
suggested for uploading 
dynamic MSA data; the 
approach has only been 
presented in its full for a 
single release because the 
authors did not provide 
examples of multiple releases.

— Information 
loss

[10]

k -anonymity + 

l –diversity

Proposed privacy models for 
1: M datasets. An adversary 
can reidentify individuals 
using the datasets if they are 
aware of the SA fingerprints.

— Information 
loss

[36]

(k, l)-diversity The proposed solution 
protects the privacy of 1:M 
datasets. As a result of QI and 
SA generalisations, there has 
been tremendous information 
loss. In the case of MSA, this 
is not applicable.

— Information 
loss

[37]

(continued)
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Table 2 (continued)

Privacy models/
Techniques Evaluation

Privacy 
disclosure Data utility Reference

(p, k)-Anonymity 
+ Angel

The suggested method 
protects the privacy of MSA’s 
healthcare microdata.
Its basis is the (p, k) 
angelization heuristic method.

Attacks 
correlated with 
MSA

Minimal 
information 
loss

[12]

(p, l)- Angelization The 1:M dataset and the MSA 
dataset are combined in the 
suggested technique.

Generalization 
correlation 
attacks

Low 
information 
loss

[32]

G-Model By keeping separate groups 
and caches of male and 
female SAs, the G-model 
guards against gender-specific 
SA attacks. The G-model 
avoids generalisation as well.

Semantic 
correlation 
attacks.

Fail to 
provide 
optimal 
privacy 
protection

[13]

Slicing (Multiple 
Column Multiple 
Attributes)

MSA anonymization was 
suggested, but QI attributes 
weren’t taken into account. In 
the 1: M occurrence of tuples 
in microdata, it displays 
wrong results.

Skewness 
attacks, 
Similarity 
attacks, 
Sensitivity 
attacks

Information 
loss

[38]

(k, k m)-anonymous The proposed approach is 
quite unrealistic even though 
it lessens information loss.

— Low 
information 
loss

[36]

Decomposition 
Plus

Utility was lost when noise 
was added to the proposed 
method. It also failed to 
prevent attribute and identity 
leaking.

Skewness attack
Similarity 
attack

High 
information 
loss.

[39]

Using the Heat Disease Dataset
Rule 1: Heart_disease_exists if “cp is typical angina or atypical angina.”
Rule 2: If the “trestbps from 150 to 200” range, then the resting blood pressure 

is high.
Rule 3: Blood_sugar_sickness if “fbs > 120.”
Rule 4: States_that_heart_disease_exists if “thalach from 170 to 202.”
Rule 5: Heart_disease_is_present if “restecg ST>.5”.

The red cells in Table 3 relate to the above-mentioned effective semantic rules 
that generate data that has an influence on privacy and can lead to privacy exposure. 
To solve this issue, we anonymized the data, which is shown in Table 4. Table 3 
displays the ECs, the applicable semantic rule, and creates anonymization action 
based on the semantic similarity of sensitive attribute values. It is clear that the EC 
with QI [30, 40], F and the EC with QI [40, 50], M have been blended into a single 
EC with QI [30, 50], * and all of the sensitive values from the two EC. As a result, 
prevent an attacker from revealing SA’s privacy (Tables 5 and 6).
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Table 3 original microdata (the heart disease dataset before anonymization)

Age Sex cp trestbps fbs thalach Restecg

28 Year SM Typical_angina 145.00 108.00 150.00 0
29 Year SM Asymptomatic 130.00 101.00 162.00 1
21 Year SM Atypical_angina 120.00 110.00 148.00 0
41 Year SM Non-anginal_pain 140.00 105.00 153.00 0
50 Year SM Atypical_angina 138.00 110.00 151.00 1
48 Year SM Asymptomatic 120.00 110.00 114.00 1
36 Year SF Typical_angina 160.00 125.00 187.00 1
37 Year SF Atypical_angina 150.00 130.00 172.00 1
30 Year SF Atypical_angina 172.00 130.00 178.00 1

Table 4 Entropy_3_Diversity (the heart disease dataset after 3_Diversity)

Age Sex cp trestbps fbs thalach Restecg

[20–30] SM Typical_angina 145.00 108.00 150.00 0
[20–30] SM Asymptomatic 130.00 101.00 162.00 1
[20–30] SM Atypical_angina 120.00 110.00 148.00 0
[30–40] SF Atypical_angina 172.00 130.00 178.00 1
[30–40] SF Typical_angina 160.00 125.00 187.00 1
[30–40] SF Atypical_angina 150.00 130.00 172.00 1
[40–50] SM Non-anginal_pain 140.00 105.00 153.00 0
[40–50] SM Asymptomatic 120.00 110.00 114.00 1
[40–50] SM Atypical_angina 138.00 110.00 151.00 1

Table 5 the effective semantic rules and anonymization action

Age Sex cp trestbps fbs thalach Restecg Rules action

[20–
30]

SM Typical_
angina

145.00 108.00 150.00 0 — —

[20–
30]

SM Asymptomatic 130.00 101.00 162.00 1 — —

[20–
30]

SM Atypical_
angina

120.00 110.00 148.00 0 — —

[30–
40]

SF Atypical_
angina

172.00 130.00 178.00 1 Heart 
disease_
blood sugar 
disease_ 
high resting 
blood 
pressure

Generalization, 
Adding +10
Suppress Sex 
attributes

[30–
40]

SF Typical_
angina

160.00 125.00 187.00 1

[30–
40]

SF Atypical_
angina

150.00 130.00 172.00 1

[40–
50]

M Non- anginal_
pain

140.00 105.00 153.00 0 — —

[40–
50]

M Asymptomatic 120.00 110.00 114.00 1 — —

[40–
50]

M Atypical_
angina

138.00 110.00 151.00 1 — —
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Table 6 3_Diversity after anonymization

Age Sex cp trestbps fbs thalach Restecg

[20–30] SM Typical_angina 145.00 108.00 150.00 0
[20–30] SM Asymptomatic 130.00 101.00 162.00 1
[20–30] SM Atypical_angina 120.00 110.00 148.00 0
[30–50] $ Atypical_angina 172.00 130.00 178.00 1
[30–50] $ Typical_angina 160.00 125.00 187.00 1
[30–50] $ Atypical_angina 150.00 130.00 172.00 1
[30–50] $ Non-anginal_pain 140.00 105.00 153.00 0
[30–50] $ Asymptomatic 120.00 110.00 114.00 1
[30–50] $ Atypical angina 138.00 110.00 151.00 1

3.1.4  Rating Privacy Preservation Method

In Fig. 4, a Rating system is used to distribute sensitive info. The AT (Attribute 
Table) and IDT (ID Table) tables for grading releases are based on varying sensitiv-
ity coefficients for distinct qualities. This strategy preserves the confidentiality of a 
large number of microdata correlations while simultaneously preserving the confi-
dentiality of a large number of sensitive variables. The utility of publicly available 
data while protecting many sensitive elements from prying eyes [41]. The (SCi 
(sensitivity coefficient)) is calculated using this method (Fig. 6) (Tables 7, 8, and 9).

3.1.5  (p, k) Angelization with Weight Calculation for MSAS 
Data Publishing

Because each bucket contains entries from the p categories, each bucket partitioning 
follows the (p, k)-anonymity principle. This approach (Angelization) includes 
bucket and batch partitioning pairings. Each bucket contains at least k tuples, where 
k is the smallest group size needed to guard against linking attacks.

Because the degree of sensitivity or weight attributed to each sensitive feature 
changes, this method applies weighted SA (sensitive attributes) assessments. Each 
sensitive attribute’s weights are calculated to establish its level of sensitivity. Let 
W = w1, w2,… w1 and w2 are the weights of s1 and s2, respectively. Table 8 shows 
the weights allocated to each sensitive attribute in the se., and so on. As a result, the 
two published tables (a sensitive batch table and a generalized table, as shown in 
Tables 10 and 11) are prepared.

A single table has numerous, closely related characteristics. Tables 11 and 12, for 
example, show “cp, thalach” and “restecg, trestbps, fbs” respectively. Horizontal 
partitioning is used to ensure that each bucket has l-diversity (Fig. 7) (Tables 13, 14, 
15, and 16).
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Fig. 6 Rating method

Table 7 microdata used for rating method

Age Sex cp trestbps fbs thalach Restecg

28Y SM Typical_angina 145.00 108.00 150.00 0
29 Y SM Asymptomatic 130.00 101.00 162.00 1
21 Y SM Atypical_angina 120.00 110.00 148.00 0
30 Y SM Atypical_angina 172.00 130.00 178.00 1
36 Y SM Non-anginal_pain 160.00 125.00 187.00 0
37 Y SF Atypical_angina 150.00 130.00 172.00 1
41 Y SF Non-anginal_pain 140.00 105.00 153.00 0
48 Y SF Asymptomatic 120.00 110.00 114.00 1
56 Y SF Atypical_angina 138.00 110.00 151.00 1
65 Y SF Asymptomatic 150.00 105.00 148.00 0

Table 8 Rating publishes AT with SC (3; 2; 2; 2; 2; 2; 2) for microdata in Table 5

t
Age 
(A_1)

Sex 
(A_2) cp (A_3)

Trestbps 
(A_4)

Fbs 
(A_5)

Thalach 
(A_6)

Restecg 
(A_7)

t_1 A_1ID_1 A_2ID_1 A_3ID_2 A_4ID_1 A_5ID_1 A_6ID_1 A_7ID_1
t_2 A_1ID_1 A_2ID_2 A_3ID_2 A_4ID_2 A_5ID_2 A_6ID_2 A_7ID_2
t_3 A_1ID_1 A_2ID_3 A_3ID_1 A_4ID_3 A_5ID_3 A_6ID_3 A_7ID_3
t_4 A_1ID_2 A_2ID_4 A_3ID_3 A_4ID_4 A_5ID_4 A_6ID_4 A_7ID_4
t_5 A_1ID_2 A_2ID_5 A_3ID_5 A_4ID_5 A_5ID_5 A_6ID_5 A_7ID_5
t_6 A_1ID_2 A_2ID_6 A_3ID_4 A_4ID_1 A_5ID_1 A_6ID_1 A_7ID_1
t_7 A_1ID_3 A_2ID_2 A_3ID_4 A_4ID_2 A_5ID_2 A_6ID_2 A_7ID_2
t_8 A_1ID_3 A_2ID_3 A_3ID_3 A_4ID_3 A_5ID_4 A_6ID_3 A_7ID_3
t_9 A_1ID_3 A_2ID_4 A_3ID_5 A_4ID_5 A_5ID_5 A_6ID_4 A_7ID_5
t_10 A_1ID_3 A_2ID_5 A_3ID_1 A_4ID_4 A_5ID_3 A_6ID_5 A_7ID_4
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Table 9 For microdata in Table 5, rating publishes IDT with SC (3, 2; 2; 2; 2)

ID Age (A1)
Sex 
(A_2)

cp 
(A_3)

Trestbps 
(A_4)

Fbs 
(A_5)

Thalach 
(A_6)

Restecg 
(A_7)

ID_1 21–28–29 M-F Aty-asy 108–130 108–130 150–172 0–1
ID_2 30–36–37 M-F Ty-asy 130–140 101–105 162–153 0–1
ID_3 41–48–56–

65
M-F Aty-asy 120–120 110–105 148–114 0–1

ID_4 – M-F Aty-non 172–150 130–110 178–151 0–1
ID_5 – M-F Non-aty 160–138 125–110 187–148 0–1

aty atypical angina, Ty typical angina, asy asymptomatic, non non-anginal pain

Table 10 Calculation of weight

Sensitive-attributes Identified by Dependency Weightage

Chest-pain-type (S1 = cp) S2–S3–S4 3 3
Resting-blood-pressure (S2 = trestbps) … 0 0
Resting-electrocardiographic-results (S3 = restecg) S2–S5 2 2
Maximum-heart-rate-achieved (S4 = thalach) S1–S2–S5 3 3
Fasting-blood-sugar (S5 = fbs) S2 1 1

Table 11 QUASI-TABLE (QIT) (publicly release all quasi- identifiers for each person)

Tuple id Age Sex

P1 28 M
P2 29 M
P3 21 M
P4 30 F
P5 36 F
P6 37 F
P7 41 M
P8 48 M
P9 46 M

Table 12 Sensitive-attribute-table (ST) (publish all sensitive-attributes for each individual)

cp trestbps fbs thalach Restecg

Typical_angina 145.00 108.00 150.00 0
Asymptomatic 130.00 101.00 162.00 1
Atypical_angina 120.00 110.00 148.00 0
Atypical_angina 172.00 130.00 178.00 1
Typical_angina 160.00 125.00 187.00 0
Atypical_angina 150.00 130.00 172.00 1
Non-anginal_pain 140.00 105.00 153.00 0
Asymptomatic 145.00 115.00 114.00 1
Atypical_angina 138.00 110.00 151.00 1
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Input:  
1: dataset

A) Explanatory identifier (E)

B) quasi-identifier characteristics

C) Sensitive characteristics

2: (External factor) EX

Output: 
A) Sensitive Batch Table

B) Generalized Table

Fig. 7 “(p, K) – Angelization” [14].

Table 13 Sliced-sensitive-attributes (CP, THALACH)

Tuple ID cp thalach Group

P_1 Typical_angina 150.00 1
P_2 Asymptomatic 162.00
P_3 Atypical_angina 148.00
P_4 Atypical_angina 178.00 2
P_7 Non-anginal_pain 187.00
P_9 Atypical_angina 151.00
P_5 typical_angina 153.00 3
P_8 Asymptomatic 114.00
P_6 Atypical_angina 172.00

Table 14 Sliced-sensitive-attributes (RESTEC, TRESTBPS, FBS)

Tuple ID restecg trestbps fbs Group

P_1 0 145.00 108.00 1
P_2 1 130.00 101.00
P_5 0 160.00 125.00
P_4 1 172.00 130.00 2
P_3 0 120.00 110.00
P_6 1 150.00 130.00
P_7 0 140.00 105.00 3
P_8 1 145.00 110.00
P_9 1 138.00 115.00

Table 15 Generalized table

cp trestbps fbs thalach Restecg Batch ID

Typical angina, asymptomatic 145, 130 108, 101 150, 162 0,1 1
Non-anginal pain,
Atypical angina

140, 172 105, 130 153, 178 0,1 2

Atypical angina, asymptomatic 120, 145 110, 115 148,115 0,1 3
Typical angina,
Atypical angina

160, 138 125, 110 187, 151 0,1 4
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Table 16 Sensitive batch table (SBT)

Age Sex Batch ID

[20–30] Person_ 1
[20–30] Person_
[20–30] Person_
[30–38] Person_ 2
[30–38] Person_
[38–45] Person_ 3
[38–45] Person_
[45–50] Person_ 4
[45–50] Person_

4  Conclusion and Future Direction

Finally, recent improvements in healthcare data privacy strategies have allowed 
healthcare organisations to share data while maintaining patient privacy. 
Homomorphic encryption, differential privacy, and federated learning are just a few 
of the advanced solutions created to solve healthcare data privacy concerns. As 
healthcare data becomes more valuable, these strategies are likely to expand and 
improve, allowing for even deeper insights while yet respecting patient privacy. The 
chapter finishes with a consideration of future research topics and issues that must 
be addressed in order to advance healthcare data privacy even further. It addresses 
difficulties such as enhancing the scalability of advanced privacy strategies, address-
ing data quality concerns, and developing new privacy techniques for emergent 
healthcare data types.
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The Ability of the CFD Approach 
to Investigate the Fluid and Wall 
Hemodynamics of Cerebral Stenosis 
and Aneurysm

Talaat Abdelhamid  and Ahmed G. Rahma 

1  Introduction

Investigation of hemodynamics characteristics in the vascular system of patients 
holds significant value for understanding and diagnosing various diseases [1, 2] 
such as stenosis [3], aneurysms of different types (saccular [4], fusiform [5], false, 
and dissection [6]), …, etc. Each year, 15 million people worldwide experience a 
stroke, with 33.3% of them resulting in death and another 33.3% resulting in perma-
nent disability. Although stroke is not a common occurrence among the young, it 
can occur due to high blood pressure when it does [7]. Currently, a major concern is 
gaining insight into cerebrovascular diseases and discovering the relationships they 
have with parameters of hemodynamics, such as the fluid vortex, and wall pressure/
shear stress distribution. Luo et al. [8] conducted a computational fluid dynamics 
investigation on an MRI-based model of a cerebral artery with stenosis in order to 
examine its effect on the hemodynamics characteristics. The study began with a 
benchmark to ensure the boundary conditions and the computational methods, 
which were adopted by a straight pipe with an ideal symmetric stenosis of d/D = 0.4. 
Where the d/D, is the contraction diameter ratio to the pipe diameter. In the part two 
of the simulation. The simulations are done on MRI-based model of a cerebral 
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artery with 2 inlets and 15 outlets and measured boundary conditions such as the 
pressure outlet and the velocity inlet profiles are used. The results indicate that the 
stenosis is leading to a loss of pressure in the distal area.

Intracranial aneurysms are bulges in the intracranial arteries caused by a weak-
ness in the blood vessel wall [9–11]. They affect a global population of between 
0.5% and 6%. Unfortunately, rupture of these intracranial aneurysms (IAs) can 
occur in approximately 0.25% of cases, leading to death in 60% of cases [12, 13]. 
The study conducted by Souza et al. [14] aimed to analyze the impact of the hemo-
dynamics and the structure on the behavior of intracranial aneurysms. By utilizing 
CFD simulations on a numerical model, they analyzed the parameters that have a 
significant effect on an aneurysm’s rupture. The simulations were run at various 
Reynolds values (1–1000) using the Fluent 2020 R2 commercial package. The 
results revealed that an increase in Re leads to the formation of flow recirculation in 
the aneurysm. Additionally, the maximum values of WSS, displacement, and strain 
were observed at the highest Reynolds number.

Additionally, CFD simulations can be performed using two types of models [8, 
15], the first is the benchmark model which is a simplified version of the vascular 
system [16–18]. The second is the patient-specific model, which is based on the real 
geometry of the patient’s vasculature [19–21]. These simulations provide valuable 
information regarding the flow patterns and the wall stress/pressure distribution at 
cerebral vessels, which are crucial for understanding and diagnosing cerebrovascu-
lar diseases [22–24]. The results obtained from these simulations can be compared 
with the literature and validated to ensure the reliability of the CFD approach. 
Perinajová et al. [25] focused on analyzing the turbulence and WSS in the Narrowing 
of the aorta using computational fluid dynamics (CFD) simulations. To validate 
their findings, the researchers utilized a flow phantom of a vessel with 180 degree 
bending and narrowing with pulsating flow and compared the results with those 
obtained from a 4D-flow MRI technique. The results demonstrated a remarkable 
link between the experimental outcomes from the experimental approach and the 
CFD approach.

Xiang et  al. [26] studied the effects of the hemodynamics on the rupture of 
IA. They found that the use of CFD simulations is effective in evaluating the risk of 
intracranial aneurysms when real patient data are available. The results indicated the 
importance of hemodynamic analysis in predicting the likelihood of an aneurysm 
rupture. Chen et al. [27] aimed to simplify the modeling process for studying the 
blood flow in a stroke patient’s cerebral artery. Their research revealed that numeri-
cal simulations can be a time-efficient method for pre-and post-surgery planning, 
making it a valuable tool for medical professionals.

In this chapter, numerical simulations are performed for the entire cerebral arter-
ies of two patients. The computational domain used for the simulation is divided 
into two segments (the benchmarks and the actual arteries reconstructed from the 
MRI). The problem is described, and the system of incompressible Navier-Stokes 
equations is introduced. Furthermore, a comprehensive study of the blood flow and 
wall hemodynamic parameters, including the WSS, wall pressure, and flow recircu-
lation, is conducted on benchmarks before the solution is refined to incorporate 
actual patient-specific cerebral arteries.

T. Abdelhamid and A. G. Rahma
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2  Methodology

2.1  Problem Outline and the Numerical Approach

In this section, we examine two types of cerebral cardiovascular conditions – steno-
sis and aneurysm. The defined parameters of the simulation at the boundary condi-
tions are derived from the ultrasonography scans. We employ a consistent CFD 
model to analyze the hemodynamics in both benchmark segment and patient- 
specific cerebral arteries segment with modified velocity/pressure profiles.

2.1.1  Cerebral Arteries Stenosis

In the first instance, the benchmark study involves simulating blood flow in pipes 
with a diameter of 3.5  mm and length of 61.6  mm, with a range of vascular 
Narrowing ratios variation from (0% to 60%) as depicted in Fig. 1. This contraction 
is assumed to represent an inborn medical condition in the patient. In the second 
case, a realistic scenario for MRI based model of the cerebral artery is taken into 
account [27], as shown in Fig. 16. Both studies are conducted using a consistent 
CFD model to present the blood flow dynamics in the given geometries.

2.1.2  Cerebral Arteries Aneurysm

The CFD simulations provide a comprehensive analysis for the flow characteristics 
of a benchmark of the intracranial artery (IA), as depicted in Fig. 2. The model is 
built and analyzed using boundary conditions derived from the literature [14]. 
Subsequently, the same characteristics are investigated for an MRI based model of 

61.6 

D =3.5 

d

(b)

(c)

(a)

Flow

Fig. 1 (a) The benchmark domain of computation, (b) The model meshing and zoom in of the 
stenosis zone, and (c) zoom-in for the gridding system of the vessel inlet
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Fig. 2 (a) The computational domain (b) The meshing for the benchmark (c) Zoomed in for the 
meshing system of the aneurysm zone, and (d) Section A-A

a cerebral aneurysm at the anterior communicating artery (AAA). This model is 
built from MRI data by the commercial software package SimVascular (Fig. 17).

2.2  Governing Equations

Steady state, three-dimensional CFD simulations were conducted for both geome-
tries. The flow of blood is governed by the differential equations presented in [28, 
29]. The motion of blood was described using the Navier-Stokes equations in a 
laminar flow state, as follows:

∆(ρu) = 0 (1)
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Table 1 Properties of blood flow used for the benchmarks with stenosis

Properties Value

Blood density 1063 (Kg.m−3)
Velocity in 10.525 (cm/s)
Pressure at the inlet (Gauge) 11,999 Pa (90 mmHg)

Where “u”, “v”, and “w” are the blood x, y, z velocity components, respectively. 
The ρ parameter is representing the blood density while pressure defined as P. Blood 
is treated as an incompressible non-Newtonian fluid, with a viscosity model 
described by the Carreau model, and ρ = 1063 kg/m3. The walls of the computa-
tional domain are assumed to be rigid, with no slipping, as indicated in Tables 1, 2, 
and 3 for the blood properties at the stenosis, aneurysm and the four model param-
eter law (Carreau model) [14, 30]. The equations for the Carreau flow model can be 
found in [29].
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Where (H(t)) represents the temperature dependence, which is described by the 
Arrhenius law.
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where α is the ratio of the activation energy to the thermodynamic constant and Tα 
is a reference temperature for which H(t) = 1. The T0 is the temperature shift. The λ 
is the time constant.

Simulations were performed in two segments using the Ansys Fluent 19.2 soft-
ware package [29] to solve the governing equations in a 3D computational domain. 
The Reynolds number was less than 2200, indicating laminar flow. Second-order 
upwind schemes were applied for all conservation equations. The pressure-velocity 
coupling used a coupled scheme and pressure was calculated with a second-order 
scheme. The pseudo transient for fluid and solid zones were 0.7 and 1.0, respec-
tively, to achieve strong convergence for the complex blood flow.

2.3  Meshing

To ensure the accuracy of the results, a grid independence study was conducted and 
the resulting mesh can be seen in Figs. 1, 2, 16b, and 18e. The mesh was carefully 
constructed to be refined near the vessel wall and to maintain a y  +  value of 

The Ability of the CFD Approach to Investigate the Fluid and Wall Hemodynamics…



232

Table 2 Properties of blood flow used for the benchmarks with the aneurysm

Properties Value (Unit)

Blood density 1063 (Kg.m−3)
Velocity in 88.8 (cm/s)
Pressure at the inlet (Gauge) 0 (Pa Gauge)

Table 3 Carreau model four parameter values [30]

μ∞ (Pa. s) μ0 n λ (s)

1.0 0.4360 0.360 3.30

approximately 1. Additionally, the standard wall treatment was employed to facili-
tate a smooth transition. As the CFD study of blood flow is strongly reliant on the 
wall effect, efforts were made to maintain a y + value close to 1, despite the laminar 
nature of the flow.

2.3.1  Cerebral Arteries Stenosis

The results of the computational fluid dynamics (CFD) simulations are presented by 
utilizing the tetrahedral mesh. The mesh size was established based on the recom-
mendations of a previous study [8]. The total elements in the grid system are 897,865 
for the benchmark with stenosis and 1,292,839 for the MRI-based model with ste-
nosis. To ensure the accuracy of the results, a comprehensive mesh sensitivity study 
was imported from a previously study, which improved the confidence in the bench-
mark and the MRI-based model with stenosis models results [8].

2.3.2  Cerebral Arteries Aneurysm

For the IA benchmark, 522,323 tetrahedral elements are used. For the patient- 
specific IA, 722,724 tetrahedral elements are used to grid the realistic aneurysm 
model, for more details regarding the mesh size see [8].

2.4  Validation

2.4.1  The Benchmark with a Stenosis

The accuracy of the CFD results obtained in this study have been validated by com-
paring them with previously published results [8]. As seen in Fig. 3, the velocity and 
pressure contours produced by the present CFD model match well with those 
reported in [8]. Furthermore, a comparison of pressure drop values for the 
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(b) Velocity (Present)

(a) Velocity ( ) in figure 4 of (Luo et al., 2019)

(d) Pressure (Present)

(c) Pressure in figure 4 of (Luo et al., 2019)

( ) ( ) 

= 90 = 86.8

= 90 = 86.85

Fig. 3 The velocity and pressure contours for the benchmark with a 40% stenosis (d/D = 0.4) with 
velocity inlet 10.525 cm/s, for (a), (c) Luo et al. [8], and (b), (d) current study

benchmark between the present CFD results and those reported in [8] is shown in 
Table 4. The absolute error in the pressure drop between the current study and Luo, 
et al. [8] is found to be only 1.56%, which is considered to be acceptable. This vali-
dation confirms the validity of the CFD approach to investigate the hemodynamic of 
the blood.

2.4.2  The Benchmark with an Aneurysm

The CFD simulation outcomes were verified using data from previous studies [14]. 
The absolute error of the pressure drop across the (IA) benchmark was found to be 
around 3.261% according to Table 5 [14]. Additionally, Fig.  4 provides a visual 
representation of the results validation by comparing the wall pressure contours 
from the current study and the previous study in the literature review [14]. This 
comparison confirms the capability of the current CFD simulations to accurately 
evaluate the hemodynamic parameters, particularly for IA cases.

3  Results

3.1  Segment One, Results for the Benchmarks

3.1.1  The Benchmark with a Stenosis

This section presents the outcomes of the CFD simulation for the benchmark sce-
nario involving the idealized straight vessel with a reduced area of flow. The impact 
of the contraction area ratio (d/D) on the artery inlet to outlet pressure ratio is 
depicted in Fig. 5. The results demonstrate that as the ratio increases, the pressure 
drop (pressure difference) across the artery contraction decreases, indicating a 
reduced energy loss for the flow passing through the contraction.

 A. The pressure distribution:
Figure 6 illustrates the pressure contour across the benchmarks with stenosis. The 
pressure drop increases with decreasing the d/D ratio. This denotes that as the 
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Table 4 The pressure drops for the benchmark with a stenosis d/D = 0.4, compared with the 
literature results
Reference Pin − Pout

Luo et al. [8] 3.200 (mmHg)
Present study 3.150 ( mmHg)
Absolute error 1.563 (%)

Table 5 The pressure drop across the benchmark with an aneurysm, compared with the 
literature results

Reference Pin − Pout

Souza et al. (2022) [14] 726.1200 (Pa)
Present study 749.8021 (Pa)
Absolute error 3.26 (%)

Pressure ( )(b) (a) 

(b) Wall pressure (Present)(a) Wall pressure in figure 4 of (Souza et al. 2022)  

Fig. 4 The wall pressure distribution across the benchmark of an aneurysms where the inlet veloc-
ity = 88.8 cm/s, for (a) MacDonald et al. [14], and (b) present study

cross- section area of the contraction decreases, the required energy to overcome the 
losses also increases. The results of the pressure difference can be seen in Fig. 5, 
which shows the inlet and outlet pressure ratio with the contraction area ratio. The 
development of the flow in the benchmark can be observed in Fig. 6g. The pressure 
profile along the centerline of the model demonstrates that the flow has reached a 
fully developed state, and the entrance length is adequate to achieve this. The error 
was found to be 2.1%, which is considered acceptable within computational stan-
dards. Reducing the area of the vessel can result in an increase in the blood velocity 
and the formation of vortices as in Figs. 7, 8, and 9. These changes in hemodynam-
ics can greatly affect the flow dynamics.

 B. The flow structures
The contraction of the blood flow leads to the formation of eddies and vortices, 

which are particularly evident at lower area ratios. This flow behavior is a result of 
the contraction or expansion of the blood flow and can extract energy from the flow 
and even impede its passage in some cases. A lower area of contraction leads to 
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Fig. 5 The artery from inlet to outlet (a) The pressure drop, and (b) Pressure ratio of the bench-
marks with stenosis

blood flow accumulation, which is indicative of a medical issue and may necessitate 
a therapeutic intervention. These flow characteristics can be easily visualized in the 
streamline plots presented in Figs. 8 and 9. Additionally, the alteration of the blood 
flow hemodynamics is further demonstrated by the increase in blood velocity and 
the creation of vortices, as shown in Figs. 7, 8, and 9. The formation of vortices, due 
to an increase in fluid flow turbulence, causes asymmetry in the flow and is evident 
in values of d/D such as 0.4, 0.5, and 0.6, as depicted in Figs. 7a–c and 8a–c.

 C. The wall shear stress (WSS):
The relationship between the stenosis geometry and the wall shear stress (WSS) 

is illustrated in Fig. 10. The WSS value at the stenosis zone increases as the area of 
the stenosis (d/D) decreases. However, beyond the stenosis zone, the WSS value 
begins to decline as the d/D value decreases. This decline in WSS value can result 
in the formation of flow recirculation, particularly when d/D is less than or equal to 
0.4, as demonstrated in Figs. 9 and 10h.

3.1.2  The Benchmark with an Aneurysm

This section presents a thorough examination of the blood flow characteristics, 
including the wall pressure/shear stress, and recirculation flow within the IA 
benchmark.

 A. The pressure distributions
In Figs. 4 and 11, a decrease in wall pressure is observed in the direction of the flow, 
with an exception for the ideal IA zone. In this zone, the wall pressure remains con-
stant due to the presence of recirculation flow. In the region near the trailing edge of 
the intracranial aneurysm, the flow direction is observed to reverse due to the inter-
action between the wall and the flow. This interaction results in an increase in wall 
pressure values.
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Fig. 6 Pressure distribution contours at center cross section for the benchmark with different 
d/D ratio
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Fig. 7 Velocity distribution contours at center cross section for the benchmark with different d/D
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Fig. 8 The velocity streamline contours for the benchmark with different d/D

Fig. 9 Three dimensional velocity streamlines contours for the benchmark at d/D = 0.4

 B. The flow structure:
The blood velocity has a profound influence on the occurrence of the flow recir-

culation. As the velocity distribution increases, the likelihood of flow recirculation 
also increases [14, 31]. This can be seen in Fig. 12 where two flow regimes are pres-
ent. The flow regime is seen near the inlet and the outlet of the benchmark, while the 
formation of vortices is seen close to and inside the dilation. The recirculation of the 
flow in the aneurysm zone is a result of using a high flow velocity (88.8  cm/s), 
which leads to separation at the trailing edge of the IA and the formation of the flow 
recirculation.
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Fig. 10 The WSS distribution contours for the benchmark with variable d/D, and (h) Zoomed-in 
view for the stenosis zone at d/D = 0.4

0 10 20 30 40 50

0

200

400

600

800

1000

)t
neser

P(
er

usser
p

lla
W

(
)

(mm)(a) (b)

Pressure ( )

Fig. 11 The magnitude of the wall pressure (a) along 𝑥 axis and (b) 𝑥𝑦 cross-section contour of 
pressure

Velocity ( )

Fig. 12 Three-dimensional velocity streamlines contours for the intracranial aneurysm benchmark
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The velocity profile at different locations is shown in Fig. 13. Three different cuts 
along the x direction are taken to display the velocity contours at three different 
positions – inlet, outlet, and the aneurysm center. The velocity profiles at the inlet 
and the outlet exhibit a symmetric distribution around the center of the y axis. The 
flow at the inlet is fully developed and follows a plug velocity boundary condition. 
The flow at the outlet is also fully developed. However, the presence of the saccular 
aneurysm results in a change in the velocity profile’s symmetry. The right side of the 
aneurysm velocity profile exhibits a higher decrease in velocity compared to the 
center of the cylinder.

 C. The wall shear stress
In Fig. 14, the configuration of the WSS around the dilation is analyzed. The 

behavior of the wall shear stress is consistent with the wall pressure configuration 
displayed in Figs. 4 and 11. The WSS decreases along the flow direction, except 
around the bulge. The WSS at the start of the aneurysm region stays unchanged 
because of the existence of flow recirculation. Interaction and separation at the rear 
edge of the bulge causes an increase in the WSS at its outlet.
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Fig. 13 (a) Absolute velocity curves at three different positions (b) threes cross-sections in the 
benchmarks corresponding to the plots at (a), respectively
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Fig. 14 (a) The magnitude of the WSS along the x direction, and (b) the magnitude of the WSS 
contour along the benchmark with intracranial aneurysm, respectively

The Ability of the CFD Approach to Investigate the Fluid and Wall Hemodynamics…



240

3.2  Segment Two, Results for MRI-Based Models 
of the Cerebral Arteritis

In this section, CFD simulations were performed on realistic models of a stenosis 
and aneurysm in a patient-specific cerebral artery, reconstructed from MRI data. 
The computational domains were created using the SimVascular software as out-
lined in the methodology. An actual MRI of a cerebral artery was utilized, with a 
stenosis presented in the artery left middle part of the artery as shown in Fig. 15. The 
stenosis exhibits a contraction of approximately 55%, the model involved 2 inlets 
and 35 outlets (Fig. 16).

Regarding the aneurysm, the dimensions of the yz, xy, and xz planes are 9.91 mm, 
6.62 mm, and 8.082 mm, respectively. We observe a significant increase of about 
200% in the yz plane compared to the main vessel branch, Figs. 17 and 18.

Additionally, the velocity profiles at the artery inlet and the pressure profiles at 
the artery outlet that were both computed and measured are displayed in Fig. 19. 
The measured velocity profiles at the inlet and the pressure profiles at the outlet 
obtained through ultrasonography are shown over 4 cycles in Fig. 19a, c, respec-
tively. The computed velocity profiles at the artery inlet and the pressure profiles at 
the artery outlet for one cycle, represented by red lines, are shown in Fig. 19b, d, 
respectively. These were extracted using polynomials equations obtained through 
curve fitting.

Fig. 15 MRI of the patient cerebral arteries with 55% area reduction stenosis [27]

Fig. 16 (a) The MRI- based computational domain, and (b) a zoomed-in view of meshing system
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9.91 mm
6.62 mm

8.082 mm

Line 1 ( plane)

Line 2 ( plane)

Line 3 ( plane)

(yz plane)

(xz plane)

(xy plane)

4.96 mm

(a) (b)

Fig. 17 (a) The aneurysm dimensions in the (𝑦𝑧, 𝑥𝑦, and 𝑥𝑧) directions, and (b) the dimension of 
the vessel before the aneurysm inlet

(a) 

(d) (e) 

(b) 

(c) 

Fig. 18 (a) The MRI- based IA computational domain, (b, c) side-views of the model at yz, xy 
planes, respectively, (d) Zoomed in view of the IA aneurysm, and (e) zoomed-in view of the mesh-
ing system
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Fig. 19 (a–b) The cerebral artery inlet velocity profiles, and (b–c) the cerebral artery outlet pres-
sure (c) in mmHg, and (d) Pa

3.2.1  MRI-Based Model With Stenosis

 A. The flow structure:
1. Figure 20 displays the velocity streamlines and contours distribution. The velocity streamlines 

are displayed with a range from 0 to 0.7 meters per second. The zoomed-in views support the 
predictions made based on the results from segment one, as shown in Figs. 8 and 9. The forma-
tion of blood eddies and vortices can be seen as a result of the reduced area of the artery, caus-
ing a change in the symmetrical blood flow distribution near the wall. In Fig. 21, the velocity at 
the stenosis area and in the middle of the artery is higher compared to that near the vessel wall. 
The velocity configuration is not symmetrical, as seen in the zoomed-in view of the stenosis 
artery, when compared to the section of the normal artery without stenosis.

 B. Wall hemodynamics:
2. In Fig. 20b, the pressure is seen to vary from 74 to 80 mmHg, and as anticipated from the 

benchmark results, the pressure drop is observed to increase between the inlet and outlet of the 
constricted area at the stenosis. Figure 22 shows that the WSS in the vicinity of the stenosis is 
more significant than that at other regions. A decrease in the WSS after the stenosis region is 
also observed in MRI-based model. High wall shear stress in the stenosis zone could produce 
an embolism due to the fluid-thrombus interaction, leading to vessel blockage and stroke.

3.2.2  MRI-Based Model with Aneurysm

 A. The flow structure:
In Fig. 23a, b, the formation of vortex at the anterior communicating artery aneu-
rysm (AAA) greatly impacts the wall pressure/shear stress and flow regimes at the 
outlet. The interaction of the fluid with the dilation wall results in flow separation. 
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Fig. 20 (a) The velocity streamlines contours and (b) wall-pressure contour for the MRI- 
based model

Fig. 21 Two cross-section views of velocity contours for the MRI-based model

The zone of separation experiences the highest values of both wall pressure and wall 
shear stress.

The velocity contours of the IA zone is displayed in two cross-sections, one in 
the yz plane and one in the xz plane, as shown in Fig. 24. In the yz plane, the highest 
velocity value is seen at the inlet of the artery and gradually decreases in the z direc-
tion, with the exception of the flow recirculation area. The interaction between the 
fluid and the dilation wall is depicted in Fig. 24c, as the velocity distribution vector 
shows the reverse flow which is responsible for flow recirculation in the z direction. 
In the xz plane, the highest magnitude of velocity is seen at the core of the flow inlet 
and decreases gradually in the z direction, except for the values close to the wall in 
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Fig. 22 The wall shear stress contour and zoom-in views of the areas close to the stenosis, and the 
branching for the MRI-based model

Fig. 23 (a) The velocity streamlines for the AAA (b) Zoomed-in view of the IA, and (c) the wall 
pressure contour along the MRI-based model of the IA

the x direction. The velocity is greater next to the wall in the right part of the x direc-
tion, due to the presence of the recirculation flow near the flow-wall interaction 
zone, as demonstrated in Fig. 24b and d.

 B. Wall Hemodynamics:
The examination of the wall characteristics like the WSS and the wall pressure is 

crucial in comprehending the behavior of aneurysm. Figures 25 and 23c, the blood 
flow patterns impact the hemodynamics wall parameters. The wall shear stress and 
the wall pressure exhibit a gradual decline as the blood flows through, with the 
exception of the aneurysm area which is depicted in the benchmark at segment one 
(Figs. 11 and 14). In Fig. 25b, c, the wall shear stress near the inlet of the dilation is 
higher compared to the outlet zone. The fluid interaction with the edges results in an 
increase in the WSS at the outlet edges. The changes in WSS help predict the likeli-
hood of aneurysm rupture, as research indicates that ruptures tend to occur in 
regions with low wall shear stress [32].
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Fig. 24 Cross-sections of velocity distribution at (a–b) yz-plane and xz- plane, respectively. 
Cross-section of the velocity vector at (c–d) yz plane and xz plane, respectively

4  Conclusion

In this chapter, a systematic image-based computational fluid dynamics (CFD) 
method was introduced to simulate the blood flow in both benchmark and MRI- 
based models, to understand the hemodynamics of the complex vascular system. The 
results showed that the pressure difference across the arterial stenosis was reduced 
with increasing area ratio (d/D), resulting in less flow energy loss. The stenosis lead 
to increasing the velocity of the blood and produce vortexes, in some cases leading 
to vessel occlusion. The velocity at the stenosis areas was found to be relatively high 
and unevenly distributed, with high wall shear stress (WSS) values near the contrac-
tion area which could increase the risk of embolism and vessel occlusion. The pres-
ence of the saccular aneurysms in the vascular system revealed recirculation flow and 
uneven variation in WSS that may indicate the location of rupture. The wall pressure 
and the WSS behavior were found to be qualitatively matching. 
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Fig. 25 (a) The WSS contour along the MRI-based model of the intracranial aneurysm. Zoom in 
view of (b) the inlet of the aneurysm inlet, (c) the outlet of the aneurysm, and (d) the stenosis zone
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