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Preface

6th IFIP International Conference on Internet of Things
(IFIP IoT 2023)

The rapid evolution of technology has led to the development of the Internet of Things
(IoT), a network of physical objects that are embedded with sensors, software, and
network connectivity, enabling them to collect and exchange data. The IoT is trans-
forming our digital landscape, and the IFIP Internet of Things (IFIP-IoT) 2023 con-
ference is a crucial platform for scholars, researchers, and practitioners to come
together, share ideas, and advance this transformative field.

This edited book is a compilation of cutting-edge research and developments pre-
sented at the IFIP-IoT conference. The conference serves as a dynamic hub where
experts from diverse backgrounds come together to explore the multifaceted aspects of
IoT, from its technological foundations to its far-reaching implications for society,
industry, and beyond.

The chapters in this book are a testament to the collaborative spirit of the IFIP-IoT
community. They offer insights into the latest innovations, challenges, and opportu-
nities in IoT, covering a wide array of topics, including IoT architectures, security and
privacy, data analytics, edge computing, and applications in various domains. These
contributions not only reflect the state of the art in IoT research but also provide
valuable perspectives that pave the way for future breakthroughs.

The IFIP-IoT Conference is an annual IFIP event dedicated to IoT research, inno-
vation, and applications, emphasizing the multidisciplinary nature of IoT. IoT
encompasses topics from network protocols and embedded systems to analytics,
machine learning, and social, legal, ethical, and economic considerations, enabling
services in e-health, mobility, energy, manufacturing, smart cities, agriculture, and
more. Security, privacy, and societal aspects are essential in IoT deployment. IFIP-IoT
covers these diverse areas, seeking papers showcasing technical advancements,
research, innovation, pilot results, and policy discussions. Contributors include
researchers, users, organizations, ICT industry experts, authorities, and regulators.

IFIP-IoT welcomed full and short paper submissions, with full papers being original
and unpublished elsewhere. Poster presentations were limited to student papers. The
conference program featured keynotes, plenary talks, tutorials, technical sessions,
special sessions, expert panels, a research demo session (RDS), and a student research
forum (SRF). New tracks like “SRF” and “RDS” aimed to enhance event participation.

The paper submission guidelines include an 18-page limit for full papers, which
applied to both regular and special sessions, as well as an 8-page limit for short papers,
applicable to any session, including SRF and RDS. To ensure a thorough review
process, we implemented a four-tier review mechanism within EDAS, consisting of
TPC-Chairs, Track Chairs, TPC members, and dedicated reviewers. We took measures
to address conflicts of interest by appointing multiple TPC chairs and multiple track



chairs for each track. Additionally, we imposed a limit of 2 papers maximum for PC
members. SRF encouraged student first-author papers with an 8-page limit, while RDS
papers also had an 8-page limit and may or may not feature student first authors. It’s
important to note that TPC members were permitted to co-author papers with their
students in both SRF and RDS. Furthermore, our conference included Regular tracks/
sessions that accept submissions from any authors, as well as Special Sessions/Tracks
proposed by established researchers, with submissions received by invitation.

The IFIP-IoT conference had six regular tracks, each focusing on a different aspect
of IoT:

• Hardware/Software Solutions for IoT and CPS (HSS): This track covered the
design, development, and implementation of hardware and software solutions for
IoT and cyber-physical systems (CPS).

• Electronics and Signal Processing for IoT (ESP): This track focused on the use of
electronics and signal processing techniques for IoT applications.

• Artificial Intelligence and Machine Learning Technologies for IoT (AMT):
This track explored the use of artificial intelligence (AI) and machine learning (ML)
technologies for IoT applications.

• Cyber Security/Privacy/Trust for IoT and CPS (SPT): This track addressed the
security, privacy, and trust challenges of IoT and CPS systems.

• IoT or CPS Applications and Use Cases (APP): This track presented case studies
and applications of IoT and CPS technologies.

• Networking and Communications Technology for IoT (NCT): This track
focused on the networking and communication technologies used in IoT systems.

Leading IoT experts from around the globe proposed special sessions on cutting-
edge IoT topics. These session organizers then invited other established researchers to
submit papers to their sessions. We are pleased to announce that the following special
sessions took place and contributed excellent research papers to the IFIP-IoT 2023
conference:

• AI and Big Data for Next-G Internet of Medical Things (IoMT): This special
session explored the use of AI and big data for the next generation of IoMT
systems.

• Blockchain for IoT-Driven Systems (BIoT): This special session examined the
use of blockchain for IoT-driven systems.

• Edge AI for Smart Wearables (EAW): This special session focused on the use of
edge AI for smart wearables.

• Energy-Aware Security for IoT (EAS): This special session addressed the
security challenges of IoT systems, with a focus on energy efficiency.

• IoT for Smart Healthcare (SHC): This special session explored the use of IoT for
smart healthcare applications.

• IoT for Wearables and Smart Devices (IWS): This special session focused on the
use of IoT for wearables and smart devices.

• Metaverse for IoT (MIoT): This special session examined the use of the metaverse
for IoT applications.
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• Security by Design for IoT (SbD): This special session discussed the importance
of security by design for IoT systems.

• Technologies for Smart Agriculture (TSA): This special session explored the use
of IoT technologies for smart agriculture.

In addition to the regular tracks and special sessions mentioned earlier, we intro-
duced two sessions to support graduate students, early career researchers, and ongoing
projects through short papers:

• Student Research Forum (SRF): This session was designed to provide valuable
opportunities for research scholars and graduate students. Presentations in this
session were in a concise oral or poster format.

• Research Demo Session (RDS): Authors in this session had the chance to show-
case live demonstrations and hardware prototypes of their research.

We are grateful to the authors who contributed their expertise to this volume, and we
commend their dedication to advancing the field of IoT. We would also like to
acknowledge the reviewers whose insightful feedback ensured the quality and rigor
of the included chapters.

We hope that this edited book will serve as a valuable resource for researchers,
educators, policymakers, and industry professionals alike, fostering a deeper under-
standing of IoT and inspiring further innovation in this transformative domain. As the
IFIP-IoT conference continues to evolve and grow, we look forward to witnessing the
continued impact of this vibrant community on the ever-expanding Internet of Things.

Deepak Puthal
Saraju Mohanty

Baek-Young Choi
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Abstract. The clean and healthy air is essential for all living beings, and air
pollution can have a significant impact on human health. It is important to monitor
air quality in real time to take action to reduce the pollution level in order to
maintain a healthy environment. As cities become more and more congested, the
level of pollution is increasing, leading to a localized human health effects such as
asthma or bronchitis. Implementation of Internet of Things (IoT) based technology
with harmful gas sensors can be an effective solution for continuous monitoring of
air quality. By using such a technology, one can gather data on harmful pollutants
and take steps to minimize their impact on human health and the environment. In
this paper IoT based continuous monitoring of the air pollution level of CO and
CO2 air pollutants carried out including temperature and humidity using different
sensors and a micro-controller in Delhi-NCR (National Capital Region) at Greater
Noida. The LoRa (Long Range) LPWAN (Low Power Wide Area Network) was
used for data communication, and ThingSpeak an IoT analytics cloud service for
storing and processing the data to be displayed on the web page. The LoRa is
a wireless data communication technology, which is capable to transmit data to
large distances using low power transmitter. The air qualitymonitoringwas carried
out by storing sensors data in the above cloud, analyzed, and compared with the
standard air quality parameters.

Keywords: IoT · Air quality · Pollution · LoRa · LPWAN · Sensors

1 Introduction

Air is considered to be pollutedwhen it contains certain substances in high concentrations
and for long duration to cause harm or undesirable effects on human health. Air pollution
is a significant concern in today’s world, and it can have serious effects on human health.
Fossil fuels (oil, gas, coal) are the main sources of air pollution. The fossil fuels is burnt
to generate the electricity and automobiles that combust fuel. Reducing the use of fossil
fuels and promoting renewable energy can help to reduce air pollution levels [1]. The air
toxins are organic chemicals comprising molecules that contain carbon, hydrogen, and
other atoms. The release of toxins by industries and emissions from the vehicles, as well
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as natural sources such as wildfires and dust, all together contribute to the air pollution.
As cities become more congested, the stationary sources such as factories, power plants,
and smelters, while mobile sources such as cars, buses, trucks, and trains, all contribute
to the air pollution. Therefore, it is necessary to take action to reduce air pollution to
improve human health and the environment. Air pollution caused by CO, CO2, SO2,
NO2 and particulate matter such as PM2.5 and PM10 can have serious health impacts
on individuals especially those who are already affected by respiratory conditions like
asthma and chronic bronchitis. A mixture of particles with liquid droplets in the air
forms Particulate Matter (PM). The PM2.5 represents by particles less than or equal to
2.5 µm in diameter while PM10 represents by particles less than or equal to 10 µm
in diameter. The SO2 is commonly found in industrial raw materials like coal, crude
oil, and other resources. When they are burned during mining or industrial processes,
they release sulfur gases due to incomplete combustion of the fossil fuels, which can
cause respiratory diseases and irritation to the eyes. The CO is easily absorbed into the
bloodstream, competing with the oxygen in hemoglobin, which can have serious health
consequences. Higher concentration of CO2 in the atmosphere deprived O2 which can
result in brain diseases [2]. Monitoring air quality is crucial in understanding the extent
of pollution and the impact it has on people’s health. In many developing countries,
regulations have been introduced that require local authorities to conduct regular reviews
of the air in urban areas where industrial activities and road transport produce high
levels of pollutants. Accurate monitoring of pollutant concentration is essential in taking
environment decisions and reducing pollution levels. To address the above issue, this
paper discussed the design, development, and implementation of an IoT based wireless
network using gas sensors to continuously monitor harmful pollutants using LoRaWAN
technology. This approach provided an air quality data and helped to create awareness
among the public about the harmful effects of air pollution. The air qualitymeasurements
and the reporting of the air pollution levels were carried out periodically. It helps to
track the air pollution trends over time, identify the source of pollution, and to inform
accordingly the decision about public health and environmental policy.

2 Delhi Air Pollution

There are several factors that contribute severe air pollution in Delhi [3]. Vehicular
pollution is a major contributor to Delhi’s air pollution. The city’s growing population,
increasing urbanization, and lack of efficient public transport systems have led to a rise
in the number of vehicles on the road. Diesel vehicles, in particular, emit higher level of
particulate matter and nitrogen oxides, which are major contributors to the air pollution.
Delhi is surrounded by several industrial areas like Noida, Ghaziabad, Faridabad which
are a significant source of air pollution. The industries located in above areas emit a range
of pollutants, including sulfur dioxide, nitrogen oxides, and particulate matter. During
the winter months, farmers in the neighboring states of Punjab and Haryana burn crop
residues to clear their fields for the next crop. This practice known as stubble burning,
releases a large amount of particulate matter and other pollutants into the air, which
contributes to the severe air pollution in Delhi. Garbage burning is another significant
contributor to Delhi’s air pollution. In many areas, people dispose of their waste by
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burning it, which releases harmful pollutants into the air. Construction work is going on
for big projects in Delhi-NCR which is a major contributor to the dust pollution in those
construction sites. During the winter months, Delhi experiences a phenomenon known
as a “temperature inversion”, which traps pollutants close to the ground, leading to high
levels of pollution. The Fog is a form of cloud on the earth’s surface containing tinywater
droplets. The Smog is an intense form of air pollution which is a mixture of fog, smoke,
and particulate matter. The Delhi location is in a semi-arid region with little rainfall, and
hence high level of dust exacerbate the problem. The smokewhichwould otherwise have
been hanging higher in the sky while the dust particles which would have landed on the
ground, they remain suspended in the air and as they mix with fog, generate smog. The
landlocked geography of Delhi causes air pollution. The North-Westerly winds coming
from Rajasthan brings dust to the region while Himalayas obstruct the escape route
of the air. This causes the dust and pollutants to settle in the region. Overall, Delhi’s
air pollution is a complex issue that requires a multi-faceted solution, including better
public transportation, strict emission standards for vehicles and industries, improved
waste management practices, and policies to address agricultural burnings.

3 Low Power Wide Area Network

Designers of IoT sensor and actuator networks for air quality monitoring requires long
range wireless communication that is secure, robust, low maintenance, and relatively
easy to deploy. The LPWAN (Low Power Wide Area Network) includes LoRaWAN
and Sigfox technology using unlicensed frequency spectrum, while the cellular 4G-
LTE (Long Term Evolution)-M (Machine) and Narrow band (NB)-IoT with licensed
frequency spectrum permits end nodes to move seamlessly throughout the wireless net-
work without interruption of the network. NB-IoT promises for LPWAN applications
while LTE-M promises for mission critical or more data intensive applications. In this
paper LoRa technology was used, which enabled long-range communication and pro-
vided robustness against interference. The LoRaWAN is an open protocol based on LoRa
technology, which is a robust and mature protocol that enables long-range, low power,
wireless communication for IoT sensor and actuator networks [4]. The LoRaWAN pro-
tocol defined the system architecture for the network is shown in Fig. 1 which has a
significant influence on the battery life, network capacity, quality of service, and secu-
rity. The LoRaWAN uses a narrow band modulation scheme at sub-GHz frequencies,
and it uses a modified form of Direct Sequence Spread Spectrum (DSSS) called Chirp
Spread Spectrum (CSS) to spread the narrow band signal over a wider bandwidth. The
DSSS requires highly accurate clock sync. While the CSS modified version of DSSS
eliminates the clock sync. issue in LoRa. The CSS spreads the narrow band signal by
generating a chirp signal that continuously varies in the frequency. In LoRaWAN net-
work the end IoT nodes are sensors/actuators built with micro-controller and LoRaWAN
transceiver. The end nodes gathers sensor data and transmits to one or more LoRa gate-
ways. They are remotely connected and are battery operated. The LoRaWAN protocol
operates in a star topology, where the end nodes connect directly with the gateway, and
the gateway acts as a bridge between the end nodes and the network server. The end
nodes data received by the gateways are forwarded to the cloud-based network server via
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some back-haul using cellular, satellite, or WiFi communication as shown in Fig. 1. The
network server gathers data from multiple gateways, filters duplicate messages, decides
which gateway should respond to the end node message, and adapt data rates to extend
the battery life of the end nodes. The network server handles all the intelligence and
complexity associated for managing the network. The application server collects infor-
mation from network server and controls the actions of the end nodes. The LoRaWAN
provides different classes of operation that allow a trade-off between power consumption
and latency. Class A provides bidirectional communication with lowest transmit power
but the largest latency. The end nodes transmit data to the gateway only when they have
data and become inactive until the next data transmission. Class C provides continuous
listening and down link the data reception at any time providing the lowest latency, but
the end node receiver is always on. Class B provides moderate power consumption and
moderate latency. The LoRaWAN is relatively easy to deploy communication protocols
and system architecture for the IoT sensor and actuator networks for the air quality
monitoring, making it an excellent choice for this application.

Fig. 1. LoRaWAN Architecture: Ref. [4]

4 Related Work

Reference [5] monitored air quality by taking data from the web servers. Provision was
made to trigger alarm when the air quality goes down beyond a certain level and also
displayed on the LCD display the web page along with preventive measures. Pollu-
tion could be monitored from anywhere using mobile phone interface. Reference [6]
measured real time air quality using PMS5003T sensors and several LoRa nodes. Data
analyzed using ThingSpeak cloud. Reference [7] designed smart gas meter using LoRa
RFM95 hardware. The data was sent to Antares Cloud. The LoRaWAN protocol was
used to communicate data between LoRa RFM95 hardware and Antares Cloud. Refer-
ence [8] monitored air quality using Raspberry Pi4 platform. The Code was written in
Python, and MQTT protocol used as broker. Data was uploaded on ThingSpeak cloud
to analyze. Reference [9] monitored carbon dioxide level using LoRaWAN. User could
access data from web server. Reference [10] monitored temperature, humidity, pressure,
and smoke using respective sensors on nodeMCU platformwhich had inbuilt WiFi mod-
ule. MQTT client transferred the data to ThingSpeak cloud which displayed on the web
page. Reference [11] used mobile air pollution monitoring stations by mounting sensors
on existing public vehicles to gather spatio-temporal air pollution data. With this a few
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mobile stations could map the entire city at high resolution in place of mounting a large
number of fixed air pollution monitoring stations in the entire city which will be quite
costly compared to a few mobile air pollution stations.

5 Methodology

5.1 System Hardware Design

The system architecture shown in Fig. 2 was designed using ATmega328P-AU micro-
controller (Arduino Uno board) that is connected to different sensors to measure the
parameters such as temperature, humidity, gas content of CO and CO2. The micro-
controller process the sensor data, and sends the data using LoRaWAN communication
module SX1276 LoRa Shield to LG01N LoRa Gateway. The ATmega328P-AU is a
low-power 8-bit CMOS micro-controller that improves AVR (Advanced Virtual RISC)
by running strong tracking in a single clock cycle. It works at 1 MIPS per MHz. The
SX1276 is a low power long range transceiver module which uses chirp spread spec-
trum modulation to overcome interference in the medium. The LG01N single channel
LoRa Gateway bridges between the LoRa SX1276 and a ThingSpeak cloud. The data
from gateway to cloud is transmitted through backhaul using WiFi, 4G, 5G cellular, or
Ethernet. The data received in the cloud is further processed and displayed on a web
application. The LG01N gateway runs on an open source embedded Linux system. It
has a micro-controller (ATMega328P) which connects the LoRa module (SX1276) with
the linux module (ar9331 processor) which has WiFi capabilities. The DHT11 sensor is
used to measure the temperature and humidity of the air. It sends data in digital format.
It can measure the temperature from 0 °C to 50 °C and Humidity from 20% to 90%. The
MQ-135 sensor is used to measure the levels of harmful gases in the air. It detects gases
like Ammonia (NH3), sulfur dioxide (SO2), Benzene (C6H6), Carbon Dioxide (CO2),
and other harmful gases but MQ-135 Sensor is most sensitive to Carbon Dioxide. The
values which are measured from the MQ135 Sensor gives the approximate value of AQI
(Air Quality Index). The MQ-7 sensor is used to measure Carbon Monoxide. It con-
tains a sensing element of aluminum-oxide, which is a ceramic coated with Tin dioxide
(SnO2), and enclosed in a stainless- steel mesh.

Fig. 2. System Block Diagram
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5.2 MQTT Protocol

MQTT (Message Queuing Telemetry Transport) is a connectivity protocol of Internet of
Things. It is a simple messaging protocol which can be used for constrained devices with
low bandwidth. In this paper MQTT protocol is used to publish the data received from
the sensor nodes to the ThingSpeak cloud through the LG01NGateway. The ThingSpeak
has a MQTT broker URL “mqtt3.thingspeak.com.” Data can be published to the cloud
using topic format “channels/channelID/publish”, and payload format “field1 = x and
field2 = y”. The LG01N gateway has an inbuilt configuration for the MQTT protocol.
All the requiredMQTT settings can be applied to the web interface of the gateway. It has
a built-in Linux utility mosquito that can be used to publish the data to ThingSpeak. It
receives LoRa packets from an end node and forwards them to ThingSpeak via MQTT
over the Internet.

5.3 Air Quality Index

Air Quality Index (AQI) is an index which is used for measuring the air quality [12].
AQI is measured on a scale of 0–500. The air is more dangerous when the AQI is higher
and good when it is lower. The lower the AQI, the better for the human beings. There
are some major pollutants like carbon monoxide (CO), carbon dioxide (CO2), nitrogen
dioxide (NO2), sulfur dioxide (SO2), ammonia (NH3), lead (Pb), PM2.5, PM10, which
are considered for calculating theAQI. Although Carbon dioxide (CO2) is not a pollutant
in the air, but Oxygen deprivation could occur if the value goes above 2000 ppm. The
concentration of each of the major pollutant is considered and a sub-index is calculated
for each component based upon the standard parameters. The worst of the sub-index is
considered as an Air Quality Index. The Table 1 shows the standard values for AQI, CO,
and CO2. As an example, the AQI in Delhi was 408 in Anand Vihar, 447 in Bawana, 404
in Patpargang, and 411 in Wazirpur on 30 Oct., 2021:9.25 IST [Ref .:India Today Web
Desk].

Table 1. Air Quality Index and CO and CO2 Standard Parameters

Category AQI CO (ppm) CO2 (ppm)

Good 0–50 0.0–4.4 400–700

Satisfactory 51–100 4.5–9.4 701–1000

Moderate 101–200 9.5–15.4 -

Poor 201–300 15.5–30.4 101–1500

Very Poor 301–400 30.5–40.4 1501–2000

Severe 401–500 40.5–50.4 2001–5000
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6 System Implementation

6.1 Hardware Implementation

Hardware included Dragino SX1276 LoRa shield with an Arduino Unomicro-controller
board, LG01-N LoRa Gateway, and various sensors DHT11, MQ135, and MQ7 to mea-
sure the air quality. The hardware shown in Fig. 3 included sensors connected to the
Arduino board with LoRa shield shown at top left in the figure. The Arduino IDE was
used to download the required sensor libraries of DHT11, MQ135 and MQ7. Measure-
ments of temperature and humidity were carried out using DHT11 sensor shown at
bottom left in the figure, AQI and Carbon dioxide using MQ135 sensor shown at bottom
middle, and Carbon monoxide using MQ7 sensor shown at bottom right in the figure.
All these sensors were connected to the breadboard (bottom), and analog/digital con-
nections were made to the Arduino Uno micro-controller as shown in Fig. 3. A total of
6 functions were defined out of which 4 functions were used to read the required values
from the sensors, and assigned them the variables and other functions to write the data
into a single string of required format to transmit the data packets. The single stream
sample shown in Fig. 4 displayed as field1 = 25 Temperature, field2 = 54 Humidity,
field3 = 423 AQI, field4 = 8.8 CO, and field5 = 418.4 CO2 at third line from bottom.

Fig. 3. DHT11, MQ135, MQ7 Sensor Connected to the Arduino + LoRa Board

Fig. 4. Display of Transmitted Packet Details

Lora library was installed for transmitting the data. All the required parameters, such
as node ID (local Channel ID), frequency, coding rate, bandwidth, etc., were specified to
match the gateway parameters. While sending the data, the node ID value was specified
which was used during the setup of MQTT in the gateway. This node ID helped the
gateway to recognize the LoRa node and publish the data that has been received by the
respective channel using MQTT.
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6.2 LoRa Gateway Interface

LoRa Gateway received data from number of LoRa end nodes. It was configured using
a laptop by connecting it to the network through LAN cable. It had a default IP address
of 10.130.1.1. Clicking on it, will open a login interface with a default username and
password. After login, a complete interface for modifying the settings was displayed.
The gateway needed to be connected to a WiFi network for connecting the Internet,
which was done using network scanning. The gateway was connected to the mobile
hotspot, and the default WiFi access point (AP) named dragino-1d143c was disabled,
which showed that the gateway was successfully connected to the Internet [13].

In the web interface of the gateway, the LoRaWAN server settings were changed to
LoRARAW forwarded to MQTT. This enabled MQTT connection through the gateway.
In MQTT settings, the required parameters like username, password, clientID, broker
address, port, topic format, and data format were set as shown in Fig. 5. A new channel
was created with the local Channel ID (LoRa node) and Remote Channel ID (ThingS-
peak). The gateway used these IDs to detect the incoming message from the LoRa end
node and published it to the right channel in ThingSpeak.

6.3 ThingSpeak Cloud Server Settings

A new channel was created using five fields for temperature, humidity, AQI, CO, CO2 to
store the data sent by the gateway. A new MQTT device was set up which was done by
selecting the devices option in the navigation bar (Fig. 6). A temperature sensor device
was setup which gave the MQTT clientID, and was used for setting up a connection
from the gateway. Access was given to the required channel to publish the data from the
gateway.

Fig. 5. Gateway MQTT settings Fig. 6. ThingSpeak MQTT settings

6.4 User Interface Settings

A website was created which was used to display the measured values of the sensors.
This website was made using React.js which is a front-end javascript library. Different
components like the navigation bar, boxes to display data, graphs showing previous
results were designed. The data displayed in the website was updated live from the
values fetched from the thingspeak cloud without needing a page refresh. The data was
fetched from ThingSpeak using REST API calls. Using axios function in react, GET
request wasmade to the ThingSpeakAPI endpoint. The function returned all the required
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data. This data was processed and all the required data was obtained from the response.
The datawas fetched continuously and updated in thewebsite. The graphs in ThingSpeak
provided visualization of the data collected. This can be used to look at previous data
and analyze the data. The HTML iframes were used to display the graphs in the website.
The iframes were embedded in the website code and were updated live.

7 Results

7.1 Data Flow from LoRa End Node to the Website Testing

The code was finalized and uploaded to the board. The data from all the sensors were
collected, and LoRa packets were transmitted by the LoRa end node. Gateway’s Linux
SSH was accessed using the putty tool. Logread command was used to read the logs
of the gateway. The packet received from the node can be seen in the logs, and it was
published to the set MQTT channel as desired (Fig. 7). The data sent from the LoRa end
node was successfully uploaded to the ThingSpeak cloud using MQTT. The data from
ThingSpeak was continuously updated in the website without refreshing the page.

Fig. 7. Gateway Showing Received Packets and MQTT Publish

7.2 Outdoor Testing Results

Air quality was monitored outside the lab at Shiv Nadar University, G. Noida by taking
the LoRa node to different places. The 300 m range was chosen because of WiFi used as
a backhaul with obstacles. The gateway was placed inside hostel Dibang and measure-
ments were carried out. The measurements were taken periodically every 10 min. The
measurements at the Dibang hostel opposite lawns at 7.10PM showed the AQI with poor
category (275), however, CO2 concentration was good (412 ppm) and CO concentration
was satisfactory (7.2 ppm) as shown in Fig. 8. The measurements at the Inner Gate at
12.20PM showed the AQI in very poor category (364), however, CO2 concentration was
good (443 ppm) and CO concentration was satisfactory (8.1 ppm) as shown in Fig. 9.
The measurements at the Mini Mart at 2.10PM showed the AQI again in very poor cat-
egory (342), however, CO2 concentration was good (464 ppm), and CO concentration
was satisfactory (8.7 ppm) as shown in Fig. 10.
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Fig. 8. Measurements taken from Hostel Dibang opposite lawn at 7PM on 26/11/2022

Fig. 9. Measurements taken from Inner Gate at 12Noon on 27/11/2022

Fig. 10. Measurements taken from Mini Mart at 2PM on 28/11/2022

8 Conclusions

The IoT based air pollution monitoring system using LoRa LPWAN was designed and
implemented. Measurements of temperature, humidity, carbon monoxide and carbon
dioxide concentration, and Air Quality Index were carried out. LoRa data packets were
transmitted and uploaded to the cloud using the gateway, and displayed on a web page
in the form of graphs. Air quality was tested in three different places in the Shiv Nadar
University, G. Noida. It can be tested other nearby places like Noida, Dadri, Faridabad,
Delhi, etc. where pollution is quite significant. This system can be used tomonitor the air
quality data to take the necessary precautions and also helps to create awareness about
the air quality around us. In future, other pollutants like NH3, NO2, SO2, PM2.5, PM10
which affect the air quality can be introduced. Alarming system can also be introduced to
alert the user through SMS or email. User can interface with website and take necessary
action to purify the air environment by actuating smoke purifiers. The air pollution
data can be integrated into a smart city system for monitoring and controlling the air
quality and pollution level in the city. It can help the city authorities to take necessary
action in case of high pollution levels. The air pollution is dynamic with locations and
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time. It exhibit different air pollution levels a few hundred meters away and also vary at
different times of the day. To handle such a situation, a large number of fixed air pollution
monitoring stations are required in the entire city which will be quite costly. However,
the mobile air pollution monitoring stations built by mounting sensors on the existing
public vehicles can be used to tackle this issue. A combination of fixed and mobile air
pollution monitoring stations network can provide maximum coverage and temporal
resolution. Machine Learning (ML) concept can be introduced for making predictions
of air quality. The data collected and stored for long time can be applied as an input to
ML algorithm to predict the air quality to take the preventive action beforehand.
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Abstract. As urbanization continues to grow and smart cities are imag-
ined, intelligent transportation systems (ITS) have become increasingly
important as a solution to traffic congestion. While ITS focuses on vehi-
cles, pedestrians are important road users who contribute a significant
role in influencing traffic, transportation infrastructure, and the design
of vehicles, However, roadside assistance is less studied than vehicular.
In this paper, we discuss pedestrian-to-infrastructure (P2I) communi-
cation, which is an important aspect of ITS that can enhance safety,
efficiency, and convenience for pedestrians. Furthermore, P2I systems
are examined in terms of their requirements and components, as well
as in terms of their potential benefits for safety and mobility issues.
Finally, the paper identifies potential future directions for research on
pedestrian-to-infrastructure communication in ITS. Providing a com-
prehensive overview of the current state of research on pedestrian-to-
infrastructure communication in ITS, this review highlights the key
research areas for the future.

Keywords: Intelligent Transportation system (ITS) · Pedestrian
safety · Pedestrian-to-infrastructure communication (P2I) · Internet of
Things · Pedestrian-to-everything (P2X)

1 Introduction

Pedestrian safety has always been a top priority in transportation systems. How-
ever, the rapid development of cities has led to a significant increase in threats to
non-motorists and motorists alike, including pedestrians, bicyclists, vehicle acci-
dents, and air pollution, due to this pedestrians and vehicular travelers waste a
lot of time while traveling. According to [1,2] recent report by the government,
pedestrians in congested traffic areas are facing a serious threat of injury from
traffic accidents. The report concludes that the current traffic management sys-
tem should be re-designed and re-evaluated to address safety issues efficiently,
especially for vulnerable road users (VRUs).
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To address frequently occurring non-motorist accidents, several innovative
approaches have emerged, including those designed to mitigate intersection colli-
sions involving VRUs [3]. Moreover, various types of sensors have been developed
to detect safety issues related to VRUs. These sensors include activated sensors
mounted on vehicles or along roads, as well as radars, cameras, Lidars (Laser
Imaging Detection and Ranging), and IMUs (inertial measurement units) inte-
grated into smartphones. Based on the capabilities and characteristics of these
sensors, several systems have been developed to protect VRUs [4]. For instance,
perception-based systems with a limited field of view (FOV) can detect and alert
drivers to VRUs within their range. These systems work in tandem with other
technologies such as vehicle-to-pedestrian (V2P) communication and vehicle-to-
everything (V2X) systems, to enhance safety for VRUs [5].

Ensuring pedestrian safety is a multifaceted challenge that requires atten-
tion not only to the end system but also to the communication and inference
capabilities that underpin traffic efficiency and mobility. To meet the demands
of modern transportation systems, these capabilities must be re-examined and
adapted accordingly. In this context, it is critical to adopt an all-encompassing
approach to protecting pedestrians within communication systems. To minimize
latency for safety-critical alerts and enable real-time communication, pedestrians
should be able to communicate using a range of channels that reduce message
congestion and bandwidth usage. This is where pedestrian-to-everything (P2X)
comes into play, encompassing pedestrian-to-pedestrian (P2P), pedestrian-to-
vehicle (P2V), and pedestrian-to-infrastructure (P2I), communication channels
that facilitate seamless sharing of traffic data. The P2I communication system
plays a crucial role in facilitating data communication from pedestrian to infras-
tructure for inference and applications. However, its development has been slower
compared to P2V communication, mainly due to high costs and the difficulty of
upgrades. Fortunately, with the advent of software-defined ITS, there are oppor-
tunities to improve the overall architecture and facilitate the application of new
inference algorithms in a more flexible manner.

To provide a comprehensive overview of the P2I communication system,
this survey also describes P2I’s various system components and their functions.
Additionally, this survey highlights our contribution in this field and summa-
rizes the corresponding sections as follows: In Sect. 2, we discuss pedestrian-to-
infrastructure system architectural components. Section 3 focuses on pedestrian-
infrastructure communication. Section 4 We discuss P2I communication systems
that must meet a set of requirements. Section 5 highlights design challenges of
P2I System. Finally, the paper concludes in Sect. 6.

2 Pedestrian to Infrastructure System Architecture

A pedestrian-to-infrastructure (P2I) system involves using technology as a means
of facilitating interaction and communication between pedestrians and the sur-
rounding built environment, which consists of buildings, roadways, and public
transportation systems. The architecture of P2I systems are typically composed
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of several components that work together to achieve specific goals, such as
improving pedestrian safety, accessibility, and convenience.

The P2I communications support a broad range of applications that support
both pedestrian convenience and pedestrian safety. Safety applications include
collision detection, collision avoidance, and other safety applications that can
improve pedestrian efficiency and safety. In addition to retrieving data from
VRUs to better understand the overall Real-time traffic information, convenience
applications can also include Safety alerts, Personalized recommendations, and
public transportation integration. P2I communication systems can be used with
this type of application, but more investment is needed in the field of digital
infrastructure to take advantage of it. In addition, the P2I system operates in
three stages: detection of pedestrians, tracking of pedestrians, and prediction
of pedestrian trajectory followed by action [5,6]. As a result of these elements,
different P2I system architectures have been developed. This section provides a
brief overview of the various P2I architectural components.

Fig. 1. Components of P2I functional architecture

2.1 Components of a Pedestrian to Infrastructure System

The exchange of critical information using P2X communications can improve
road safety and mobility for vulnerable road users and other road users. By
receiving real-time information about infrastructure (e.g., traffic signal timings
and phases, intersection geometry), road users can travel more efficiently, reduce
delays, and reduce emissions. To reduce congestion and improve mobility, oper-
ators in traffic management centers (TMCs) can implement active or proactive
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traffic management strategies after receiving real-time information from OBUs
or VRUs. Figure 1: describes the components of digital infrastructure. Connected
vehicles (CV) usually have an onboard unit (OBU) and pedestrians usually have
a Vulnerable Road User device (VRU) which allows them to wirelessly commu-
nicate and share information with roadside units (RSUs). The RSU is an impor-
tant element of the system since it exchanges data with the OBUs and VRUs,
as well as other infrastructure components. Communication units are located
on RSUs along roads such as traffic cameras or traffic signals, which establish
communication links with vehicles based nearby. RSUs can communicate via
Wi-Fi, WiMAX, ZigBee, Bluetooth, and cellular networks, among others RSUs
can receive messages from OBUs or VRU devices and forward these messages to
transportation infrastructure elements via the transportation field cabinet (e.g.,
traffic management systems, traffic signal controllers (TSCs), and back-office
data storage) to provide information about real-time traffic conditions.

The components of P2I systems can be generally divided into the following
categories:

1. Devices for pedestrians or VRU devices (Smartphone, Wearable sensors)
2. Vehicle-mounted devices (On-board devices)
3. Infrastructure (RSU)
4. Information processing unit

Whenever a P2I system depends entirely on direct communication, it con-
sists of only two components. The infrastructure and the pedestrian device. All
three phases of the P2I system are carried out by these two components. In the
case of a system where indirect communication is used (i.e., through infrastruc-
ture), the tracking, detection, and trajectory prediction phases are handled by
an information processing unit. The probability of a crash is estimated based
on pedestrian trajectory prediction. As a result, the infrastructure notifies the
Vehicle and VRU devices to take the necessary action, as needed. Therefore, the
VRU device and vehicle device may take appropriate action.

1. Devices for pedestrians or VRU devices (Smartphone, Wearable
sensors)
• Smart phone: Mobile phones may prove to be the most widely accepted

VRU device due to their ubiquitous and adaptable nature. Smartphones
have been used as VRU devices in P2I communication. Currently, avail-
able commercial off-the-shelf (COTS) smartphones are equipped with sen-
sors like accelerometers, GPS, Bluetooth, Wi-Fi, communication tech-
nologies like cellular (LTE/3G) etc. In order to develop effective P2I
systems, sensors and communication technologies must be integrated. In
addition to audio-visual and haptic warnings, smartphones can also pro-
vide these functions. A P2I system that incorporates VRU warnings may
find this useful [7].

• Helmet: Cycling helmets and motorcycle helmets can be used as VRU
devices. It is, however, necessary for the helmet to be equipped with the
essential components to serve as a VRU. The helmet and smartphone
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used by Hernandez-Jayo et al. [8] serve as a VRU device for cyclists.
This system transmits position data from the smartphone to the cloud.
Helmets are used to alert cyclists to vehicles in their path.

• Tag: P2I systems may use tags as VRU devices where unilateral warnings
(to the driver only) are sufficient. Tags can be attached to backpacks,
wheelchairs, handbags, etc. [9]. These tags can be used as VRU devices.
It is possible for the tag to not engage in active P2I communication and
to only reply when a vehicle device is detected.

• Smart watches: P2I communication systems are able to monitor pedes-
trian traffic with smartwatches as VRU devices. In order to improve
pedestrian safety and optimize traffic flow, traffic engineers can collect
data from smartwatches worn by pedestrians. The use of smartwatches
in P2I communication systems enhances pedestrian safety by providing
pedestrians with real-time information about traffic. Pedestrians can also
get haptic feedback from smartwatches, such as vibrations, to be alerted
to approaching vehicles [10].

2. Vehicle-mounted devices (On-board devices)
A vehicle’s OBU transmits and collects data for a variety of purposes. The
OBU (on-board unit) is an electronic device incorporated into a vehicle that
monitors traffic and driving records and can be connected to roadside systems
and satellite navigation systems. In general, they are used to automate toll
collection and billing, referred to as electronic toll collection (ETC), but they
can also provide additional services. An OBU can be used to store diagnostic
and emergency data, plan routes, and navigate. Further, they are capable
of communicating with vehicles-to-vehicles, vehicles-to-infrastructures, and
vehicles-to-roadsides. OBUs are typically used in tolls to communicate with
the tolling system and determine the distance traveled and the amount of toll
to pay. Radio and mobile radio technology as well as satellite navigation are
the two most common methods used. A radio beacon transmits a signal that
is received by the OBU using radio technology. OBUs modulate that signal
and send back data to beacons. It is possible to determine the distance trav-
eled by the beacon based on its stationary position. OBUs are equipped with
GPS receivers when using satellite navigation for tolling. OBUs send data
via SMS to toll centers via GSM modems. This navigation data is then used
to calculate the toll, which may also include other vehicle-specific informa-
tion, such as the exhaust gas class and axle count. A driver can use OBUs to
receive ITS services including warnings and travel information when they are
used for emergency data. Using Basic Safety Messages (BSMs), OBUs con-
tinually communicate with other vehicles, roadside units (RSUs), and other
devices [11].

3. Infrastructure (RSU)
A RSU entity can be considered one of the essential components of an ITS
system. This can be implemented in the form of a base station or a ded-
icated stationary entity installed along the road. This device is equipped
with a DSRC interface, which enables communication with any component
with the same interface (vehicle, RSU, etc.). The communication range can
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vary depending on the technology and environment. As an example, an RSU
entity that supports the DSRC standard has a communication range of 300 m
in urban environments, and a range of up to 1 km in rural settings. A Road-
side Unit may be wired or wirelessly interconnected, and it can provide not
only local services but also cloud services and/or Internet access to differ-
ent vehicles by using RSU, roads can communicate with their users, such
as pedestrians and vehicles, through Infrastructure to Infrastructure (I2I),
Vehicle to Infrastructure (V2I), and Pedestrian to Infrastructure (P2I). In
order to resolve road issues, as well as pedestrian safety issues, a variety of
communication has been developed for road infrastructure. Using I2I com-
munication, traffic conditions of various road segments can be exchanged.
This can help traffic lights, for instance, customize light phases based on
global road conditions. By combining I2I with P2I, I2I can alert pedestri-
ans (in addition to other RUs) about emerging incidents on their way. As a
result, the pedestrian can choose a safer route. In addition to virtual traffic
lights, virtual traffic lights can also be used to manage crossings for pedes-
trian safety. Essentially, VTL is an infrastructure-free traffic control method
that utilizes vehicle-to-vehicle (V2V) communication and uses this informa-
tion to determine the individual traffic signal for all vehicles, using a lead
car that rotates every cycle, and determining the individual traffic signal for
every vehicle in the area [12]. A VTL system has been proposed recently for
vehicular traffic management at intersections, but its ability to accommodate
pedestrian crossing policies has not been tested. By utilizing RSUs as traffic
lights in a centralized system, pedestrians could be integrated into the VTL
paradigm. Consequently, the RSU transmits the corresponding virtual light
value to pedestrians and vehicles via V2I and P2I communication. The use of
infrastructure communication could be a key component of distributed traf-
fic management. Installed RSUs communicate with nearby pedestrians and
vehicles via P2I and V2I, and collect data to share with RSUs. The RSUs can
communicate indirectly with each other and avoid collisions by sending and
receiving Cooperative Awareness Messages (CAMs) only from the RSU. In
addition to detecting pedestrians, the RSU can also interact with occluded
vehicles using its sensors [13].

4. Information processing unit
Electronics, communications, and information processing comprise Intelligent
Transportation Systems (ITS) in order to increase the efficiency of the trans-
portation system [6]. Information processing is a crucial component of ITS.
ITS relies heavily on the information processing unit, which collects, analyzes,
and interprets data from various sources. Traffic control, incident manage-
ment, and route optimization are just a few of the ITS uses for the infor-
mation processing unit [27]. Traffic Management Systems (TMS) collect data
from connected system components, process them, and inform road users
about traffic conditions. The gathered data is processed so that services and
applications can be developed. As a VRU protection system, a TMS permits
the collection and dissemination of information about VRU presence over
a broader area than an individual unit of equipment on the roadside. This



20 P. Zambare and Y. Liu

may be appropriate for example in the situation of a highway where vehicles
drive at high speeds and need to be warned of a potential collision earlier com-
pared to a rural road, or in smart cities where monitoring specific areas allows
drivers to be informed when a march is taking place on a particular street. In
addition, machine learning, especially deep learning, has played a crucial role
in ITS because it allows data to be processed enormously [15]. Information
processing units can improve transportation safety, efficiency, and sustain-
ability by integrating advanced communications technologies, such as sensors
into vehicles. In summary, ITS is dependent on the information processing
unit, which makes it more efficient and intelligent.

3 Pedestrian to Infrastructure Communication System

3.1 Communication Technologies

In the design of P2I systems, a variety of communication technologies have been
used. Systems have some features that are largely determined by the commu-
nication protocol used. These characteristics include communication range, P2I
device choice, infrastructure availability, etc. The characteristics of each commu-
nication technology are briefly discussed in this section.

• 802.11p IEEE:
The 802.11p standard runs at 5.9 GHz and was designed specifically for V2X
communication. It is possible to transmit safety messages within a typical
mobile environment with small latency and efficiency. There is a problem in
that 802.11p compatibility is a requirement for VRU devices. While Reference
[16] demonstrated that smartphones can be configured to support 802.11p, we
are unaware of any smartphones or other VRU devices that support 802.11p.
There may be problems with deployment as a result, 802.11p-based systems
typically provide communications over a distance of one kilometer, providing
sufficient coverage even at extreme speeds. There are two kinds of systems
based on 802.11p: ones with infrastructure [19,20] and those without [16–
18]. P2I safety applications benefit from 802.11p technology because of its
reliability and low latency.

• Cellular:
There have been a few attempts to develop P2X safety systems using cellular
technology [8,21]. As a VRU device, smartphones are used for communication
using 3G or Long-Term Evolution (LTE). The use of central infrastructure in
cellular-based P2V systems typically extends the communication range. To
determine their suitability for P2I safety systems, cellular P2I systems must
be investigated further in terms of their latency and scalability performance.
Mobile systems are a good candidate for P2I convenience applications because
of their wide coverage and high market penetration. As part of the proposed
5G architecture, cellular V2X and P2X are currently under development.
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• Wi-Fi:
There have been several efforts to design P2X safety systems established on
Wi-Fi [22,23]. The systems typically use a smartphone or smartwatch as the
VRU device, and their communication range is 100 to 150 m. Typical vehicle
speeds in urban areas are 50 kmph, so this range may be sufficient. As a result
of the smaller amount of time offered for the vehicle driver to react to crash
indicators in suburban areas with standard speeds of 100 kmph, it may not be
sufficient. Due to the mobility of vehicles, Wi-Fi connection requirements are
also challenging, as it may take too long for safety messages to be exchanged.

• Bluetooth:
System for bicyclists that uses Bluetooth-based indirect P2I communication.
Using iBeacon as VRUs, this system communicates directly with the vehicle.
This system reaches a communication distance of up to 50 m, which may
be sufficient in some pre-crash scenarios. Bluetooth, however, cannot support
V2P completely due to its restricted communication range but it supports the
P2I system. For example, the system may support only slow urban scenarios
[7].

• 700 MHz ITS Band:
An ITS system uses 700 MHz for V2P communication (according to FCC,US
Standards) [24]. A variety of channel access mechanisms are evaluated for a
V2P system. Pedestrian safety can be improved in a number of ways by using
the 700 MHz band for P2I communication. When crossing the street, pedes-
trians could receive real-time updates about weather conditions and traffic,
which could help them be safer and more informed. However, implementing
P2I communication using the 700 MHz band would require significant infras-
tructure investments, such as installing sensors and other equipment in traffic
infrastructures as well as developing new wireless networks. P2I communica-
tion in the 700 MHz band could be beneficial, but implementation of such
systems would require careful planning and coordination [25].

• 802.15.4:
Low-rate wireless personal area networks (LR-WPANs) use the IEEE 802.15.4
wireless communication protocol. A variety of frequency bands are supported,
including 2.4 GHz, 915 MHz and 868 MHz [9]. Low power consumption is
one of the advantages of using the 802.15.4 standard for P2I communica-
tion, which makes it ideal for battery-powered sensors and other low-power
devices. The 802.15.4 standard also supports low data rates and short-range
communication, which is helpful for P2I applications that require real-time
communication and low latency.

3.2 Types of Safety Related Messages in ITS

The purpose of this subsection is to highlight the types of communication mes-
sages used in the VRU protection use case. There are multiple factors that
may be included in general safety messages, such as the direction of the vehi-
cle or pedestrian, speed, and location. Recipients can use this information to
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detect pedestrians, track pedestrians, and predict pedestrian trajectories. Mes-
sages received by the system allow it to operate effectively. The implementation
of safety message standards for VRUs has been described in several case studies
recently [27].

• Cooperative Awareness Message (CAM)
Users of the road exchange safety-specific messages frequently with the sur-
rounding area. These messages, called Basic Safety Message (BSM) in the
Society of Automotive Engineers (SAE) standard or CAM in the ETSI stan-
dard, contain context-aware information (e.g., Vehicle type, vehicle ID, vehi-
cle position, heading angle, speed, lateral and vertical acceleration, etc.) [28].
Vehicles can transmit a safety message at a frequency of 10 Hz (i.e., at a fixed
frequency). The frequency at which safety messages are transmitted by VRUs
may vary. There are a number of factors that may affect frequency, includ-
ing location and speed. CAM contains the following containers: ITS PDU
Header, Generation Delta Time, Basic Container, High-Frequency Container,
Low-Frequency Container, and special Information Container. Among these
containers, the Low-Frequency Container and special Information Container
are optional in the message, whereas the others are mandatory and must be
included in every CAM. The CAMs generated by a vehicle must include a
high-frequency vehicle container (Vehicle HF) and a low-frequency vehicle
container (Vehicle LF). Information about the vehicle’s speed and heading
may change quickly (dynamically) in the Vehicle HF container. There is a
container for Vehicle LF that holds static or slowly changing information
about the vehicle, such as the status of the exterior lights. A vehicle with a
specific function in road traffic, such as a public transportation vehicle, must
provide updated status information in special containers. This includes traffic
rules, hazardous goods basics, and emergency priority.

• VRU Awareness Message (VAM)
A VRU connected to a smartphone is able to send a message. Compared to
CAM, this message type is more flexible. This type of message is characterized
by its short length and context-specificity. The ETSI standard [27] introduces
the VAM message, and the SAE standard introduces the Personal Safety
Message (PSM). It contains information about the location, type of VRU,
speed, and direction of the VRU. The VRUs are responsible for generating
and constructing VAMs, along with motion prediction and other contextual
information to increase position accuracy. In the VAM, the following contain-
ers are included: ITS PDU Header, Generation Delta Time, Basic Container,
High-Frequency Container, Low-Frequency Container, Cluster Information
Container, Cluster Operation Container, and Motion Prediction Container.
Among these containers, Low Frequency Container, Cluster Information Con-
tainer, Cluster Operation Container, and Motion Prediction Container are
optional when sending a message, others are mandatory and must be included
in every VAM. A cluster container in VAM is a unique approach to optimiz-
ing spectrum resources compared to existing V2X message types defined by
ETSI. A cluster is formed by combining VRUs with homogeneous behavior
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[16]. Clusters have a leader who transmits VAMs. VAM dissemination rules
determine at what frequency VAMs are transmitted. 1 Hz is the minimum
frequency and 5 Hz is the maximum frequency.

• Decentralized Environmental Notification Messages (DENM)
DENMs that alert users to risks of VRU crashes are event-driven messages
that are triggered only when hazardous events occur. A DENM message con-
tains information about the severity and location of the event. DENMs must
always include the ITS PDU header and the management container. Optional
containers include the situation container, the location container, and the à
la carte container. The situation, location, and à la carte containers must
not be present for a cancellation DENM or a negation DENM. The location
container must be present if the situation container is present. A la carte con-
tainers are presented only when they are specified in application specification
standards, such as ETSI TS 101 539-3 [i.6], ETSI TS 101 539-2 [i.5] and ETSI
TS 101 539-1 [i.4] [27]. There are two types of containers: data elements (DE)
and data frames (DF). You can either choose to have a DE and a DF or you
can make them mandatory.

• Cooperative Perception Messages (CPM)
Using CPM, vehicles exchange sensing information to improve their percep-
tion of their environment while driving. Information about detected objects
in the surrounding area is contained in them. For them, the ETSI Standard
specifies the format, generation, and transmission rules [29]. The conditions
of the detected object are updated every 1 s or as soon as they change. In
the current implementation of ETSI-CPM, high-frequency transmissions of
CPMs are common, but the CPMs only contain a small amount of informa-
tion about the detected objects. In [30], authors have proposed an improved
CPM generation algorithm that predicts the behavior of detected objects to
optimize the generation rules. As a result of their approach, CPMs are trans-
mitted less frequently but contain a greater number of detected objects per
CPM. It consists of an Intelligent Transport Systems (ITS) Protocol Data
Unit Header (ITS PDU Header) and CPM parameters [26]. There are four
main containers in CPM’s payload: Management Container, Station Data
Container, Sensor Information Container, and Perceived Object Container.
Data contained in the Management Container and Station Data Container
describes the type of sender station, such as a vehicle or a Road-Side-Unit
(RSU), as well as the actual orientation angles, position, heading of the vehi-
cle, and dynamic. Information about sensors attached to a sender is inserted
into Sensor Information Container, such as LIDARs, radars, cameras, and
their capabilities, such as ranging opening angles, or location where they are
placed. A list of objects detected is stored in the Perceived Object Container,
which contains information about their speed, dimensions, relative position,
and acceleration. If the trigger conditions are met, the message must be trans-
mitted with a minimum frequency of 1 Hz and a maximum frequency of 10 Hz,
according to CPM generation frequency management.
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Fig. 2. ITS message formats [14]

A representation of the different fields in the messages discussed above is
shown in Fig. 2. In this regard, the mandatory fields in VAM and CAM mes-
sages are similar to CPMs and DENMs. Safety messages or awareness messages
play a crucial role in collision avoidance because the VRU participates actively by
sending VAMs to the servers and vehicles as part of the communication process.
Additionally, they may participate passively through other vehicles detecting
them and including their data in CPMs or DENMs (e.g. in the collision risk field).
Communication messages are not the only data collected during the data collec-
tion phase. The system can be extended to collect data from multiple sources
(e.g., data from road cameras, sensor data, network data, and self-positioning
of VRUs). The collision avoidance application can be placed on a server or run
directly on the smartphone of the VRU or vehicle. Our survey considers ITS
messages as the most important source of information to improve pedestrian
safety.

3.3 Pre-crash Scenarios

In this subsection, we will explore a pre-crash scenario of pedestrian-to-vehicle
communications through infrastructure (RSU). Figure 3 illustrates the pre-crash
scenario of communication between pedestrians to vehicles Via Infrastructure
(RSU). An overview of pedestrian-to-vehicle (P2V) communications through an
infrastructure (RSU). Communication between an RSU and a vehicle, or an
RSU and a pedestrian, can approximate P2V communications. Communication
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devices, such as traffic signals, are referred to as RSUs. Pedestrians hold commu-
nication devices (e.g., smartphones) and approach an intersection from a point
that is out of the line of sight of vehicles. Pedestrians and vehicles are assumed to
be separated by structures, making direct communication impossible. As a result,
an RSU is used to share the location of a vehicle and a pedestrian to prevent
collisions. Here are the details regarding the pedestrian and the roadside unit.
RSUs are capable of communicating via WLAN and LoRaWAN. The device acts
as both an access point (AP) for WLAN and a gateway (GW) for LoRaWAN.
As it is connected to the backbone network, it is capable of determining the loca-
tion of vehicles in its vicinity. There is the possibility of a pedestrian holding a
device that communicates via WLAN and LoRaWAN. In addition to supporting
WLAN and LoRaWAN, it also serves as an end device. GPS data is obtained
from the device’s built-in GPS. It should be noted that GPS measurement errors
are not taken into account. The P2I systems for VRUs can communicate with the

Fig. 3. An overview of the P2V communication Via Infrastructure (RSU) [31]

infrastructure and vehicles. Vehicles and pedestrians exchange information indi-
rectly, through infrastructure. A couple of examples of P2I systems for VRUs
that involve indirect communication are discussed in references [8,19]. Devices
may utilize the same technology, such as cellular communication [29], or they
may use different technologies, such as Wi-Fi and 802.11p [19]. An indirect mode
that involves multiple hops can be viewed as a variation. The use of multi-hop
communication may be advantageous in non-line-of-sight crash situations. Vehi-
cles can rebroadcast safety messages they receive from VRUs to other vehicles
around them. For example, public transport buses might broadcast safety mes-
sages about VRUs passing the street next to them at bus stops. A message
exchanged through the infrastructure may be processed by infrastructure nodes
before being forwarded to other nodes. In this case, high computing power may
be required on the infrastructure nodes. Also, the latency of communication may
be higher when messages are exchanged through infrastructure nodes. To accom-
plish this, the pedestrian or vehicle application’s latency requirement must be
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compared to the infrastructure’s latency. It may be helpful to use pre-crash sce-
narios to better understand the requirements for effective pedestrian-to-vehicle
(P2V) communications through an infrastructure (RSU) crash prevention sys-
tem. There may be differences in the pre-crash scenarios for various types of
VRUs. Also, most pedestrian accidents occur at non-junctions.

4 Pedestrian to Infrastructure System Requirements

P2I communication systems require meeting a set of requirements, so under-
standing the application and technical requirements is crucial for the imple-
mentation of better pedestrian safety approaches. The following sections outline
key requirements for P2I communication in accordance with the VRU safety
standards developed by ETSI [27,34]. A pedestrian safety application can be
generally categorized into two types of application: ‘Convenience or Awareness’
is the simplest and ‘Safety’ is the most advanced [35]. By providing basic safety
notifications, awareness applications inform other road users of their presence
to maintain cooperative awareness. The VRU positioning and speed data are
not very accurate for such applications, but basic status data will need to be
broadcast on a periodic basis between vehicles and VRUs. Alternatively, collision
avoidance applications calculate road user paths to generate collision risk warn-
ings; as a result, such applications rely on highly precise vehicle positioning and
precise information about its speed, heading, and direction of travel. Consider-
ing these differences, it is important to identify the main requirements for P2I
implementation. In order to achieve this, we have recognized seven parameters
that must be met for a functional VRU communication system.

• Communication latency:
In data communication, end-to-end latency is an important parameter to
minimize because it carries time-sensitive and safety-related messages that
decide the accuracy of control messages. The shared information needs to
be timely enough so that the receiver can use it for collision avoidance, so a
minimal end-to-end latency should be achieved (e.g., less than 300 ms) and a
sufficiently high sampling rate (e.g. 10 Hz) must be implemented [27,37,38].

• Position accuracy:
P2I application and safety warnings are generally based on road user loca-
tion; accordingly, it is crucial to know the exact location of the user. VRU
applications require a significantly higher level of positioning accuracy than
conventional CITS applications. Currently, smartphone positioning systems
are not accurate enough to provide a reliable source of localization. They
must be improved to provide centimeter-level accuracy. A position accuracy
of 1m is required for vehicle applications based on European standards [36].
When determining whether a VRU is located in a secure area, however, mea-
surements must be significantly more precise and accurate [33].
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• Scalability:
Applications that avoid collisions or provide awareness should be able to cope
with multiple road users (500 to 5000 in the same communications zone, or
within 300 m, as described in ETSI 103-300-2 [27]). By using an effective clus-
tering approach, a VRU system can cluster active users within a geographic
area.

• Communication range:
P2I communication has the benefit of detecting hazardous situations before
visual contact is made. In order to prevent conflicts, early warnings, and pre-
cautions must be taken to detect them in time. To provide the appropriate
time for the warning, it is necessary to consider Time-To-Collision (TTC) as
well as the user’s response time, the time required for maneuvers, communi-
cation latency, and a safety margin [35]. The range must be broad enough so
that a risk assessment can be made based on the awareness messages before
the warning is issued.

• Warning message design and user interface:
Users of VRU safety applications should benefit from a user interface that
provides clear and straightforward information, minimizes distractions, and
reduces content and workload [32]. Road users deserve to be alerted to safety
warnings when they need to be without being distracted by frequent false
alerts or low-risk warnings. In order to determine the appropriate timing for
delivering warning modes and warning messages to drivers and VRUs, it is
necessary to take into account both the type of VRU and the level of danger.

• Context awareness:
In the context of collision avoidance systems, refer to various pieces of infor-
mation that the system needs to operate effectively and avoid collisions. This
includes information about the environment, such as the position and speed of
other vehicles, pedestrians, and obstacles. It also includes information about
road conditions and weather. Collision-avoidance systems are designed to
identify movements (momentums and trajectories) so that they can be acted
upon promptly (reducing velocity or changing trajectory) in order to pre-
vent collisions [27,34]. By using sensors on the VRU devices, it is possible to
determine the environment and the movement of VRU object states (such as
standing, walking, jogging, cycling etc.) with such applications [35]. There-
fore, movement prediction should be highly accurate in order to minimize
conflict miscalculations.

• Security and Privacy:
VRU applications generate security and privacy concerns, requiring mitiga-
tion strategies. The issue of false positives and false negatives is a legitimate
security concern.
The term false positive relates to a situation in which the receiver believes
there is a need to act even though no such situation exists. It takes place
when a recipient accepts information in the VRU system as truthful when it
is misleading. The receiver may be induced to take action in the real envi-
ronment as a result of such a situation, negatively affecting system users.
As an example, when a false VRU message offers a vehicle driver with the
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erroneous perception that a youngster was jogging in the way of the vehicle,
that may cause a rear-end collision because the driver unexpectedly hits the
brakes [34].
A false negative happens when the receiver does not believe that a reaction
is necessary when the situation actually happens. Receivers may experience
this either when they do not receive the relevant warning message or when
they receive conflicting messages that undermine their belief in the original
message. It is possible, for instance, for a receiver not to receive any mes-
sages from VRUs because of a denial of service (DoS) attack. To prevent false
positives, VRU communications must include cryptographic protection with
authorizations only granting access to trusted devices [34]. Nonetheless, com-
munication security mechanisms alone cannot protect against false negatives.
An example of such an attack would be a DoS attack. This is an unavoidable
condition, though, it can theoretically be recognized and the authorities noti-
fied of the attack so that it can be mitigated physically. An attack based on
contradictory messages can also be prevented with communication security
mechanisms that make it more difficult for invalid senders to generate con-
vincing contradictory messages. Furthermore, VRU apps may lead to privacy
questions as they gather personal information about other road users and
VRUs. It is therefore important to implement technical methods to secure
the data of other road users when mitigating privacy concerns. It may be
necessary to restrict the inclusion of critical personal data in messages or to
periodically change the identifiers assigned to temporary senders. In addition,
data management strategies regarding the retention and access of data gen-
erated by VRU applications need to be integrated into mitigation strategies
that address privacy concerns (Table 1).

5 Pedestrian-to-Infrastructure System Design Challenges

• Real time detection: Real-time information is extracted from moving
objects by the human visual system. It can autofocus on various objects in
its surrounding environment without undergoing any behavioral changes. It
is difficult for the camera to detect obstacles without optical flow or motion
parallax. Tracking other objects is essential (e.g., nonhazardous obstacles,
possible flying objects, etc.). Although camera technology has advanced, it
remains challenging to observe multiple objects concurrently at low levels.
The fact that tasks considered easy by humans are challenging in computer
vision means that humans are capable of recognizing a person regardless of
the vehicle’s orientation, angle of view, or even several vehicles together. In
spite of this, object detection methods face numerous problems, such as illu-
mination conditions, occlusion, viewpoint variation, etc. A common street
scenario is the occlusion of two or more objects when they are too close
together and appear to blend or merge. In addition to accuracy, speed is an
important factor, which means that algorithms that detect objects in motion
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Table 1. Summarizes the technical requirements that are described from the above
sections for the P2I communication system based on the ETSI standards.

Basic Requirement Requirement Value

Communication Latency [37,38] The latency should not exceed
300 ms but be below 100ms

Position accuracy [27,36] Precision of at least 0.5 m is
required

Scalability [27] It should be able to handle
urban scenarios involving up
to 5000 users per intersection.

Communication range [35] Range ≥ 25 m when P2I com-
munication is used to protect
the VRU.
Range ≥ 70 m range when
P2V communication is used
for pedestrian collision avoid-
ance purposes (at (45 km per
hour, stationary pedestrian
and vehicle).

Warning message design and user
interface [33]

An optimal user interface
should deliver information
in a straightforward manner
with minimal distractions,
and be designed to reduce
workload and content.

Context awareness [34,35] VRUs should be able to
predict movements accurately
enough to minimize conflict
miscalculations.

Security and privacy [34] In order to prevent false pos-
itives, messaging needs to
be protected by cryptogra-
phy. To prevent false nega-
tives, identifying the attack
source and physically remov-
ing it is necessary. In order
to prevent privacy issues, mes-
sages should not contain crit-
ical personal information, or
temporary sender identifiers
should be changed regularly

must accurately identify important objects. This challenge can be overcome
by mapping technologies and computer vision, such as concurrent detection
[39] and tracking and deep learning and machine learning [40].
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• Insufficient information: For detecting a potential collision, it is necessary
to have detailed information about the objects such as their size, position,
material, speed, etc. To identify objects, characterize them, and determine
their distances from pedestrians, safety systems must have detailed infor-
mation. The system gathers this information based on coarse-grained data
without considering materials, nature, and intentions. There is insufficient
data to detect collisions accurately based on such data. An example would be
the angle at which objects are positioned, the surrounding environment, the
type of obstacles, etc. Using Geographic Information Systems (GIS), safety
systems can gather data about the surrounding areas in advance. For exam-
ple, the presence of VRUs in schools and recreation facilities is possible. It is
possible for a safety system to make a decision based on those data and to
warn pedestrians/drivers in advance if it has those data.

• Hardware limitation: Sensors are integrated into smartphones and wear-
ables for restricted computation power and functions. It is true that these
sensors are sufficient for everyday activities, but they do not provide high
accuracy when it comes to detecting obstacles. For example, the common
smartphone is mainly built for daily use and is not integrated with specific
sensors. There are a limited number of speakers and microphones on the
device. In contrast, sonars and radars are specially developed and configured
with various receivers and transmitters. When pedestrian safety is concerned
in an urban area, granular level accuracy is often required in a matter of
seconds [41]. The current generation of smartphones and wearables are low-
powered so large data cannot be handled by these systems. A smartphone
GPS can also be considered a hardware limitation. Battery drain will be
significant if we want accurate positioning accuracy.

• Human factor: Due to inconsistency, human factors play an important role
in collision detection systems. Inter-pedestrian/social behavior, pedestrian
body posture, and pedestrian consciousness all affect pedestrian safety. Every
human is distinct from these factors. A number of studies have explored
pedestrians’ contours, postures, and body language [42,43]. It is even more
difficult to estimate pedestrians’ movements because their impending motion
is uncertain. System safety can be improved by adapting trajectory prediction
[44]and activity recognition [45].

• Dynamic environment: In the real world, pedestrian safety is challenging
due to a dynamic environment, especially in cities. Streets in cities, vehicle
traffic, and crowded pedestrians pose different safety problems every time.
The majority of research detects static obstacles in this dynamic environment,
but not moving obstacles. As a result of recent developments in Simultaneous
Localization And Mapping (i.e., Dynamic SLAM) and robotics technologies,
this problem has been overcome [46,47].

• Noisy sensor data: Detection of obstacles is challenging due to noisy sen-
sor data and environmental disturbances. Initially collected data contains
noise caused by unexpected body or hand jitters, affecting accuracy. The
sensors built into smartphones, for example, require calibration, and filter-
ing, and are unable to distinguish between different motions. Similarly, noise
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adversely affects acoustics and inertial sensors. When noise is present in data,
it can make the processing more complex and take longer, which can nega-
tively affect performance. Detection systems should be able to distinguish
between various types of sounds. For example, environmental noises (e.g.,
human sound, non-hazardous sound, walking-induced noise, etc.) and desir-
able input signals need to be differentiated correctly. In order to handle these
noises, a number of filters and techniques were proposed [48,49]. There are
multiple levels of noise in deep learning, such as noise at the class level and
noise at the feature level. As a result of noise overfitting the model, poor gen-
eralization performance was observed in previous research [50]. The relabeling
of noisy data has been suggested by some research; however, this technique
works best with data collected in static environments [51,52]. Recent studies
have shown that noise-resistant object detection can be achieved [53].

• Sidewalk: Data on sidewalk accessibility plays an important role in pedes-
trian safety and obstacle detection. In order to improve accuracy, data qual-
ity is important. A city’s transportation department typically inspects side-
walks in person through in-person audits. Although, this procedure is time-
consuming and costly; the most important part is that it does not occur very
often. As a result, these data cannot be used to detect potential dangers in
real time by safety systems. In spite of the fact that map service providers
offer pedestrian-focused features, there is no information about accessibility
on sidewalks. To detect obstacles on sidewalks [54], researchers have used a
small set of data [55,56].

6 Conclusion

Modern cities are rapidly developing and the number of vehicles is increasing;
therefore, more investment in modern technology is needed to deal with the
growing issues related to such growth. Intelligent transportation systems ensure
vehicle and pedestrian safety. The majority of developed solutions relied on V2X
communication while P2X was less implemented because it was harder to imple-
ment and required maintenance. The paper discusses P2I communication sys-
tems components and their design challenges. The pedestrian-to-infrastructure
communication area of ITS has the potential to improve pedestrian safety, mobil-
ity, and overall transportation efficiency. The review found that many studies
have used IoT devices such as sensors, smartphones, and other technologies to
track pedestrian movement and provide real-time feedback. In order to improve
pedestrian safety and mobility in urban areas, more research is needed to iden-
tify best practices and develop integrated systems. The future focus of our work
will be on deploying, operating, and maintaining a large-scale P2I system using
such a comprehensive framework.
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Abstract. A Smart Parking system has a lot of components, such as
an automated parking infrastructure, sensors, and a navigation system.
For the implementation of the navigation system in smart parking, a
3D floor map is required. A 3D view of maps is always better than tra-
ditional maps, but making a 3D model comes at a cost and requires
specialized tools. Infrastructures such as hospitals and offices usually
have little luxury when it comes to maintaining their parking spaces,
and the proposed system provides a simple yet effective solution for this
problem in this paper. Till now, images are two-dimensional, and tools
like Lidar or Kinect are used to get the depth element right. However, to
make the floor construction handy, portable, and lightweight, a smart-
phone image-based approach is proposed here to make a 3D model of
indoor parking lots. The pillars and the separation walls between park-
ing spaces are easy to identify using deep learning models. A convolution
neural network-based architecture was used for object detection. The
main problem that remains is to calculate the depth of the objects in the
image. Here in this paper, a successful approach is proposed to overcome
the problem of finding depth in images.

Keywords: Smart Parking Systems · 3D Mapping · Computer Vision

1 Introduction

With the increased population of vehicles, the developing countries are really in
scarce of places to park them in public places like malls [11], airports, hospitals,
stadiums etc. Further, the long waiting time for car parking and the pollution
generated in one place through the fuel consumption during the parking waiting
time are frustrating for the drivers. This demands the need for sufficient park-
ing space, which is difficult to afford in a highly populated country like India.
Therefore, the design of smart parking systems (SPS) are more into research and
development. One of the major components of the SPS is the smart navigation
system that guides or navigates the driver inside the parking lot by providing a
floor map of the parking area. Such floor plans of parking locations will enable the
drivers to navigate from their current locations to the available parking spaces
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in real-time. The paper proposes a cost-saving and easy method to generate 3D
floor models for indoor SPS.

As per the study conducted in 2019, Indian Vehicles are usually parked for
95% of the time [5]. All those vehicles need parking spaces, but navigating around
the parking space without any guidance may consume time and effort. Having
a 3D model of the parking space would not only be helpful, but also it will save
the time and frustration of the driver as well as save the environment to a great
extent. A perfect 3D model requires special hardware tools like LIDAR, RGB-D
Camera and Kinect sensors etc. The data gathered from these goes into software
such as Blender, OpenSCAD, FreeCAD for 3D modelling. However, these tools
and techniques are expensive and needs skilled manpower to install and operate.
However, smartphones are everywhere, and they have good cameras, even with
the lower-range models. Taking images of an empty parking space is easy and
can be done with a simple smartphone without the need for specialized tools.

In the proposed approach, the images are used to create 3D models of parking
spaces. The approach is cost-saving as the proposed model can generate 3D
models quickly using a single image.

Fig. 1. A simple empty parking lot.

Figure 1 shows an empty indoor parking lot. Upon closer inspection, the walls
and the pillars are the primary ingredients of an indoor parking lot because they
obstruct a user’s vision and navigation into a parking lot. That also includes
walls and pillars as a component in the construction of the 3D model. In this
proposed work for object detection (Pillars and Walls), deep learning techniques
are used. The reason behind opting to use deep learning over traditional machine
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learning is due to its capability to process unstructured data like documents and
images, as it uses complex structures of algorithms modelled on the human brain.
It learns high-level features from the input data in an incremental manner. The
major challenge of the proposed work is figuring out the depth of the detected
object. Images are 2D structures; a third dimension is needed to convert them
to 3D. In this paper, a method for getting that depth data is proposed.

In the remainder of this paper, a review of papers in the similar domain has
been done in Sect. 2. Section 3 explains the proposed work, which contains the
model architecture and system models. Section 4 discusses the implementation
and result analysis of the proposed work. Finally, Sect. 5 concludes the paper.

2 Literature Survey

A Smart Indoor Navigation system is required to guide the user in complex
indoor areas like malls, offices, and parking lots. For the execution of the Smart
Indoor navigation system, it needs a 3D indoor map. Dong et al. [3] proposed
that for the implementation of the navigation system, it needs a fine-grained and
up-to-date indoor map. The approach here used is to utilize crowd-sourced data
to develop an indoor navigation system. It created an indoor navigation system
based on the 3d model of the environment. It is usually maintained by photos
from various sources and the sensor data collected from the sensors deployed in
the interested region. It takes the photos as the input to create the 3D model
using SfM (Structure from Motion) techniques and then creates a navigation
system based on the obstacle information like walls and pillars.

Traditionally, 3D model construction was done in two phases, the depth
estimation of the object and the surface construction. Sayed et al. [9] proposed
that a 3D object model is built by the sequence of 2D images without relying
on 3D convolution. It is a two-step process in which the first step is to extract
the feature from the images using Convolutional Neural Network, and then the
next step is to use the feature map to construct the 3D model.

A floor plan depicts a large portion of indoor spatial data like walls, beams,
and rooms, but there is a need for an automatic solution for generating high-
quality elements like walls and beams. Wu et al. [15] proposed an overview of the
different methods and algorithms developed to parse floor plan images and create
accurate indoor maps and models. It states that the Internet Mapping Model
(IMM) can effectively increase the accuracy of Indoor positioning of elements
in an indoor space. The indoor mapping is done in four phases: preprocessing,
feature extraction, parsing, and reconstruction.

The Information collection about an object and its mapping is a very tedious
task, and it requires data from multiple observation points. Otero et al. [7]
propose that there can be the use of mobile devices to collect data from many
observation points. The mobile mapping system is classified from each other on
the basis of its physical configuration like handheld, backpack, and trolley. The
mapping sensor used is a LiDAR (Light Detection And Ranging) or an RGB-D
(Red, Green, Blue - Distance) camera.
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There are a lot of images of a particular Indoor space that are widely available
over the internet. Dong et al. [4] suggest a way to use the images to construct
the 3D model. The images have been collected from the internet and used to
generate the 3D model using the SfM technique. It presents a framework for
extracting relevant features from online images like specific objects and using
them to construct a map of an indoor space.

The Kinect sensor is designed for consumers’ personal and household use, so
the accuracy measurement is not so critical. Khoshelham et al. [6] suggested a
way to create the 3D model by analyzing the sensor data, like the accuracy and
the depth, calibrated by the Kinect sensor. This sensor simultaneously collects
data on colours and depth and integrates them in a coloured point cloud. They
mainly focused on the depth data and provided a clear view of the geometric
quality of the depth data. They concluded that there is an increase in the ran-
dom error of depth measurement while the sensor distance from the object is
increased.

The 3D model construction from the 2d images is a challenging task in com-
puter vision. SusheelKumar et al. [12] proposed that the 3D model construction
can be done by extracting features from multiple 2D images and then using this
feature to construct the 3D model. It uses SfM techniques which estimate the
camera poses and the 3D points from an image. The SfM approach involves fea-
ture detection and matching and computation of 3d maps. The quality of the 3D
model generated using 2D images depends on the number of images, the quality
of the camera calibration, the accuracy of the feature detection and matching,
and also in the quality of the bundle adjustment.

Three-dimensional reconstruction from sparse views is a challenging task in
computer vision, and it has many applications in real life, such as in Augmented
Reality, Robotics, and also in Autonomous driving. Saxena et al. [8] proposed
the process of 3D construction using monocular vision. Monocular vision-based
3-D reconstruction is a technique that uses a single camera to reconstruct the
3-D structure of an object or a scene. The camera is moved around the object,
and multiple images are captured from different viewpoints. These images are
then used to create the 3-D model of the object.

Mobile robots equipped with thermal cameras have the potential to provide a
more efficient and comprehensive solution for thermal 3D mapping. Borrmann et
al. [1] propose a mobile robot system for thermal 3D mapping. In this approach,
the robot moves through the target area and acquires thermal and depth data.
The thermal image data and the depth data are fused together to construct the
3D thermal map by using image processing and computer vision techniques.

Real-time camera tracking and 3D reconstruction is a technique used to esti-
mate the pose and reconstruct the 3D shape of an object in real-time using data
from a camera. Bylow et al. [2] propose a method to use the signed distance
functions (SDFs) that returns the signed distance between a point in floor space
and a surface. It is performed in two steps, i.e. camera poses estimation and 3D
reconstruction. The object shape is determined by the SDF and the data from
cameras.
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There have been multiple works in the area of 3D mapping using various
sensors like Kinect sensors and RGB-D sensors and various technologies like SfM
and IMM. The above-mentioned paper either requires specialized equipment or
a higher computation cost to make a 3D model. This paper proposes a low-cost,
image-based 3D indoor mapping so that it will be easy for the user to get the
3D model of the indoor space, like in malls, indoor parking lots, and offices. It
uses deep learning techniques to provide a fast and accurate measure of locating
objects in images.

3 Proposed Work

3.1 Model Architechture

The MobileNet architecture consists of a series of depth-wise separable con-
volutional layers followed by point-wise convolutional layers. The architecture
of the SSD (Single Shot Detection) MobileNet model is divided into two main
parts: the feature extraction network and the object detection network.
The feature extraction network is based on the MobileNet architecture, which
is designed to be lightweight and efficient for mobile and embedded devices.
The object detection network is built on top of the feature extraction network
and consists of several convolutional layers that predict the class and location of
objects in the image. This Model is low in size and has proven to be best in cases
of image processing and mobile devices. We have used one from the Tensorflow
2 Detection Model Zoo [13] (Figs. 2 and 3).

Fig. 2. Architecture of SSD Mobilenet [10].

3.2 System Model

The Proposed Model workflow is used to describe the complete workflow of the
proposed work. It is divided into three phases that are given below:
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1. Data Input Phase: Contains information about the data collection and dataset
preparation.

2. Data Processing Phase: Contains information about the pre-processing and
training of the model.

3. Output: Contains the generated 3D model.

Fig. 3. System Model.

Data Input Phase: In the proposed methodology, empty indoor parking-
themed images were first collected by internet scraping [14]. These images were
single-shot and included both adequate and low-light conditions. The dataset
was prepared by annotating the required objects (Pillar and Wall) from these
images only. The dataset size was 140 images, and all the images were converted
to 320 × 320 (Fig. 4).

Data Processing Phase: These images were to be class-specified and object-
labeled for training and testing of the object detection model to be used. There
were several image labelling tools available. Here Open Labeling Annotating
tool was used for the object annotation. The Open Labeling Annotating tool
provides a PASCAL VOC XML file as output which contains the details of the
bounding boxes, like the max and min coordinates of the bounding boxes. In
a parking infrastructure, the major hurdles on the floor are the pillars and the
inside wall-like barriers. So, two object classes were considered here, i.e. pillar
and wall (Fig. 5).

After getting all the XML files of input images, their information was stored
in a CSV file. This CSV file was the created dataset for the object detection
model. The CSV file was split into two files, i.e. train label.csv and test label.csv,
with 80% for training and 20% for testing, as this is the industry standard for
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Fig. 4. Sample Image of Indoor parking lot.

Fig. 5. Annotated Image of Indoor Parking Lot.

splitting data. After that, these CSV files were converted into train and test
TFRecord files, respectively. The pre-trained SSD MobileNet V2 [13] FPNLite
320 × 320 model was used for object detection. The train and test TFRecord
files were provided as input. The model pipeline config file was obtained, and
the class information, batch size, and epoch numbers were updated. The batch
size used was eight, and the number of epochs used was fifty thousand.

After the training, model testing was done with the parking image to detect
those two class objects (i.e. pillar and wall). The model detected the class objects
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Fig. 6. Output Image with Labelled Objects.

and provided bounding boxes. These detected objects in the image were used
for the corresponding 3d reconstruction.

This labelled image was converted into an XML file to get the bounding box
coordinates and to plot the objects on a plane; exact positions were obtained.
Here, the bounding box coordinates are plotted in the XZ plane, and the depth
is depicted by the Y coordinate. From the coordinates of the bounding box, the
area of the boxes was calculated using Eq. 1 (Fig. 7).

Fig. 7. Coordinates of our Bounding Box.

A = (Xmax − Xmin) × (Zmax − Zmin) (1)

Here A represents the area of the object, and Xmin, Xmax, Zmin and Zmax

were used to determine the corresponding coordinates of the object.
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The general perception used here was when the object is at a longer dis-
tance, its area is smaller, so the distance from the viewpoint (D) is inversely
proportional to the area of the object (A).

D ∝ 1/A (2)

Output: Matplotlib was used here to plot the objects on a 3D plane. The
primary concern here was the relative distance to take between the objects.
Considering the backside wall as an XZ plane, the y-axis was taken to provide
a relative distance between the objects. So the pillar nearest to the viewpoint
was given the lowest positive y-value, and then according to the area ratio,
the relative y-values were determined. For the nearest object, an arbitrary one-
unit distance was taken. The plotted objects at this stage were now in three
dimensions. For an ideal scenario, all pillars were considered the same thickness
(the same principle for the walls). Additionally, with Matplotlib, the ipympl
library was used to make the plots interactive and to view the 3D plot from
various angles for better visualization.

4 Results and Implementation Analysis

A model’s entire loss or inaccuracy while predicting item bounding boxes and
class labels in an image is referred to as “total loss” in object detection. The loss
function is a measure of how far the model’s predictions are from the ground
truth annotations for a given image. In object detection, the total loss is typically
a combination of two types of losses:

– Localization loss: This measures the error in predicting the bounding box
coordinates of objects in the image.

– Classification loss: This measures the error in predicting the class label of
the objects in the image.

Fig. 8. Total Loss vs Number of steps.
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Figure 8 shows the total loss vs the number of steps. The total loss is calcu-
lated by adding the localization loss and the classification loss, with the weights
reflecting the relative relevance of the two-loss types to the overall task. The
goal of training an object detection model is to minimize this total loss; hence
the model’s accuracy increases.
The term “localization loss” in object detection describes the amount of inac-
curacy made when determining the locations of items inside a picture. Object
detection models often predict the class of items present in an image and their
bounding boxes, which specify the objects’ spatial extent. The degree to which
the anticipated bounding boxes for each object in the image agree with the actual
bounding boxes is known as “localization loss”.

Fig. 9. Localization Loss vs Number of steps.

Figure 9 shows the localization loss vs the Number of Steps. The overall
loss function used to train object detection models contains a significant com-
ponent called localization loss. The model learns to anticipate object positions
accurately by minimizing localization loss during training, which enhances the
model’s capacity for object detection and classification.

In object detection, “classification loss” refers to the amount of error or
inconsistency between the predicted class labels and the actual class labels of
the objects within an image. In order to recognise items in an image, object
identification algorithms often employ a two-stage procedure. The method makes
a list of candidate object areas in the first stage, also referred to as “region
proposals”. In the second stage, the algorithm divides each region proposal into
one of the numerous categories, such as “car”, “wall”, “pillar”, etc.

Figure 10 shows the classification loss vs the Number of Steps. The classifica-
tion loss is often measured using a metric like cross-entropy loss, which assesses
the discrepancy between the true class labels for each region proposal and the
predicted class probabilities. The classification loss is intended to motivate the
algorithm to accurately classify the objects in a picture.
The labelled image was converted into an XML file to get the bounding box
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Fig. 10. Classification Loss vs Number of Steps

coordinates and to plot the objects on a plane; exact positions were obtained.
Matplotlib was used here to plot the objects on a 3D plane. The primary con-
cern here was the relative distance between the objects. Figure 6 shows the object
detected in a sample image, and the below figure shows the different views of the
corresponding 3d plot. Figure 11 represents the 3D Models of the parking lot.

Fig. 11. Front, top, and side view of the 3D Parking Lot Model.
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4.1 Result Discussion

The proposed method already provides us with acceptable accuracy, so we
focused primarily on reducing the losses. The total loss is around 0.097 if we
consider Localization and Classification altogether, while localization loss is at
0.0095, which means that the model is way more efficient in getting the bound-
ing coordinates than getting the box with object classification. The Classification
loss is at 0.01, meaning the object detection for pillars and walls is less efficient
than our localization (bounding box). This all adds to our total loss. The losses
can be further reduced if we gather more data or use a more efficient model than
MobileNetV2.

5 Conclusion and Future Works

A 3D model of a smart indoor parking system is done by using an image taken
from a smartphone. In order to make floor planning automatic, fast, and reliable,
this proposed method is used. This will significantly help out infrastructures such
as hospitals, malls and offices. In the future, an appropriate navigation system
and a web-based interface to automate the process of converting the images into
a 3D model can be implemented as an extension of the proposed work.
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Abstract. Visualization of terrain surface finds many applications indifferent
area of earth sciences, GIS, and geomatics. With advent of advanced computer
graphic algorithms and their HPC implementation through GPU, realistic and
high-fidelity visualization of terrain surface is possible. Geographic Information
Science (GIS) has made considerable strides since the introduction of 3D ter-
rain visualization facilitating accurate visualization, analysis and measurement of
geospatial events and attributes. This paper discusses the significance of different
terrain visualization techniques with a special emphasis on 3D visualization.

How 3D terrain visualization is useful in photogrammetry, LiDAR, and aerial
imagery, maps can generate detailed models of terrains, buildings, and objects.
These techniques enable users to explore geographic features from various angles,
zoom in for detailed analysis, and even simulate virtual environments. The appli-
cations of 3D maps are diverse and far-reaching. In virtual reality, they can create
immersive environments for training, simulations, and gaming. In remote sensing,
they aid in understanding natural resources, urban planning, and disaster manage-
ment. In scientific visualization, they enable researchers to analyze complex spatial
data and model real-world phenomena. In GIS, 3Dmaps enhance spatial analysis,
decision-making, and communication of geospatial information.

In conclusion, the evolution of 3D maps in GIS has revolutionized how geo-
graphic information is visualized and analyzed, with potential applications in
various domains. Advancements in technology continue to drive the development
of 3D maps, transforming how we perceive and interact with spatial data, making
it more realistic and meaningful.

Keywords: 3D Map · GIS · terrain visualization · photogrammetry · remote
sensing · DEM

1 Introduction

Geographic Information System (GIS) has revolutionized the way we collect, store,
manage, and analyze spatial data. GIS has been widely used in various fields such as
urban planning, environmental management, natural resources, disaster management,
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and transportation. One key aspect of GIS is map visualization, which allows users to
interpret and understand complex spatial data in a visual format. Over the years, the
evolution of GIS has witnessed significant advancements in 3D map visualization tech-
niques, enabling users to interact with geographic data in more immersive and realistic
ways. In this article, we provide a brief history of GIS, discuss the importance of 3D
visualization in GIS, and present the purpose and scope of the article.

1.1 History of GIS

Geographic Information System can be traced back to the 1960swhen the first computer-
based mapping systems were developed. These early systems were limited in function-
ality and primarily used for data storage and retrieval. In the 1970s, the development of
computer hardware and software enabled the creation of more advanced GIS systems,
which were used primarily for land use planning and natural resource management. In
the 1980s, the introduction of desktop computers and affordable GIS software made GIS
more accessible to a wider range of users, including government agencies, academia,
and private industries. With the advent of the internet in the 1990s, web-based GIS
emerged, allowing users to access and share spatial data over the internet. Today, GIS has
become an integral part of many disciplines and continues to evolve with advancements
in technology.

1.2 Importance of 3D Visualization in GIS

The introduction of 3D visualization has added a new dimension to GIS, allowing users
to visualize and analyze geographic data in three dimensions, which provides a more
realistic and immersive experience. 3D visualization in GIS allows users to represent
spatial data in a more accurate and intuitive manner, providing insights into the spatial
relationships between objects and their vertical dimension. It has become a valuable tool
in various fields such as urban planning, architecture, disaster management, and virtual
tourism. For example, in urban planning, 3Dvisualization can help city planners to assess
the impact of proposed developments on the surrounding environment and visualize the
potential changes in the city’s skyline. In architecture, 3D visualization can aid in the
design and visualization of buildings and structures in their real-world context. In disaster
management, 3D visualization can assist in understanding the terrain and topography
of affected areas, aiding in emergency response and evacuation planning. In virtual
tourism, 3D visualization can provide virtual tours of natural landscapes and cultural
heritage sites, enhancing the visitor experience. The importance of 3D visualization in
GIS cannot be overstated as it adds a new dimension of understanding and analysis to
spatial data.
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1.3 Purpose and Scope of the Article

Purpose of Article

1.3.1 Historical Overview

This subsection aims to provide a brief history of GIS, tracing its development from the
early computer-based mapping systems to the present-day web-based GIS. It highlights
the key milestones in the evolution of GIS and sets the context for the introduction of
3D map visualization.

1.3.2 Importance of 3D Visualization

This subsection discusses the significance of 3D visualization in GIS, emphasizing its
role in enhancing the understanding and analysis of spatial data. It provides examples
of how 3D visualization has been applied in various fields such as urban planning,
architecture, disaster management, and virtual tourism, illustrating its importance in
diverse applications.

Scope of the Article

1.3.3 Review of 3D Visualization Techniques

This subsection provides an overview of the different techniques and technologies that
have been used for 3D map visualization in GIS, including photogrammetry, lidar, vir-
tual reality, and augmented reality. It discusses the advantages, limitations, and appli-
cations of each technique, providing a comprehensive review of the current state of 3D
visualization in GIS.

1.3.4 Applications of 3D Visualization

This subsection presents the diverse applications of 3D visualization in GIS, showcas-
ing examples from various fields such as urban planning, architecture, environmental
management, disaster management, and tourism. It highlights the unique benefits and
challenges of using 3D visualization in each application domain, providing insights into
the practical use cases of 3D visualization in GIS.

1.3.5 Challenges and Future Directions

This subsection discusses the challenges and limitations of 3Dmap visualization in GIS,
such as data integration, interoperability, and usability. It also highlights the emerging
trends and future directions in 3D visualization, including advancements in technol-
ogy, data sources, and user interface design. This subsection provides insights into the
potential opportunities and future developments in the field of 3D map visualization in
GIS.
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2 Traditional 2D Map Visualization

2.1 Overview of Traditional 2D Map Visualization

Traditional 2D map visualization has been the foundation of GIS, providing a visual
representation of spatial data on a flat surface. It involves the use of symbols, colors, and
other graphical elements to convey information about the spatial features, attributes, and
relationships. 2D map visualization has been widely used for spatial analysis, decision
making, and communication in various fields such as urban planning, environmental
management, transportation, and agriculture. It has proven to be effective in visualizing
geographic data, identifying patterns, and making informed decisions.

2.2 Limitations of 2D Map for Spatial Analysis and Decision Making

Despite its widespread use, traditional 2D map visualization has certain limitations that
can hinder spatial analysis and decision making. One of the main limitations is the
lack of depth perception, which can make it challenging to understand the 3D nature of
spatial data. This can result in misinterpretation of spatial relationships and inaccurate
analysis. Another limitation is the inability to represent complex spatial features and
their interactions in an intuitive manner, such as visualizing the interior of buildings,
underground infrastructure, or complex terrains. Additionally, 2D maps can sometimes
fail to effectively convey the scale, elevation, and other three-dimensional characteristics
of spatial data, which can impact decision making in certain applications.

2.3 Need for More Advanced Visualization Techniques

The limitations of traditional 2D map visualization have led to the development of
more advanced visualization techniques, particularly 3D map visualization in GIS. 3D
visualization techniques enable the representation of spatial data in a more immersive
and intuitive manner, providing a better understanding of the spatial relationships, scale,
and elevation. They allow for the visualization of complex spatial features and their
interactions, providing a more realistic and holistic view of the data. Furthermore, 3D
visualization techniques can enhance spatial analysis and decision making by enabling
more accurate measurement, simulation, and prediction of spatial phenomena.

3 Early Attempts at 3D Visualization

3.1 First Attempt at 3D Visualization for GIS

The first attempts at 3D visualization for GIS can be traced back to the 1960s and 1970s
when computer graphics technology was in its infancy. Researchers and practitioners
started exploring ways to represent geographic data in three dimensions, aiming to
provide a more realistic and immersive view of the data. These early attempts involved
the use of simple wireframe models, basic shading techniques, and limited interactive
capabilities. The focus was primarily on visualizing terrain and topographic features,
with limited consideration for other types of spatial data [1].



3D Visualization of Terrain Surface 53

3.2 Challenges in Generation of 3D Maps

Generating 3D maps in GIS during the early attempts posed several challenges. One of
the main challenges was the limited availability of computer graphics technology and
computing power, which constrained the complexity and realism of the visualizations.
The lack of standardized data formats and interoperability made it difficult to integrate
and visualize different types of spatial data in a cohesive manner. The absence of user-
friendly interfaces and interactive tools also limited the usability and accessibility of 3D
visualization tools. Additionally, the lack of adequate data sources for elevation, texture,
and other 3D attributes posed challenges in creating realistic and accurate 3D maps.

3.3 Examples of Early 3D Visualization Tools

Despite the challenges, several pioneering efforts led to the development of early 3D
visualization tools for GIS. One of the notable examples is the “SYMAP” system devel-
oped in the 1960s by Howard Fisher, which allowed for the creation of simple 3D maps
by overlaying elevation data on topographic maps. Another example is the “Geographic
Information Visualization and Analysis System” (GIVAS) developed in the 1970s by
David Rhind and colleagues, which allowed for the visualization of 3D terrain models
and other spatial data. The “SYMAP” and “GIVAS” systems laid the foundation for
subsequent advancements in 3D visualization techniques and technologies in GIS.

4 Advancements in 3D Visualization Technology

4.1 Development of Advanced 3D Rendering Engines

The development of advanced 3D rendering engines has been a significant milestone in
the evolution of 3D visualization technologies for GIS. These rendering engines utilize
sophisticated algorithms and techniques to generate realistic and visually appealing 3D
graphics.Onenotable example is the “OpenGL” rendering engine,whichhas beenwidely
used in GIS applications for rendering 3D models and visualizing terrain data. Another
example is the “Unity” game engine, which has gained popularity in GIS for its real-time
rendering capabilities and support for advanced visual effects. These advanced 3D ren-
dering engines have enabled the creation of high-quality and interactive 3Dvisualizations
in GIS, allowing for more effective communication and decision-making.

4.2 Integration of GIS Data with 3D Models

The integration of GIS data with 3D models has been a significant advancement in 3D
visualization technologies for GIS. This integration allows for the seamless overlay of
GIS data, such as satellite imagery, aerial photographs, and vector data, on top of 3D
models, enabling a more comprehensive and contextual understanding of the spatial
relationships [2]. This integration has been facilitated through the use of Geographic
Information SystemMarkup Language (GISML), which provides a standardized format
for encoding and exchanging GIS data in 3D visualizations. The integration of GIS
data with 3D models has opened up new possibilities for advanced spatial analysis and
decision-making in GIS, allowing for more accurate and insightful visualizations.
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4.3 Terrain Visualization Techniques for 3D

Digital Elevation Models (DEM): DEMs are raster representations of terrain eleva-
tions that are widely used in 3D GIS. They can be derived from various sources, such as
LiDAR, photogrammetry, or satellite imagery [3]. The process involves data acquisition,
pre-processing (e.g., filtering, interpolation), and post-processing (e.g., visualization,
analysis). DEMs are commonly used for terrain analysis, hydrological modeling, and
visualization in 3D GIS [4] (Fig. 1).

Fig. 1. Analysis of DEM

Triangulated Irregular Networks (TIN): TINs represent terrain as a network of
non-overlapping triangles, defined by their vertices and associated elevations. TINs
are preferred for their ability to accurately capture complex terrain features, such as
cliffs or overhangs. The process involves data acquisition, triangulation, and post-
processing (e.g., visualization, analysis). TINs are commonly used for terrain modeling
in applications like urban planning, flood modeling, and slope stability analysis.
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The following figure is an illustration of how a triangulated irregular network dataset
is created using a subset of the nodes from source triangulated irregular network. We
can see as an output, thinning of the oversampled data from the input (Fig. 2).

Fig. 2. Generation of TIN

Interpolation Techniques: Interpolation methods, such as Inverse distance weighting
(IDW), kriging, spline, and nearest neighbour, estimate terrain elevations at un-sampled
locations based on known elevation values. These techniques involvemathematical equa-
tions that use nearby elevation values to estimate elevations at un-sampled locations. The
process involves data acquisition, selection of interpolation method, parameterization,
interpolation, and post-processing (e.g., visualization, analysis). Interpolation is widely
used for generating smooth terrain surfaces from sparse elevation data, and is used in
applications like land use planning, viewshed analysis, and habitat modeling.

Photogrammetry: Photogrammetry is a technique that uses overlapping aerial or satel-
lite imagery to extract terrain elevations. It involves capturing multiple images from
different viewpoints and using geometric and radiometric properties of the images to
estimate terrain elevations. Photogrammetry requires complex algorithms, such as bun-
dle adjustment, triangulation, and orthorectification, to accurately estimate elevations
[5]. The process involves image acquisition, image processing, feature extraction, and
terrain elevation estimation. Photogrammetry is commonly used for terrain mapping
in applications like topographic mapping, forest inventory, and coastal zone manage-
ment. The Fig. 3 is an example of an 3d structure of a port being generated through
photogrammetry.
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Fig. 3. 3D city model (port Adelaide), being generated through photogrammetry

4.4 Examples and Comparison of Modern 3D Visualization Tools

There are several modern 3D visualization tools that have emerged with advancements
in 3D visualization technologies for GIS. These tools provide various features and func-
tionalities for creating and interacting with 3D visualizations. For example, “ArcGIS
Pro” by Esri is a popular GIS software that provides advanced 3D visualization capa-
bilities, including the ability to create realistic 3D scenes, integrate GIS data with 3D
models, and perform advanced spatial analysis in a 3D environment. “Google Earth”
is another widely used tool that allows for the exploration of 3D maps and satellite
imagery in a virtual globe environment. “Cesium” is an open-source JavaScript library
that enables the creation of web-based 3D visualizations with high interactivity and
customization [8]. These modern 3D visualization tools provide a wide range of visu-
alization options, including tabular, charts, and graphs, for presenting and analyzing
spatial data in a visually compelling manner (Fig. 4).

The generated 3D scatter plot visually compares the performance, user interface,
and data analysis aspects of different GIS software, including ArcGIS Pro, QGIS 3,
ArcGISDesktop, Hexagon Geomedia, andMapInfo Professional. The X-axis represents
performance, theY-axis represents user interface, and the Z-axis represents data analysis.
Each software is represented by a marker in the plot, with its position on the three
axes indicating its respective ranking in terms of performance, user interface, and data
analysis. The color of the marker is determined by a color palette, and the legend in the
upper left corner of the plot provides themapping of colors to the respective software. The
plot provides a visual comparison of these parameters for the different GIS software,
allowing for a quick understanding of how they rank against each other in terms of
performance, user interface, and data analysis.
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Fig. 4. Comparison of GIS software through 3D scatter plot

5 Applications of 3D Visualization in GIS

5.1 Urban Planning and Architecture

3D visualization has revolutionized urban planning and architecture by providing an
immersive and interactive way to visualize complex urban landscapes. It allows urban
planners and architects to create realistic 3D models of cities, buildings, and infrastruc-
ture, which can be used for various purposes. For instance, 3D visualization enables the
assessment of the impact of new developments on the urban environment, the simulation
of different scenarios to optimize city planning, and the visualization of future urban
designs to engage stakeholders and the public. Moreover, 3D visualization facilitates
urban design and architecture by allowing architects to visualize and manipulate build-
ing designs in a virtual environment, leading to more informed decisions and improved
designs.
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5.2 Natural Resource Management

3D visualization has transformed the field of natural resource management by pro-
viding a powerful tool for visualizing and analyzing complex spatial data related to
natural resources. For instance, in forestry, 3D visualization allows the creation of real-
istic models of forest landscapes, enabling the assessment of tree height, density, and
species distribution for better forest management. In geology, 3D visualization helps
in the exploration and mapping of mineral resources by visualizing subsurface geol-
ogy and identifying potential resource-rich areas. Additionally, 3D visualization facili-
tates the visualization and monitoring of environmental changes, such as deforestation,
land degradation, and habitat fragmentation, aiding in the conservation and sustainable
management of natural resources.

5.3 Emergency Response and Disaster Management

3D visualization plays a crucial role in emergency response and disaster management by
providing situational awareness and decision support tools for response teams. During
disasters, 3D visualization allows the visualization of real-time data, such as weather
patterns, flood extent, or fire spread, facilitating the assessment of the situation and the
planning of response strategies. It also aids in the communication of critical informa-
tion to decision-makers, emergency responders, and the public, leading to more effec-
tive and coordinated responses. Furthermore, 3D visualization supports the pre-disaster
planning and preparedness efforts by visualizing vulnerable areas, evacuation routes,
and infrastructure networks, enabling better decision-making and resource allocation.

5.4 Military and Defense Applications

3D visualization has significant applications in the military and defense sectors, where it
aids in mission planning, training, and decision-making. For instance, in military oper-
ations, 3D visualization allows the visualization of terrain, infrastructure, and potential
threats, facilitating the planning of strategic and tactical operations. It also supports mil-
itary training by providing realistic virtual environments for simulations and exercises,
leading to improved preparedness and decision-making skills. Additionally, 3D visual-
ization enables the visualization of intelligence, surveillance, and reconnaissance (ISR)
data, aiding in situational awareness and decision-making in defense operations.

Here are some examples where GIS has been reported to have contributed to military
and defense operations:

Battlefield Situational Awareness: GIS technology is used to create maps and visu-
alize real-time data, providing military personnel with critical situational awareness
information such as troop movements, terrain analysis, and enemy locations. This helps
in making informed decisions and planning military operations effectively.

Intelligence, Surveillance, and Reconnaissance (ISR): GIS is used to gather, ana-
lyze, and visualize spatial data from various sources, such as satellite imagery, aerial
photography, and ground-based sensors, to support military intelligence and surveillance
efforts. This helps in monitoring and analyzing enemy activities, identifying potential
threats, and planning countermeasures.
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Logistics and Supply Chain Management: GIS is used to optimize the movement of
personnel, equipment, and supplies by analyzing geographic data such as transportation
routes, supply depots, and storage facilities. This helps in efficient allocation of resources
and coordination of logistics operations, especially in remote or hostile environments.

Crisis Response and Disaster Management: GIS is used to support disaster man-
agement and humanitarian relief efforts by providing real-time information on affected
areas, infrastructure damage, evacuation routes, and distribution of resources. This helps
in coordinating emergency response efforts and allocating resources effectively.

6 Challenges and Future Directions

6.1 Challenges Faced by Developers and Researchers in Creating Accurate
and Realistic 3D Models

Accuracy of Data: Spatial data used for creating 3D models, such as elevation data,
satellite imagery, and 3D building models, may have inherent errors and inaccuracies
that can affect the quality of the 3D models [6]. Ensuring accurate and precise data
acquisition is critical for creating realistic 3D representations of the real world in GIS.

Complexity of 3D Modeling Techniques: 3D modeling involves complex algorithms
and computations to generate 3D representations from 2D spatial data. Developing and
implementing accurate 3D modeling algorithms can be challenging, requiring expertise
in computer graphics, mathematics, and spatial analysis. Furthermore, the scalability
and performance of 3Dmodeling techniques can be a challenge when dealing with large
and complex geographic datasets.

Diversity andHeterogeneity of Data Sources: Different data sources inGISmay have
varying levels of detail, accuracy, and format, making it challenging to create seamless
and realistic 3D representations. Ensuring consistency and compatibility among different
data sources is crucial for creating accurate and realistic 3D models in GIS.

In summary, the challenges in creating accurate and realistic 3D models in GIS
include data accuracy, complexity of 3D modeling techniques, and diversity and hetero-
geneity of data sources. Overcoming these challenges requires advanced data acquisition
and processing techniques, as well as expertise in computer graphics, mathematics, and
spatial analysis.

6.2 Need for Better Data Acquisition and Processing Techniques

To address the challenges in creating accurate and realistic 3Dmodels, there is a need for
better data acquisition and processing techniques in GIS. Accurate and high-resolution
data acquisitionmethods, such as LiDAR (LightDetection andRanging) and photogram-
metry, can provide more precise and detailed elevation data for creating realistic 3D
models. These data acquisition techniques can capture fine-grained details of the terrain,
vegetation, and buildings, enabling more accurate and realistic 3D representations.
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In addition to data acquisition, data processing techniques play a crucial role in
creating accurate and realistic 3D models. Advanced data processing techniques, such
as feature extraction, data fusion, and data integration, can help in integrating diverse and
heterogeneous data sources to create seamless and realistic 3D representations. These
techniques can also address the challenges of scalability and performance by optimizing
the processing algorithms for large and complex geographic datasets.

6.3 Potential for Virtual and Augmented Reality in GIS

Virtual and augmented reality (VR/AR) technologies have the potential to revolutionize
the way we interact with GIS data in 3D visualizations [7]. VR allows users to immerse
themselves in a virtual environment and interact with 3D models in a more natural and
intuitive way. AR, on the other hand, overlays virtual content on the real world, allowing
users to visualize and interact with GIS data in real-time and real-world context.

The use of VR/AR in GIS can enhance the user experience and enable more effective
spatial analysis and decision-making. For example, military and defense applications
can benefit from VR/AR by providing realistic and immersive training environments for
soldiers, visualizing battlefield situational awareness, and planning military [9].

7 Future Scope

7.1 Augmented Reality/Virtual Reality (AR/VR) Integration

Use-case: Imagine a team of urban planners tasked with designing a new city district.
They need to analyse the existing terrain, consider various infrastructure options, and
ensure the optimal use of available space. Traditionally, they would rely on 2D maps
and blueprints to visualize the project. However, with the integration of augmented
reality (AR) in their GIS platform, the planners now have access to a more immersive
experience.

Using AR glasses and mobile devices, the planners can walk through the proposed
district while visualizing 3D terrain models overlaid with real-time data. They can virtu-
ally see buildings, roads, and parks on the terrain, allowing them to assess the impact of
their design choices in a realistic context. For instance, they can visualize the shadows
cast by buildings at different times of the day, evaluate potential flood risk areas, and even
simulate how the district would look during extremeweather conditions. This interactive
AR integration empowers planners to make more informed decisions and engage with
stakeholders effectively.

7.2 Real-Time Data Integration

Use case: During a wildfire outbreak, emergency response teams are challenged with
rapidly changing terrain conditions and spreading fire patterns. With real-time data inte-
gration in their GIS system, the response teams can access up-to-date information from
satellite imagery, weather sensors, and drones.
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Using a tablet-based GIS application, the teams can visualize the current fire front
in real-time on a 3D terrain model. The GIS platform automatically updates the terrain
model with live satellite data, showing the precise location of the fire front and potential
areas of concern. Additionally, the system overlays the terrain with temperature, wind
direction, and humidity data, enabling the teams to predict the fire’s future behavior
more accurately.

By utilizing real-time data integration, the emergency response teams can efficiently
allocate resources, plan evacuation routes, and coordinate firefighting efforts. This capa-
bility saves crucial time and helps in mitigating the impact of wildfires on communities
and the environment.

7.3 AI-Driven Terrain Analysis

Use case: An environmental conservation group is monitoring the habitat of endangered
species in a vast national park. Traditional methods of manually identifying and tracking
habitats are time-consuming and resource-intensive.To address this challenge, they adopt
an AI-driven terrain analysis approach in their GIS platform.

Using machine learning algorithms, the GIS system automatically analyses satellite
imagery and LiDAR data to identify distinct terrain features relevant to the species’
habitat [12]. The AI model can recognize specific vegetation patterns, water bodies, and
geological formations that are critical to the species’ survival. As a result, the conser-
vationists can quickly identify potential areas of interest, track changes in habitat over
time, and prioritize conservation efforts efficiently.

TheAI-driven terrain analysis not only enhances the accuracy of habitat identification
but also enables the conservation group to focus their limited resources on protecting
the most crucial areas for endangered species.

7.4 Collaborative 3D Visualization

Use case: A team of urban designers, architects, and landscape planners is collaborating
on a large-scale urban redevelopment project. Each teammember brings expertise in their
respective domains, and effective collaboration is essential for successful outcomes.

Using a cloud-based collaborative 3D visualization platform, the team can work
together in real-time, regardless of their physical locations. Each member can access
the 3D terrain model and make modifications, such as adding buildings, parks, or roads,
while the changes are instantly visible to others. Furthermore, they can leave com-
ments, annotations, and suggestions directly on the terrain model, fostering seamless
communication and idea sharing.

In a virtual meeting, the team gathers to discuss the proposed changes while navigat-
ing the 3D terrain collaboratively. This immersive experience allows them to understand
the spatial relationships better and make informed decisions collectively. The collabo-
rative 3D visualization platform streamlines the design process, reduces coordination
efforts, and facilitates a more cohesive approach to urban planning.
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7.5 Environmental Monitoring and Climate Change Visualization

Use case: A team of environmental researchers is studying the impact of climate change
on glaciers in a remote mountain range. To visualize the changes over time, they employ
an advanced GIS platform that combines historical satellite imagery with present-day
data.

The GIS system generates a 3D terrain model of the glacier using high-fidelity
satellite mapping. By comparing this model with historical data, the researchers can
observe the glacier’s retreat andmeasure its changing volume. Additionally, they overlay
temperature and precipitation data on the terrain to understand the climate conditions
influencing glacier behaviour.

Through animated visualization, the researchers observe the glacier’s progression
over several decades, highlighting the alarming rate of ice loss due to climate change.
This powerful visual representation aids in raising awareness among policymakers and
the public about the urgency of climate action.

7.6 Mobile 3D Visualization Platforms

Use case: A team of geologists is conducting fieldwork in a remote and rugged terrain,
surveying geological formations and collecting rock samples. In the past, they had to
rely on traditional handheld GPS devices and paper maps for navigation, making it
challenging to correlate their findings with the larger terrain context [10].

With the adoption of mobile-based 3D visualization platforms, the geologists can
now access a portable GIS system on their tablets or smartphones. The platform offers
real-time 3D terrain visualization, allowing them to identify geological features more
accurately and understand their spatial relationships [11].

During their field surveys, the geologists can quickly validate their observations
by visualizing their collected data on the 3D terrain model. This real-time feedback
enhances the quality of their findings and ensures the integration of their data into the
larger GIS database seamlessly.
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Abstract. This paper presents the implementation of a Generic
Medicine Recommender System (GMRS) that incorporates user feed-
back as a solution to streamline the selection process of appropriate
generic medication and improve overall quality of healthcare. The study
evaluates the suggestions given by the Generic Medicine Recommender
System (GMRS), enhance the suggestions based on user input, and com-
prehend the influence of these suggestions on patient outcomes following
the usage of generic medications. The results imply that the GMRS not
only has the potential to enhance patient outcomes but can also give
important information about the efficacy of various generic medications.
The study also emphasizes how critical it is to incorporate user input
into system recommendations in order to maximize performance and the
system’s effect on healthcare expenses. Recommending generic alterna-
tives to costly prescribed medicines is significant because in addition to
ensuring the provision of more broadly accessible drugs for treatment,
it assists patients in saving money on their prescription pharmaceuti-
cals. Generic medications have the same amounts of active ingredients
as branded drugs. As a result, when it comes to treating sickness, generic
medications are often as effective as branded medications.

Keywords: Recommendation Systems · Generic Medicines · User
Feedback

1 Introduction

The use of generic medicines has been on the rise in recent years, with many
patients and healthcare providers recognizing their effectiveness and cost-saving
benefits. The Indian generic medicine market, which was valued at USD 24.53
billion in 2022, is anticipated to expand at a consistent compound annual growth
rate (CAGR) of 6.97% over the projection period. According to the Economic
Survey 2022–23, which was published on January 31, 2023, India’s domestic
pharmaceutical industry is projected to reach USD 130 billion by 2030 and the
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pharma market has maintained its growing pace following the Covid-19 pan-
demic. The problem is that, despite the fact that there are generic alternatives
that work just as well, patients prefer to spend more money on brand-name med-
ications. These alternatives are not frequently given by doctors, but if patients
were made aware of them, they might have a substantial socioeconomic impact.
Any generic pharmaceutical recommender system’s success depends heavily on
user feedback. As patients feel more invested in their healthcare decisions when
they have a part in the suggestion process, user feedback can aid in fostering
trust and engagement with the system. A project that would recommend generic
medications with the same active ingredients as brand-name medications is being
presented as a solution to this problem. By raising knowledge of less expensive
options, this method would help both patients and doctors.

1.1 Our Contributions

The implementation of a Generic Medicine Recommender System (GMRS) that
incorporates user feedback is discussed in this study as a way to speed up the pro-
cess of choosing the best generic medications and enhance healthcare quality in
general. The study assesses the recommendations made by the Generic Medicine
Recommender System (GMRS), improves the recommendations based on user
feedback, and determines how these recommendations affect patient outcomes
after taking generic pharmaceuticals. According to the findings, the GMRS not
only has the potential to improve patient outcomes, but it can also provide cru-
cial details regarding the effectiveness of various generic drugs. The study also
highlights how crucial it is to take user feedback into account when formulating
system suggestions in order to enhance performance and the system’s impact on
healthcare costs.

2 Related Work

Fulwani et al. [8] proposed a GMRS based on collaborative filtering and Cloud
Vision API that suggested generic alternatives to prescribed medicines by match-
ing their active ingredients, while also providing information about potential
side effects, dosage, and cost. Their goal was to improve patient access to cost-
effective medicine options and increase the awareness about medicine choices.
In addition to their proposed model, we are incorporating user feedback which
helps in improving the recommendations and overall a better user experience.
Peska [16] proposed several context-related features and evaluated their impact
on purchase prediction. The results show that incorporating context improves
the performance of prediction models. Furthermore, by using purchase probabil-
ity as a proxy for user engagement, the quality of recommendations improved
in terms of nDCG and recalltop-k. However, the study did not investigate the
individual effects of each contextual feature and the possibility of combining
purchase probabilities from different methods, which are suggested as future
research directions. Kushwaha et al. [14] propose a drug recommendation system
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that combines semantic web technology and data mining algorithms to extract
semantic data and individualize treatment based on a patient’s attributes. The
system also takes into account drugs that the patient has taken before and
potential interactions. The results demonstrate that the proposed system is able
to improve the overall treatment outcomes by providing personalized treatment
recommendations. Abhishek et al. [1] presents a medicine recommender system
that uses a machine learning approach to suggest appropriate medications for
patients. The model uses content-based, collaborative, or hybrid approaches to
recommend drugs based on the ratings of users’ experiences with them. The
study uses a 10-fold cross-validation to evaluate the topN recommender algo-
rithm by analyzing five randomly picked items. Ochoa et al. [15] discusses the
use of medical recommender systems that utilize continuous-valued logic and
multi-criteria decision operators, and are implemented using interpretative neu-
ral networks. The authors applied a method for data synthetization, resulting
in an error of 1% for all relevant parameters and LONN models with an accu-
racy of 75%, though less accurate than conventional deep-learning models by
8%, but compensated by the transparency and safety due to freezing of training
parameters making them less vulnerable to adversarial attacks. Bhoi et al. [3]
describes an end-to-end system called PREMIER that uses information from
past and current visits, along with drug information, to make accurate recom-
mendations for medical prescriptions, with a focus on minimizing adverse drug
interactions. Fang et al. [7] proposes a novel explicit feedback recommendation
method using user-generated content (UGC) to solve the sparsity problem of
recommendation systems. The method uses CNN models and textual seman-
tic analysis techniques to identify product features and customer needs from
UGC, and an attention mechanism and antonym mechanism to measure the
user-product fit degree. Goyal et al. [11] presented a universal medicine recom-
mender system framework that applies data mining technologies to the medical
diagnosis. Experiments are done to evaluate the models and it is found that
SVM is selected for the medicine recommendation model for its high accuracy,
good efficiency and scalability. The system also includes a mistaken-check mech-
anism for safety and quality assurance. Future work includes building a custom
recommendation model and using Map Reduce parallel technologies to improve
the system’s ability to process big diagnosis data. Granda et al. [12] presented a
recommender system (RS) for suggesting medications suitable for patients with
diabetes. The system uses user metadata and clustering techniques to alleviate
the cold-start problem, resulting in groups of patients with similar characteris-
tics and providing drug recommendations for patients in the same cluster and
offers a new method to support health care personnel in medical care and man-
agement of patients with diabetes and can be further improved by using more
drug information or combining with other collaborative filtering approaches. Bhi-
mavarapu et al. [2] proposed a deep learning-based drug recommendation system
that utilizes a loss function to improve fairness and accuracy. The system takes
lab test results from patients with co-morbidities and uses statistical analysis to
adjust the threshold value, balancing fairness and accuracy. The results of the



GMRS with Incorporated User Feedback 67

proposed system showed an accuracy of 98.5%, indicating that the ANN model
is an accepted model for drug recommendation systems.

3 Methodology

The proposed methodology, at a higher level, contains the depicted steps (Fig. 1).

3.1 Data Acquisition

The dataset contains the following 6 fields:

1. DrugName: The drug name (Mirtazapine).
2. Condition: The condition which the drug treats (Depression).
3. Review: The user review “I’ve tried a few antidepressants over the years

(citalopram, fluoxetine, amitriptyline), but none of those helped with my
depression, insomnia &amp; anxiety. My doctor suggested and changed me
onto 45mg mirtazapine and this medicine has saved my life.”

4. Rating: The rating for the drug based on the effect (10).
5. UsefulCount: The count of users who found the drug useful (22).
6. Generic Alternative: The alternative generic medicines (Remeron, Remergil).

The project is built upon two different datasets:

1. The first dataset (Fig. 2) is gathered by web scraping.
2. The second dataset (Fig. 3) is sampled from an open source dataset.

3.2 Data Visualization

In addition to developing a pharmaceutical recommendation system, we applied
visualisation tools to help us comprehend the data and effectively convey our
findings. To depict the data, we employed a range of graphs, including scatter
plots, bar charts, and histograms. These plots clearly showed the distribution of
ratings for each medicine, the frequency of each condition in the dataset, and
the relationship between ratings and usefulCount for each drug. We were able
to spot patterns and trends in the data as well as acquire understanding of the
traits of the medications in the dataset thanks to the visualization. Finally, visu-
alisation helped us grasp the data more efficiently and successfully communicate
our findings.

3.3 Collaborative Filtering

To analyze user historical behavior data, discover the relationship between users’
or objects’ preferences, and subsequently provide recommendations, a standard
collaborative filtering method is used. The algorithm can be broken down into
four steps: data description, k-nearest neighbor finding, rating prediction, and
recommendation generation. The essential premise of the collaborative filtering
approach is that if two people A and B have the same view on a subject, A is
more likely to share B’s perspective on a different subject than would be the
case with a randomly selected person.
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Fig. 1. Proposed Methodology Flowchart with Incorporated User Feedback

The process of computing similarity is the most crucial part of the entire
algorithm. There are various ways to calculate similarities, including the Pearson
correlation co- efficient, cosine-based similarity, and adjusted cosine similarity
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Fig. 2. Distribution of ratings provided by the user

out of which we have used cosine-based similarity to generate similarities between
a particular medicine and all the other medicines.

sim(a, b) = cos(a, b) =
a · b

‖ a ‖ × ‖ b ‖ (1)

Where sim(a, b) is the similarity between a and b.

3.4 Vector Embeddings

Word2vec. With the help of a huge text corpus, the word2vec technique
employs a neural network model to learn word associations. Once trained, a
model like this can identify terms that are similar or suggest new words to com-
plete a sentence. As the name suggests, word2vec uses a specific set of numbers
called a vector to represent each unique word. Given that the vectors were prop-
erly selected to capture the semantic and syntactic characteristics of words, the
degree of semantic similarity between the words represented by those vectors
may be determined using a straightforward mathematical function (cosine sim-
ilarity). With the exception of having no linear hid- den layer, the Continuous
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Fig. 3. Number of drugs per condition in the dataset (Top 20 drugs)

bag of words model (CBOW) model is derived from the NNLM model. When
previous N/2 history words and future N/2 words are provided, the CBOW
model’s goal function is to predict the middle word. The N = 8 value yields
the best outcome. Word vectors of N context words are simply averaged in the
projection layer. Because the word’s position has no bearing on the word vector
of the middle word, the nickname Bag of Words has been coined. Here, we have
used Word2vec to create embedding for the user review feature and incorporated
them to give the users more enhanced recommendations.

FastText. In contrast to Word2vec, which treats each word as the smallest
unit for which a vector representation must be found, FastText assumes that
words are formed by n-grams of characters. For instance, the word sunny is
made up of [sun, sunn, sunny], [sunny, unny, nny], etc., with n ranging from 1
to the word’s length. Compared to word2vec this new word representation from
fastText offers many advantages. It can provide vector representations for words
that are not in dictionaries (OOV words), as these words can also be divided into
character n-grams. Word2vec falls short of offering any vector representations
for words not found in dictionaries. For instance, gensim might provide either
one of the following two results for a term like stupedofantabulouslyfantastic,
which may not have been in any corpus: a) a zero vector or b) a random vector
with a small magnitude. But by splitting the aforementioned word into smaller
pieces and using the vectors for those pieces to form a final vector for the word,
FastText can generate vectors that are better than those produced at random.
The resulting vector in this scenario might resemble the vectors of wonderful and
fantabulous more closely. We chose FastText as it provides significantly better
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embedding since it works on a more granular level with character n-grams as
compared to Word2vec.

3.5 Explicit User Feedback

In order to improve the generic drug suggestion process, explicit user feedback is
essential. We learned a lot about user preferences and experiences with various
medications by directly requesting user feedback through ratings and reviews.
Identifying particular medications that users consistently evaluate highly is one
method that explicit user feedback was used to improve recommendations. By
examining this input over a long period of time, we can modify our algorithms
for recommending the generic medicines in a way that gives priority to these
highly rated medications and gives customers recommendations that are more
tailored and useful. On the other hand, if users repeatedly rate a particular
medication as ineffective or report suffering unfavourable side effects, this data
can be utilised to modify the recommendation algorithm and stop prescribing
that medication in the future.

4 Results

High user ratings and comparisons to the reference drugs supported the recom-
mendation model’s findings that it produced accurate and pertinent recommen-
dations for users. The model’s overall effectiveness was increased by its capacity
to produce personalized suggestions based on the patient’s condition and per-
sonal drug preferences. The validation’s use of both subjective and objective
measurements showed that the model’s output was stable and reliable. The out-
comes offers convincing proof of the recommendation model’s value in assisting
consumers in selecting the optimal generic medications.

5 Conclusion

The use of a Generic Medicine Recommender System (GMRS) has the poten-
tial to completely change how appropriate generic medications are chosen, raise
patient care standards, and lower healthcare expenditures. The GMRS’s inclu-
sion of user feedback offers insightful data on the efficacy of various generic
medications that doctors can utilize to guide deliberations. Overall, the results
point to the GMRS as having a favorable effect on patient outcomes, making it a
viable option for guaranteeing more access to medications for medical treatment
and supporting patients in lowering their costs for prescription medications.

6 Future Directions

Future studies should involve making the GMRS available to a larger number of
audience and evaluate the effectiveness in different settings. For example, to help
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healthcare providers and pharmacists in recommending generic alternatives to
patients, the system could be implemented in hospitals, clinics and pharmacies.
Moreover, the future studies should also focus on enhancing the user feedback
mechanism to improve the recommendations. Future studies could also look into
how the GMRS may affect patients’ adherence to their prescribed medications as
it may have significant effects on patient outcomes and healthcare spending. This
may entail determining if individuals are more likely to adhere to their treatment
schedule when given generic drugs that the system recommends. Also of interests
would be to assess such systems with regards security (e.g. [9,10,13,17–20]) and
improvements in the sustainability (e.g. energy consumption [4–6,21,22]) of such
recommender systems.
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Abstract. This paper presents an innovative approach to address the
pressing concern of fall incidents among the elderly by developing an
accurate fall detection system. Our proposed system combines state-of-
the-art technologies, including accelerometer and gyroscope sensors, with
deep learning models, specifically Long Short-Term Memory (LSTM)
networks. Real-time execution capabilities are achieved through the inte-
gration of Raspberry Pi hardware. We introduce pruning techniques that
strategically fine-tune the LSTM model’s architecture and parameters
to optimize the system’s performance. We prioritize recall over preci-
sion, aiming to accurately identify falls and minimize false negatives for
timely intervention. Extensive experimentation and meticulous evalua-
tion demonstrate remarkable performance metrics, emphasizing a high
recall rate while maintaining a specificity of 96%. Our research culmi-
nates in a state-of-the-art fall detection system that promptly sends
notifications, ensuring vulnerable individuals receive timely assistance
and improve their overall well-being. Applying LSTM models and incor-
porating pruning techniques represent a significant advancement in fall
detection technology, offering an effective and reliable fall prevention and
intervention solution.

Keywords: Fall detection · Elderly care · Accelerometer sensors ·
Healthier Aging · Raspberry Pi

1 Introduction

Accidental falls pose a grave global challenge, ranking as the second leading cause
of unintentional injury fatalities worldwide and claiming the lives of approxi-
mately 684,000 individuals annually. This pervasive tragedy falls disproportion-
ately on low- and middle-income countries, where over 80% of these fatal inci-
dents occur. The elderly population, aged 60 and above, bears the brunt of these
misfortunes, suffering physical harm and substantial financial implications. The
costs associated with falls among the elderly are projected to rise from an esti-
mated $20 billion in 2000 to a staggering $54.9 billion by 2020, as reported by
the Centers for Disease Control and Prevention (CDC).
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The consequences of falls extend far beyond immediate injuries, as many
elderly fall victims cannot regain their footing independently, requiring assis-
tance that may be delayed. Shockingly, individuals can wait an average of 10 min
or longer, with 3% enduring an hour or more of helplessness before receiving aid.
Prolonged immobility during these critical periods often leads to further health
complications, hospitalizations, institutionalization, and increased morbidity and
mortality rates. Given these alarming statistics, it is crucial to implement com-
prehensive prevention strategies that combine education, training, secure envi-
ronments, and innovative research initiatives supported by effective policy inter-
ventions to mitigate fall risks.

Existing literature offers numerous strategies to reduce fatal falls and improve
the response times of medical and nursing staff. However, many of these solutions
face high costs, complex implementations, or privacy limitations. To address
these obstacles, we present a cost-effective embedded fall detection device that
leverages accelerometers and gyroscopes, providing an unparalleled user-friendly
experience. Our research endeavours encompass pioneering ideas, including
developing a wearable node integrating fall detection, victim localization, and
staff notification functions into a single device. Additionally, we introduce a
robust and reliable Long Short-Term Memory (LSTM) model meticulously com-
pared to conventional machine learning (ML) algorithms to enhance the accu-
racy and efficiency of fall detection. Complementing these advancements, we
have designed an intuitive Android application to assist caregivers in providing
care and support.

By merging cutting-edge technologies, cost-effective design, and a holistic
perspective on fall detection and prevention, our research aims to alleviate the
burden of falls, empower caregivers, and enhance the overall well-being of vul-
nerable individuals. Our comprehensive approach addresses the pressing need for
effective fall prevention strategies, offering promising avenues to mitigate risks
and improve the outcomes for fall victims.

2 Literature Survey

This chapter focuses on the design of a fall detection system for monitoring geri-
atric healthcare and detecting falls. Figure 1 demonstrates various Fall Detection
systems.

Fall Detection System

Vision Based Ambient Based

Wearable Based

Fig. 1. Various types of a Fall Detection System
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– Vision-Based System

Anishchenko [2] deep learning and transfer learning methodologies on real-world
surveillance camera data to identify instances of falls to address the limitations
associated with artificially generated datasets obtained from controlled scenar-
ios. Bhandari et al. [9] utilize a three-step approach to detect falls in video
frames, comprising identifying interest points through the Shi-Tomasi algorithm,
determining the inter-point distances by calculating optical flow with the Lucas-
Kanade algorithm and estimating motion speed and direction to determine the
occurrence of falls. Ogden Kwolek [7] analyzed Kinect camera feeds and utilized
point cloud images to detect falls.

Vision-based systems in healthcare offer precise information through images
or video feeds, aiding remote caregivers and enabling early detection of health
issues. However, they can be costly to implement and maintain, time-consuming
to process, and raise privacy concerns.

– Ambient-Based System

Taramasco et al. [11] describes a fall classification system that utilizes low-
resolution thermal sensors placed at two horizontal planes near the floor. The
results revealed that the Bi-LSTM model achieved a high accuracy of 93%, out-
performing the other RNN models.

This ambient system offers several advantages, including its comfortable
nature as it does not require users to wear any devices or sensors. It enables
continuous monitoring, even without the user wearing any sensors. In case of
disadvantages, False alarms may also occur if certain activities are misinter-
preted as falls, such as when the user is sitting or lying down.

– Wearable-Based System

Kaewkannate and Kim [6] comprehensively analyze four wearable devices
designed in a wristband style. Their evaluation thoroughly compares each
device’s various features and costs. On the other hand, the power consumption
of wearable devices is highly dependent on several factors. He et al. [8] combined
tri-axial accelerometers with gyroscopes and magnetometers to capture a com-
prehensive range of motion data. Their wearable device demonstrated enhanced
performance in detecting falls and differentiating them from everyday activities.

Wearable fall detection devices offer increased safety and improved response
time, particularly for individuals at risk of falls. They have a user-friendly design
and are often more cost-effective than alternative caregiving options. However,
these devices may be prone to false alarms and have limited effectiveness in
detecting certain types of falls, posing user challenges.

3 Preliminaries

3.1 Problem Statement

The growing concern about falls among the elderly necessitates the development
of accurate and practical fall detection systems. Vision-based and ambient-based
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approaches have limitations in terms of accuracy and practicality. Wearable fall
detection systems offer continuous and unobtrusive monitoring, overcoming the
boundaries of existing methods. However, achieving high recall while maintaining
acceptable precision is a challenge. This paper aims to develop a wearable fall
detection system that prioritizes high memory using sensors and LSTM models.
By leveraging wearable sensor technology and LSTM models, this system aims
to enhance the safety and well-being of vulnerable individuals.

3.2 Relevance of LSTM in Fall Detection

LSTM [5] is a valuable approach in fall detection, addressing precision and recall
challenges. Recall is crucial in fall detection to minimize false negatives and
ensure timely assistance. LSTM detects sudden sit and fall events by capturing
their temporal dynamics and leveraging its memory component. Compared to
methods like MLP, LSTM’s ability to capture long-term dependencies enhances
its effectiveness in recognizing fall patterns. Utilizing LSTM in fall detection sys-
tems can significantly improve the safety and well-being of individuals requiring
monitoring (Fig. 2).

3.3 Sensor

Fig. 2. ADXL345 Sensor

The ADXL345 sensor is reliable and versatile for applications requiring precise
motion sensing and acceleration measurement. It offers exceptional performance
with low power consumption, high resolution, and programmable range options.
With its integrated 3-axis gyroscope functionality, the ADXL345 provides com-
prehensive motion-sensing capabilities. Its ability to accurately measure changes
in acceleration makes it well-suited for fall detection applications. The sensor’s
low power consumption and compact size make it ideal for integration into wear-
able devices. The programmable features of the ADXL345 enable customization
for optimizing fall detection accuracy and minimizing false alarms.
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4 Proposed Methodology

4.1 Overview of Hardware System

Figure 3 provides an overview of the total system, encompassing power manage-
ment, data acquisition, and communication in a mobile device. Key components
include the Power Manager Unit for efficient power distribution, an accelerom-
eter and gyroscope for accurate motion sensing, Raspberry Pi 3 B+ as the cen-
tral processing unit, GPS and SIM908 modules for precise positioning, a GSM
module for network communication, and a user device for interaction with the
system.

Power Manager Unit

ADXL345

Raspberry Pi 3 B+

GPS Antenna , GPS Module

GSM Module , GSM Antenna

User Device

Fig. 3. Overview of the Hardware system

4.2 Data-Preprossessing

Data preprocessing enhances fall detection system performance by addressing
noise, drift, and artefacts in accelerometer and gyroscope sensor data. Filtering
techniques like low-pass and median filters reduce noise and outliers. Normaliza-
tion scales data to a standardized range, ensuring consistent comparisons across
sensors or individuals. Feature extraction identifies relevant patterns, such as sta-
tistical measures or frequency-domain features, facilitating accurate fall detec-
tion. The Butterworth filter provides a smoothing effect, highlighting significant
variations in acceleration or angular velocity associated with falls: filter order
and cutoff frequency selection balance precision, computational complexity, and
phase distortion. Min-Max normalization eliminates biases and scaling effects,
improving accuracy and robustness. Z-score normalization is an alternative tech-
nique. The choice of preprocessing methods depends on system requirements and
sensor data characteristics. Figure 4 visually represents accelerometer data for a
forward fall, showcasing both the raw and filtered data.
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Fig. 4. Graphical representation of raw and filtered data

4.3 Proposed Model

In our research, we utilized a Long Short-Term Memory (LSTM) model, a type
of recurrent neural network, for fall detection. There are two LSTM layers with
64 and 32 memory units each. This design effectively captured temporal depen-
dencies and patterns in the accelerometer and gyroscope data, enabling accurate
classification of falls. The input data for the LSTM model included accelerometer
and gyroscope measurements from three axes, providing a comprehensive repre-
sentation of motion data. The model processed sequences of 50-time steps, each
with six features (3-axis accelerometer and 3-axis gyroscope measurements). To
prevent overfitting, Dropout layers were incorporated after the LSTM layers.
The LSTM model employed an output layer with two units representing fall and
non-fall classes. A softmax activation function generated probabilities for each
category, allowing the model to estimate the likelihood of input sequences belong-
ing to each class. The model was trained using the categorical cross-entropy loss
function to minimize the discrepancy between predicted and actual class labels.
The Adam optimizer, known for adapting learning rates for individual model
parameters, updated the model’s weights based on computed gradients. Default
parameters were employed, and a batch size 32 was used to facilitate efficient
parameter updates and speed up model convergence.

4.4 Applied Weight Pruning Techniques

Input LSTM Output

Pruning

Compressed Model

Fig. 5. Pipeline of Weight Pruning in LSTM
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To optimize the LSTM model, weight pruning techniques were applied. Weight
pruning involves selectively removing less significant connections or weights from
the network while preserving accuracy. Figure 5 represents the pipeline of weight
pruning in LSTM. The goal was to achieve a 10 to 30% pruning sparsity rate,
meaning the percentage of pruned weights. Weight pruning offers benefits beyond
model compression. It improves computational efficiency by reducing computa-
tions during inference. The reduced model size enables easier deployment on
resource-constrained devices. Weight pruning contributes to developing efficient
and lightweight fall detection systems suitable for real-world applications.

Table 1. Description of six types of ADL and four types of fall

ADL Activities

Description Notations Data points

Walking NF1 980

Sitting NF2 1010

Lying NF3 970

Running NF4 1200

Sudden Sit NF4 1100

Sudden Standing NF5 1220

FALL Activities

Description Notations Data points

Fall Forward F1 1200

Fall Backward F2 990

Fall Left F3 1000

Fall Right F4 1100

5 Result

5.1 Dataset

Table 1 represents the collected real-time data to differentiate between falls and
activities of daily living (ADLs), a group of six individuals (three women and
three men, aged 30 to 60) participated. Their heights ranged from 160 cm to
185 cm, and their weights varied from 50 kg to 85 kg. To achieve this goal, the
participants performed six different types of ADLs and four types of falls under
controlled conditions using a mattress with a thickness of 20 cm. A total of 10,770
data points were collected during the study, with 6,480 data points corresponding
to ADLs and 4,290 data points corresponding to falls. The data points were
collected from the participants while performing the designated activities, with
variations in activity frequencies among participants. Participants A, B, C, D,
and E (all aged 30) completed ten exercises each. In contrast, participants E,
F (aged 55), G, H (aged 58), and I (aged 60) performed a different number of
activities based on individual capabilities or study requirements.

5.2 Experimental Setup

The research utilized Anaconda with Keras and TensorFlow on Windows 10 for
training LSTM models. Testing was conducted on a Raspberry Pi 3 B+ in a
Linux environment. Jupyter Notebook was used for code execution and result
analysis. This approach allowed for evaluating model performance on different
platforms and assessing real-world feasibility.
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5.3 Confusion Matrix

Fig. 6. Confusion Matrix

Figure 6 represents the confusion matrix for the fall detection system can be
summarized as follows:

The system achieved the following in the case of non-fall instances (Class
0).1083 true negatives (TN), correctly classifying them as non-fall instances.48
false positives (FP), incorrectly classifying them as fall instances. For fall
instances (Class 1), the system achieved the following. Seven hundred thirty-
two true positives (TP), correctly identifying them as fall instances. Thirty-five
false negatives (FN), incorrectly classifying them as non-fall instances.

This information provides valuable insights into the system’s classification
performance for fall and non-fall instances.

5.4 Classification Report

Class 0 (non-fall) instances were classified with 97% precision and 96% recall,
resulting in an F1-score of 96%. For class 1 (fall) instances, the precision was
94%, the recall was 95%, and the F1-score was 95%. These metrics demonstrate
the system’s high accuracy in identifying non-fall and fall instances. Figure 7 and
8 represents train test accuracy and train test loss.

5.5 Receiver Operating Characteristic (ROC) Curve

Figure 9 displays the Receiver Operating Characteristic (ROC) [3] curve, visually
representing the fall detection system’s performance. The ROC curve showcases
the trade-off between sensitivity (true positive rate) and specificity (1 - false
positive rate) at various classification thresholds. The Area quantifies the per-
formance of the fall detection system Under the ROC Curve (AUC). The AUC
value, calculated as 0.96 in this case, accurately measures the system’s ability to
differentiate between fall and non-fall instances. A higher AUC value signifies a
more substantial discriminatory power of the system.
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Fig. 7. Train and Test
accuracy

Fig. 8. Train and Test
Loss

Fig. 9. ROC curve

6 Comparison of Different Models and Proposed LSTM

The comparison of different models involved assessing their performance based
on various metrics such as accuracy, precision, and recall. Table 2 presents valu-
able insights into the models’ performance in accurately classifying fall and non-
fall instances while effectively reducing false positives and negatives.

(A - Accelerometer, G - Gyroscope, N/A - Not Applicable)

Table 2. Fall Detection Systems Comparison

References Sensors Algorithm Sensitivity Specificity

Shi et al. [10] A SVM 90.0 95.7

Aguiar et al. [1] A Dec. Tree 94.0 90.2

Helmy and Helmy [4] A Thresholds 95.0 90.0

Tran et al. [12] A Perceptron 60.4 94.8

Proposed Model A, G LSTM 95 96

7 Conclusion and Future Work

This research addressed the critical issue of fall-related incidents by developing
and evaluating a fall detection system using LSTM. The system achieved high
accuracy, precision, and recall, effectively minimizing false negatives. The LSTM-
based system demonstrated competitive accuracy, sensitivity, and specificity per-
formance compared to previous models. Future research directions include model
optimization, sensor integration, real-time implementation, dataset expansion,
and validation in real-world scenarios. Overall, this thesis improves the safety
and quality of life for individuals at risk of falls. Future research should focus
on utilizing more lightweight sensors and incorporating additional features to
improve the accuracy of the fall detection system.
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Abstract. Procurement is an important governance tool that is used by the gov-
ernment and development agencies globally to manage and fulfil their complex
development plans. However, corruption is a persistent and pervasive issue that
hinders ethical progress and it can have a detrimental effect on the outcome of the
proposed project that involves more than a few stakeholders. The implementation
of Blockchain based e-procurement has been suggested as the potential solu-
tion due to its underlying characteristics of immutability and disintermediation.
Blockchain technology utilizes distributed consensus, offering evident advantages
to procurement by using the digital identities of the stakeholders in the bidding
process and maintaining the privacy and security of the contract. This paper sys-
tematically maps and implements the existing literature to comprehend the uti-
lization of Blockchain technology in the procurement domain and its potential to
mitigate corruption in tender-based environments in smart cities by using digital
identities.

Keywords: Blockchain · Digital Identities · Procurement · Smart Cities · Smart
Contracts

1 Introduction

Corruption in the procurement process has made countless international headlines in
recent years. Due to its complexity and length, the traditional procurement route exhibits
a lack of transparency that exposes the potential for corruption. The processes and
actions involved in procuring supplies, services, or items from any external supplier or
source are referred to as procurement [1]. The procurement process is considered to be
a challenging organizational process that involves several functional areas or divisions.
Moreover, for effective administration of the entire process, significant amounts of orga-
nizational resources are often required. Tenders are habitually prone to the possibility
of corruption because of the convoluted nature of the traditional procurement proce-
dure. Contiguous alliances between public sector representatives and outside sources or
commercial groups exacerbate the susceptibility to corruption in public procurement,
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suggests a report released by the Organization for Economic Co-operation and Devel-
opment [2]. The study established that corruption in the procurement process is the
second-most prevalent kind of economic crime to be reported globally. According to
an analysis by Transparency International, corruption in public procurement has the
regrettable ability to aggrandize the cost of any public project by 50%, which in turn
plunges the quality of the product [3]. Many organizations worldwide have implemented
a variety of techniques over the years to establish transparency and mitigate corruption
in both public and private areas of procurement. However, because of the centralized and
intricate nature of the procurement process, corruption in the industry is still very much
an obstacle. Blockchain is drawing a lot of attention from researchers due to the trans-
parency, immutability, convenience and reliability of this technology. The decentralized
construction of this technology endows a distributed consensus where data is immutable
and transactions are verifiable. As a result, the benefits of transparency, efficiency, secu-
rity, flexibility, cost-effectiveness, and many more may be flawlessly attained with the
precise application of Blockchain. This paper confers Blockchain technology with an
emphasis on its accessibility and expediency in consort with proposing a Blockchain-
based approach incorporating Digital Identity to mitigate corruption in the procurement
procedure.

2 Research Methodology

The authors decided to combine the qualitative and non-experimental research methods
in order to perform the study. It is typical practice in the research sector to collect and
analyze data using qualitative research to understand pertinent ideas [4]. In qualitative
research, relevant entities are examined in their natural environments when data may
not be available in numerical form. This method is empirical and is physiognomically
focused on seeking the answer through “why” and “how” based examination [5]. Qual-
itative research allows for the adaptability of data gathering and investigation as new
ideas emerge. This method allows for the exhuming of unique issues since data col-
lection takes place in realistic settings. Besides, a secondary research technique was
adopted to carry out the qualitative research study. Since this procedure is intended to
synthesize previous findings for methodical examination, it provides those conducting
the studies with the opportunity to appreciate the work already done in the relevant
sphere and develop embryonic investigational maneuvers by using the information. The
use of secondary research facilitates insight to be attained by carefully examining earlier
or existing research, which is important for conducting a unique study. This research
approach can be advantageous in achieving the project’s goals since it is indispensable to
apprehend the scope of Blockchain technology to address the concerns with corruption,
transparency and security in the procurement itinerary. Contrarily, non-experimental
research allows researchers to appraise factors that occur spontaneously without exter-
nal interference. This approach can be utilized when the study area is extensive and
exploratory, and when there is inadequate information readily available regarding the
pertinent research field [6]. In this approach, non-experimental research has the abil-
ity to quantify and designate how closely related the variables are to one another. It is
imperative to mention that the two main categories of non-experimental research meth-
ods are correlational research and observational research. The statistical link that exists
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between variables but cannot be altered is what drives correlational study. During the
implementation of the observational research method, researchers perceive how the con-
tributors behave without obtruding with the variable. In the perception of the project’s
goals, observational research methods can be utilized since the potential of Blockchain
to address the issues is a reliable variable while Corruption or issues with transparency
that arise during the procurement process are independent variables and none of the
variables are subject to researcher manipulation.

3 Procurement Process

Procurement refers to an organizational procedure that involves the acquisition of prod-
ucts, materials or services from an outside source [7]. The services or goods that are typi-
cally acquired include but are not limited to, office supplies, fixtures, technical apparatus,
rawmaterials, training, testing, recruiting etc. Any public organization is required to pri-
oritize procurement because any services or products obtained through it are accounted
for with money from taxpayers [8]. A trustworthy and open procurement process is
indispensable to protecting the public interest and ensuring that services are provided
to a high quality. The research from the Organization for Economic Co-operation and
Development states that the public procurement process is the most predisposed to cor-
rupt practices [2]. The probability of corruption is further intensified by the adjacent
coalition between officials from government bodies and commercial entities. The study
also highlighted that governmental procurements accounted for almost 4.2 trillion euros
in expenditure in OECD nations. Evidence from a number of sources specifies that above
50% of testified incidents of foreign bribery were associated with public organizational
procurements from a variety of industries including construction, transportation, infor-
mation and communication technology, and so on according to foreign bribery report [9].
The likelihood of subsidiary overheads like declined foreign investment and inadequate
market access upsurges when there is corruption in public procurement. According to
a Transparency International report, the process of procurement is fragmented into the
following four key phases that introduce diverse opportunities for corruption, including
bribery, deceitful tender obedience, embezzlement, bid rigging, administrative influence
on bid assessment, and misuse of power [10] (Fig. 1).

Fig. 1. Public procurement phases

A general framework may be built to comprehend the functionality even if the public
procurement procedure relies on the unique government [11]. According to the require-
ments, a government agency normally circulates the tender description and starts the
procurement procedure. The following phase is for potential participants to evaluate
the specifications and submit a tender. After evaluating the submitted bids in line with
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the requirements set forth, the government organization decides upon the preeminent
proposal. However, inadequate transparency and bureaucratic intricacy are fostering a
culture of corruption in public procurement, which diminishes citizens’ expectations of
their government, deters foreign investment, and eventually impairs the economy [11].
As an illustration, one of the prevalent construction establishments in Latin America,
‘Odebrecht’,was convicted of disbursing bribes totaling almost $800million in exchange
for being awarded different public sector contracts and projects [12]. The Brazil-based
engineering establishment filed for liquidation as a result of the public corruption probe.
However, the preponderance of Odebrecht’s debt, which had been retained by the state
bank, eventually resulted in a $25.3 billion liability for Brazilian taxpayers. By creating
an impartial, safe, decentralized, and trustworthy procurement architecture that is able
to accomplish the entire process transparently, a corruption-free procurement system is
feasible [13]. Blockchain technology has been proposed in numerous research to estab-
lish an impartial, secure, trustworthy, and transparent public procurement system where
all the information, such as competitive data and tender quotation can be handled with-
out being susceptible to exploitation or data counterplots. By facilitating a decentralized
defense mechanism, Blockchain technology conserves data integrity and quality [14].

4 Blockchain

Blockchain is a type of distributed ledger that stores transaction data in units called
‘Blocks’. The block that contains a link to the preceding block stores a collection of
transactions. A chain of blocks in chronological sequence is created as a result [14]. The
principal component of Blockchain is a distributed ledger, via which data may be added
to and reformed utilizing the network’s consensus process between nodes. A replica of
all the records in a sequence of interconnected systems is stored on each liaising node
in a Blockchain where transactions are traceable, transparent, and tamper-proof since it
incorporates the utilization of a P2P network, distributed consensus, pseudonymity and
cryptographic mechanisms [15]. The following figure exhibits a simplified Blockchain
structure (Fig. 2).

Fig. 2. Simplified Structure of Blockchain [16]
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A cryptographic hash function is utilized in a Blockchain to connect consecutive
blocks in such a manner that any update to the transaction data in Block 1 would modify
the hash value of Block 2, which would subsequently change the hash of Block 3. In
the case that the block is even slightly altered, this approach produces a readily apparent
disparity [17]. Due to the enormous popularity of cryptocurrencies, Blockchain has
generated a lot of interest in recent years. The idea that Blockchain is solely used for
cryptocurrency is arguably the largest misperception about it [18]. As a Distributed
Ledger Technology, Blockchain primarily emphasizes offering a set of protocols and
procedures for the dissemination of records across several nodes in a cooperating system.
The following are fundamental properties of Blockchain technology.

• Decentralisation: The process that makes it possible to distribute and constrain
control from a centralised authority or place is known as decentralisation. Without
the requirement for a reliable third party, decentralisation has the aptitude to enable
transparent data exchange. The architecture of decentralised system assurances that
information is maintained by all entities rather than being stored by a single one [19].
Blockchain enables resilience froma single point of failure problem since transactions
are stored as blocks in a distributed P2P network [20]. Decentralisation surpasses the
trust issue by empowering various nodes to administer the network.

• Transparency: A dynamic record of every transaction that has already taken place
is available on the Blockchain, which is a distributed ledger. There are five com-
monly identified indispensable qualities for the foundation of transparency [21].
These are accessibility, instructiveness, usability, auditability and comprehensibility.
By enabling encrypted access to the data, accessibility is provided in the Blockchain
network. To validate the transaction in nodes at various networks, the processing
power of Blockchain supports the aptitude of operation and performance in terms
of usability. Blockchain offers permanent storage of comprehensive information in
the form of blocks, where each effort at modification results in the formation of
a new block that comprises a reference to the original data of the preceding block.
This endorses instructiveness. By encompassing pertinent data about transactions and
smart contracts, including indispensable information for forthcoming authentication
in blocks, the Blockchain delivers comprehensibility. Through an algorithm that sub-
stantiates the settings and prerequisites prior to accruing new blocks, Blockchain
technology guarantees auditability.

• Immutability: Immutability in the context of Blockchain technology refers to its
ability to be unaltered and irrevocable. The consequence of the blocks that are cryp-
tographically allied is the attribute of immutability. The processing and organisation
of the information or data associated with transactions in the block are accomplished
using cryptographic principles [22]. Blockchain technology makes use of the Secure
Hashing Algorithm 256 (SHA-256). A hash value that consists of an alphanumeric
string is generated for each block. Blocks are established to be persistent and associ-
ated together retrospectively by the fact that each block comprises a digital signature
or hash value for both itself and the block before it [22].

Blockchain is a type of distributed ledger technology that makes it conceivable
to record transaction details instantaneously in diverse locations. Distributed Ledger
Technology, unlike traditional databases, is not reliant on centralized administration
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since it was not premeditated with central data storage [23]. The Distributed Ledger’s
nodes independently verify and process each item to construct the consensus and record
of legitimacy. Cryptography is employed to safeguard the data retained on theDistributed
Ledger. The ledger’s structure has been constructed in a manner in which cryptographic
hash functions integrate all of the nodes. Since the access method of Distributed Ledger
is governed by cryptographic signatures and keys, the information’s security and veracity
are maintained. Applications-specific instructions are carried out via Smart Contracts
on a typical Blockchain platform. Contrary to the consensus, this is not a contract in the
traditional sense; rather, it is a set of instructions that has been put into operation. The
self-execution and self-verification features of a smart contract can be equated to those
of a computer program [24]. Any one or all of the peer nodes may host a smart contract
because of its distributed and event-driven nature. The omission of any third party is
made possible via a smart contract on the Blockchain, which makes the transactions
autonomous. Trust obstacles can also be resolved considering there is no third party
involved and transactions transpire only after the agreements are upheld.

5 Digital Identity

The concept of ‘Identity’ is theoretically complex. However, over the course of time,
it has been characterized in numerous ways and situations. On a fundamental level, it
can be argued that identity is any collection of traits that characterize an individual and
can be used to specifically identify them. The digital equivalent of a person’s physical
identity, or the digital representation of the person, would be their digital identity as a
result. According to National Institute of Standards and Technology guidelines, a digital
identity is a grouping of distinctive features that distinguish an entity and specify the
transactions in which it is permitted to engage [25]. The criteria for a standard digital
identity include being distinct, created with the agreement of the user and verifiable with
a high degree of certainty. The quantity of personal data organizations own about online
consumers is expanding exponentially alongwith exponential technology. Organizations
collect and absorb data without the users’ acquaintance or consent, which is then used
by third parties for data analysis, profiling, and other forms of exploitation [26]. One of
the most crucial uses of Blockchain technology for numerous advancements is without
any ambiguity managing and verifying digital identities. By keeping track of every
transaction among identity holders and initiatives, the Blockchain ensures complete
transparency at all times. The flexibility to generate an encrypted user identity that can
be instantaneously accessible and used to validate identification as required is another
benefit of Blockchain technology [27].

6 Smart City

The British Standards Institute defines a ‘Smart City’ as the efficacious incorporation
of human, digital, and physical systems in the assembled settings to provide an eco-
logical and comprehensive future for its residents [28]. The smart city is a concept that
refers to the use of advanced technology and data analytics to improve the quality of
life of citizens, enhance urban sustainability, and optimize the use of resources in urban
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areas [29]. Smart Cities integrate technology and data to manage assets, resources, and
services efficientlywhile also promoting citizen participation and engagement.One tech-
nology that has been proposed as a potential enabler of smart cities is Blockchain. This
technology can be used to enable secure and transparent transactions between citizens
and government entities in smart cities. By using Blockchain, smart cities can provide
a decentralized and secure platform for citizens to interact with government entities,
including paying taxes, applying for permits, and voting in elections [30]. One of the
main applications of Blockchain in smart cities is in the area of identity management. In
a smart city, citizens will interact with a range of services and systems that require iden-
tity verification, such as transportation systems, public services, and payment systems.
Blockchain can provide a secure and decentralized platform formanaging identity, allow-
ing citizens to maintain control over their data and protect them from identity theft [31].
By leveraging the security and transparency of Blockchain, smart cities can enhance the
trust of citizens in the data collected and analyzed, enable secure and transparent trans-
actions between citizens and government entities, and create decentralized marketplaces
for resources in urban areas.

7 Existing solutions

A system was suggested utilizing the Ethereum platform to contrivance a smart contract
as part of a Blockchain-based solution for public procurement [32]. The contributors are
permitted to submit bids using their suggested system after the organizer has instigated
the procurement. This approach does, however, have a few flaws. The system’s access
control method is one of its key drawbacks. The highest bidder among the contribu-
tors is chosen if the Reveal function is called prior to the deadline expires, which also
concludes the procurement. This, however, undermines the whole procedure because
neither the winner nor the procurement can be terminated before the deadline. Another
procurement mechanism was constructed on the Blockchain [33]. In contrast to the ear-
lier approach, this solution offers faultless operation up until the point of procuring bids.
This approach also contains a significant flaw. The probability of tender manipulation
is substantial since the system allows the organizer to personally evaluate the submitted
bids which also carries the risk of corruption. An alternative smart contract for public
procurement was developed, and it was constructed in such a way that it can accomplish
numerous requirements for public procurement [34]. However, the system’s bidding
function has a significant limitation. If a new contestant bids the identical amount as the
in-progress highest amount, the offer will be rejected even though it is irrational and
unfair. As a consequence of this, the system fails to uphold the fundamental requirement
of impartiality in the procurement process.

8 Proposed solution

Due to the traditional centralized structure, typical public procurement is a protracted
and complex process with a substantial opportunity for corrupt practice. The delin-
quent of third-party reliance, which conveys a number of unsolicited transparency
difficulties, exist in any traditional procurement system with centralized architecture
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[35]. A Blockchain-based system with digital identification is suggested in light of the
shortcomings of the existing systems outlined in this section (Fig. 3).

Fig. 3. Proposed Blockchain-based Solution Framework

The above figure illustrates the process of the system. The foundation layer com-
prises the peer-to-peer network, consensusmechanism and cryptographywhich provides
the required decentralization and security needed to ensure transparency and trust in the
process. Cryptography provides the necessary security by encrypting the data thereby
preventing it from unauthorized access. The consensus mechanism safeguards that all
the nodes on the network only approve the same request and the P2P network enables
the direct communication between the nodes eliminating the middle tier. Above the
foundation layer is the Blockchain layer which is the distributed ledger where all trans-
actional data is stored and accessible by the stakeholders. It guarantees the traceability
and transparency of the transactions and also provides the mechanism to detect any
attempt to sabotage the data that has been stored on a tamper-proof and immutable
distributed ledger. On top of the Blockchain layer is the Digital Identify layer in the
framework where the identity of the stakeholder can be identified and validated pre-
venting unauthorized access. Above the digital identity layer are the smart contracts
and decentralized applications that are responsible for this function. Smart contracts are
self-executing contracts whose terms and conditions are embedded in the code. These
contracts provide leverage in automating the procurement process, including contract
management, identity verification, payment processing and dispute resolution. On the
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other hand, decentralized applications can provide the user interface to interact with the
Blockchain system. The top layer represents the elements of smart cities such as smart
health, smart government, smart transport, smart education etc.

The suggested Blockchain-based solution will trigger the aforementioned procedure
using smart contracts. Once the system is activated, the participant is allowed to register.
Following the registration phase, the system issues aDigital ID to the participant which is
required to submit the tender. The systemwill compare the current time to the submission
deadline as the tender is being submitted. If the deadline has not passed, the participant
may proceed with the submission. The subsequent phase of the process involves the
system confirmingwhether or not the participant has already filed a tender. If no previous
submission record exists, the relevant document will be encrypted followed by accepting
the tender submission. However, the ability to submit a tender will no longer be available
after the cut-off time. Once the deadline has passed, the documents will be decrypted. In
the next phase, all of the bids will be evaluated and a winner will be declared according
to the procurement policy. The Ethereum platform was chosen to create the Blockchain-
based decentralized application. The Ethereum architecture makes it possible to express
the network state using an account model [34]. Developers have the option to launch
decentralized applications commonly known as DApps, on the Ethereum platform.

The following are some algorithms for the core functions of the solution.

Algorithm: Issue Digital Identity 
FUNCTION generateDigitalIdentity(name, dateOfBirth, nationali-

ty, publicKey): 
   digitalIdentityData = name + dateOfBirth + nationality + pub-

licKey 
   digitalIdentityHash = SHA256(digitalIdentityData) 
   digitalIdentity = digitalIdentityHash 
   emit DigitalIdentityGenerated(digitalIdentity) 

END FUNCTION

This algorithm takes four input parameters - name, dateOfBirth, nationality, and
publicKey - and combines them into a single string. It then hashes the combined string
using SHA-256, which is a secure hashing algorithm. The resulting hash is stored on
the Blockchain as a smart contract variable called digitalIdentity. Finally, the algorithm
emits an event to indicate that a digital identity has been generated.

Algorithm: Encrypt Document 
FUNCTION encryptDocument(document, encryptionKey): 
    documentBytes = convertToBytes(document) 
    encryptedBytes = encrypt(documentBytes, encryptionKey) 
    encryptedDocument = encryptedBytes 
    emit DocumentEncrypted(encryptedDocument) 

END FUNCTION
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This algorithm takes two input parameters - document and encryptionKey and con-
verts the document into a byte array. It then encrypts the byte array using the encryption-
Key, which could be a symmetric key or a public key if using asymmetric encryption.
The resulting encrypted bytes are stored on the Blockchain as a smart contract variable
called encryptedDocument. Finally, the algorithm emits an event to indicate that the
document has been encrypted.

Algorithm: Tender Submission 
FUNCTION submitTimedTender(tenderDetails): 
    require(isTenderSubmissionAllowed(), "Tender submission is 

not allowed at this time") 
    require(isValidTenderDetails(tenderDetails), "Invalid tender de-

tails") 
    require(now < submissionDeadline, "Tender submission deadline 

has passed") 
    tenders.push(tenderDetails) 
    emit TenderSubmitted(tenderDetails) 

END FUNCTION

This algorithm takes one input parameter tenderDetails, which is a data structure
containing the details of the tender submission. The algorithm first verifies that tender
submission is allowed by calling a function is TenderSubmissionAllowed(), which could
check criteria such as available budget. If submission is not allowed, an error is thrown.
The algorithm then verifies that the tenderDetails are valid by calling a function is Valid-
TenderDetails (tenderDetails), which could check criteria such as format, completeness,
and eligibility. If the tender details are not valid, an error is thrown. Next, the algorithm
verifies that the submission deadline has not passed by checking the current timestamp
against a variable submissionDeadline which could be stored as a smart contract vari-
able. If the submission deadline has passed, an error is thrown. If the tender submission
is allowed, the tender details are valid, and the submission deadline has not passed, the
algorithm adds the tenderDetails to the list of submitted tenders, which could be stored
as a smart contract variable. Finally, the algorithm emits an event to indicate that a tender
has been submitted.

Algorithm: Decrypt Document 
FUNCTION decryptDocument(): 
    require(now >= submissionDeadline, "Tender submission dead-

line has not passed") 
    require(!isDocumentDecrypted, "Document has already been de-

crypted") 
    decryptedBytes = decrypt(encryptedDocument, encryptionKey) 
    document = convertFromBytes(decryptedBytes) 
    finalDocument = document 
    isDocumentDecrypted = true 
    emit DocumentDecrypted(document) 

END FUNCTION
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This algorithm assumes that the document has been previously encrypted using
an encryption key and stored on the Blockchain as a smart contract variable called
encryptedDocument. The algorithm first verifies that the tender submission deadline
has passed by checking the current timestamp against a variable submissionDeadline
which could be stored as a smart contract variable. If the submission deadline has not
passed, an error is thrown. The algorithm then verifies that the document has not already
been decrypted by checking a boolean variable is DocumentDecrypted. If the document
has already been decrypted, an error is thrown. If the tender submission deadline has
passed and the document has not already been decrypted, the algorithm decrypts the
encryptedDocument using the encryptionKey. The resulting decrypted bytes are then
converted back to the original document. The algorithm then sets the document as the
final document, which could be stored as a smart contract variable. The algorithm also
sets the isDocumentDecrypted boolean variable to true to indicate that the document has
been decrypted. Finally, the algorithm emits an event to indicate that the document has
been decrypted.

Algorithm: Declare Winner 
FUNCTION determineLowestBidder(): 
    require(now >= submissionDeadline, "Tender submission dead-

line has not passed") 
    require(!isWinnerDetermined, "Tender winner has already been 

determined") 
    lowestBid = tenderList[0].bid 
    FOR i = 1 TO tenderList.length - 1: 
        IF tenderList[i].bid < lowestBid: 
            lowestBid = tenderList[i].bid 
    lowestBidder = tenderList[0] 
    FOR i = 1 TO tenderList.length - 1: 
        IF tenderList[i].bid == lowestBid AND tender-

List[i].compliance == true: 
            lowestBidder = tenderList[i] 
    finalTender = lowestBidder 
    isWinnerDetermined = true 
    emit TenderWinnerDetermined(lowestBidder) 

END FUNCTION

This algorithm assumes that the tenders have been previously submitted and stored
on the Blockchain as an array called tenderList. Each tender in the tenderList array has
a property called bid which represents the price quoted by the bidder, and a property
called compliance which represents whether or not the bidder meets the compliance
requirements. The algorithm first verifies that the tender submission deadline has passed
by checking the current timestamp against a variable submissionDeadline. If the sub-
mission deadline has not passed, an error is thrown. The algorithm then verifies that
the winner has not already been determined by checking a boolean variable is Win-
nerDetermined. If the winner has already been determined, an error is thrown. If the
tender submission deadline has passed and the winner has not already been determined,
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the algorithm determines the lowest bid by iterating through the tenderList array and
comparing each bid to the current lowest bid. If a lower bid is found, the corresponding
bid is stored as lowestBid. The algorithm then determines the tender with the lowest bid
by iterating through the tenderList array again and checking if each bid is equal to the
lowestBid and if the compliance property of the bidder is true. If a tender meets these
conditions, it is stored as lowestBidder. The algorithm then sets the lowestBidder as the
finalTender, which could be stored as a smart contract variable. The isWinnerDetermined
boolean variable is set to true to indicate that the winner has been determined. Finally,
the algorithm emits an event to indicate that the winner has been determined.

9 Conclusion

The impartiality, openness, and dependability of the centralized structure raise questions
that put the conventional procurement method in constant jeopardy. Numerous studies
have revealed that it is challenging to set up a transparent and safe procurement strategy
based on the conformist centralized architecture. This study detailed how Blockchain
technology was applied to construct a trustworthy, secure, and transparent mechanism
for the procurement process. The study highlighted the impediments to the conventional
procurement model and elucidated its ineffectiveness. This paper evaluated the potential
of Blockchain from the standpoint of mitigating procurement corruption through the
functionality and usability of the technology. After evaluating the technology’s potential
in terms of its ability to track and regulate the transactions and records of any systemat the
ecosystem level, a decentralized application was generated. The decentralized platform
has been reinforced by the Blockchain’s physiognomies, which include transparency,
immutability, security, and non-repudiation, protecting the procurement process from
unlawful conduct.
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Abstract. An imperative issue that impedes economic, social, and environmental
progress is the involvement of the middle tier in public institutions. Due to inade-
quate transparency and clandestineness in establishments, the trust in procurement
process has become a predominant concern that affects many nations around the
world. Governments across the globe have begun exploring cutting-edge technolo-
gies to improve procurement transparency and integrity.Blockchain is an emerging
technology that comprises the potential for generating substantial advancement
in the public procurement domain by establishing transparent, immutable, and
autonomous processes. Even though contributions are constantly rising, adequate
research and implementation are pivotal in order to fully comprehend the technol-
ogy to attain these advantages. In this study, the typical procurement process was
examined to evaluate the associated issues and how the digitization of the pro-
cess through Blockchain technology can mitigate them by using digital identities
towards maintaining the security and privacy of the entity.

Keywords: Blockchain · Framework · Cybersecurity · Procurement · Smart
Contract

1 Introduction

One of the indispensable governance tools in the public sector that plays a vital role
in development is public procurement. The state as well as the agencies that deal with
development and funding employ the procurement process to accomplish the agendas of
development [1]. Public procurements are observed to be utilized globally for escalating
productivity in the public sector. However, this commendable economic mechanism is
habitually distorted by corruption [2]. Due to the number of financial resources entailed,
its multi-participants character and the conventional impenetrability in terms of the
flow of information and the decision-making surrounding procurement, it is exclusively
susceptible to corruption [3, 4].

2 Problem Definition

The effects of corruption in the public domain are enormous, and when it is not ade-
quately controlled, it hinders the progress of a country and has a detrimental influence
on citizens’ quality of life through intensifying inequality, poverty, and segregation [4].

© IFIP International Federation for Information Processing 2024
Published by Springer Nature Switzerland AG 2024
D. Puthal et al. (Eds.): IFIPIoT 2023, IFIP AICT 684, pp. 101–113, 2024.
https://doi.org/10.1007/978-3-031-45882-8_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-45882-8_8&domain=pdf
https://doi.org/10.1007/978-3-031-45882-8_8


102 A. Siddiqui et al.

Typically, the misapplication of funds envisioned for the delivery of basic and important
services to the population is the root cause of corrupt activities in public organizations
[5]. As opposed to widespread inference, corruption in the public sector is a global
indisposition. Correspondingly, deliberate attempts have always been made to choose
the optimal course of action. According to the Organization for Economic Co-operation
and Development (OECD), 20–25% of public procurement expenditures are drained
by corruption, which reduces competitiveness, impedes the development and welfare
of the general population, and ultimately undermines public confidence in government
[6]. A number of strategies were also suggested by the OECD, one of which is the
implementation of e-procurement, or rather digitizing the procurement process [6].

Across the globe, Governments have started implementing new technology into
practice to enhance the reliability, efficacy, and financial value of their procurement pro-
cedures. However, among these technologies, Blockchain is predicted to demonstrate
great potential in mitigating ineffectiveness and corrupt practices. It appears to be a per-
fect ally for anti-corruption due to its fundamental characteristics of disintermediation
and immutability. The self-executing and autonomous Smart Contract is regarded as a
persuasive instrument for efficacy and reliance since it reduces the potential for human
intervention, mistakes, and preferences in taking decisions. The environment offered by
the Blockchain network is known as ‘Trust-less’ which indicates that transactions are
not dependent on a centralized or single authority [7]. A Blockchain is a network of
computer systems that replicates and distributes a digital record of transactions through-
out the entire network without compromising the security and privacy of the entity. Each
block on the chain comprises several transactions and each participant’s ledger receives
a copy of each new transaction that takes place on the Blockchain. Information, cryp-
tocurrencies, or digital assets can all be exchanged between two system users as part of
a transaction. A mechanism known as Consensus is used by network peers to vote on
the legitimacy of a transaction before it is included in an immutable block [8]. It is a
Distributed Ledger Technology which refers to the decentralized database that is trans-
parent, immutable, and shared by multiple nodes. Additionally, Blockchain technology
is regarded as useful because it permits a distributed consensus where every online trans-
action involving digital assets for any period can be verified at any time. Since every
transaction is made public eliminating the possibilities of deception, Blockchain tech-
nology in procurement can offer distinct advantages that may be employed to a great
outcome in the procurement function. Therefore, the typical procurement process was
studied in the light of Blockchain through a methodical mapping of the existing liter-
ature to comprehend this technology in the procurement domain and a framework was
proposed for enhancing security and privacy.

3 Research Methodology

In order to identify themost recent research inBlockchain, predominantly in the procure-
ment domain, a comprehensive literature review is crucial. A systematic methodology
regarding the documents of the investigative framework is also indispensable to endorse
the traceability of the accomplished literature analysis. For this study, a specific method
was observed for performing a comprehensive literature mapping to find techniques
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relating to Blockchain solutions in the multiparty sphere. A systematic literature map-
ping aims to measure the evidence and illustrate the area of interest through a synopsis
of the literature [9]. Additionally, it is crucial to use a well-organized literature analysis
to describe the current status of the research. For the analysis of literature, a concept
matrix was also utilized to segment the concepts correlated to the topics into diverse
units as recommended by Watson [10]. Different content criteria must be used for the
amassed sources to properly classify the literature in the concept matrix. The criteria
refer to the functions of Blockchain technology and procurement process management.
To conduct the research, an associated link to Blockchain technology was established.
In addition, key characteristics of procurement processes were ascertained followed by
summarizing the comprehensions accomplished from the identified body of literature.

4 Procurement

Typically, the procedure used to get products and services from a third party as part of a
contractual arrangement is referred to as procurement [1]. The fundamental objective is
to obtain an unsurpassed promising rate while satisfying the buyer and seller’s identity,
time, quality, quantity, and locational requirements. Public procurement will therefore
refer to the procedure by which the government or public sector establishments acquire
merchandise and services directly to satisfy the primary requirement obligatory to assist
in carrying out its core tasks of providing services or pursuing the welfare of the public
[1]. The economy of any nation depends heavily on public procurement, which also
serves as a primary instrument of economic expansion [2]. It often involves a series of
phases such as the evaluation of requirements, contract award, procedure of contract
management and payment [6]. In general, there are seven steps in the procurement
process [11]. To establish a clear understanding of procurement, the procedure phases
are required to be analyzed in further depth (Fig. 1).

The Spend Analysis phase is focused on cumulating historical information on prod-
ucts, business sector stipulation and corporate expenditure. The objective of data accu-
mulation within an organization is to promote a mutual knowledge of previous spending.
On the contrary, Demand Management concentrates on predicting client consumption
as well as tracking and managing the items that are obtained. The objective of Category
Management is to comprehend the requirements of stakeholders and equate them to
external industry data, supplier capabilities and probable risks. In this context, a strategy
is generated to balance internal prerequisiteswith the external aspects of the procurement
market. Procurement falls under contract administration and deals with contract drafting
and supplier negotiations. Other corporate divisions frequently aid with buying, allow-
ing it to supervise the entire process while also frequently serving as a liaison between
them. Cost management is another crucial aspect of procurement, through which con-
tinuous cost improvement can be achieved. In this phase, the contemplation is given to
the physical goods or services to be purchased across the whole life-cycle of the product
in order to accomplish persistent cost-target optimization. The streamlining of trans-
action operations for the acquisition of an item or service is the main emphasis of the
Procure-to-Pay process step. This encompasses all arrangements, including those related
to order placing, endorsement, product receipt and payment release mechanisms. The
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Fig. 1. Seven phases of the procurement process [10]

final phase of procurement is Supplier RelationshipManagement (SRM) which refers to
the end-to-end process for monitoring and assessing suppliers during the procurement
lifecycle. This comprises every feature of a supplier’s operations including transac-
tions, risk assessment, performance evaluation, reduce expenditures and probabilities to
increase value [11]. In order to comprehend the public procurement process, the Orga-
nization for Economic Co-Operation and Development established the following three
major phases for the public procurement cycle [12].

• Pre-Tender Phase: The procurement budget should be determined in accordance
with the products, services andworks that the contracting authorities anticipate requir-
ing over a specific period of time, after which the requirement’s value is determined.
The requirement is then further clarified. Subsequently, the detailed specification of
the procurement subject is created and the optimum procurement process is chosen.

• Tender Phase: According to the specified plan, the contracting authority issues the
request for bids, and assesses them following the criteria stated in the request. Fol-
lowing the review, the contract is assigned to one or multiple bidders in line with the
process.

• Post-Tender Phase: The monitoring of the contract’s execution with all rights and
responsibilities resulting from the signed contract transpires in the final phase.

As procurement incorporates all departments and functional areas of a business, the
process is seen to be one of the most complex ones. Research suggests that the lack of
transparency contiguous to the internal phase is one of the factors contributing to the
high rates of corruption in public procurements [13]. It is common for vendors and public
agents to enter unofficial, unlawful arrangements that favor some bidders when docu-
ments like the requirements assessment and the contract specification are established.
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Additionally, each level of the procurement process might present the potential for per-
sistent procurement corruption since all stakeholders have an opportunity to profit from
counterfeit invoicing and bribery arrangements to inventory larceny and inferior mer-
chandise. Public procurement corruption often involves the distorting of the process’s
essential competitive nature, the violation of other criteria such as the predominating
public interest, manipulation or disclosure of the bids and the purpose to redirect public
funds [14]. It was also emphasized that there must be indicators of intentional actions to
undermine the procurement’s competitive nature for obtaining unfair benefits to detect
deceptions in the public procurement process. The report published by WEF also delin-
eated some common forgery involving public procurement that can transpire during each
of the three key stages of the process. For example, the corruption that takes place during
the ratification of the request, agreement preparation and vendor selection [13].

Blockchain has evolved into an encouraging research technology in recent years. A
report confirmed that to increase transparency in public transactions, the JusticeMinistry
of Ukraine conducted a Blockchain-based pilot auction [15]. The trial’s major objective
was to upsurge the security and transparency of the current process wherefore the data
could be publicly verified. Hence, any data corruption or manipulation may be abol-
ished. Blockchain is a distributed ledger technology which ensures that streamlining of
information is independent and seamless as well as allows replication to materialize in
real-time to all nodes in the system. Its foundation is to guarantee that the exchange of
decentralized information and data is stored in a secure way to enable transparency, effi-
ciency and accountability. The Blockchain may facilitate distributed and shared record
possession, tamper-proofing and independent validation. In addition, numerous stake-
holders can come to a covenant on items of interest in a transparent manner, reassuring
transparency, efficacy, and increased feasibility of the procedure [16]. Decentralized
data storage on several nodes allows independent data updating in each node, which
also stimulates transparency and data security as all nodes have access to identical data.
Since Blockchain Technology contains a great potential to intensify the efficacy of pro-
curement procedures and assist in their automation, the application capacities and basics
of the technology are discussed in the next section (Fig. 2).

Fig. 2. Centralised and Decentralised network [33]
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5 Blockchain Technology

The various application areas of Blockchain Technology are emphasized in numer-
ous scientific literature where Blockchain was described as a distributed, decentralized,
tamper-proof and collaboratively operated data storage [7]. It is vital to comprehend the
underlying perceptions of Blockchain to realize, how this technology can be advanta-
geous over conventional technologies. The introduction of the cryptocurrency known
as Bitcoin by an unidentified entity ‘Satoshi Nakamoto’ has gained substantial atten-
tion for Blockchain technology throughout the globe [17]. This is a technology that
is rapidly evolving in the areas of innovation and application which are also experi-
encing diverse research. By providing decentralized defense, Blockchain technology
conserves the quality and integrity of data. Characteristically, the Blockchain is a dis-
tributed database with every node holding a complete copy of the entries on the strength
of the decentralized architecture [18]. In this peer-to-peer network, distributed nodes
are used for data access, validation, and transmission. Peer-to-Peer networks are a pre-
cise type of distributed system that enables resource allocation between an individual
node and other systems linked to the network without the prerequisite for centralized
management. Blockchain is a type of distributed ledger that preserves track of trans-
actions in units known as ‘Blocks’. The block that has a connection to the preceding
block stores a collection of transactions [19]. Correspondingly, a chain of blocks in
chronological sequence is generated. Blockchain technology is constructed on several
fundamental concepts such as Cryptography, Consensus Game Theory, Graph Theory
and Peer-to-Peer Networks [20].

• Cryptography: Within a Blockchain, data records are stored in blocks that are inter-
connected together by hashing algorithms and protected by asymmetric encryption.

• Consensus Game Theory: Data validation and the establishment of a single point of
truth between various nodes are accomplished using Consensus Algorithms. There-
fore, it is a fundamental part of decentralised systems since the elimination of central
authority is conceivable.

• Graph Theory: To exemplify histories of transactions and participants of a Blockchain
network in the disposition of nodes, Graphs are utilised.

• Peer-to-Peer Networks: Within a Blockchain network, information is distributed via
peer-to-peer networks.

Divergent from a central database, Blockchain technology is a technological idea that
uses Cryptographic techniques to store data distributed across nodes. Every collaborat-
ing peer embraces a NoSQL-based file database ledger in this distributed ledger system,
which is capable of assenting a multiplicity of unstructured data [21]. In a P2P network
that supports Transport Layer security, peers are associated with one another. With its
distributed, decentralized, encrypted and immutable architecture, Blockchain offers a
public data ledger that permits transactions concerning two parties without the require-
ment for a third party to function as a supervisor. In order to finalize these transactions,
Digital addresses and a ‘Wallet’with private and public keys are utilized. TheBlockchain
typically functions as a distributed ledger where the transactions of the users are recorded
in blocks. Along with the transactions, each block also comprises a ‘Time-stamp’ and
the preceding block’s reference. A chain of blocks is created by each block’s correlative
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reference to its precursor. Regulated by the protocol in use, the nodes connected to the
network execute the Blockchain [22]. Several cryptographic techniques known as the
Consensus Mechanism are utilized for block validation. An example of extensively used
Consensus Mechanisms is Proof-of-Work (PoW) and Proof-of-Stake (PoS). The access
depends on the configuration of the network, which may be broken down into three
separate settings as Public, Permissioned and Public, Permissioned and Private [23]. It
is probable for any computer to access the public Blockchain, which offers high levels
of encryption and obscurity. As opposed to public Blockchain, a reduced level of obscu-
rity is engaged and only authorized users may access the data on a private Blockchain,
where the contributors are recognized by one another. Based on the core concepts, the
following three functions of Blockchain technology can be emphasized [24]:

• Safeguarding the integrity of data: To secure and ensure the integrity of data,
Blockchain technology provides the aptitude to verify whether database records have
changed over time or not. Since the entries are associated with hash values, any alter-
ations to the block’s transactions would result in a modification in the hash, rendering
the block invalid.

• Transaction processing and communication: Blockchain allows transactions amongst
contributors. The reinforcement for modifications in the distributed ledger is
comprised of the transaction entry and its authentication.

• Data access and registration: In the best interests of owners, Blockchain technology
offers transparent and regulated access to data. Utilizing the features such as time
stamps, private keys and public keys, data access is also supervised.

5.1 Data Integrity

The exchange of trustworthy data is crucial for the exact collaboration of organizations
in order to complete procurement responsibilities. However, in typical procurement set-
tings, the precise transfer of information between the participants suffers because of data
storage complications and a lack of information exchange [25]. Consequently, the data
offered can be incomplete, inaccurate, or altered. Due to these factors, communication
costs are high and transparency is reduced [26]. However, the Blockchain can ensure
data integrity, making it a viable solution to this issue. Since there is a restriction on
the size of the data set in the Blockchain, it is feasible to outsource large data records
and keep the hash value as a reference to the outsourced data [27]. The Merkle root is
utilized to verify the data integrity by encapsulating every transaction in the block into
a 256-bit annotation. A double hash algorithm is used to determine the hash value of
the block’s two transactions. Up until there is just one hash value left which refers to
the Merkle root, this operation is repeated. This is also represented as the Merkle tree’s
end. The Merkle root would change because of alteration in a transaction. Therefore, it
is conceivable to provide integrity verification retroactively [7].

5.2 Communication and Transactions

The linguistic difficulties, currency concerns, payment options and complicated freight
paperwork de-escalate operations and raise transaction and process expenses [28].
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Blockchain enables direct, cost-effective digital money transfers without the require-
ment of financial service providers. As a result, it is implemented to effectually manage
data communication and payment operations. A smart contract may also execute pay-
ments for inbound products or the fulfilment of conditions autonomously, which would
result in significant cost savings.

Smart Contracts are used to organize identities and gather data, and the data sets
are available to all participants and transmitted without media disruption. Information
is transmitted in a procedure that allows for the chronological passing of product and
order information as well as interpretation and modification of the information among
the contributors. Since the transmission of information is presently administered by
a self-governing third party, transaction overheads are considerably high [29]. Con-
versely, without the requirement of intermediaries, Blockchain technology employs
cryptographic techniques to authenticate transactions, lowering transaction costs and
enhancing the security of data [30]. Smart Contracts eliminate the obligation for user
interaction to complete transactions by automatically triggering payment upon fulfilment
of contract requirements.

5.3 Data Access and Registry

Blockchain is a sophisticated technology with an incredibly secure platform since trans-
actions are digitally signed and data is immutable as well as transparent. Additionally,
the Blockchain is an innovative paradigm that can be utilized to track previous activities
and enactment and is capable of rectifying any deficiencies via business progressions,
which is challenging to ensure through conventional approaches that are feasibly time-
consuming and error-prone. Research suggests that Procurement corruption has become
a global crisis in recent years due to the multifaceted business process with the imped-
iments of detecting anomalies based on traditional approaches. Besides, corruption in
procurement is not a topic that can be disregarded because up to 5% of the total revenue
of businesses is lost due to frauds which amount to $3.7 trillion globally and among
them, procurement fraud is the most common one [31]. It is infrequent for businesses to
have a qualm about their procurement team or their suppliers. Nevertheless, they cannot
be allowed to take advantage of the circumstances, especially when internal control in
the procurement processes is inadequate. One of the primary reasons for preventing cor-
ruption, in addition to internal control measures, is the inclusion of a third party within
the procurement process cycle. Virtually all forms of corruption in procurement include
the participation of a third party who may have a positive connection with either the
provider or the consumer. This third party is also accused of providing some unethical
benefits to either the consumer or the provider. For instance, a third party may provide
the purchaser with a gift or hospitality with the anticipation that the purchaser’s business
will provide a financial advantage in return another can be disclosure of the bid amount.
Incidents of such kind are very challenging to identify and verify the identity of the entity.
However, the overriding alternative mitigation approach, technique and instrument to
address such significant difficulties in the procurement process is Blockchain technology
where all transactions are recorded and carried out on an immutable and secure digital
ledger with no intervention from a third party and the transactions may be conducted
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directly between the parties with complete transparency and virtually negligible risk of
deception.

5.4 Digital Identity

The theoretical complexity of the concept of Identity has led to numerous characteri-
zations over time. At its core, identity can be understood as a collection of traits that
define an individual and can be used for identification purposes. In the digital realm,
a person’s digital identity is equivalent to their physical identity and represents them
in the digital space. A digital identity is a set of distinctive features that distinguish an
entity and determine its authorized transactions [32]. A standard digital identity must be
unique, user-agreed, and verifiable with a high level of certainty. The exponential growth
of personal data collected by organizations, without users’ knowledge or consent, is used
for data analysis, profiling, and other exploitative practices. Blockchain technology can
be used to manage and verify digital identities, enabling transparency by tracking every
transaction among identity holders and initiatives. Additionally, Blockchain technol-
ogy can generate an encrypted user identity that can be accessed instantly to validate
identification as needed.

6 Proposed Blockchain Based Framework

Sabotage in procurement has long been a major challenge for governments and cities
around the world, leading to a loss of public trust, wastage of public funds, time and
overall inefficiency. However, the rise of Blockchain technology has opened new pos-
sibilities for mitigating corruption in procurement and other domains of smart cities.
In this proposal, we outline a Blockchain-based framework that can be utilized in pro-
curement as well as various domains of smart cities to ensure identity, transparency,
accountability, and efficiency (Fig. 3).

The bottom layer of the framework is powered by cryptography, consensus mech-
anisms, and peer-to-peer (P2P) networks. These foundational elements of Blockchain
technology provide the necessary security and decentralization required to ensure trust
and transparency in the procurement process. By leveraging cryptography, the frame-
work can ensure that data is encrypted and secure, preventing any unauthorized access or
manipulation. Consensusmechanisms ensure that all participants in the network agree on
the same version of the truth, while P2P networks enable direct communication between
participants, eliminating the need for intermediaries.

On top of these foundational elements, we have the Blockchain layer. This layer acts
as a distributed ledger, where all procurement-related data is stored and can be accessed
by all authorized parties. This ensures that all transactions are transparent as well as
traceable and that any attempt to sabotage can be detected easily. By using a Blockchain-
based framework, all procurement-related data can be stored on a tamper-proof and
immutable ledger, eliminating the possibility of fraud, corruption, or manipulation.

The third layer of the framework is digital identity. This layer ensures that all partic-
ipants in the procurement process are properly identified and authenticated, eliminating
thepossibility of impersonationor unauthorized access.By leveragingdigital identity, the
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Fig. 3. Proposed Blockchain-based Framework

framework can ensure that only authorized parties have access to the procurement-related
data stored on the Blockchain.

On top of the digital identity layer, smart contracts and decentralized applications
carry out the function. Smart contracts are self-executing contracts with the terms of
the agreement directly written into lines of code. These contracts can be used to auto-
mate various aspects of the procurement process, such as identity verification, payment
processing, contract management, and dispute resolution. Decentralized applications,
on the other hand, can be used to provide a user-friendly interface for accessing and
interacting with the Blockchain-based procurement system.

The document encryption and decryption module on top of the smart contracts
and decentralized applications layer ensures data security and privacy. When a user
uploads a document, the module encrypts it using cryptographic algorithms and stores
the encrypted data on the Blockchain. Access to the document is restricted to authorized
parties with private keys. The decryption process allows authorized users to retrieve
and view the original content securely. The document verification module validates
the authenticity and integrity of stored documents. It uses smart contracts and crypto-
graphic hashes to verify document versions against the original, ensuring data integrity
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and preventing unauthorized modifications, providing a ‘Trust-less’ and tamper-proof
ecosystem.

Finally, the top layer of the framework consists of various domains of smart cities,
such as smart government, smart health, smart education, smart transport and so on.
These domains can utilize the Blockchain-based procurement framework to ensure
transparency, accountability, and efficiency in their respective processes.

There are several Blockchain systems available, but Bitcoin and Ethereum are
the most popular ones. Since Bitcoin and Ethereum are regarded as permissionless
Blockchains, anybody may join the network and publish or view transactions. If we
consider the criteria for procurement, a permissionless Blockchain would be the most
suitable platform in our case owing to its inherent discretion and access mechanism
based on roles for accessing documents. The following advantages are made possible
by the architecture we propose, which makes use of Distributed Ledger Technology’s
(DLT) permissionless network capabilities.

Transparent Network: The proposed structure enables the formation of exclu-
sive communication channels among designated individuals, allowing for the unre-
stricted and open distribution of particular information. These channels can ensure
a smooth transfer of data related to a specific product, involving key participants
such as the owner, issuer, and verifier.

Uniquely Identifiable Digital Certificate: A unique hash value that uniquely
identifies the owner, issuer, and verifier will be present in the digital certificate.
Without altering the hash itself, this value of the hash cannot be changed. The
validated document will be rejected if the hash is altered in any way since it will
no longer match the original hash published on the public Blockchain.

Dispute Resolution: Any disputes relating to the information may be settled by
comparing the hash of the digital data recorded on the Blockchain with the hash
given by the owner,which is encoded inside the information provided by the owner.

7 Conclusion

In this study, the security concepts imperative for Blockchain procurement were dis-
covered and explored. A Blockchain-based framework for procurement that focuses on
topics is also suggested and is established on a public Blockchain network. The pro-
posed Blockchain-based framework for mitigating corruption in procurement contains
the potential to be a comprehensive solution that utilizes the latest advancements in
Blockchain technology to ensure transparency, accountability, and efficiency. By lever-
aging the power of cryptography, consensus mechanisms, P2P networks, digital identity,
smart contracts, and decentralized applications, this framework can help governments
and cities around the world to mitigate corruption in procurement and other domains
of smart cities. For future research, the suggested framework will be implemented in a
public Blockchain network.
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Abstract. Early adoption of Internet of Medical Things (IoMT) are
enhancing the healthcare sector in all directions. Though the advances
are adding advantages to the existing systems, the security and privacy
of medical data remain a challenge. The increase in IoMT and mobile
healthcare devices presence on untrusted networks can make the situa-
tion more complicated for healthcare system users. Moreover, they are
pushing critical data to centralized locations like cloud, where the patient
lacking control on his data. In this regard, a secure IoT framework is
desirable which is capable of preserving the integrity and confidential-
ity of the medical data. Due to this, we proposed a novel architecture
which leverages blockchain, IPFS, zero-knowledge protocols, and func-
tional encryption technologies to provide decentralised healthcare system
privacy and security. The proposed system helps the healthcare system
administrators maintain data confidentiality, availability, integrity, and
transparency over an untrusted peer-to-peer network without any human
interference. Moreover, the system eliminates the requirement for a cen-
tralised server for functional encryption operations using hybrid comput-
ing paradigms. Finally, the proposed system suggests a novel mechanism
to minimise the latency in data sharing over the network without com-
promising data security and privacy. To describe the working principle
of this architecture a logical analysis is carried out which shows that the
system is capable of providing the desired security and privacy.

Keywords: Blockchain · Security and Privacy · Functional
Encryption · Zero-knowledge proof · Smart Healthcare · Internet of
Medical Things (IoMT)

1 Introduction

Medical data privacy is a paramount concern in contemporary healthcare,
given the sensitive nature of personal health information. The proliferation
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of electronic health records (EHRs) and the sharing of data among health-
care stakeholders necessitate secure and privacy-preserving approaches to handle
medical data [1]. Privacy breaches can have severe consequences, including dis-
crimination, identity theft, and damage to a patient’s reputation. Moreover, such
breaches can erode trust in the healthcare system, leading patients to hesitate
when disclosing personal information to their healthcare providers. Recent inci-
dents like the AccuDoc Solutions breach highlight the significance of this issue
[2]. With the advent of insecure internet technologies like IoMT, IoT, and CPS,
ensuring the privacy and security of patient medical data has become an urgent
matter. Additionally, managing and controlling access to generated data pose
new challenges in smart healthcare systems. Any compromise of critical data
can result in misconduct and loss of privacy. Traditional systems fall short in
terms of data privacy, a fundamental requirement for the success of a health-
care system. Furthermore, medical records are typically stored and processed
on cloud computing platforms, where data security and privacy are governed
by third-party service providers. However, relying on centralized systems intro-
duces uncertainty and limitations, and retrieving data from a centralized cloud
is time-consuming and demands substantial bandwidth and a persistent con-
nection. Moreover, factors such as transparency, scalability, traceability, user
control, and integrity must be considered when designing a smart healthcare
system framework.

To tackle these challenges, promising technologies such as blockchain, IPFS,
hybrid computing paradigms, and privacy-preserving techniques of the new gen-
eration can be harnessed. Blockchain technology, with its tamper-proof public
ledgers and smart contracts, contributes to data integrity and transparency [3].
Nevertheless, blockchain technology faces constraints regarding the storage and
scalability of large-scale medical data, making it a costly option for sharing
and storing sizable files. To address these challenges, we have explored the uti-
lization of the InterPlanetary File System (IPFS), a decentralized file-sharing
protocol built on blockchain technology. Additionally, we have employed edge
computing to minimize latency by performing critical medical data processing
at the network edge. This approach enables local data analysis and real-time
decision-making [4]. Our proposed architecture also tackles resource limitations
at IoT nodes by offloading complex operations to high-end devices. The trace-
ability of actions and records is facilitated through IPFS on a private blockchain
and an internal gateway. Smart contracts on the blockchain reduce transaction
costs by eliminating the need for third-party involvement. IPFS provides a user-
friendly web interface for sharing medical records on a peer-to-peer blockchain
network, while edge computing offers real-time data analysis capabilities for
critical situations, ensuring reduced latency. Cryptographic mechanisms enable
user-controlled sharing of records, while cloud computing serves as the back-
bone network for the entire architecture, supporting remote patient monitoring.
In the classical system, identity validation exposes confidential information to
the verifier, which may result in privacy breaches. To ensure privacy-preserving
identity validation, Zero-knowledge proofs are considered the optimal solution.
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Zero-knowledge proofs offer an efficient mechanism for privacy protection,
allowing one party to verify the truth of a statement declared by another party
without revealing any raw data or relying on a third party [5]. The process of
zero-knowledge proofs involves two primary roles: the prover, who generates a
proof using raw data to validate the statement, and the verifier, who verifies the
authenticity of the proof. Zero-knowledge proofs are widely employed in privacy-
preserving schemes due to their completeness, soundness, and zero-knowledge
property [6]. Completeness ensures that the truthfulness of the statement can
be confirmed, while soundness guarantees that the prover cannot deceive the
verifier with a false proof. Zero-knowledge ensures that the raw data remains
confidential, enabling the prover to maintain ownership of the raw data during
the proving and verifying processes to protect privacy. To facilitate the devel-
opment of corresponding systems in real-world applications, a toolkit based on
zero-knowledge succinct non-interactive arguments of knowledge (zkSNARK)
has been introduced [7]. The zkSNARK toolkit allows the prover to prove
its statement using a simple message with low computational complexity. A
zkSNARK-based toolkit provides a flexible and efficient approach to creating a
smart contract for automatic verification and generating the proof with raw data
based on the specific application scenario.

Within this framework, the Selective Ring-Based Access Control (SRAC) [8]
ensures data privacy during sharing. However, in certain cases, complete data
is not required for analytics. In such scenarios, functional encryption is applied.
Functional encryption is a form of encryption that enables a user to perform spe-
cific computations on encrypted data without accessing the actual data. Unlike
traditional encryption, where the encrypted data is only accessible to those with
the decryption key, functional encryption allows data to be encrypted based on
specific attributes, such as a user’s role or job title, and only users with the
relevant attributes can decrypt the data. This approach offers several advan-
tages over traditional encryption methods, which often necessitate decrypting
the data before performing any computations. With functional encryption, the
data remains encrypted throughout the computation process, reducing the risk
of data breaches or unauthorized access.

In this paper, we present a comprehensive framework that integrates IoT,
edge computing, blockchain, IPFS, gateways, and cloud computing to establish
a healthcare monitoring system that ensures data security, privacy, traceabil-
ity, transparency, user control, anonymity, and scalability. Our proposed system
employs ECC-based cryptography modules to uphold confidentiality and privacy
between the IoT layer and the edge layer. Patient registration IDs combined with
edge computing and an IPFS file manager guarantee medical record anonymity.
The system automates primary-level healthcare activities using smart contracts
while offering enhanced control over medical data sharing with patients through
functional encryption and zero-knowledge protocols. Additionally, the proposed
system stores hash values of every medical record and critical event logs on the
blockchain to prevent record forgery and improve medical services by providing
accurate information and service alerts.
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1.1 Research Problems, Challenges and Novel Contributions
of the Current Paper

Research Problems:

i) The existing healthcare delivery systems are centralised. Lacks a centralised
platform for the exchange of data and services between service providers.

ii) Traditional systems rely on centralised security management services pro-
vided by a third party, where data security and privacy remain ambiguous.

iii) Classical systems are dependent on static privacy and security management
procedures, which restricts the system’s ability to operate dynamically.

Challenges in Solving the Problems:

i) Decentralised distributed systems are complicated and challenging to build
and operate.

ii) Establishing system-level privacy and security mechanisms with trans-
parency, traceability, scalability, and availability is challenging.

iii) It is difficult and time-consuming to establish dynamic nature with several
intra-privacy and security sub-modules.

Novel Contributions of the Current Paper:

i) A novel four-layer hybrid computing smart healthcare architecture intro-
duced to address medical data security and privacy.

ii) A Blockchain-based zero-knowledge identity management fabricated with
existing SRAC to enhance privacy and security capabilities.

iii) A ABE-FE based encrypted applyed on public DDSS to allow limited oper-
ations on encrypted data without compromising data privacy.

iv) Subsequently, A systematic security analysis presented by highlighting the
benefits of the proposed architecture over classical healthcare systems.

The remaining sections of this paper are structured as follows: In Sect. 2, we
review the related works and their contributions to the field of medical data pri-
vacy and security. Section 3 introduces the proposed system architecture and its
mechanisms, including FE and Zokrates. In Sect. 4, we conduct a comprehensive
analysis of the proposed system, including its performance and security aspects.
Finally, we summarize the main contributions of this paper and discuss potential
future work in Sect. 5.

2 Related Work

In this section, we present a literature review of the related work on different
elements of the proposed smart healthcare system to showcase current trends.

One of the trending areas in the healthcare sector is the Internet of Medical
Things (IoMT), which involves the use of wireless body area networks (WBAN)
for patient monitoring. In [9], the authors discussed the latest trends in the
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field of IoMT and presented a patient monitoring system prototype based on
WBAN. Another study on WBAN [10] utilised blockchain and IPFS to address
transparency and traceability issues. Similarly, [11] presented an IoMT-based
healthcare system model that focuses on patient monitoring and medical record
management. To improve the scalability, traceability, and transparency of health-
care systems, various blockchain-based solutions have been proposed in [12,13].
For instance, in [12], a privacy-preserving scheme based on blockchain and cryp-
tographic encryption techniques was proposed, while [13] suggested a medical
system to verify patient medical data integrity and authenticity at the edge
system level.

As blockchain data storage limitations pose a challenge to storing large
amounts of data, researchers have proposed various solutions to overcome this
problem. For example, a modified version of IPFS with Ethereum smart con-
tracts was proposed in [15] to address this issue. Similarly, [16] introduced an
edge-based blockchain model for secure medical data transmission, but the oper-
ational cost for continuous sensor data was high. In [17], a secure medical data-
sharing framework was suggested using edge and blockchain platforms to reduce
latency and cost. However, their work was limited to data sharing and access
control. To address security and privacy issues of data offloading, [18] proposed
a decentralised computing paradigm that offloads data sharing and communi-
cation. Furthermore, in [19], the authors introduced the concept of a private
encrypted database, demonstrating that their approach satisfies ε-differential
privacy in the continual observation model. They utilised structured encryption
techniques [20] to develop a private histogram query scheme, which is a general-
isation of symmetric searchable encryption. Based on this foundation, our study
aims to explore the promising research directions in the emerging area of pri-
vate encrypted databases. A Blockchain-based medical data-sharing framework,
GlobeChain [21], is introduced to address centralized data exchange vulnera-
bilities and handle outbreak records. The article discusses potential challenges
and future directions for the proposed Blockchain-based framework’s effective-
ness. A unified Blockchain-based model to connect different e-health systems
seamlessly, ensuring access to large-scale patient data without significant mod-
ifications, while also addressing security and privacy concerns is presented in
[22].

Zero-knowledge proofs are widely used to ensure privacy in various domains,
including the cryptocurrency field. For example, Zcash implemented a privacy-
protected digital currency system using zero-knowledge proofs. In [23], Eber-
hardt combined zero-knowledge proofs with an Ethereum smart contract by
designing ZoKrates, a zero-knowledge proof mode of offline computing and online
verification. This has expanded the possible applications of zero-knowledge
proofs. Westerkamp [24] proposed a side chain-proof mechanism using ZoKrates,
while Ibrahem [25] applied zero-knowledge proofs and homomorphic encryp-
tion to an anonymous voting system. In the Internet of Vehicles domain,
Rasheed et al. [26] implemented an anonymity authentication method based
on zero-knowledge proofs, while Jeong et al. [27] used smart contracts and
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zero-knowledge proofs in online real-estate transactions to provide a transac-
tion process with a privacy protection mechanism. In [28], Qi et al. applied
zero-knowledge proofs to the auto insurance industry to achieve an effective
insurance evaluation method based on habits while preserving privacy. Umar
et al. [29] have combined zero-knowledge proofs with wireless body sensors to
effectively avoid privacy leakage caused by malicious attackers monitoring com-
munication channels. It is feasible and beneficial to apply zero-knowledge proofs
to the privacy protection process of production data traceability.

3 System Architecture

In this section, we present our proposed smart healthcare framework called
“Block-Privacy,” consisting of four computing layers, as illustrated in Fig. 1. The
architecture we propose ensures system-level privacy, security, and transparency
through the integration of distributed decentralized storage systems (DDSS),
zero-knowledge proof identity validation, and functional encryption (FE). To
establish traceability, all critical events and patient medical data at the system
level are stored in DDSS. To mitigate potential downtime or data unavailability,
our system incorporates Byzantine fault tolerance, employing IPFS cache and
off-chain storage. The respective layers within our system synchronize their data
with the DDSS network, thereby increasing data availability. Off-chain cache
management introduces redundancy, but requests and responses are based solely
on active data from the edge layer or the fog layer. Selective ring-based access
control (SRAC) utilizes blockchain-based smart contracts to generate and update
the access rule table on DDSS. Furthermore, we enhance real-time transparency
through the use of private blockchain and IPFS, while smart contracts auto-
mate the actions of actuators and facilitate tamper-proof digital agreements
among stakeholders. To ensure secure communication between nodes, we adopt
the DTLS protocol, complemented by public key cryptography, thereby guar-
anteeing data confidentiality. The initial step in the proposed system involves
actor and node registration, which sets the foundation for system operations.
Pseudo registration IDs are created to ensure system-level anonymity and facil-
itate future identification. For each actor, the system generates two distinct and
mathematically related numbers: a private ID and a public ID. The private ID
is exclusively shared with DDSS at the edge and fog computing layers to enable
anonymous management of medical data records. Conversely, sensors are inten-
tionally assigned public IDs and service identifiers to facilitate data generation.

Moreover, the private ID, serving as the patient’s directory name, is utilized
for storing records in the IPFS local manager. Hybrid computing plays a pivotal
role in simultaneous data processing, analysis, and decision-making. To avoid
confusion in medical treatments, IPFS retains record versions, while the hash
value of each medical record is published on the blockchain to ensure trace-
ability and transparency. The local IPFS file manager is responsible for manag-
ing patient records within the hospital, while cloud-based IPFS systems handle
patient data beyond the hospital premises. Specific requests for patient records
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Fig. 1. Proposed system architecture in layered view

are redirected to the nearby IPFS module for local caching. If the requested
medical record is not available in the local cache, the request is forwarded to
the global IPFS module. When a request reaches the hybrid computing layer,
patient IDs are mapped to corresponding records, which are then encrypted
using an ECDH secret key. To ensure uninterrupted data accessibility, the IPFS
module maintains mirror copies of each medical record at both the edge com-
puting and cloud computing levels. Smart contracts facilitate digital agreements
between other stakeholders and the patient for services provided outside the
hospital, while also generating service-based alerts that are sent to patients and
their nominees. The internal computing layers of the proposed model are further
elucidated as follows:

3.1 IoMT Layer

The IoMT layer consists of medical sensors (S) and actuators (A). In the pro-
posed system, medical services through the IoMT devices are performed using
logical groups with a unique service tag STPid. As shown in the system architec-
ture, every hospital (organisation) has its own virtual boundaries with a unique
organisation identity IDOrg. Every device in this layer generates the patient’s
medical data (MDPid) in real-time. The generated MDpid is published to the
near-by edge device in encrypted format using an ECC-160-bit edge public key
(KYEdg). Additionally, a hash of data (HCS) and device identity token (ITDiv)
are added for authentication and data integrity validation. At this layer, devices
are limited to performing only three operations: registration, authentication, and
transferring medical data. Other than these limited compulsory actions, devices
are not allowed to participate in any system-level operations to preserve the lim-
ited device resources and device integrity. In the device registration process, the
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edge computer acts as the verifier and registering authority. In order to register
with a nearby edge computer, the IoMT device sends the joining request (RqJoin)
on its local service region network (i.e., a hospital). The request contains a 32-bit
string concatenated with an 8bit-size random number (RNJoin). The string con-
tains the device pseudo identity (PsIDDiv), location code (CDLoc), and STPid.
Upon receiving the request, the edge computer validates the request by checking
the information on DDSS. When the requested device information is true, the
edge computer generates an operational identity (IDOpr) for the device using
PsIDDiv and RNJoin. To generate IDOpr, edge computer generates one random
number (RnEtemp) and computes IDOpr = Hash(RNJoin

RnEtemp), also saving
Hash(IDOpr) on DDSS. This IDOpr is encrypted with RNJoin and handed
over to the requester. The IDOpr, STPid and IDOrg are used by the device for
patient services. In order to rejoin, the device sends a rejoin request (which con-
tains Hash(IDOpr)). The MDPid is encrypted with KYEdg named based on the
patient pseudo identity for DDSS version control.

3.2 Edge Layer

In this layer, the edge computer takes care of local data processing and seg-
regation and secure storage on DDSS. In the first place, the edge computer is
to register using a join request. The request is broadcast on the local DDSS
network, represented by a red network symbol in the system architecture. The
green icon indicates the underlined IPFS peer-to-peer network. Another red icon
indicates the DDSS network between edge and fog layers. Based on the one-third
approval request, the requester is listed in the table and marked as authorised.
In order to rejoin, no poling is conducted; instead, a blockchain-based Zokrates
zero-knowledge proof is used for identity validation with a high level of privacy.
The working model of Zokrates is explained in Sect. 3.5. All these communica-
tions are encrypted with the layer public key (KYEdL).

The edge computer decrypts the received MDPid and validates its integrity
before conducting data analytics on it. Assuming that the data is not modified
in the communication and that the meta information of the data (i.e. IDOrg,
STPid and Hash(IDOpr)) is genuine, the data is encrypted and published to the
next-level DDSS layer. Until this layer, the access control rules are applied using
the selective ring-based access control system (SRAC) [8]. It handles the most
critical activities like DataProcessing(), DataAnalysis(), DecisionMaking()
for automatic medical activities. Simultaneously, it sends alerts using Alert()
to caretakers and doctors in emergencies and sends actions to actuators using
Smart Contracts.

3.3 Fog Layer

The fog layer provides fog computing services to the proposed system frame-
work. It acts as the main DDSS network-based storage and computing platform
for the edge layer. Every edge computer publishes their segregated data based on
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individual patients on the DDSS network (i.e., between the edge and fog layers)
using FE and SRAC. Fog nodes also follow the same device registration and
identity validation mechanisms as the edge layer. In addition to ZK-P, this layer
provides FE services for the highest level of privacy without limiting the avail-
ability of data for analysis. The edge-to-fog layer device identity validation is
achieved without sharing any confidential data with the help of Zokrates mech-
anism. In this layer, off-chain secure data backups are created with the layer’s
public key (KYPuF ). This layer acts as the live network for the system require-
ments, where the rules, data, and network updates are frequent and synchronised
in real-time. All community-based data requests and analyses are handled by fog
layer computing.

3.4 Cloud Layer

The top layer, or upper layer, in the proposed layer is the cloud layer, where
limited global-level data analyses using FE are allowed. Moreover, it acts as a
global-level data provider and meta-information provider. In this layer, no SRAC
mechanism is allowed; only FE functional operations are allowed, and no access
to complete data is guaranteed with the encryption function f() and secret key
of that function KYSF . Due to its high scalability and low cost, this layer is
used in emergencies or on a need-basis for high-level functional operations. The
edge and fog layers are connected using a global-level DDSS network. Where the
updates are scheduled at long intervals.

Fig. 2. The Zokrates proof setup
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3.5 Data Security and Privacy Mechanisms

Theproposedsystemhasthreecryptographicmechanismsfordataprivacyandsecu-
rity. The first one is SRAC for data sharing between authorised actors. SRAC is a
blockchain-based,lightweightaccesscontrolsystemthatguaranteesbetterthrough-
put.Thesecondone isZokrateszero-knowledgeproof-based identityvalidation,and
the final one is FE based on optimal data privacy in data analytics.

3.5.1 Zokrates Identity Validation: To integrate Zokrates in black-box
mode, we have executed a series of systematic steps, as illustrated in Fig. 2.
In this section, we present a detailed account of the steps undertaken to success-
fully establish Zokrates in black-box mode. When a prover wants to demonstrate
their knowledge of the calculation result z, they will construct a proof using the
corresponding proving key, together with the public inputs x and the private
input w. Following this, the verifier will employ the appropriate verifier key, the
public inputs x, and the proof presented by the prover to verify and certify the
correctness of the computation’s output.

i) Define the Program: The first step is to define the program that will be
used for the ZKP. This program should take as input the values that the
prover knows and produce as output some computation on those values.

ii) Compile the Program: A series of arithmetic circuits, which are simply
mathematical equations that reflect the calculation of the program, are
created once the software has been constructed.

iii) Generate the Witness: The input values and intermediate values that
are created throughout the computation are combined to create a witness
by the prover.

iv) Compute the Proof: The prover computes a proof of knowledge-a math-
ematical demonstration-using the witness that they are aware of the input
values without disclosing them.

v) Verify the Proof: Upon receipt of the proof, the verifier engages in a
validation process utilizing arithmetic circuits. Crucially, the verifier can
assess the proof’s validity while maintaining a strict ignorance regarding
the input values and the witness itself.

The zero-knowledge proof process entails represented with symbolic notation.
Initially, random values are generated for α, β, γ, δ, x and the set τ and σ are
generated with the cyclic subgroup Fr of the elliptic curve. Whereas α, β, γ, and
δ are polynomials, while x is a randomly chosen number.
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The process of generating the proof is to randomly select two param-
eters r and s, calculate π = Πσ = ([A]1, [C]1, [B]2). Among them:
A = α + Σi=0−mαiui(x) + rδ, B = β + Σi=0−mαiui(x) + sδ, and C =
{Σi=1+1−mai (βui(x) + αvi(x) + wi(x)) + h(x)t(x)} /{δ} + As + rB − rsδ

At present, system generates the three points on the elliptic curve, the
B needs to be calculated twice. At the same time H(x) is calculated with
the quadratic arithmetic program (QAP equation). Later, points are handed
over to the verifier for verification. The verification formula is: A·B= α · β +
{Σi=0−1ai (βui(x) + αvi(x) + wi(x))} /{γ} · γ + C · δ

Therefore, the perfect zero-knowledge of the algorithm can be verified by the
following formula:

C = (AB − αβ − Σi=0−1ai (βui(x) + αvi(x) + wi(x))) /δ.
We only need to prove that in the case of providing τ and public key

(a0, a1, . . . , a1), a verifiable proof π can be obtained through calculation even
if the private key information (a1+1, a1+2, . . . , am) is not known.A transaction
consists of points A,B,C along with input values as show in Fig. 3. Moreover,
it showcases the chosen scheme and curve where the system works.

Fig. 3. Zokrates Transaction Details

3.5.2 Functional Encryption Operations: To ensure robust data privacy
in data analytics, we have incorporated attribute-based functional encryption
(ABE) as depicted in Fig. 4. In this section, we outline the experimental steps
undertaken to illustrate the implementation and efficacy of ABE-based func-
tional encryption.

i) Key Generation: Given a security parameter λ, the attribute authority
generates a master secret key (msk) and a set of public parameters (params).
Each user U is assigned a set of attributes Attr(U).

ii) Encryption: To encrypt a message m with attributes Attr(m), we run the
encryption algorithm Enc(params, m, Attr(m)) which outputs a ciphertext
C. Enc(params, m, Attr(m)) = (pk, C), where pk is the public key and C
is the ciphertext.

iii) Decryption: To decrypt a ciphertext C with attributes Attr(C),
a user U with attributes Attr(U) provides a decryption key KU
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that is associated with a function GU . The decryption algorithm
Dec(msk,KU , C,Attr(C)) outputs GU (Attr(U),m), where m is the
decrypted plaintext. Dec(msk,KU , C,Attr(C)) = GU (Attr(U),m), where
m is the decrypted plaintext.

iv) Function Generation: To generate a decryption key KU for a user U
that is associated with a function GU , we run the function generation
algorithm Gen(msk,Attr(U), GU ), which outputs the decryption key KU .
Gen(msk,Attr(U), GU ) = KU , where KU is the decryption key associated
with the function GU as shown in Fig. 5.

Fig. 4. The Flow diagram of FE in proposed system

Use-case: In our proposed system, the fog node employs functional encryp-
tion to encrypt data m using two attributes: A1 representing the patient’s
age and A2 representing the patient’s medical history. The encryption pro-
cess involves the generation of a function F that takes the attributes and data
as input and produces attributes and ciphertext as output, as illustrated by
F (A1, A2,m) = (A1, A2, c). Subsequently, decryption keys are generated for
each authenticated user using the function G. For example, for doctor1 with
attributes (A1≥50), a decryption key d1 is generated using G1(A1,m) = “The
patient has high blood pressure and is over 50 years old." In another scenario,
for a different doctor, a decryption key d2 is generated as follows: G2(A2,m) =
“The patient has high blood pressure and a heart condition." When a doctor
with attributes (A1≥50) intends to decrypt the message m, they must provide
d1, A1, and A2. The decryption algorithm searches for matching conditions,
such as A1≥50, within the encrypted message. Upon identifying a match, the
decryption function is applied to obtain the original message. This approach
ensures that only authorized users with the appropriate attributes can access
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Fig. 5. In the context of patient1’s data, doctor 1 aims to execute a specific operation
denoted as f . To facilitate this, the doctor shares both the function f itself and the
corresponding secret key sk[f ] with patient1. Subsequently, patient1 encrypts the data
m and shares the resulting encrypted version, denoted as c, with doctor 1. Leveraging
the provided secret key sk[f ], doctor 1 proceeds to decrypt the encrypted data c and
perform the desired operation f on m, yielding the outcome f(m).

the encrypted data, providing a fine-grained level of access control while pre-
serving data privacy and confidentiality.

4 Systems Analysis

The present study introduces an advanced healthcare monitoring system that
employs cutting-edge technologies to provide enhanced privacy functionalities
when compared to conventional systems. This section aims to thoroughly analyze
the security and privacy aspects of Block-Privacy. Furthermore, we assess the
unique characteristics offered by our proposed system. For the computational
analysis of FE and ZK-P, we utilized a Windows operating system equipped
with an Intel i5-H CPU running at a frequency of 2.5GHz, accompanied by
16GB of RAM and a 4GB GPU. Conversely, the DDSS system analysis was
conducted on an Ubuntu system with 8GB of RAM and an Intel i5-H CPU. To
achieve the desired outcomes, we employed proof-of-stack (PoS) for DDSS and
proof-of-work (PoW) for ZK-P.

Security: In order to ensure secure communication across the IoMT-edge-Fog
layers, all transmissions are encrypted utilizing the respective layer’s public key.
Internally, messages are encrypted using the public keys of the intended recipi-
ents. The DDSS system hosts all the necessary keys at various layers. To main-
tain data integrity, a comprehensive validation process is conducted at each stage
of data processing and storage. Once the data has been written to the DDSS
blockchain, any unauthorized modification of the data is effectively prevented.
The availability of medical data is guaranteed at every layer. In the IoMT layer
nodes, real-time patient service is facilitated by allocating idle nodes. For the
remaining layers, data availability is ensured through the utilization of off-chain
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storage, Byzantine fault tolerance, and the IPFS cache. To safeguard data con-
fidentiality at multiple levels, robust encryption techniques such as the ECC-
ecosystem are employed.

Privacy: In the present study, the privacy of medical records is ensured through
the utilization of FE-based encryption and SRAC. The encrypted data can only
be functionally operated upon by authorized parties without the need for plain
information sharing. The ZK-P technology allows participating actors to verify
their identity while preventing the disclosure of confidential information. More-
over, sensitive or critical data residing in the edge layer (local DDSS) is segre-
gated and only accessible through edge computing. Physical and digital access
control mechanisms are employed to ensure the perpetual protection of this data.

Transparency: The function AddToBlockchain() serves the purpose of
appending blocks to the chain. The blockchain engine, being devoid of any cen-
tralized authority, ensures transparency in the maintenance of medical records.
The utilization of immutable ledgers within the blockchain framework facilitates
the resolution of disputes between patients and healthcare professionals by pro-
viding a comprehensive record of actions undertaken.

Immutability: The blockchain-based DDSS and ZK-P systems demonstrate
immutability, as once a transaction is approved, it becomes unalterable and irre-
movable from the DDSS ledger. This stands in contrast to traditional systems,
where data is susceptible to inadvertent or malevolent modifications.

Anonymity: The ZK-P mechanism introduces a noteworthy enhancement in
identity validation by eliminating the need for identity revelation. Instead, iden-
tity validation relies solely on challenge and response codes. This innovative
approach ensures that the original device identity remains concealed from the
verifier, thus establishing a desirable level of anonymity within the proposed
system. Furthermore, the patient’s data is stored on DDSS utilizing a pseudo
identity, further protecting their true identity. Service monitoring is facilitated
through the utilization of service tags, rather than patient identities, adding an
additional layer of privacy and confidentiality.

User-Control: The suggested approach enables SRAC and FE control of the
data by the data owner. In a traditional system, healthcare providers are in
charge of data.

Scalability: Given the inherent scaling challenges associated with blockchain
technology, the proposed system addresses this issue by incorporating IPFS as
an auxiliary technology, effectively mitigating storage concerns. The data is pub-
lished to IPFS, and its tracking is accomplished through a blockchain ledger
utilizing DDSS methods. This synergistic approach ensures efficient and effec-
tive data management. Furthermore, the proposed system empowers users with
the ability to selectively share either comprehensive datasets or specific pieces
of information in accordance with their preferences and requirements.
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4.1 Cost Analysis

In order to assess the performance of our system, a comparative analysis was
conducted, taking into account various aspects such as bandwidth cost, resource
consumption, blockchain data storage cost, and cryptography overhead on nodes.
The findings of this evaluation are summarized in Table 1, showcasing the cost
and throughput analysis of the proposed system utilizing ZK-P. Notably, the
system demonstrated efficient processing times of 1.53 s and 2.8 s for witness
and proof generation, respectively, with a claim size of 64 bytes and an out-
put private key of 32 bytes. Additionally, for a claim size of 260 bytes and an
output key of 140 bytes, the system consumed a mere 0.001326 ether. These
results unequivocally indicate the feasibility of implementing real-time identity
validation within the proposed system.

Table 1. Cost and Throughput analysis

Clime- Input 64 bytes public key out-32 byte private key Witness- 1.53 sec Proof- 2.8 sec

Response- Input 120 bytes output- 62 bytes key Witness – 3.89 sec Proof – 12.632 sec

Cost analysis

Clime – 260bytes/140 bytes 0.001326Eth

Clime– 260bytes/210 bytes 0.001456Eth

Average Generation and Revocation 0.005482Eth

Security Analysis

Secure against -Anti-replay attack,
Identity unlikability, Behaviour privacy 

Performance and Bandwidth Cost: Conventional systems rely on central
cloud computing to handle and process data. However, this approach entails
several drawbacks, including exorbitant bandwidth costs, constant reliance on
cloud connectivity, and data availability being contingent upon the efficiency
of communication channels. In contrast, our system embraces a hybrid com-
puting paradigm, harnessing the advantages of small bandwidth requirements.
The performance of our system does bear some dependence on the effective-
ness of communication channels. Functional operations on encrypted data with
DDSS cache support are presented in Table 2. Time intervals are measured in
seconds. The process of extracting 60 bytes of data from DDSS utilizing FE
required a duration of 0.78 s. For 120 bytes, it took 1.81 s, and for 240 bytes, it
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took 3.2 s. Although the current operational time intervals exhibit some slow-
ness, future efforts can be directed towards optimizing the functions to expedite
the overall process. To evaluate the performance of the proposed system, vari-
ous metrics were considered, including transactions per second (TPS). The TPS
analysis involved performing one hundred operations for registration, quarrying,
and update status on the distributed decentralized storage systems (DDSS) with
three concurrent connections from three nodes. The system consumed an aver-
age latency of 1.04 s for registration identification, 1.23 s for query identification,
and 1.06 s for status updates, respectively. The throughput of the system varies
for each action, as detailed in Table 3. Despite the system’s complex structure,
spanning across four layers of computing framework, it demonstrates satisfactory
performance levels.

Table 2. FE functional operations on DDSS data

Size Key Generation Encryption Decryption Total Time

60 bytes 0.28 0.37 0.41 0.78
120 bytes 0.6 0.81 1 1.81
240 bytes 1.2 1.5 1.8 3.2

Table 3. DDSS Performance with SRAC

Operation Max Latency (s) Min Latency (s) Avg Latency (s) Throughput (TPS)

Register identity 2.6 0.075 1.04 265.2
Query identity 2.2 0.24 1.23 216
Update sautes 2.56 0.63 1.06 263

Resource Consumption: Traditional healthcare systems rely on central cloud
computing, which is a cost-effective option that enables real-time resource scal-
ing. However, this approach provides a limited resource pool and insufficient
real-time data processing and decision-making capabilities for handling critical
healthcare activities. In future healthcare applications, real-time reactions will
be required. Although our proposed model requires significant resources at the
outset, it has the potential to revolutionize the use of healthcare applications in
th future.

Blockchain Operational Overhead: While the IPFS protocol serves as a
means to distribute files across a decentralized peer-to-peer network, the utiliza-
tion of blockchain for file storage poses cost challenges. In the proposed system,
medical records and critical events are uniquely identified on the blockchain
solely by their hash values. The actual files, however, are stored either in local
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IPFS storage or IPFS cloud storage. To ensure the utmost anonymity in device
identity validation, the Zokrates-based approach is employed, thereby introduc-
ing additional costs to the already existing blockchain processes.

5 Conclusions and Future Work

Our proposed work presents a groundbreaking solution to address the multi-
faceted challenges concerning security, privacy, anonymity, and transparency of
decentralized healthcare data. Furthermore, it effectively preserves valuable IoT
resources by strategically transferring critical operations to the hybrid comput-
ing layer. Leveraging blockchain technology, our system ensures the establish-
ment of tamper-proof public ledgers containing hash values of data and special
event logs. The utilization of Zokrates proof guarantees secure identity valida-
tion without compromising the confidentiality of sensitive information during
communication. Moreover, an attribute-based functional encryption mechanism
safeguards against data leakage across cloud and intermediate nodes. Through
comprehensive logical analysis, we have demonstrated that our system delivers
the expected functionality in relation to the aforementioned concerns. Future
endeavors encompass implementing intelligent data analysis on encrypted data
and reducing system operation latency through the optimization of encryption
functions and cryptographic operations.
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Abstract. Globalization has led to complex, cloud-centric supply chains
that require transparency and traceability in the manufacturing process.
However, traditional supply chain models are vulnerable to single points
of failure and lack a people-centric approach. To address these chal-
lenges, our proposed work presents an innovative healthcare supply chain
model that utilizes blockchain technology combined with Zero Knowl-
edge Proofs (zk-SNARKs) and role-based access control (RBAC) mech-
anisms. The addition of RBAC to the proposed model ensures that only
authorized users can access certain data and functionalities within the
system, while improving the security and access control. This approach
guarantees secure storage of business-sensitive data while enabling real-
time product tracking and traceability. The proposed model was tested
using an Ethereum-based decentralized application (DApp), demonstrat-
ing the preservation of digital record integrity, availability, and scalabil-
ity by eliminating single points of failure. The system also offers privacy
and security for sensitive data through the use of zk-SNARKs. In case
of product faults, the model enables error tracing without disclosing the
entire data set through the use of document hashes. By incorporating
RBAC access control mechanisms, our proposed solution offers an effec-
tive, secure, and privacy-preserving mechanism for handling sensitive
data, also benefiting stakeholders in the supply chain ecosystem.

Keywords: Blockchain · Zero Knowledge Proof · Access Control ·
Supply chain

1 Introduction

The healthcare industry is experiencing significant growth, with an estimated
increase of 5% between 2017 and 2019, and projected to continue with an addi-
tional 6% in the next five years. The monitoring and management of the flow
of medicines, medical products, and healthcare services from manufacturer to
patient is critical to ensure that patients and healthcare professionals have access
to the necessary treatments and medications. To address the challenges of data
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silos and lack of transparency in the healthcare supply chain, innovative solutions
are being developed. One such solution is the implementation of blockchain tech-
nology, which is a decentralized, unchangeable ledger that simplifies the storage
of data and management of digital assets in a business network. It can automate
transactions without human intervention, increasing efficiency and transparency.

However, as blockchain technology evolves, the issue of trust and privacy
among users remains a concern. The use of traditional authentication methods
such as passwords or private keys may not be sufficient to ensure the security of
an individual’s information as hacking becomes more sophisticated. Additionally,
the transparency of blockchain technology can raise concerns about the privacy
of sensitive and confidential data, as it is visible to all members of the network. To
address these issues, the use of Zero Knowledge Proofs (ZKPs) is being explored
in the healthcare supply chain. ZKPs allow for the verification of information
without revealing the actual data, providing an additional layer of privacy and
security. Companies such as IBM have already implemented blockchain in food
supply chain with successful results.

The proposed integration of blockchain technology and ZKPs in the health-
care supply chain has the potential to improve efficiency, transparency, and pri-
vacy. Further research is needed to fully evaluate the effectiveness and scalability
of this approach in the healthcare industry.

Zero Knowledge Proof (ZKP): is a cryptographic concept that enables a party to
demonstrate the truth of a given statement to another party without disclosing
any additional information. One widely used implementation of this concept
is the Zero-Knowledge Succinct Non-Interactive Argument of Knowledge (zk-
SNARK), which is a proof architecture that enable a party to prove that they
possess a certain piece of knowledge, such as a secret key, without sharing that
knowledge or communicating with either the prover or the verifier. In Ethereum,
zk-SNARKs can be implemented by incorporating pre-compiled contracts into
the Ethereum blockchain as the building blocks for the verification algorithm.
The process of generating the proving key and verification key can be done off-
chain. The proving key can then be used to produce a proof off-chain by any
prover. The general verification method can then be executed inside of a smart
contract, with the input parameters being the proof, the verification key, and
the public input. The results of the verification algorithm can subsequently be
used to initiate other on-chain processes. This approach enables the integration
of ZKPs into the Ethereum blockchain, providing an additional layer of privacy
and security for sensitive and confidential data. However, further research is
needed to fully evaluate the scalability and effectiveness of this approach in the
context of the healthcare industry and supply chain management.

Contributions of the Proposed Work

– Implementation of Blockchain using Zero Knowledge in Ethereum Network.
– Ensuring and protecting the privacy of the business sensitive data without

revealing the entire data set.
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– Comparing to existing models, our proposed model will consume less time
and computation cost.

The paper is organized as follows. Section 2 illustrates the related works in
the field of supply chain system related to Blockchain and Zero Knowledge. Pre-
liminaries of the mentioned in Sect. 3. The architecture of the proposed model
along with working model is explained in Sect. 4. The system analysis is sug-
gested in Sect. 5. Section 6 discusses the results of paper. Finally, the conclusion
of our paper is illustrated in Sect. 7.

2 Related Works

The Zero-Knowledge Succinct Non-Interactive Argument of Knowledge (zk-
SNARK) is a type of proof system used in cryptography to demonstrate the
existence of specific information without revealing the details. In recent days
many researchers works in zk-SNARK. Among them, the first for SNARK is
ZeroCash [2]. The authors in [3–7] explained the benefits of using zero knowl-
edge in Blockchain by using Hyperledger in the supplychain management. Out
of these, the most efficient and near practical implementations are those built
on quadratic arithmetic program. As far as we are aware, the only zkSNARK
technique allows data authenticity is ADSNARK [7]. Here, we are using RBAC
access control mechanism smart contracts and reducing the time and increasing
the computation speed comparing to ADSNARK.

As a basic technology to implement track-and-trace of items across the supply
chain in a variety of industries, including food, pharmaceuticals, mining, etc.,
blockchain has been gaining industry traction over the past decade. [8–12]. The
IBM Food Trust [9] platform, created in partnership with Walmart, has been
put into use to track food goods from farms to stores, alongside COVID-19
[13]’s continued growth in popularity. The Mediledger solution [13] implemented
a zero-knowledge proof based solution in the pharmaceutical supply chain that
only gives evidence of transaction while safeguarding the actual transaction data
being communicated.

Based on the ring signature method, Monero [14] is a decentralised cryp-
tocurrency that protects user anonymity. All transactions, including transaction
amounts, senders, and recipients, can have their transactional privacy main-
tained. However, it has a big transaction size, and experts have questioned its
level of privacy [15]. Therefore, it has been suggested that Bulletproofs [16] gen-
erate concise zero knowledge proofs for Monero. It was recently suggested to
use ZoKrates [17] to give smart contracts zero knowledge proof. It offers a tool
for creating smart contracts and acquiring zero knowledge proofs. The proof is
sent to the smart contract for universal verification. However, ZoKrates does not
ensure the validity of data for smart contracts.

ZebraLancer [18] is comparable to our work in that it similarly uses zk-
SNARK to protect workers’ anonymity in a crowd sourcing system built on
blockchain technology. ZebraLancer uses the computationally expensive zk-
SNARK algorithm to verify complicated digital signatures. With the use of
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unique arithmetic circuits, we provide a solution that avoids this issues. Recently,
the authors in [12] presented an unlinkable supply chain tracing method that pro-
tects privacy. They suggest a decentralised tracing method called DECOUPLES
that preserves anonymity by utilising blockchain and cryptographic basics like
ring signatures and Schnorr signatures. We are eliminating digital signatures and
replacing with RBAC (Fig. 1).

Setup

VerifierProver

Fig. 1. Arithmetic Circuit

3 Preliminaries

Arithmetic Circuit: This design is made up of wires, multiplication gates,
and addition gates and illustrates a function or collection of polynomials as well
as their intermediate calculations. This diagram adequately depicts both the
computation technique and the function that it represents itself. Every operation
in this graph must be right for a computation to be accurate. As we shall see
in the subsequent section, we can utilise this structure to construct a proof of
the function or polynomial’s correct execution. Although the arithmetic circuit
associated with a function is not unique, an accurate representation suffices for
our needs.

ZK-SNARK of Data Authenticity: Zero-Knowledge Succinct Non-Inter-
active Argument of Knowledge (zk-SNARK) is a proof architecture that enables
the verification of data authenticity without revealing the actual data. It consists
of five main algorithms that satisfy the properties of authentication, correctness,
zero-knowledge, succinctness, publicly verifiable, non-interactive, and knowledge
soundness. These algorithms are as follows:

The 5 algorithms are defined as follows:

1. Setup(1λ) :The setup algorithm generates the parameters Pm necessary for
the proof system.

2. KeyGen(Pm,C): Using the program C and the parameters Pm, the key gen-
erator algorithm generates the proving key pk and the verification key vk.

3. DataAuth(ska,�x): Using a private key KPa, a signature σ, and a vector �x,
the data authentication algorithm generates a proof of authenticity for the
data.
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4. Prove(pk,�x,�c,�a): Using the proving key pk, a public input �x, and auxiliary
inputs �c and �a, the prover algorithm generates a proof π and a computation
result R.

5. Verify(vk,pk,π,�c,�a,R,h,σ): Using the verification key vk, the proving key pk,
the proof π, the public inputs �c and �a, the computation result R, a hash value
h and the signature σ, the verifier algorithm verifies the proof and returns 1
if the proof is valid or 0 if it is invalid.

In terms of security requirements, the zero-knowledge succinct non-
interactive argument of knowledge (zk-SNARK) scheme has several properties
that ensure the protection of sensitive and confidential data. These properties
include (Fig. 2):

1. Completeness: The prover can generate a correct proof if they possess the
necessary witness m, and the verifier will always accept the correct proof.

2. Zero-knowledge: The prover can prove that they possess a secret m without
revealing any information about m to the verifier or any other parties.

3. Soundness: Without the proper witness m, it is computationally infeasible
for a cheating prover to generate a correct proof. This ensures that the proof
system is resistant to malicious actors attempting to cheat the system.
Together, these properties ensure that the zk-SNARK scheme can be used to
verify the authenticity of data without compromising the privacy and security
of the data or the parties involved.

Fig. 2. Document Format

4 Proposed Work and Working Model

We developed a framework for adding zero-knowledge proofs into supply chain
management using blockchain technology in this post. Multiple participants,
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including National Health Centres (NHC), Hospital Authorities (HA), Primary
Healthcare Centres (PHC), Drug Manufacturing Companies (DMC), and Medi-
cal Stores (MS), participate in the supply chain model and share information via
documents. To provide privacy, authentication, and efficiency in this approach,
we suggest using a decentralised application (DApp) with four major actors: the
user (U), the authenticator (A), the validators (V), and the Decentralised App
(DApp) itself.

Specific tasks in our suggested supply chain model need approval from autho-
rised people. For instance, the authenticator (A) is in charge of producing and
signing authentic data for DApp users. Appropriate access restrictions must be
implemented in order to guarantee that only authorised people are allocated to
this position. In the same way, only authorised validators should be given access
to carry out the work of validating transactions submitted to the blockchain
system by validators (V).

The DApp has integrated access controls based on user roles to guarantee
access control and prevent unauthorised access to sensitive data. This would
ensure that users could only access information and services for which they
had permission. A user from the National Health Centre (NHC) should be able
to access information related to the whole supply chain, but a user from the
medical store (MS) should only be able to access information relevant to their
store’s inventory (Fig. 3).

RBAC systems may be enforced via smart contracts on the blockchain, defin-
ing the roles and permissions of each user. With only authorised workers having
access to sensitive data, this makes it simple to adopt and enforce RBAC. The
supply chain model acquires an extra layer of security by implementing RBAC
rules using smart contracts, making sure that only authorised users may access
sensitive data.

– User (U): The DApp is used by users to access supply chain data and
services. They want to guarantee that their data remains confidential when
using the DApp.

– Authenticator (A): The authenticator is a trustworthy, unbiased data
source that generates authentic data and signs it for DApp users using its
private key, KPa. The authenticator is aware of the data’s creation time and
the users linked with it, but it will never reveal this information to anybody.
Anyone with the corresponding public key PKa can validate the signed data.

– Validators (V):The blockchain maintainers, also known as validators, are
responsible for validating transactions submitted to the blockchain system. A
consensus algorithm is used to generate a fresh block of approved transactions.
Similarly, smart contracts may be executed on the blockchain.

– Decentralized App (Dapp): A DApp is a smart contract that delivers
a service on the blockchain. This enables the use of zero-knowledge proofs
in managing supply chains while protecting the confidentiality and safety of
each individual involved.
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Start

Initialize Roles and Participants

Implement Decentralized App (DApp)

Define Role-Based Access Control (RBAC)

User (U): Access DApp and Ensure Confidentiality

Authenticator (A): Generate and Sign Authentic Data (KPa) with Data Privacy

Validators (V): Validate Transactions (Consensus Algorithm)

DApp: Use zk-SNARK Circuit (zk-HealthChain)

Proof Components Verified? Verify Authenticity of Data and Computation Result

Execute DApp with Computation Result (R)

Stop

Yes

No

Fig. 3. Flowchart of System Design

4.1 zkHealthChain Model

The proposed model utilizes three vectors as inputs: the DApp user’s private
data vector �x = (x1, x2,..., xn, r), the public parameter vector �c = (c1, c2,...,
ch) used for DApp computation, and the public metadata vector �a = (ID, T),
where ID, T, and r represent the DApp user’s identification, time information,
and a random number (Fig. 5).
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Fig. 4. System Design

Dapp provides
interface for
Signature and
Proof verification

Ethereum provides
interface for Proof
verification and
exexuting smart
contract

zk-DSNARK implements Proof
and signature verification,
Arithmetic circuit construction

3. Service
request

with proof

1.
Request
for proof

4. Proof
verification

5.
Verification

result
2. Proof

Fig. 5. zk-HealthChain Implementation

To keep the user’s input private, a random number r is added to the private
data vector. The zk-SNARK circuit, zk-HealthChain, is then used to construct
a zk-SNARK proof that includes the proof π, vectors �c and �a, computation
result R, hash value h, and a digital signature over h. Following that, the DApp
user transmits these components to the DApp for verification. The DApp can
determine that the calculation result R is derived from the user’s personal data
and that the hash value h is generated by mixing �x and �m. Furthermore, the
DApp confirms the authenticity of �x by comparing the signature’s validity (σ)
to h. The zk-HealthChain circuit ensures that the same x is used to generate
both R and h, which is a remarkable aspect of this model. Furthermore, if the



zkHealthChain 141

authenticator has signed h, the calculation result R is validated to be based on
authentic data.

Setup: The setup step utilizes the function Setup(1λ) to obtain public param-
eters Pm.

KeyGen: The key generation step involves the construction of a circuit C based
on the computation task required by the DApp. Using a trusted generator and
the public parameters pp and circuit C as inputs, the zk-DSNARK scheme is
run to generate the proving key pk and verification key vk for proof creation and
verification.

Authentication: The authentication step involves the use of the
zk-DSNARK.DataAuth standard, which confirms that �x is authentic and

linked to the ID used to identify the DApp user.

Dapp Service Request: The DApp service request step involves the use of the
function zk-DSNARK.Prove(pk, �x, �c, �a) to generate the proof π, computation
result R, and hash value h. These elements, along with a digital signature σ,
are sent to the DApp as a service request in the form of a transaction to the
blockchain address of the DApp.

Dapp Service Response: In the DApp service response step, the validators
receive the service request and launch the corresponding DApp smart contract
function, which separately runs the zk-DSNARK. Verify(vk, KP, π, �c, �a, R, h,
σ) function. If the output of the verification function is zero, the transaction
is discarded; otherwise, the DApp is run with the computation result set to R.
The execution of the DApp is dependent on validator agreement and can only
be accepted by the DApp if a majority of validators agree.

5 System Analysis

5.1 Output Privacy

The current implementation of our proposed zk-HealthChain system does not
provide appropriate privacy for output data because it is publicly available on
the blockchain network. While this information may not directly jeopardise indi-
vidual privacy, it is nonetheless regarded undesirable. To address this worry, we
propose concealing the output data from public view using a comparable zero-
knowledge succinct non-interactive argument of knowledge (zk-SNARK) proof
scheme. This may be accomplished by modifying the Prove algorithm to provide
a proof that corresponds to the circuit shown in Fig. 4. Furthermore, to maintain
payment transaction anonymity, we advocate using a zk-SNARK proof system
such as Zerocash for payment agreements between the data user (DU) and the
decentralised application (DApp) (Fig. 6).
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Fig. 6. System Design

5.2 Identity Privacy

The identification (ID) and time (T) of the data user (DU) are disclosed in a
public blockchain, which might threaten privacy. To remedy this, as shown in
Fig. 4, both SHA256 circuits can receive DU’s identifier as a private input. The
first hash circuit produces h, which corresponds to a prior zk-SNARK proof for
document transactions. A data authenticator needs to authenticate the output
of the second hash circuit, h, for a document to be regarded legitimate.

The compensation amount R is generated by the claim computation circuit
and paid to DU via the payment circuit. We can retain anonymity while pre-
serving the integrity and legitimacy of the blockchain system by implementing
privacy safeguards like these.

Adopting this technique improves the privacy of blockchain-based systems,
especially in sensitive industries such as healthcare, where data security is crit-
ical. As a result, blockchain technology will become more generally recognised
and trusted across a wide range of industries, benefiting both businesses and
consumers. Future study should look on ways to improve privacy and security
in blockchain-based systems in order to keep this technology growing and being
adopted.

5.3 Security Analysis

The proposed zk-HealthChain system makes use of a public blockchain network
to maintain the validity of documents transferred among many participants in
the healthcare supply chain in a safe and private manner. Private inputs, such
as the identify of the document uploader (DU), are processed using SHA256
hash circuits using the zk-SNARK protocol. The result is a commitment value,
h, which corresponds to a prior zk-SNARK proof for the transaction. The legiti-
macy of the document is certified by the data authenticator’s (DA) digital signa-
ture on the commitment value, h. Furthermore, the system includes a compen-
sation circuit that allows for safe and confidential money transactions between
the DU and the decentralised application (DApp).
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1. To ensure RBAC, smart contracts are used to specify the roles and permis-
sions of each user: Smart contract notation: SC(role, permission)
For example, a validator may have the following smart contract: SC(validator,
validate transactions)

2. To generate a zk-SNARK proof for a transaction with RBAC, the private
inputs, such as the identity of the document uploader (DU), are processed
using SHA256 hash circuits and combined with the role of the user: Hash
function H: {0, 1}∗ → {0, 1}n.
h = H(DU, d, role), where d is the document being uploaded and role is the
user’s role in the system.

3. The legitimacy of the document is certified by the data authenticator’s (DA)
digital signature on the commitment value, h, as well as their role in the
system: Digital signature scheme (SK, VK, Sign, Verify)
σ = Sign(SK DA, h, role DA)

4. To perform a compensation transaction with RBAC, the smart contract
checks the user’s role and permission before executing the transaction: C
= (P, V, E, T, s)
if SC(role DU, compensate) and SC(role DApp, accept compensation) then
execute transaction

The zk-HealthChain system, designed for effectiveness, security, and privacy
safeguarding, employs advanced cryptographic techniques like as zk-SNARKs
to assure the validity of documents transferred on the blockchain network. The
incorporation of RBAC mechanisms using smart contracts and the combination
of user roles with private inputs ensures that only authorized personnel can
access sensitive data and perform certain actions within the system. This strat-
egy has the potential to transform the healthcare supply chain by ensuring strong
privacy and security while retaining openness and trust among participants.



144 G. Naga Nithin et al.

5.4 Efficiency

Computation Cost: The computation cost of implementing a zk-DSNARK
scheme can be evaluated by the number of gates required for the underlying
arithmetic circuit. A simple calculation function can be implemented with a rel-
atively low number of gates, whereas a SHA256 circuit has a significantly higher
number of gates, roughly 27,280 gates [4]. The prover is responsible for generat-
ing the proof, while numerous validators perform the verification. However, due
to the succinctness of the zk-DSNARK approach, the proof can be generated in
a matter of seconds.

Key Size: In terms of key size, the zk-DSNARK scheme is comparable to the zk-
DASNARK scheme, with both requiring similar key sizes. The key is generated
only once and is used for both proof generation and verification.

Proof Size:The succinctness of the zk-DSNARK approach also results in a
relatively small proof size. The zk-DASNARK proof is only 288 bytes long and
includes a digital signature. The zk-DSNARK proof, on the other hand, has a
digital signature and is 128 bytes in size.

6 Results

The experiments are conducted on a PC with Intel Core i5 and 16 GB
RAM running 64 bit Ubuntu 20.04. We made a Smart contract of Vaccine
Supply and added it to the Dapp. We are considering an equation E =
PK1.KP1+PK2.KP2+ PK3.KP3+...PKi.KPi, where PKi is Public key of
Sender and KPi is private key of DU. The findings on verification key size,
proving key size, circuit gates, key generation time, proof generation time, and
verification time are then obtained by increasing the number of private inputs
from 10 to 100.

Table 1. Generation Time

Generation Time

Inputs ADSNARK zk-HealthChain

100 16.269 12.339

250 16.358 12.286

500 16.335 12.312

750 16.307 12.376

1000 16.276 12.297

As observed in Fig. 7 Table 1, The both SHA256 circuits and resulting
increase in the size of the proving key can be directly linked to the reported
results. The circuit size increased as the number of inputs did, resulting in a
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Fig. 8. Generation Time

bigger proving key. The zk-HealthChain system used a smaller 10 MB prov-
ing key while the ADSNARK system used a 15 MB proving key when dealing
with 1000 inputs. Additionally, when compared to both the ADSNARK and zk-
HealthChain models, the zk-HealthChain model showed a 25% decrease in time.
The zk-HealthChain model’s increased effectiveness and efficiency are demon-
strated by this time reduction, which is measured in seconds (Fig. 9).

Fig. 9. Proving Time

The results collected from Fig. 8 and Table 2 point to a significant decrease
in the circuit’s proving time, demonstrating the improved efficiency of the sug-
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gested concept. The findings show a notable 20% reduction in proving time,
making the suggested model more efficient than ADSNARK. This decrease in
proving time not only results in time savings, but also makes it possible to do
more computations in a shorter amount of time. Such efficiency advantages have
significant effects on a variety of applications, including those needing compli-
cated computations, since they may take advantage of the suggested model’s
enhanced performance and productivity.

Table 2. Proving Time

Proving Time

Inputs ADSNARK zk-HealthChain

100 19.558 14.978

250 19.597 15.034

500 19.473 14.897

750 19.672 14.904

1000 19.612 15.128

The zk-HealthChain prototype with RBAC-enabled smart contracts includes
an additional layer of access control to ensure that only authorized users have
access to certain data and functionalities within the system. The RBAC mech-
anism is implemented using smart contracts based on the Ethereum Virtual
Machine (EVM).

In this updated system, the data authenticator and DU are assigned different
roles and permissions based on their respective public-private key pairs. The
smart contracts define these roles and their associated permissions, and enforce
them through access control rules. For example, the data authenticator may
have permission to read and write certain medical data, while the DU may have
permission to view but not modify the same data.

The evaluation of the RBAC-enabled zk-HealthChain prototype considers the
impact of RBAC on the system’s performance metrics, including key generation
and proof creation times, as well as proof verification times. The size of the
proving key and verification key remains the same as the previous prototype,
with PK less than 55 MB and VK around 6 KB.

As the number of roles and permissions increases with the RBAC mechanism,
the number of gates in the circuit also increases. However, the RBAC mechanism
does not significantly affect the time costs for key creation and proof generation,
which remain around 8 s and less than 2 s, respectively.

Proof verification times also remain under 16 s, as RBAC does not signifi-
cantly impact the verification process. However, the time taken to access specific
data and functionalities within the system may be affected by the RBAC mech-
anism, as the access control rules must be evaluated before granting access.
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Overall, the zk-HealthChain prototype with RBAC-enabled smart contracts
provides an added layer of security and access control to the system without
significantly impacting performance metrics.

7 Conclusion

The zk-SNARK protocol, especially the zk-DSNARK version, is used in our pro-
posed solution for data privacy in blockchain-enabled supply chains to solve the
issues of safe and private data exchange among multiple supply chain stake-
holders. To manage the safe flow of sensitive information, this system use smart
contracts on the Ethereum blockchain.

The zk-SNARK protocol, which stands for Zero-Knowledge Succinct Non-
Interactive Argument of Knowledge, enables one party to demonstrate to another
that they have particular knowledge without exposing the real facts. This is
accomplished through the use of a set of cryptographic methods that enable the
development of proofs that may be validated by other parties without disclosing
the underlying sensitive information.

Incorporating role-based access control (RBAC) into our proposed solution
for data privacy in blockchain-enabled supply chains offers an additional layer of
security and access control to the system. RBAC allows us to define different roles
and their associated permissions based on the user’s identity and responsibilities
in the supply chain ecosystem. This way, we can ensure that only authorized
users can access certain data and functionalities within the system.

By combining the zk-SNARK protocol with RBAC-enabled smart contracts,
we can ensure that sensitive data is shared only between authorized parties
without disclosing the underlying information. This approach improves system
robustness and security while protecting data privacy.

Our suggested solution’s implementation displays cheap computing costs and
fast transaction speeds, making it ideal for real-world applications. The time
expenses for key creation and proof generation rise according to the number of
inputs. Proof verification, on the other hand, may be accomplished in less than
40 milliseconds.

Furthermore, the zk-SNARK protocol enables fault detection within the sys-
tem without revealing important information to other network users. This fea-
ture improves system robustness and security while protecting data privacy.

Overall, our proposed solution offers a dependable, effective, and privacy-
preserving mechanism for handling sensitive data in blockchain-enabled supply
chain systems. By incorporating RBAC access control mechanisms, we can fur-
ther enhance the security and access control of the system while maintaining its
efficiency and data privacy features.
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Abstract. Post Pandemic there has been a boost in smart health man-
agement. Internet-of-Medical-Things (IoMT) has given an end-to-end
control system from the diagnosis of the disease to the cure. Security
breaches in this type of hardware security can have fatal effects. The
paper discusses Insulin delivery system which includes a security model
of glucose measurement device along with an automated insulin pump
of IoMT framework. The proposed model is used to monitor and control
the glucose levels of a diabetes patient. The blockchain-based security
solution is developed for the non-invasive glucometer and insulin pump
for safe insulin secretion. It is helpful to mitigate challenges which are
present in automatic insulin delivery. With the help of machine learning
models, several results can be produced with a futuristic approach along
with better understanding of the insulin to be pumped accurately.

Keywords: IoT · Blockchain · Healthcare · Glucometer

1 Introduction

Emerging technologies have always had an impact on the lives of people, one
such global innovation is the internet of medical things (IoMT) with a market
size of 41.17 billion USD in 2020 at a positive growth rate of 71.45%, according
to the study by Fortune Business insights. The study also shows an estimate of
its growth from USD 30.79 billion in 2021 to USD 187.60 billion in 2028 at a
Compound annual growth rate (CAGR) of 29.45% during the 2021–2028 period.
IoMT has become a very cost-efficient and reliable method of data collection,
with the ability to produce highly accurate data which is readily available to
monitor diseases and tracks and prevent chronic illnesses.

Internet of Medical Things: Emerging technologies have always had an impact
on the lives of people, one such global innovation is the internet of medical things
(IoMT) with a market size of 41.17 billion USD in 2020 at a positive growth rate
of 71.45%, according to the study by Fortune Business insights. The study also
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shows an estimate of its growth from USD 30.79 billion in 2021 to USD 187.60
billion in 2028 at a Compound annual growth rate (CAGR) of 29.45% during the
2021–2028 period. IoMT has become a very cost-efficient and reliable method of
data collection, with the ability to produce highly accurate data which is readily
available to monitor diseases and tracks and prevent chronic illnesses.

In the scope of IoMT, input elements including communication modules,
biosensors, and users collaborate to deliver the finest healthcare service in a
quick and secure manner. Self-care and early diagnosis are thought to have the
greatest influence on enhancing the healthcare ecosystem with the use of IoMT
technologies [2].

Machine Learning (ML): Machine learning (ML) has enhanced the use of these
sensors in predicting and diagnosing health ailments. It is a branch of Artificial
Intelligence (AL) which focuses on the use of data and algorithms to imitate
the way humans learn, gradually improving its prediction accuracy. It helps
us to find patterns and insights that would be impossible to find manually.
With the increasing use of ML in healthcare, patients and healthtech industries
has grabbed the opportunity to overcome the existing challenges and build an
improved healthcare system with a unified procedure [a].

Blockchain: Blockchain is a decentralised, unchangeable ledger that makes it
simpler to store data and manage digital assets in a business network [1]. It can
automate transactions without human interference. Figure 1 illustrates simple
block addition to Blockchain ledger. The Blockchain technology is further divided
into mainly Public and Private Blockchains. Ethereum is an open- source, decen-
tralised blockchain technology with its own crypto-coin named Ether. Vitalik
Buterin firstly introduced Ethereum in a whitepaper published in 2013. It helps
to develop applications for all blockchain use cases. The Smart contracts term
indicates a decentralised autonomous program that run when certain criteria are
satisfied and are recorded on a blockchain. They are often used to automate the
execution of an agreement so that both parties may be confident in the outcome

Fig. 1. Adding a New Block to Blockchain.
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without the involvement of a conciliator or the waste of time. They can also
automate a workflow by triggering a response when certain circumstances are
satisfied.

A block is generated and disseminated throughout the peer-to-peer network,
which is made up of computers known as nodes, once a transaction is completed
on a blockchain network. A validated transaction might be a bitcoin transaction,
a contract deployment, a record alteration, or any other major data activity.
When a transaction is approved, it is combined with other blocks to create a
new ledger data block

1.1 Contributions of Proposed Work

1. We have introduced a blockchain based decentralized insulin delivery system
model to enhance system level transparency and traceability.

2. Developed Smart contracts to automate tracking and used for authentication.
3. Introduced additional sensors like heartbeat sensor to record other daily

metabolic activities
4. Implemented an ML model to predict the amount of insulin to be pumped
5. Applying Data Handling techniques to find patterns and predict the possibil-

ity of Diabetic occurrences in future

The paper is organized as follows, Sect. 2 illustrates the related works in
the field of healthcare. The architecture of the proposed model is explained
in Sect. 3. Section 4 represent the system analysis. Finally, we concluded and
discussed future work in Sect. 5.

2 Related Works

There are several insulin delivery systems on the market, including as the
Mediotronics MiniMed 640G with guardian sensor 3 continuous glucose mon-
itoring (CGM), which requires at least two daily calibrations. Another FDA-
approved Tandem Control-IQ system with Dexcom G6 CGM uses an intrusive
technique for blood glucose measurement and does not require fingertip cali-
bration [4]. Aminas Vibe technology is more accurate than Dexcom G4 CGM,
which corrects blood glucose at the midpoint of the desired range. Similarly,
the OmniPod device can provide wireless insulin management without the need
for several injections per day. All insulin delivery systems, to the best of my
knowledge, either employ intrusive glucose measurement or require repeated cal-
ibrations each day. They don’t have security features or an autonomous insulin
delivery system.

The “intelligent glucometer iGLU 1.0” was offered as a low-cost CGM solu-
tion with an accurate noninvasive edge device. It’s a portable IoMT device that
uses short NIR reflectance and absorption spectroscopy [5]. For accurate glucose
prediction, machine learning algorithms were applied. On diabetic, pre-diabetic,
and healthy real-world participants, the iGLU 1.0 was calibrated and verified.
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The NIR spectroscopy-based gadget employs two short wavelengths in three
channels. For optical detection, each channel contains emitters and detectors of a
certain wavelength. By using a 16 bit ADC with sampling rates of 128 samples/s,
the data are acquired and serially processed. The glucose molecule vibrates at
particular wavelengths in accordance with its atomic structure. Short wave NIR
areas are found to have greater and sharper absorbance and reflectance. It has
been studied how glucose absorbs at its maximal wavelength of 1,314 nm. 23
Utilizing 850, 950, and 1,300 nm, noninvasive blood glucose measurement has
been put into practise. 15 The glucose molecule can be detected at a wavelength
of 940 nm.

Then, using dual-NIR spectroscopy, iGLU 2.0 was created for exact serum
glucose determination. It enables accurate blood glucose determination using a
non-invasive method. To obtain precise serum glucose estimation, polynomial
regression models and deep neural network 3 (DNN) were proposed [6]. With
all types of diabetic patients, the iGLU 2.0 was able to estimate serum glucose
from 80 mg/dl to 420 mg/dl.

3 Proposed Work and Working Model

In this article, we have presented a novel architecture model to deal with a decen-
tralized Secure Noninvasive Glucometer and Automatic Insulin Delivery System
in IoMT and Blockchain. A closed loop Insulin Delivery System is used here.
Every medical device has been assigned with unique ID in the IoMT network.
Blockchain is related to every device ID. They have a wallet attached to them for
authentication. All of the device-generated data is extracted and saved in CSV
files. Machine learning algorithms are applied to a CSV file to get appropriate
results and predictions. The doctor reviews the results and signs in his wallet to
validate the device. Then, as advised by the doctor, the device releases insulin.
As IPFS is used to store all the records, the data is secure and decentralised. No
data manipulation is possible. The hospital must manually upload CSV files to
IPFS using its website. The hospital should securely store IPFS hashes.

This system has an integration with the machine learning model, helping
in the prediction of the diabetes occurrence outcome based on features which
include general feature like body mass index, age, gender, blood pressure, skin
thickness along with additional lifestyle parameters - like workout, sleep, average
heart beat and special parameters like pregnancies, family history of having dia-
betes and COVID positive. These additional elements bring in a new perspective
of how the lifestyle of an individual will help to maintain the blood glucose level.
As for the special parameters, it has been observed by several studies, that dur-
ing pregnancies there is a high rate of fluctuations of the hormones which disturb
the insulin secretions in their bodies, thus creating a pseudo diabetic condition
till childbirth, in some cases it even lasts for post pregnancy duration and if left
uncontrolled turns out to be a true diabetic condition. The exact same pattern
was observed after the excess use of steroids post COVID to control the growth
of the coronavirus. These features act as an input to the regression machine
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learning model which then gives the outcome of the insulin to be injected if the
person is diabetic.

3.1 Securing and Authentication of Device

Device must be linked to the wallet and online at all times. It creates a blockchain
network for the relevant hospital. Only the Chief Doctor, Hospital Authority,
and Research Department will be permitted to sign transactions when designing
the device. The wallet addresses are hard-coded into the device, and it is the
hospital’s responsibility to safeguard the seed phrase and private key. Since it
uses the SHA 256 algorithm, Blockchain cannot be compromised.

3.2 Regression Machine Learning Model

The collected data is pipelined into a machine learning model, this is a regres-
sion analysis that establishes a linear relationship between the feature variables
with the insulin predicted. It can be categorized into simple and multiple linear
regression with respect to the use of the number of variables being used. While
simple linear regression attempts to model a fitting line between two variables,
multiple regression is the extension of ordinary least-squares (OLS) regression
that involves more than one explanatory variable.
Simple linear regression:

Y = a + bX + υ
Multiple linear regression:

Y = a + b1X1 + b2X2 + b3X3 + ... + btXt + υ
Where:
Y = The dependent variable (insulin to be pumped)
X = The explanatory (independent) variable(s) - the features we are using

to predict insulin to be pumped)
a = The y-intercept
b = (beta coefficient) is the slope of the explanatory variable(s)
υ = The regression residual or error term

4 System Analysis

Smart contracts are deployed on Polygon chain to reduce carbon footprint.
Because Polygon uses Proof of Stake (PoS), transactions happen more quickly.
We have estimated the total time for file transfer in IPFS utilising the website,
Latency, Throughput, and response rate in order to verify the system’s accu-
racy. We have chosen the following file sizes for the experiment: 10 MB, 100 MB,
250 MB, 500 MB, 750 MB, and 1000 MB. When only one node or three nodes
are connected, all files are uploaded to the network. In the cases where just one
node is connected and when three nodes are connected, all files are uploaded.
Machine learning models are trained on local machine consisting of 8 GB RAM
and i7 processor along with the GPU.Ml model utilises python library (pandas,
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scikit- learn, Seaborn etc). GPU being the more utilised element in the training
of model with a bigger dataset.

a) Transparency: The overall data manipulation operations are controlled by
smart contracts where human interference is eliminated. Because no one has con-
trol over smart contracts, system-level transparency is achieved. All the events in
the supply chain are recorded, and they are immutable, so tracking changes are
effortless. Traditional systems are more venerable to unauthorized modifications
and alterations.

b) Immutability: In general, blockchain ledgers are immutable; once they
are added to the chain, they cannot be changed or removed. In a traditional
database, data can tamper.

c) Availability: The P2P blockchain-based system guarantees the data avail-
able all the time and eliminates the single point of failure. Further, the data is
backed in the cloud for faster access in a secure format.

d) Traceability: By using block metadata, we can trace where the change has
happened. However, in a traditional database, it is not very easy to find.

e) Integrity: The data integrity is guaranteed with the help of hash algorithms
and blockchain ledgers where the data is stored along with its hash value for any
data modification identifications.

4.1 Total Time for File Transfer

One node’s computation duration varied from 9.45 s to 712.45 s. It varied from
12.45 s to 719.455 s for 3 linked nodes. We can observe that as the number of
nodes grows, computation time grows as the validator must validate each node
(Fig. 3).

4.2 Latency

One node’s computation duration varied from 2 s to 5 s. It varied from 4 s to 6 s
for 3 linked nodes. Transaction latency as the time it takes for a transaction sub-
mitted to the blockchain network to be included in a block. This was measured
by creating and signing value transfer transactions using the JavaScript SDKs of
each network. Transaction latency = The time that a transaction was included
in a block - The time that the transaction was submitted to the network (Fig. 2).
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Fig. 3. Total time to transfer files in Blockchain

4.3 Total Throughput Rate

One node’s throughput rate varied from 14 to 17. It varied from 16 to 19 for 3
linked nodes. Throughput of the system is the total load that the system handles
per unit of time, expressed typically in transactions per second. Throughput
increase linearly with increase in nodes (Fig. 4).
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Fig. 4. Total Throughput rate

4.4 Total Response Rate

One node’s computation duration varied from 365.453 ms to 476.86 ms. It varied
from 409.65 ms to 497.69 ms for 3 linked nodes. Response rate is usually low
because we are just calling the data present in blockchain which doesn’t need
signing of transactions unless specified (Figs. 5 and 6).

4.5 Correlation Heatmap

A correlation plot includes a number of numerical variables, each of which is
represented by a column. The relationships between each pair of variables are
shown by the rows. Positive values indicate a strong relationship, while nega-
tive values indicate a weak relationship. The values in the cells represent the
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Fig. 6. Heat Map Correlation

strength of the relationship. You can use correlation Heatmaps to identify pos-
sible links between variables and to gauge how strong these relationships are.
Additionally, outliers can be found and linear and nonlinear correlations can
be found using correlation graphs. The cells’ color-coding makes it simple to
quickly spot any links between the variables. Finding both linear and nonlinear
associations between variables is possible with the aid of correlation HeatMaps.
This determines the strength in the data set we are utilising.

4.6 Prediction Accuracy

There are error metrics that are commonly used for evaluating and reporting
the performance of a regression model. The effectiveness of a linear regression
model is assessed using the coefficient of determination, often known as the R2
score. What can be predicted from the input independent variable is the level of
variation in the output dependent characteristic and Root Mean Square Error is
the residuals standard deviation(prediction errors). Data points’ distance from
the regression line is gauged by residuals. Residuals are a measure of how far
from the regression line data points are. The root-mean-squared error of the
model is 0.101 and the r2 score is 0.866.
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4.7 Data Analysis

To ascertain whether there is a relation between two variables, regression analy-
sis is performed. To accomplish this, a line that best matches a set of data pairs
is constructed. To find the line that “best fits” the data, we shall apply linear
regression. We apply regression to find the slope of the best fit line which deter-
mines the dependency of variables on each other. Here we considered relation
between various independent variables with the glucose as the predicted values
have a greater dependency on this feature. We perform various data analysis on
the available data set to extract patters like what age group are the individuals
more prone be to diabetic. Similar patterns can be generated to analyse and
extract the information to provide a better treatment.

5 Conclusion and Future Work

Data generated from the glucometer is channelised into the machine learning
model to predict the required insulin units to be given to patients with hyper-
glycemic i.e. diabetic condition to reduce the blood glucose level inside the body.
This data is further transmitted into blockchain which helps in decentralization
of data, thus preventing tampering of sensitive content along with maintenance
of transparency in the healthcare system, by giving authorized access to only
several people. By using this, the power consumption is less compared to PUF
hardware.

Using several data analysis techniques on the existing data and adding a few
additional parameters into consideration, we are aiming to develop a system to
predict several other chronic health conditions like heart attacks, which have
diabetes as a pre existing condition. Along with the insulin prediction, we ought
to give lifestyle recommendations along with dietary plans to control the calories
consumption and burnout to the patients.
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Abstract. Internet of Things (IoT) devices are frequently utilized to
collect information around humans’ daily routine, producing a need for
them to regularly pair with each other. With the increasing interest in
digitizing human’s natural environment and evolution of advanced appli-
cation scenarios, the wireless communication networks have turned into
a key player for IoT devices. As IoT devices are resource-constrained and
transmit the perceived information regularly to its corresponding partic-
ipant, it is mandatory for the devices to adopt a lightweight authenti-
cation scheme to overcome their limited energy availability and avoid
security and privacy issues in ubiquitous sustainable computing system.
Researchers have proposed protocols for IoT devices in wireless com-
munication networks, many of which neglect numerous serious security
weaknesses such as loss of identity preservation, vulnerability to replay,
Man-in-the-Middle, eavesdropping attacks, and loss of key secrecy. Addi-
tionally, various security and efficiency threats in the proximity-based
device authentication scheme, such as device cloning and identity loss,
have a large signaling overhead. Furthermore, we evaluate the perfor-
mance of the proposed schemes in terms of computation, communication
and storage overhead. The results illustrate the implementation advan-
tages and suitability of the proposed schemes for low-powered devices
compared to existing protocols.

Keywords: Wireless network · IoT · privacy-preservation · security
analysis · sustainable development · energy-efficient

1 Introduction

A natural communication between them that takes place when they are close to
each other but fails to maintain a trusted channel or environment has evolved
as a result of the widespread usage of wireless devices and equipment. At com-
patible point of sale terminals, customers may utilise the electronic wallets on
their mobile device to make contact less payments. They will couple their mobile
phones or devices with nearby resources like Bluetooth, WiFi, or cellular net-
works in order to broadcast and receive encrypted communications. Securing
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these connections is a key requirement for the ubiquitous development of instinc-
tive communication among devices for protection against masquerading or eaves-
dropping attacks where an adversary may learn or inject messages between two
devices without either device realising about the compromised channel [1,2].
Unlike WiFi-direct, WiMax, or WLAN, the D2D communication uses a licensed
spectrum, which may improve network realization and offer access subscribers
with an assured quality of services. The Third Generation Partnership Project
(3GPP) has also standardised D2D communication technology under the name
‘Proximity-Based Services’ [3,4]. As per the standard specifications, proximity-
based device communication enables information exchange, social network ser-
vices, and conference services. Also, proximity-based device communication is
subject to a variety of security vulnerabilities due to the direct connections
formed between physically close devices [5].

According to the current security aspects of the 3GPP standard for the
proximity-based services [6]. However, extensive research has found that the pro-
tocol still fails to fulfill key security objectives and is vulnerable to IMSI (Inter-
national Mobile Subscriber Identity) catcher attack (compromise subscribers’
privacy because their identities were not preserved at the time of transmission),
de-synchronization attacks, and impersonation attacks [7,8].

Most of the protocols adopt the public key operations to preserve the devices’
identity. However, it can be observed that these protocols are vulnerable to secu-
rity weaknesses such as the replay attack, launched initially for earlier cellular
networks that compromises the unlinkability [9–11], loss of identity preserva-
tion, key leakage, failure of key forward/backward secrecy, and various other
security attacks. Subsequently, modifications of the authentication scheme have
been discussed by the researchers in the literature [12–16]. Still, these modifica-
tions adopt the public key cryptosystem, which might pose an issue for extreme
low power IoT devices due to high resource requirements.

1.1 Technical Contributions

In this paper, we propose a secure and lightweight AKA protocol in the wireless
communication network. The contributions of the proposed protocol are sum-
marized as follows:

1. The proposed protocol provides mutual authentication between the UE and
the network. Also, the protocol maintains the integrity and confidentiality
using Message Authentication Code (MAC) during an authentication process
over the communication channel.

2. Compared to the existing solutions, our proposed scheme is very efficient
because it only realizes the XOR and symmetric key operations.

3. The proposed scheme achieves various security characteristics such as unlink-
ability, key forward/backward secrecy, and identity-preservation. Also, the
protocol avoids all the identified attacks in the literature.

The remaining sections of this article are arranged as follows. Section 2 dis-
cusses the existing schemes. Section 3 illustrates the protocol and its security vul-
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nerabilities. Section 5 presents the authentication protocol. The security model,
notations, and security analysis are shown in Sect. 6. The performance evalua-
tions of the proposed scheme is presented in Sect. 8. Finally, Sect. 9 concludes
this article.

2 Related Work

Due to common attack attempts in the wireless protocols, researchers and prac-
titioners have proposed various protection mechanisms in the literature [17,18].
Arapinis et al. [9] recommended that the distinct message types of the device’s
response to the serving network (SN) be encrypted by the HN’s public key to
create indistinguishability. However, Fouque et al. [10] suggested that the Ara-
pinis’s scheme fails to address the replay attack and an adversary may breach
the unlinkability in the scheme. In [11], Koutsos et al. proved that Fouque’s
protocol is susceptible to de-synchronization attacks. Presently, two variations
of the wireless scheme are suggested by the researchers, neither of which can
be exploited using known techniques. The first is the protocol defined in [11],
which is made up of two subprotocols: (i) Globally Unique Temporary Iden-
tity (GUTI); (ii) Subscriber Permanent Identifier (SUPI). These protocols were
created using just the cryptographic primitives accessible in the USIM, which
confined them to the one-way crypto-functions and public key cryptosystem.
Furthermore, these operations are necessary for the SUPI protocol if no GUTI
is transmitted between the HN and user.

Another scheme, also confined to key operations requires a public key infras-
tructure for each call session [12]. This protocol establishes the key forward
secrecy by generating the secure session key. Basin et al. [13] explained a com-
plete formal proof of wireless- protocol with the Tamarin Prover tool [6] and
conclude that the protocol fails to mandate some necessary security properties
such as (i) the key establishment between SN and UE is abandoned because the
SN fails to determine the genuine session key with the UE; (ii) the protocol is
susceptible to the traceability attack. Jover et al. [7] investigated the wireless-
protocol and discussed some impractical hypothesis that may provide wireless
network susceptible to the potential attacks. Similarly, Cremers et al. [19] ana-
lyzed the key security issues of the wireless- protocol such as impersonation
attack against the legitimate UE.

Furthermore, Braken [14] proposed the symmetric-key based wireless- proto-
col to obtain unlinkability, confidentiality, and mutual authentication between
user and HN. However, Munilla et al. [20] showed that [14] suffers from loss
of key forward secrecy, offline brute force attacks lead to breach of master key.
Munilla et al. [20] proposed a new protocol that overcomes the security weak-
nesses of the Braken’s protocol. However, this new protocol requires multiple key
updates at user and HN for the subsequent communication. Moreover, the pro-
tocol incurs large transmission and communication overhead during the session
key and mutual authentication establishment. Recently, Liu et al. [15] and Cao
et al. [16] proposed a random number-based challenge-response mechanism to
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avoid replay attack and conforming the session key secrecy. The protocol adopts
the public/private key pair of the HN and one-way keyed cryptographic func-
tions to authenticate the request/response of the user and HN. The protocol
obtains most of the security characteristics but incurs huge communication and
computation overhead. Similarly, Wang et al. [8] proposed the Diffie-Hellman
(DH) key-based privacy-preserving protocol that requires extra round trips for
key exchange (significantly increase latency) and incompatible with the USIM
implementations.

3 Protocol and Its Weaknesses

The protocol establishes mutual authentication and shared secret key to over-
come the signaling congestion and protect the public channel between the net-
work and subscribers. In the protocol, the smart gadget/IoT device consists of
the cryptographic security and key generation functions, and subscriber-related
information. This temporary identity enables avoiding the use of encrypted SUPI
and public key operations. At the completion of a successful execution, UE and
network have the session key KSAK for the communication between the sub-
scribers and HN.

Now, we will present various attacks performed by the adversary against the
protocol.

1. The adversary may obtain the RAND,AUTN message which is transmitted
to the corresponding UE from the HN, and replays it to all possible UEs. After
obtaining this message, the designated UE verifies the MAC (computed from
legitimate K). However, the other UEs will decline to verify the MAC as the
received messages have expired after being replayed.

2. If an adversary compromises the SN, the privacy of UE is not preserved. A
bogus SN attempts to compile the UE’s SUCI authentication messages and
occupy the RES transmitted by the UE in a public channel.

3. An adversary generates the transcript of SUCI sent by the respective UE and
replays it to HN for the entire sessions of UEs. Then, adversary waits for the
response of the UEs for the challenge/request message of the HN.

Additionally, the protocol is vulnerable to post quantum adversary (yields
the quantum queries to a quantum algorithm to breach the scheme) as it adopts
the Elliptic Curve Cryptosystem (ECC) for obtaining the confidentiality and
relies in the ECDLP indistinguishability assumption. A quantum computer may
receive the quantum oracles from the adversary and tamper the privacy of the
protocol according to the Shor’s quantum scheme [21,22].

4 Preliminaries

4.1 System Assumptions

We adopt the following assumptions in wireless communication networks:
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1. The secret key K is embedded in the UDM database and USIM during the
manufacturing process. The session keys KSEAF ,KAUSF are generated by K
at the UE and HN.

2. The UDM is treated as a legitimate entity by the AUSF that may not mali-
ciously transmit the messages encrypted by the private key of one UE to
others.

3. The communication channel between the UE/IoT devices is public and an
adversary may have full control of the network for forming several attacks
during the protocol execution.

4.2 Cryptographic Functions

Our protocol adopts different cryptographic functions such as H1,H2,H3,
H4,H5,H

∗
5 which are also used in existing AKA protocols. These functions with

their inputs and outputs can be described as follows:

1. Function H1: An irreversible function used to compute the MAC tag and
RES/XRES value, as HMAC-SHA1.

2. Function H2: A reversible symmetric encryption function, such as AES-CTR
(AES with counter mode). The key/random number and plain-text can com-
pute the cipher-text, and the cipher-text with key/random number is used to
obtain the plain-text.

3. Function H3 and H4: Irreversible functions such as HMAC-SHA256. Input is
512 bits long with key K, with the output of 256 bits.

4. Function H5 and H∗
5 : Irreversible functions such as HMAC-SHA3, accepting

input of 512 bits with key K and a random number, and computing 256 bits
of output.

5. Function Enc/Dec: Used to encrypt/decrypt the communicated messages
over the public channel such as AES-256. They accept 256 bits of input with
K/TK/KSEAF and generate 128 bits of output value.

4.3 Pseudo-Random Function (PRF)

The PRF is {0, 1}k × {0, 1}∗ → {0, 1}k∗
which accepts the inputs as secret

parameter K ∈ {0, 1}k and data D ∈ {0, 1}∗. It produces the output PRF (K,D)
which is indistinguishable from random string.

5 Proposed Protocols

This chapter shows a authentication and key agreement scheme. IoT devices
transmit the authentication response/request messages to HN and SN for obtain-
ing the secure mutual authentication. After obtaining the session key and mutual
authentication between UE and HN.
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5.1 Authentication Protocol

Initialization:
HN finds the one-time random number r at the time of UE registration and com-
putes the token values X and A. The Table 1 is shown below for the used nota-
tions in the scheme with their interpretation. The following steps are required
in the setup-phase:

(i) X = H6(r2||WSN ) ⊕ ID ⊕ U

After the initialization, each UE has the tuple {A,X,K, ID} and HN has
{K, ID,WHN}.

Table 1. Notation and their interpretation
Notation Interpretation

⊕ XOR operation

|| Concatenation operation

IMSI International Mobile Subscriber Identity

K Long-term Secret Key between UE and HN

r One-time random number generated by HN

IDSN Identity of corresponding serving network

KeyHN Long-term secret key computed by HN

MACUE/MACHN Message authentication code (MAC) computed by UE/HN

CK/IK/AK Cipher key/Integrity key/Anonymity key

AUTN Authentication token

Enc/Dec AES-based encryption and decryption function (use AES-256)

TK Temporary key

EV Encryption value

KSEAF ,KAUSF Key security anchor function, key authentication server function

CF Concealing function

RES/XRES Response/Expected response value

Khu Key value transmitted by the HN to UE after mutual authentication

Mutual Authentication and Key Agreement:

Computation of Authentication Request at the UE

(i) Each UE computes the CK = H3(RUE ||K), IK = H4(RUE ||K), and AK =
H5(RUE ||K)

(ii) LAI is the location area identity of the UE as the SN knows the UE’s
location and sends it to the HN. Then, append it in the computation of
MACUE . Here, the protocol establishes the integrity of LAI by preventing
the network from redirection attack.
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(iii) UE sets the time-stamp of UE (TUE) (initially set as 0)
In the protocol, MACUE is computed to maintain the integrity of the IDSN

that averts the network against redirection attack. The adversary A may
launch this attack if it obtains the correct information of the UE. Here, UE
consists of the IDSN in MACUE .

Transmission of Authentication Request to the HN

(i) In response, the SN transmits its random nonce RN2 to the UE while
monitoring the activity of the UE. After sending RN2 to the UE, the SN
waits for a response for a random amount of time (to prevent Denial of
Service (DoS) attacks). If the SN doesn’t receive an authentication message
response in this period, it will re-transmit the request.
The DoS attack exhibits the scenarios where most of the system consists
of timeout period of one second. It might be challenging for an adversary
to guess the next timeout value, if it is fixed to any arbitrary values. This
scheme could be helpful in regulating the attack rate [23]. A bogus UE may
execute a DoS attack to the HN/SN. If the bogus UE forges the first and
third messages (TMSI,XRN3), the forged message is detected by the HN.

Authentication Confirmation at HN

(i) HN then computes the MAC
′
UE = H1〈RUE ||K||A||C||IDSN 〉

In the redirection attack, A connects to another genuine SN on behalf of
the genuine UE and builds a communication channel between the genuine
SN and victim UE.
In the proposed protocol, the UE includes IDSN in MACUE and transmits
MACUE to the HN. If the HN fails to verify the IDSN transmitted by the
SN, the authentication request will be declined. Hence, it overcomes the
problem of overcharged billing as the integrity of the IDSN is maintained
throughout the communication.

(ii) To avoid the replay attack and obtain the freshness of the authentication
request, HN computes the Rt = H∗

5 〈RHN⊕RUE〉, where RHN is the random
nonce selected by HN.

(iii) Now, HN generates the n AVs from the above computed parameters AV =
Rt||AUTN ||XRES. The HN transmits n authentication vectors (AV s) to
the SN to authenticate the UE.

Authentication Response to the SN and Update Phase at HN

(i) HN selects/updates the new value of r as r∗

(ii) The temporary key is generated as TK = H∗
5 〈K||RHN ||RUE〉.

(iii) An encryption value is computed as EV = Enc(X∗||A∗)TK and transmitted
to the SN with {Rt||AUTN ||XRES||EV }, where Enc is the encryption
function.
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Authentication Response to the UE:

(i) After receiving the {Rt||AUTN ||XRES||EV }, SN stores the XRES and
forwards the {Rt||AUTN ||EV } to the UE.

Authentication Confirmation and Update Phase at UE

(i) Each UE computes the THN form the CF and confirms that the (|THN −
TUE |) ≥ ΔT . If this iniquity is true, there is a possibility of replayed
authentication request from the HN. Otherwise, UE computes the MACHN

and confirms the authentication with the HN.
(ii) Finally, the value A∗,X∗ is updated as A,X respectively for the subsequent

communication with HN/SN.
(iii) Each UE computes the CK = H3〈RUE ||K〉, IK = H4〈RUE ||K〉, and

AK = H5〈RUE ||K〉. It also computes the session keys KAUSF =
KDF 〈CK||IK||AK||CF 〉 and KSEAF = KDF 〈KAUSF ||IDSN 〉 as com-
puted by the HN.

Authentication Response to the SN

(i) SN verifies the RES with stored RES and confirms its verification. If both
these values are equal, UE is authenticated at the SN.

6 Security Analysis

Here, we analyze our proposed authentication protocol that follows the tradi-
tional key-indistinguishability games proposed by Bellare-Rogaway [24]. Similar
to the Bellare-Rogaway authentication games, they are designed to prove the
confidentiality, privacy-preservation, anonymity, and integrity of the proposed
protocol. Specifically, the security analysis of the protocol assumes communica-
tions with adversaries A to expose legitimate and fraudulent parties that attempt
authenticate at the HN and SN. Also, analysis of the protocol shows the session
key secrecy across multiple-phases of authentications between HN and UE as
the token values are computed from previous phases.

6.1 Setup and Participants

The authentication games are played between the adversary A and a challenger
G. The G executes various instances of the protocol Π with establishing only
one HN, a set of Sn serving networks (SN1, SN2, ..., SNn), and a set of Un

user equipment (UE1, UE2, ..., UEn). Each UEi executes one complete session
upto Pn phases of Π. We use the notation Πi

n for the identifiers of nth phase
of Π executed by the UEi and session parameters computed at these phases.
Similarly, SNj executes one complete session upto Pn of Π and use the notation
Πj

n for the verification of nth phase of the SNj . Each session establishes following
parameters:



168 G. Naga Nithin

Furthermore, we are realizing the HN impersonation resistance property. It
may be possible that A may impersonate the HN in online/offline communication
messages. The UE is transmitting the A,X,C in open air channel. It enables A
to obtain the HN’s challenge for the UE and A may transmit the authenticated
response to UE in a separate session. Here, the advantage of winning the A in
operating state is Advprotocol,S.imp

Π,A (q, t) = Pr(SuccprotocolΠ,A (q, t)).
The advantage of A against proximity-based device authentication scheme

Π Advprotocol
Π,A (φ) is stated the probability for SuccprotocolΠ,A (φ)) 1 when there is

no identical session of ssid∗. Also, the authentication scheme Π is vulnerable
to MitM, cloning, DoS attacks, and key leakage if any PPT adversary has no
advantage as Advprotocol

Π,A (φ) < ε.

6.2 Security Notions

Here, we define the security notions of the protocol and describe its correctness
with the existence of the passive adversary.

Notation-1 : The protocol Π, Un, Sn ∈ N is strong server impersonation
secure if no A in running in t, executing q oracle queries (corrupting qs
server queries and performing qsn queries per SN per corrupted server for
robust secrecy), and executing q key function queries with an advantage of
Advprotocol,S.imp

Π,A (q, t) ≤ ε.
Notation-2 : For the protocol Π, Un, Sn ∈ N , and probabilistic polynomial-

time (PPT) adversary A (strongly-key-indistinguishable), the advantage of A
in winning the key-indistinguishability game is defined as Advprotocol

Π,A (q, t) =
|Pr(SuccprotocolΠ,A (q, t)) − 1

2 |, where SuccprotocolΠ,A (q, t) is the situation for the A to
win the game. We assume that Π is secure for all the A if Advprotocol

Π,A (q, t) < ε.
Notation-3 : Let Π has the verification efficiency if the execution

{HN,m
′
,HN.ps} → (id

′
,m

′
, ps

′
) is correct in the existence of passive adversary

for the session Πi
P .mct = m

′
, and Πi

P .id = id
′
. It can be observed in protocol

that the token values X,A are transmitted by UE for the computation of IMSI
at the HN. The HN generates the corresponding one-time random number r and
IMSI. The only objective of this session is to execute the update operation at
the HN without terminating the normal execution of the protocol, rather than
having an updated state. Therefore, the transmitted UE’s values X and A during
the execution of protocol allow to obtain each session state.

7 Formal Security Proof

In this section, we analyze the proposed protocols within above mentioned secu-
rity notations and model that guarantees the confidentiality, integrity, and ses-
sion key secrecy.

Theorem-1 : Any adversary A(q, t) against strong server impersonation
secrecy of protocol Π, the winning advantage is Advprotocol,S.imp

Π,A (q, t) using key
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Table 2. Comparison of protocols based on security characteristics (SC)
AKA Protocols

SC
Wireless

protocol [25]
Wang’s-
AKA [8]

Cao’s-
AKA [16]

Braeken’s-
AKA [12]

Braeken’s-
AKA [14]

Liu’s-
AKA [15]

Munila’s-
AKA [20]

Proposed
Protocol

SC0

SC1

SC2

SC3

SC4

SC5

SC6

SC7

SC8

SC9

SC10

SC11

SC: Security Characteristics; :Yes; : No; SC0: Establish mutual authentication;
SC1: Establishment of session key; SC2: Establishes the KFS/KBS; SC3: Confiden-
tiality and integrity; SC4: Identity preservation and unlink-ability; SC5: Avoid eaves-
dropping attack; SC6: Avoid MitM attack; SC7: Avoid DoS attack; SC8: Avoid replay
attack; SC9: Avoid redirection attack; SC10: Avoid de-synchronization attack; SC11:
Avoid huge communication/computation overhead

functions Kfn . Hence, Advprotocol,S.imp
Π,A (q, t) ≤ UnSn( q2

2MAC + 2Adv
Kfn

Π,A (q, t) +
1

2l−1 )
Proof: We are using the following Games to prove the theorem.
Game G0: In this game, the A is active and its objective is to impersonate

the HN to the UE’s oracles with no online communication. The HN corruptions
are allowed here.

Game G1: The working of this game is similar to the Game G0 with
the Corrupt(P ) query. The reduction from the Game G0 to Game G1 is
|SuccprotocolΠ,A (G0)|≤ |SuccprotocolΠ,A (G1)|.

Game G2: The working of this game is similar to the Game G1 with
the interaction of a single UE. The G only provides keys, which are related
with the registered UE. Hence, the security loss is: |SuccprotocolΠ,A (G1)|≤
UnSn(|SuccprotocolΠ,A (G2)|)

Game G3: Also, this game is indistinguishable to the Game G2 with the
condition to only communicate with only one HN. It may gain authentica-
tion challenges from legitimate HNs. As we have seen in the strong key-
indistinguishability adversarial model, the associated security loss is obtained by
key functions Kfn . Now, we apply the Test query applicable at the uncorrupted
network. It gives a security reduction as |SuccprotocolΠ,A (G2)|−|SuccprotocolΠ,A (G3)|≤
Adv

Kfn

Π,A (q, t)
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Game G4: We are updating the Game G3 to replace the results with ran-
dom crypto-functions and they are independent from the input (same out-
put is ordained from same input). Therefore, we obtain |SuccprotocolΠ,A (G3)|
−|SuccprotocolΠ,A (G4)|≤ Adv

Kfn

Π,A (q, t)

8 Performance Evaluations

We evaluate the performance of our proposed protocols by comparing with
recently proposed protocols which are discussed in Sect. 2.

8.1 Security Characteristics

Firstly, we compare the security characteristics of our proposed protocol with
existing protocols as shown in Table 2. From the Table 2, it can be observed that
the protocols [8,12,14–16] are fails to preserve the identity of the UE and suffers
from identity catching attack. Because the loss of privacy-preservation, these
protocols are vulnerable to eavesdropping and MitM attacks. Also, these proto-
cols are not suitable for resource-constrained IoT devices due to time-consuming
public-key operations such as elliptic curve point addition and point multipli-
cation. Braeken [14] introduces a symmetric key based scheme that suits for
low-power devices. However, the protocol suffers from various security attacks
and fails to overcome the problem of key forward/backward secrecy. Recently,
Munila [20] proposed a lightweight authentication scheme to overcome the issues
of [14]. However, the protocol [20] is still vulnerable to some of the security
weaknesses. Different from these existing AKA protocol, our proposed protocol
mandates all the necessary security design characteristics and avoids most of
the identified attacks. Also, the protocol incurs less communication, computa-
tion, and storage overhead compared to the existing protocols in the literature
(Table 3).

It is also observed that the most of the proximity-based device authentica-
tion schemes are suffered from huge overheads which are not suitable for the
resource-constrained devices. However, our proposed scheme overcomes all the
potential attacks launched by adversary and efficiently preserves the identity
during devices authentication.

8.2 Communication Overhead

To evaluate the communication overhead, we compute the sizes of the transmit-
ted messages between the communicating participants during the authentication
process of the protocols. We refer to the security parameters of the 3GPP and
NIST standards as shown in Table 4 to obtain the communication overhead of
the protocols [25]. For the communication cost of public key operations, we are
considering ECC{Fp} over Fp of the subgroup H, order q, where |q|= 160 bits
and |p|= 1024 bits as ECC has identical security as 1024-bit RSA key [34].
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Table 3. Comparison of schemes
AKA Protocols

SC
Sfire

protocol [26]

Zhang’s
protocol [27] Shang’s

protocol [28]

EAP-DDBA
protocol [29] Wallrabenstein’s

protocol [30]
Braeken’s

protocol [31]
Gope’s

protocol [32]

Lee’s
protocol [33]

Proposed
Protocol

SC0

SC1

SC2

SC3

SC4

SC5

SC6

SC7

SC8

SC9

SC: Security Characteristics; :Yes; : No; SC0: Establish mutual authentication;
SC1: Establishment of session key; SC2: Identity preservation and unlink-ability; SC3:
Avoid eavesdropping attack; SC4: Avoid MitM attack; SC5: Avoid DoS attack; SC6:
Avoid replay attack; SC7: Avoid tunneling attack; SC8: Uncloneability; SC9: Avoid
huge communication/computation overhead

Table 4. Symbol and their sizes (in bits)
Symbol Size (in bits)

IMSI/SUPI/IDSN/TID/PID 128

r/r∗/RUE/RHN/RAND/Rt/XRt 128

RN1/RN2/RN3/XRN3 64

K/KeyHN/CK/IK/AK/TK 128

EV/CF/X/A/C/Khu 128

KAUSF /KSEAF /KDF 256

MACUE/MACHN/RES/XRES/Hash 128

SQN/XSQN 48

T1/T2 (time-stamp) 64

ECDH key 256

Chebyshev Polynomials 256

Output of the PUF 504

FE randomness 256

Key for the PRF 128

hd (helper data) 1264

The communication overhead of the schemes are computed in Table 5. The
wireless AKA [25] and Wang’s AKA [8] schemes adopt the randomized public
key encryption and one-way functions. Also, the HN transmits the KSEAF in
open air and repetitive messages RAND,AUTN,SUCI. Similar, to these pro-



172 G. Naga Nithin

Table 5. Communication overhead of authentication protocols: Comparative
summary

Overhead between participants

Protocols
UE ⇀↽ SN SN ⇀↽ HN UE ⇀↽ HN

Protocol [25] 1152 1664 -

Wang’s AKA protocol [8] 1152 1664 -

Cao’ AKA protocol [16] 1536 640 640

Braeken’s AKA proto-
col [12]

896 1024 -

Braeken’s AKA proto-
col [14]

- - 1152

Liu’s AKA protocol [15] 1248 1376 -

Munila’s AKA proto-
col [20]

- - 1280

Proposed AKA protocol 1344 1280 -

Overhead between participants

Proximity-based protocols
UEi ⇀↽ UEj

Ghose’s protocol [26] 2880

Zhang’s protocol [27] 2912

Shang’ protocol [28] 2144

Sun’s protocol [29] 2720

Wallrabenstein’s proto-
col [30]

3240

Braeken’s AKA proto-
col [31]

3072

Gope’s AKA proto-
col [32]

2296

Lee’s AKA protocol [33] 2928

Our Proposed protocol 2416

tocols, the Cao’s-AKA [16] and Liu’s-AKA [15] suffers form huge communication
overhead because the UE,HN are using the ECDH key and ECC-based multi-
plicative operations. The communication overhead of the Braeken’s-AKA [14]
and Munila’s-AKA [14] schemes are less compared to the proposed protocol
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because these schemes are establishing the communication between UE and HN
only. Also, Braeken’s-AKA [16] shows very less overhead but the protocol don’t
establish mutual authentication between SN and UE. Also, the protocol suffers
from several security weaknesses and loss of identity preservation. Our protocol
consists of seven number of message communications and adopts the AES-based,
HMAC, and XOR operations only. Therefore, the proposed protocol is the best
suited solution for the low-power IoT devices authentication in numerous appli-
cations.

In the Table 5, we are also presenting the communication overhead of existing
and proposed proximity-based authentication schemes. To compute the commu-
nication overhead of the PUF-based protocols, we are adopting the system imple-
mentation design of Aysu et al. [35]. For the implementation, we are using the
128 bit SRAM-PUF, BCH FE.Gen, and FE.Rec mechanism. From this imple-
mentation, we have noted the key length and data sizes (in bits) of various
symbols used in these protocols as shown in Table 4.

The protocols [26,27,29] obtain the mutual authentication and secure session
key between proximal devices. However, all of these protocols are using the time-
consuming modular exponentiation and ECC-based multiplicative operations. In
our proposed protocol, the devices are transmitting the helper data output, MAC
value, and token values only. Therefore, the overall communication overhead of
our protocol is less compared to the existing schemes.

9 Conclusion

To obtain the energy efficient systems for sustainable smart environment using
ubiquitous computing and strengthen the implantation of IoT devices in differ-
ent application environments, the wireless network is well suited communication
technology. One of the elementary security issues for this IoT infrastructure
is to mutually authenticate the communicating participants (IoT devices) in
communication network. The sensed information is transmitted to the devices
frequently; hence, a secure and lightweight authentication protocol for the proxi-
mal devices is required to propose. To accomplish these objectives and overcome
the discussed security issues. The proposed protocols avoid the problem of key
leakage, loss of identity, and numerous security attacks. The formal security
proof of the proposed protocols is shown by ROM to conform the correctness,
verification, confidentiality, integrity, and key secrecy. Additionally, the perfor-
mance analysis is conducted for the proposed and existing protocols to evaluate
the security strength and competitiveness in terms of security characteristics,
communication, and storage overhead.
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Abstract. Access control is one of the most important measures for pro-
tecting information and system resources because it prevents unautho-
rized users from gaining access to protected objects and legitimate users
from exceeding their access rights. This paper provides an in-depth explo-
ration of the security challenges posed by the confluence of Internet of
Things (IoT) networks and cloud-based architectures, with a particular
focus on Access Control Models (ACMs). As the integration of IoT devices
with cloud services becomes more pervasive, securing access to resources
and data has emerged as a critical area of concern. To address this, we
delve into the principles of Access Control and their applications within
a Cloud-IoT Architecture. The paper dissects popular ACMs, explor-
ing their strengths, limitations, and suitability for securing Cloud-IoT
networks. Along with these the comprehensive analysis of the prevalent
Cloud Security Challenges are presented, highlighting the vulnerabilities
in current ACMs and proposing potential mitigations. In addition, open
research challenges are identified, underlining the need for further investi-
gation and development in this area. The goal of this work is to provide a
thorough understanding of the issues and threats in this domain and con-
tribute to the advancement of robust, secure, and efficient access control
mechanisms for the evolving landscape of Cloud-IoT networks.

Keywords: Internet of Things · Cloud security · Access control
models

1 Introduction

The relevance of meeting security and privacy standards is growing as a result of
the proliferation of both cybercriminals and cyberattacks as well as the incorpo-
ration of emerging paradigms and technologies such as cloud computing and the
Internet of Things (IoT). In addition, the implementation of intelligent industry
solutions based on digital and other intelligent technologies is planned. Access
control, also known as AC, is one of the most important solutions for ensuring
users’ privacy in a variety of contexts, including the Internet of Things (IoT),
cloud computing, social networks, and other areas. Among the many methods
that have been utilized to lessen the impact of their actions, these are among the
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most effective. The access control policy is implemented by the use of an access
control system, which regulates not only what users are authorized to access
but also when they are allowed to access it, how they are allowed to access it,
and what they are allowed to do with it once they have access. This is done to
ensure that no unauthorized individuals may have access to either the logical or
physical assets [2].

Access control is one of the most important technologies in information secu-
rity. This stops unauthorized users from gaining access to information and the
resources of the system by denying them access. Because of this, genuine users
will be able to access information and system resources at the appropriate time
periods. Since the early 1970s, the concepts and technologies used for access con-
trol have been around for close to half a century, during which time they have
undergone a profound transformation from the bottom up, moving from simple
to complex systems as well as from theory to practice [6].

At first, only approved users were granted access to the mainframe’s shared
data. As a direct result of this change, both discretionary access control (DAC)
and mandatory access control (MAC) emerged. Because of the DAC’s decentral-
ized resource management and extensive permission management, it is not a good
choice for large-scale networks with stringent security needs. DAC’s flexibility,
on the other hand, makes it a good choice for smaller networks. Decentralizing
resource management with MAC is one possible solution to the problem; never-
theless, this approach is plagued by extremely rigid authority control. MAC has
the potential to cause an excessive amount of burden, poor efficiency, and a lack
of flexibility in settings where there are many users and resources that are not
clearly defined [8].

Traditional ACMs like DAC and MAC are unable to meet the requirements
of modern applications due to the fast development and broad use of computer
and network technology. As a direct consequence of this, role-based access con-
trol (RBAC) schemes came into being. The RBAC [4] model was presented for
the first time in 1996, and subsequent versions include RBAC97, ARBAC99,
ARBAC02, and NIST RBAC.

An open network environment needs a hierarchical structure for access con-
trol and resource management. Task-based access control (TBAC) is a paradigm
for building security models and procedures using tasks [5]. A dynamic and real-
time security management system that prioritizes task processing time is one
option. Later, TBAC and RBAC were combined to provide task-based access
control and delegation models based on tasks and roles. Both models are used.
In the 1990s, computer security researchers studied workflow technologies. Work-
flows are business processes that need many steps to reach a goal. Data is trans-
mitted between users based on criteria. Throughout the course of the workflow,
the person that is responsible for carrying out the operation will frequently
switch, and their rights will also shift. Dynamic authorization sets security crite-
ria that traditional access control systems are unable to achieve because of their
inherent design limitations. As a consequence of this, methods for dynamically
constructing an access control matrix with workflow and typical user hierarchy
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Fig. 1. The process of access control

have been devised. The cloud, the Internet of Things (IoT), and other new com-
puting models can make data sharing easier and deliver more efficient computing
services. This has the potential to drastically improve the effectiveness of infor-
mation exchange as well as the usage of computer and storage resources.

It is imperative that this point be driven home: if these emerging kinds of
computing are unable to provide users with an adequate level of protection for
their data, then those users will suffer tremendous financial losses. As a direct
result of this, cloud access has become a problem that is becoming an increasingly
important role in cloud computing. It is conceivable that the data that is kept
on the server is not under sufficient control, that it is not effectively safeguarded,
or that the computing activity is not being carried out in the right manner. All
three of these issues might be causing the problem. As a consequence of this, it is
very necessary to develop security policies and architectures in order to protect
the availability, integrity, and confidentiality of data that is kept in the cloud.

In the beginning of the paper, we will investigate the evolution of different
ACMs and technologies. In Sect. 2, provide an explanation of the fundamental
idea behind access control. In Sect. 3, provide an illustration of the architecture
of the CloudIOT. The following section, Sect. 4, will discuss the relationships
between the various models for the Cloud-Enabled Internet of Things. Address
the open research problems in the Internet of Things that are afforded by the
cloud in Sect. 5.

2 Basic Principle of Access Control

Access management deals with limiting an accessing subject’s access to an acces-
sible object and making data resources available while remaining within the lim-
itations of the law. There are three components that makeup access control: the
subject, the object, and the access control policy. The entity that is responsible
for initiating both the access request and the access action itself. Because objects
are non-active entities that are only capable of accessing other entities, they are
the targets of access actions rather than the actors. The access control policy
of a subject is the collection of guidelines that determine how the subject can
interact with an object. Figure 1 shows the main components and access con-
trol authorization method [6]. An access matrix model may represent a system’s
access control strategy. Lampson abstracted access control before proposing a
formal formulation using the subject, object, and access control matrix. The
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subject accesses the object, and the system uses a reference monitor to regulate
access according to the access matrix.

Access rights or access modes are two different ways that authorization can
be communicated. Access rights are a broad category that covers many kinds of
access. Read, write, execute, and ownership are the four access permissions that
are typically granted to files. The meanings of the first three of them are readily
apparent. When talking about files ownership refers to who has the authority
to make changes to who can access which files. Each cell in the access matrix
provides the level of authorization granted to the subject in the row with regard
to the item that is located in the column. Each topic has a row, and each column
has an item. Access control ensures that only access matrix permitted actions
are performed. The reference monitor, which is in charge of mediating any and
all object alteration attempts, is the one responsible for achieving this goal.
The owner of a file is typically the only person who has the authority to decide
which users are permitted access to the file and which users’ access privileges
are revoked. It’s possible that a huge system’s access matrix will be quite vast,
despite the fact that most of its cells will be vacant. As a direct consequence of
this, access matrices are almost never implemented in the form of matrices.

1. Access Control Lists:
A technique that is rather common is to implement the access matrix by using
access control lists. An access control list will specify, for each object in the
system, whether the subject is permitted to carry out the action of executing
the object. The matrix is stored in columns when using this approach. An
object’s access control list (ACL) is one of the factors that may be used to
establish the kinds of access that an object is permitted to accept at the
moment. They make accessing and monitoring items very easy. The ACL of
every object in the system must be examined to determine how a subject’s
access is controlled. It is difficult to determine all the subject’s access in an
ACL-based system.

2. Capabilities:
ACLs might be seen as alternative approaches to the problem. The capacity
list is connected to each individual topic. A system that specifies for each item
in the system which access the subject is permitted to carry out on it and
indicates this for each object in the system. Rows include a matrix of access
privileges that may be accessed. When using the capability list method, it is
simple to inspect all the access that a subject has. Examining the capability
lists of all the subjects in the system is necessary in order to establish which
subjects have access to a certain item.
In general, access control schemes are classified into three major categories
as shown in Fig. 2.

1) Centralized Access Control:
2) Distributed Access Control:
3) Hybrid Access control:
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Fig. 2. Classification of Access Control Model

3 Cloud-IoT Architecture

Cloud computing and the Internet of Things have experienced rapid growth
and development [7]. Their characteristics when integrated together are remark-
able. Cloud and IoT complement each other very well, which is why numerous
researchers have proposed all possible applications considering the integration
of Cloud and IoT. After taking advantage of the availability of support from the
cloud in terms of storage and computing capabilities, IoT has benefited greatly.

The IOT provides ease and convenience to human existence anywhere
it’s implemented. However, due to the diverse structure of the network, its
widespread deployment, resource-constrained nodes, and the huge amounts of
data that it generates, maintaining its security is a highly critical and difficult
task. The architecture of the Internet of Things network is composed of three
levels, as depicted in Fig. 3. Even though this is not a typical Internet of Things
design, most of the suggested architectures have these different levels. As a result,
this the design was chosen to serve as the reference architecture for identifying
and organizing the many security issues that arise in the IoT. Figure 3 depicts
the IoT architecture that is most frequently recognized. The following are the
many levels that makeup IoT:

1. Sensing Layer:
This layer is comprised of equipment like sensors and RFID that can detect
any real-world physical event. These devices can detect things like RFID tags,
the weather, and the water level in agricultural fields. This layer’s essential
components include wireless sensor and actuator networks as well as radio
frequency identification.

2. Network Layer:
This layer is responsible for safely transmitting the data that has been gath-
ered by the sensor devices located in the perceptual layer to the fog nodes,
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Fig. 3. Cloud-IoT Architecture

the main cloud, or directly to another IoT node. Mobile networks, wireless
ad hoc networks, and satellite networks are examples of the many technolo-
gies that exist at this layer. These technologies also make use of a variety of
trustworthy communication protocols.

3. Application layer:
This layer is responsible for providing services related to the IOT to users in
accordance with their requirements. By using the application layer interface,
users may have access to a variety of different services. These applications
include smart homes, intelligent healthcare systems, intelligent transporta-
tion, smart agriculture, and autonomous vehicles, amongst many more [2].

4 Cloud Security Challenges

Even taking into account the significance of IoT and the breadth of its applica-
tions, it is not simple to use it in vital application domains where maintaining
one’s privacy and safety is of the utmost importance. For instance, a successful
assault on an intelligent healthcare system might have a negative impact on the
lives of many patients, resulting in monetary loss, and even result in the loss
of human lives in the case of an intelligent transportation system. The security
of the Internet of Things is a difficult subject that requires further study to be
able to meet these issues. In the following paragraphs, we will provide a concise
overview of these security concerns: [1]

• Security:
The Cloud receives, processes, and stores the data generated by the Internet of
Things devices as it is sent there from those devices. Not only is it important
to provide the safe transmission of data from the nodes to the Cloud, but it is
also necessary to ensure the secure storage and processing of data inside the
Cloud. Because there is a dearth of transparency concerning cloud storage,
data owners are often ignorant of the geographic placement of their data. Due
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to the fact that almost everything in our environment is now connected to
data, we regard the protection of data as the most significant obstacle in the
world of cloud computing and the Internet of Things.

• Dependability
Cloud services are an essential need for time-sensitive Internet of Things appli-
cations and the outcomes have a direct influence on how well the application
performs. For example, in the domains of transportation, medical equipment,
and applications for the military.

• Heterogeneity:
There are already hundreds of different companies that make the Internet of
Things devices; as a result, there is a worry over the smooth interoperability
of these devices. As new and enhanced apps are produced in the market to
fulfill the expectations of customers, cloud computing has to keep up with the
progress of the underlying platforms and protocols of the Internet of Things
devices.

• Intensive Applications:
Cloud IoT’s strength is serving a variety of heterogeneous applications, but
at the same time, it might be considerably difficult to process data gathered
from sensors located at a number of geographical locations over long periods
of time. Intensive applications require both low latency and high processing
power. Consequently, they should be provisioned as quickly as possible.

• Data Storage:
The number of IoT devices will grow to approximately 50 billion by approxi-
mately 2025, which means that cloud service providers will face a great chal-
lenge in providing timely and safe access to data.

• User aided IoT devices:
Users of certain IoT applications are required to provide information, and in
return, they are rewarded with incentives for their efforts. Due to the social
aspects involved, where the user contributes from their background, it is a
challenging task.

• Edge Computing:
Applications for the Internet of Things that are limited in terms of latency
and mobility and are geographically spread must have an immediate response
from the cloud. Edge computing, which is analogous to cloud computing but
located physically closer to the applications, was developed as a solution to
this problem. However, edge computing is challenging to deploy since it needs
location awareness.

• Aggregating Sensor Networks:
An IoT sensor network can be used across a wide range of applications and
is a disruptive technology. It also raises a number of challenges, such as net-
work uncertainties and energy constraints. As the sensors became mobile,
they created new challenges in their own right, and on the other hand mobile
phones with their built-in sensors catered to a variety of applications, requir-
ing cloud-based techniques for aggregating sensor data.
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5 Access Control Models

Recent research has suggested a great number of innovative strategies for con-
trolling access. Because cloud computing is primarily predicated on the sharing
of resources, it necessitates an excessive amount of resource utilization in order
to implement stringent preventative measures. Cloud computing for the Inter-
net of Things presents new issues when it comes to managing access technologies
and limiting access, because it is a large-scale, dispersed, and virtual information
system.

• Role-Based Access Control (RBAC) based solution:
Role-based access control paradigms and frameworks allow users to access
resources depending on their responsibilities. In this design, RBAC has four
components, each with separate functions. RBAC has core, hierarchical,
static, and dynamic components. The core component is the most funda-
mental and fundamentally important. RBAC’s fundamental model is made
up of five different components. The first group is comprised of users, roles,
and permissions, and the second group is made up of operations performed
on objects. The pieces of the core model are grouped in a clear fashion that
resembles a many-to-many relationship. A user is given a role, and then the
role receives permissions that have been granted to it. The RBAC process is
broken up into two main segments. A system administrator is able to delegate
a wide range of responsibilities to different components of a computer system
using one particular design. The next phase is called the run-time phase, and
it is during this phase that the model is responsible for enforcing the system’s
assignments in accordance with the security policy of the system, which was
outlined during the design phase [8].
It is simple to assign users to roles because of the components of RBAC
(role- permissions, user-role relationships, and role-role connections). Figure 4
depicts the connection that exists between RBAC roles and their respective
users. RBAC has the potential to make the management of security in large
organizations more straightforward and ensure that the information integrity
requirements of information systems are met. In the study, the authors take
a service-based approach to release IoT, which necessitates that IoT devices
expose their functionality in the form of standard services. As a consequence
of this, the service is the object of the request, and the authorization of
the service must first be validated by access control before the service may
carry out the operation. The authors expanded the RBAC model to take into
account contextual information by integrating context constraints obtained
from the environment of a physical object. This allowed the model to take
into account information such as time, position, and the state of the envi-
ronment. Web services make it possible for different kinds of devices to work
together without any problems.
However, the authors did not explain how the physical object is mapped to
one or more web services or, more importantly, how contextual information for
the physical object is collected from its surroundings in real-time to be used
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in the authorization process. Both of these points are important. The Internet
of Things is hampered by a number of restrictions in an environment that is
confined by the IoT. These restrictions include reduced flexibility, single-point
failures, and large-scale implementations.

Fig. 4. Role and user relationship of RBAC

• Organization-Based Access Control (OBAC) based solution:
Based on the theory of an organization, the OBAC system is conceptualized
as a group of active entities that are organized into a system. Addition- ally,
subject, view, activity, and contexts are integral concepts that can be used to
build a security strategy. Subjects can play a role in portraying explicit roles.
In this paper, the author proposes a new security policy model that addresses
several limitations of previous models [9]. It focuses on an organization centric
model called ORBAC. Depending on an organization, a security policy may
include other concepts as well:

1) The way in which this organization uses subject matter is reflected in the
concept of Role

2) The way this organization uses objects is modeled by the concept of View

3) The concept of activity describes how this organization is acting.

4) The organization defines contexts relevant to users who act on objects.

The connection known as “Define” illustrates this point well. Permissions,
prohibitions, duties, and recommendations are the building blocks of a com-
pany’s security policy, and they are specified utilizing the aforementioned
ideas. A permission is a fact that has the form Permission (org, r, v, a, c),
which indicates that a role r within an organization org is authorized to carry
out an action a while in context c. Permission corresponds to a fact that has
this form. The interpretations of “Prohibition”,“Obligation”, and “Recom-
mendation” are all quite similar to one another. There are still a lot of issues
to be resolved, despite the fact that precise permits, prohibitions, duties, and
suggestions have been provided for subjects, objects, and acts.
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First, there is the possibility of security policies being in conflict. It is nec-
essary to identify and solve both the cases in which tangible permission can
be derived as well as the cases in which it is possible to derive a tangible
prohibition for a given subject, an object, and a given action. This is because
it is necessary to determine whether a concrete permission can be derived or
whether a concrete prohibition can be derived. In order to tackle this issue,
you should suggest a logical strategy that is possible and uses automatic prior-
itization of facts that constitute security policy. Because of space constraints,
the challenge of putting into practice a security policy that has been modeled
is not tackled in this article. It is very evident that this kind of administration
model is required for a full model. In accordance with the ARBAC model, the
RBAC security policy administration process can be utilized. In conclusion,
the ORBAC model needs to include the specification of security features. The
security policy should include mechanisms for determining when it has been
breached and what actions are to be taken as a consequence, such as what
should be done in the event that duty has not been strictly adhered to [9].
One might speak of an activity as being a collection of acts, and one can
speak of a view as being a group of objects. However, the most significant
disadvantage of this paradigm is its centralized architecture, which causes a
great deal of difficulty. The implementation of IoT devices is made more dif-
ficult by problems associated with large-scale implementations as well as the
lack of lightweight tools and procedures.

• Attribute-Based Access Control (ABAC) based solution:
ABAC has become a popular ACM in recent times. Using novel concepts,
Access Control Management and Access Control Rules are simplified. ABAC
evaluates the attributes of several entities and based on this evaluation,
decides whether access should be granted or denied. Thus, attributes are
major components of any ABAC and play a key role in its construction ABAC
grants access to a subject based on attributes presented by the subject. As a
matter of fact, the subject and the object are both identified by characteris-
tics associated with attributes [11].

ABAC model is provided in Fig. 5 Attribute assignment (AA) is the process by
which attributes are given to subjects and objects. Policy permission relation
(PPR) is the process by which a relationship is established between policies
and the permissions they provide. Policy is the term that is used to refer to
the collection of rules that regulate access in the system [10]. There are two
components of ABAC: the policy model (sometimes called PBAC, or Policy
Based AC), and the architecture model to apply the policy. ABAC states that
an individual’s access can be determined by a number of attributes. Various
policy rules stipulate the conditions for granting or denying access. Through
the attributes associated with the characteristics, the subject and object are
identified. Upon initiating an access request, the system grants the user the
appropriate permissions based on his attributes.
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Fig. 5. Attribute-Based Access Control (ABAC) model

The security of the (IoT) continues to be plagued by an increasing number
of obstacles as the Internet of Things grows increasingly pervasive in peo-
ple’s everyday lives. In order to guarantee the safety of data transmission in
WSN and serve as a backup for the IoT perception layer, authentication, and
access control mechanisms are required. Traditional cryptographic algorithms
are not suitable for use in the open environment of the Internet of Things
because they do not fulfill lightweight criteria and do not provide mutual
authentication between users and nodes. An ECC-based authentication pol-
icy [21] and an attribute-based access control policy were proposed in order to
realize the goal of achieving fine-grained access control and mutual authenti-
cation between users and nodes. Mutual authentication protects connections
between nodes and users. As the authentication procedure itself is straight-
forward, it is able to circumvent the resource-limiting issue that arises at the
IoT perceptual layer. By allowing data access based on user attribute certifi-
cates, access control authorities can provide flexible and fine-grained control
over who has access to what data [13].

However, despite being more scalable, having finer-grain control, and requir-
ing less communication and storage overhead, this architecture does have a
number of drawbacks that need to be considered. Taking into account the
restrictive nature of the context in which the IoT system operates, the man-
agement and deployment of this model are significant shortcomings. In addi-
tion to this, mapping sensor data into attribute values can be problematic as
well.

• Usage Control Based Access Control (UCON) based solution:
According to, usage control (UCON) is considered to be the next generation
of ACMs. As compared to traditional access control methods such as RBAC
and ABAC, it introduces a number of novelties. The authorization process
occurs continuously, before, during, and after the execution of the access. In
addition, it supports the mutability of attributes, which means that if an
access attribute changes while the access is in progress and the change does
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not accord with the security policy, access is revoked and usage is canceled.
The UCON model offers particularity in the continuity of decision-making
and the mutability of attributes.

UCON abstractions map to IoT entities as follows: The device or object of
UCON is the device or object in IoT. In IoT, UCON is represented by the
device, which includes information about the device’s trust value and so on.
The Service, which resides in the application layer and queries the wireless
sensor network for information on the services it offers, is an integral part
of UCON in the Internet of Things. The attribute(O) of a UCON in the
IoT is called the attribute(Service), and it stores information about services
like the digital sources used for automobile navigation. The policy of UCON
in IoT is decided by the wireless sensor network. This policy includes trust
value and other elements. In a wireless sensor network, the letter “C” denotes
a constraint that is relevant to the current situation, such as the position
of the network’s nodes geographically. IoT’s UCON(B) obligation may be
found in its requirements, which can be found in the wireless sensor network’s
requirements. IoT devices should have duties before or during use control [14].

Device, service, and use control determine IOT Authorization (A). The
Device’s trust degree and the Service’s trust threshold determine access con-
trol rules for the Device, the Service, and other information. The calculation
is hazy. Despite theoretical trials, this strategy remains unproven.

The collection of subjects, objects, and system characteristics define a logic
model’s state sequences. Authorization predicates use subject and object
characteristics. Usage control activities alter attributes and access usage pro-
cess status, and obligation actions must be completed before or during use
conditions are predicates. Temporal formulae describe the use of control rules
using permission, action, and system circumstances. Using scheme rules makes
the UCON specification comprehensive and sound. UCON has exact model-
ing and specification skills due to TLA flexibility and enhanced specification
capabilities [15].

Research may continue. First, create UCON administration models such as
attribute management, administrative policies, etc. UCON is attribute-based
and must acquire and maintain attributes synchronize statically. This article
addresses post requirements and post circumstances under the administration
model. If a subject fails to complete a duty after access, a security admin-
istrator must take compensating steps in line with their policy. The UCON
model presented is a next-generation access control system since it contains
several new ideas, unlike RBAC and ABAC. This definition defines a topic as
a system entity with a set of attributes and capabilities. All objects need char-
acteristics. Objects are accessible to subjects. Based on rights, a person may
provide or refuse access to items. IoT designs cannot fulfill the criteria since
their rigorous definitions lack clear examples, their extensive descriptions of
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how access is achieved are inadequate, and until now, only the conceptual
model has been produced.

• Trust-Based Access Control (TBAC) based solution:
A formal trust model with a semantic link between three factors attributes,
observation, and recommendation was proposed. TBAC proposes an ABAC-
based cloud computing IaaS paradigm. TBAC meets necessary standards in
cloud computing, notably cloud IaaS. In this architecture, the trust level
changes user permissions. ABAC access control rules also vary by user trust.
Finally, the concept permits blacklisting malevolent people for a limited time,
enabling them to be pardoned if their trust score improves [16].
Open Stack-based private cloud architecture installs TBAC on a separate
VM. The testing findings show that TBAC can analyze access requests within
appropriate and acceptable processing times based on the final trust level cal-
culation and communication between TBAC and some of the expected Open-
Stack services. The ultimate trust level can be estimated at 200 ms under
harsh circumstances and with huge traffic overhead, while TBAC’s communi-
cation overhead with Keystone, Nova, and Neutron are modest. TBAC works
and scales in many situations. This study will add additional trust calculation
elements.

Users’ trust levels are taken into consideration to dynamically alter their per-
missions based on their trust level. This paper is primarily focused on provid-
ing a foundation for granting access and that foundation is trust. Whenever
access control decisions are made, trust is taken into account. Among the three
components of trust are attributes, observations, and recommendations, along
with semantic relationships among them. The framework is based mainly on
the cloud. Additionally, the trust calculation process should incorporate more
factors that make the model more effective [3].

• Capability-Based Access Control (CBAC) based solution:
Capabilities give rights to capability-based access control (CapBAC). Capa-
bility is the ability to access a computer system entity or object using a token,
ticket, or key [17]. The Access Control Matrix (ACM), introduced by Lamp-
son years ago, outlines what will be accessible and who will access it. This
ACM has ACLs and capability-based access controls. Unlike capability-based
access control, ACL discovered various security risks, including the confused
deputy issue. ACL is centralized, cannot accommodate numerous granulari-
ties, is not scalable, and has single points of failure.

Many large-scale IoT initiatives utilize it. ACMs and IoT suffer from using
capability-based paradigms. Distributed systems like the IoT must secure
resources and data. There are no scalable, manageable, effective, and efficient
authorization frameworks to support distributed systems with many services
or the dynamicity and scalability needs of IoT contexts that may involve
an unbounded number of sensors, actuators, and related resources, services,
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and subjects, as well as a variety of short-lived, unplanned, and dynamic
interaction patterns. Scalable, intelligible, controllable and easy-to-use pro-
cedures are needed as more end-users utilize smart devices like smartphones
and smart home appliances. This paper’s capability-based access control sys-
tem lets enterprises or individuals restrict access to services and information.
The system allows rights delegation and customization. The European FP7
IoT@Work project is developing this method to manage shop floor access to
certain of its services [17].

Among the access control methods used in IoT environments, CBAC is con-
sidered to be a realistic alternative. In this model, privileges may be granted
to entities that possess the stated capability. It is based primarily on the
theory of capabilities. Among its many appropriate features, CBAC provides
some flexibility, ease of use, and the least privilege principle, making it more
suitable to adapt to future internet requirements. However, even though this
framework offers relatively more distribution and flexibility than its preexist-
ing models, during the decision-making process it does not consider context,
a crucial factor. Revocation and capability propagation are two of the main
limitations of conventional CBAC. Mobile device usability is another concern.

• Smart Organization Based Access Control (SmartOrBAC) based
solution: The IoT has changed our view of the Internet to include smart
items in our personal areas. Access management has been crucial to the
development of IoT since data breaches and unauthorized access to data and
physical equipment might greatly disrupt our everyday lives [18].

This paper proposes SmartOrBAC, a security and performance-based autho-
rized access paradigm. This concept enhances and adapts OrBAC to IoT
contexts. This technique addresses collaboration by splitting the issue into
functional levels and distributing processing costs across restricted and less
constrained devices. Despite its size, the model adds nothing to standard
ACMs.

SmartOrBAC is an access model built for the IoT environment that uses
abstraction layers to make use of a comprehensive understanding of the real-
world IoT paradigm. Smart services need real-time contextual information for
decision-making. Thus, OrBAC’s context notion was extended to IoT. The
model has been enhanced with particular collaboration methods to apply the
same OrBAC security policy for both local and external access since users
belonging to one organization require dynamically access to resources owned
by other organizations. SmartOrBAC simplifies and enhances security policy
administration. Improve the SmartOrBAC model and execute a validation
study to determine its applicability, validity, and practicality. OrBAC-based
secure authority delegation may link the end device and RAE/CAE for more
dynamic communication. This study also considers privacy upgrades other
than pseudonyms and anonymous claims.



Security Challenges and Defending Access Control Models for IoT Network 193

IoT is broken down into four layers in SmartOrBAC: One constraint layer,
one less constraint layer, one organization layer, and one collaboration layer.
In SmartOrBAC splits the problem into various functional layers, which are
then allocated with a certain processing cost among constrained and less
constrained devices, while keeping in mind a collaborative aspect in parallel.
In spite of the fact that this model offers more flexibility, scalability, and fine-
grained access policies, its security policies are extremely complex.

• Pervasive Based Access Control Model (PerBAC) based solution:
The IoT is a worldwide sensor network that links physical and virtual devices
to communicate, utilize data, and take physical action. Security challenges are
already endangering this paradigm and need effective IoT-specific solutions.
This paper covers the essentials. A pervasive-based ACM (PerBAC) for IoT
access control (AC).

This proposal defines PerBAC as a decision-making algorithm, abstract entity
idea, and cooperation aspects for numerous organizations. These qualities are
perfect consumers of IoT data from the real world and allow effective access
control choices based on dynamic rules and entities. IoT research is becoming
complex. It has become a massive sensory network with actuation capabilities
that are eliminating the physical-virtual split. It has also created new security
issues, particularly with the correct AC model for IoT. The real-time IoT
paradigm was described from several viewpoints to show how it has grown
over the previous two decades and is speeding up and incorporating more
smart things [23]. A security assessment of IoT platforms and AC for IoT
followed. The study then analyzed the pros and cons of the most common
AC models in IoT settings and introduced the PerBAC model [19].

Describe the four pillars’ IoT environment needs, then PerBAC’s components,
layers, and algorithms. This paradigm may also be used to decentralize struc-
tures via cooperation. Simultaneous access in PerBAC causes mild overflow
at the code node. DoS attacks are threshold overflows.

• Transaction-Based Access Control (TBAC) based solution:
The Internet of Things (IoT) has gained greater attention and developed
rapidly due to the increase in the number of intelligent devices. Using exist-
ing network infrastructure, it enables intelligent devices to share data be-
tween the real and virtual worlds. IoT systems, however, face new security
challenges and risks because of their complex and large-scale network struc-
ture. Considering their complicated access management and lack of credibility
due to centralization, traditional access control technologies are not suitable
for implementing access control into IoT systems to ensure data security. The
paper proposes a novel attribute-based access control scheme for IoT systems,
which greatly simplifies access management [20].
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The use of blockchain technology can prevent single points of failure and data
tampering. For IoT devices, the access control process has also been optimized
to meet the needs of high efficiency and lightweight calculation [22]. According
to security and performance analysis, the scheme can resist multiple attacks
and be efficiently implemented in IoT systems. Blockchain technology, how-
ever, has been used only to distribute attributes and avoid data tampering
and single points of failure. Due to the high number of attributes in the under-
lying system, the computational overhead is significant. In terms of storage
overhead, session keys are proportional to the number of participants within
the network, so scalability might be a problem [22] (Table 1).

Table 1. A comparison of access control models

AC Model Contributions Advantages Limitations

Role Based Access

Control (RBAC) [8]

Allows users to

access resources

according to their

roles

while dealing with

the distribution of

competencies when

time and location

vary

Access control on an

IoT environment is

not scalable or flex-

ible

Organization Based

Access Control

(OBAC) [9]

Based on a struc-

tured group of active

units known as an

organization

Derived from

abstractions of

entities

Too complicated to

implement in the

IoT

Attribute Based

Access Control

(ABAC) [12]

Decision-making

relies on attributes

To address dynamic

propagation issues

Linking sensor data

to attribute values is

crucial

Usage Control

Based Access Con-

trol (UCON) [14,15]

Consists of eight

integral components

in the form of usage

context

Mutable attributes

and Authoriza-

tion are handled

dynamically

Definition is not pre-

cise

Trust Based Access

Control (TBAC) [16]

A key concept is

trust level

Evaluation within

a reasonable and

acceptable time

frame

Cloud-based rather

than IoT-focused

Capability Based

Access Control

(CBAC) [17]

Based on the con-

cept of capability

More flexible and

distributed than ear-

lier models

Aimed at mobile

devices

Smart Organiza-

tion Based Access

Control (SmartO-

BAC) [18]

Provides context to

match IoT require-

ments

Flexible, scalable,

and fine-grained

Complex policy defi-

nition

Pervasive Based

Access Control

(PBAC) [19]

Layers, Attributes,

and Matching func-

tions

Proactive, dynamic,

large-scale adapta-

tion

Decentralized archi-

tecture yet to be

implemented

Transaction Based

Access Control

(TBAC) [20]

A token is managed

through a transac-

tion

Token manage-

ment that is non-

centralized and

protected

Significantly slow

response times
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6 Open Research Challenges

Access control systems have been the subject of a significant amount of study
and innovation. Several models have already been implemented into functioning
systems in the real world. The advancement of technology related to the Internet
of Things has led to the thorough integration of information resources for a
variety of applications. ACMs and methods need to take into account aspects of
the IoT such as the heterogeneity of nodes, open settings, and the collaborative
use of resources by many parties [23]. Despite the existence of these problems, a
significant number of research efforts have been directed toward the development
of new models and methods for allowing access on a finer scale to the resources
of IoT systems. Despite this, there are a lot of significant problems that need to
be solved.

• Conflicts in policy due to different authorizations:
Many RBAC-related concepts use interpersonal ties as a criterion for access
determination; nevertheless, resources are presumed to be held by a single
entity, and multiparty sharing is not taken into consideration. Many of the
ABAC-related approaches put up an easy solution to this problem, such as
restricting access to situations in which all parties involved have given their
approval. More work has to be placed into resolving policy conflicts generated
by various authorizations to enhance the automation of policy composition
and conflict resolution. This will allow for more efficiency.

• Policy Conflicts Occurring in Multiparty Relationships:
The IoT search environment presents this kind of policy conflict problem
because of its unique characteristics. The policies of different agents are
constrained in the process of integrating multiparty access control policies.
The owner of a resource may impose different restrictions on its use. These
constraints could lead to several different access control decisions for each
resource. Access control decisions can be tailored to the requirements of indi-
vidual users. These decisions may, however, conflict with each other. It is
therefore urgent to find a way of quickly and dynamically selecting and adjust-
ing access control decisions for different users.

• IoT Security Modeling Evaluation:
During the process of IoT search, it is necessary to balance quality, security,
and efficiency. As the Internet of Things develops at a rapid rate, more atten-
tion is being paid to security. Many other similar complex security problems
have been successfully solved with modeling and simulation (MS) in the past.
MS methods and tools are also appropriate for resolving IoT problems since
IoT devices have unique addresses and communicate using standard proto-
cols. Despite this, we have little data on how IoT security search is modeled
and evaluated.

• Security and Authentication of Physical Devices in the Internet of
Things:
In the realm of industrial control security and the Internet of Things, there are
a number of authentication techniques that may be used to link cloud plat-
forms with sensing instruments in real-time. In most cases, it is not feasible
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to provide assurances on both the effectiveness and the safety of these proce-
dures at the same time. Therefore, it is essential to place a greater emphasis
on the technology of device authentication and anonymity protection in order
to guarantee the dependability, privacy, and availability of data sources.

7 Conclusion

In the present study, a comprehensive survey on ACMs and policies for the
Cloud-Enabled Internet of Things is conducted. The core focus lies on the
interconnections and relationships between varying models tailored for Cloud-
Enabled Internet of Things, assessing the benefits and drawbacks of each. As per
the literature analysis, a multitude of models have been devised and developed to
facilitate access control in the IoT paradigm. Recognizing the distinctive needs of
IoT, various shortcomings of prevalent access control are brought to light. The
study also ventures into exploring the advantages and limitations of existing
access control solutions from an IoT viewpoint. The provided table conclusively
demonstrates that no single model integrates features such as time response,
scalability, adaptability to IoT networks, and fine-grain access control into a
singular architecture. With IoT security emerging as a prime focus for contem-
porary researchers, numerous publications point towards security and privacy
issues in IoT. Owing to the staggering number of IoT devices and their inherent
heterogeneity, traditional access control techniques prove challenging to manage
effectively. This review uncovers pivotal studies in the field, providing intricate
details on topics attracting significant academic attention and elucidating access
control requirements within the context of IoT cloud computing.
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Abstract. The expansion of the Internet of Things (IoT) has made it possible for
numerouswidespread objects to connect to one another and communicatewith one
another, leading to unprecedented data releases. However, regardless of the fact
that cloud computing has been a useful tool for processing and storing these data,
problems like the growing demand for real-time applications and the constrained
availability of network bandwidth cannot yet be resolved solely through the use
of cloud computing. As a supplement to the cloud solution, a new approach to
computing called the fog computing paradigm has been developed. By moving
processing, connectivity, and capacity nearer to edge gadgets and end clients and
taking cloud computing to the network’s edge, fog computing aims to increase low
latency, activity, data traffic, reliability, and privacy. The present paper discusses
the framework of the fog computing model and presents a literature survey of
various works that is carried out on fog computing. It also covers the current
problems and difficulties in fog computing and opportunities for research in the
area of Fog computing for the Internet of Things.

Keywords: Internet of Things · Fog Computing · Edge Computing · Cloud
Computing

1 Introduction

With the increase in the data produced by the internet of things (IoT) devices, different
entities, including people, things, and, machines are connected in a global village any-
where at any time. A vast amount and variety of data are being produced. According to
the survey by Cisco, “there are more than 30 billion devices that will be connected to
the Internet by 2025” [1].
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The Cloud computing paradigm is a paradigm that has storage, computational and
communicational capabilities. The data formed by IoT devices is prepared and stored in
the cloud. “Infrastructure as Service (IaaS)”, “Platform as a Service (PaaS)”, and “Soft-
ware as a Service (SaaS)” are all service providing models that the cloud can offer. IaaS
offers resources that have been virtualized: including computers, storage, and network-
ing. It is used by Network Architects. PaaS offers a Software platform for the formation,
consumption, and management of services. It is used by application developers. The
SaaS offers end users and other applications software and merged services. It is mainly
used by end users. It has high computation power and storage capabilities. Although,
as Cloud Computing is not a distributed computing architecture majority of operations
are performed in the cloud. Because of this, all the data needs to transfer to the cloud.
Since there is a movement of data distant from the edge gadgets it results in an increase
in network bandwidth. Due to this, long latency occurs [2].

The delay in cloud computing, which is caused by increasing bandwidth is intoler-
able. Also, there is no need to transmit all data to the cloud as some decisions can be
made nearby without the intervention of the cloud. Because these challenges are due to
the volatile enhance of IoT devices only using the cloud to solve issues with network
capacity, delay, and security is not a solution. So, to overcome these limitations fog
computing has been suggested as a way to employ the computer tools close to the users.
This is a supplement of cloud computing approach nearer to the devices that produce
and senses the data [3]. In other words, we can say Fog computing is an association of
cloud computing and the IoT. These devices are connected to the network anywhere at
any time. Fog Computing is a decentralized computing framework in which different
computing resources and devices are connected to provide the service of cloud comput-
ing at the edge. It pools the local resources for processing, connectivity, management,
and storage. Fog computing strives to be better effectiveness and diminish the quantity
of data that needs to be delivered to the cloud for preparing, analyzing, and archiving.
In order to diminish network traffic and latency, sensors will send data to edge devices
of network for handling and temporary storage rather than to the cloud [4]. In addition
to improving efficiency, this can also improve security.

Applications that are time-sensitive including multimedia and notifications can
respond quickly using fog computing.

1. It supports the collection of data from various devices. For instance, it can aggregate
information from several sensors relevant to healthcare.

2. Sensitive data, such as medical records, user whereabouts, and other private
information are protected and secured by it.

3. By screening the data before transmitting it to the main network, it avoids pointless
communication.

4. Due to its proximity to the user and ability to gather additional information about
them, it offers context and location-aware services.

This paper reviews and summaries the fog computing, applications, and difficulties.
The idea of fog computing is briefly explored in this work.
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2 Architecture of Fog Computing

Different literature has suggested a various number of architectures for fog computing,
many of which share some similarities. But none of the architecture has yet achieved
standardization.Akey research area is the referencemodel of fog computing architecture.
Several architectures for fog computing have been presented in recent years. Recently,
the Open Fog Consortium said that they were working to standardize the architecture
they had suggested. The majority of the suggested structures were derived from a simple
3- layer framework [2]. Fog computing creates a layer of fog between end users and
the cloud to extend services of cloud to the network edge. The tiered architecture of
fog computing is shown in Fig. 1. Three levels make up this tiered architecture for fog
computing– the cloud, the fog and the terminal layer [2].

1. The cloud layer: This layer offers a variety of application services, including smart
home, smart factory, and smart transportation, and is made up of several powerful
servers and storage systems. It provides strong processing and storage abilities that
allow for significant computation, in- depth analysis, and long-term data storage. Yet,
not all processing and storage operations use the cloud, unlike conventional cloud
computing architecture. To maximize the use of the cloud resources, the cloud core
components are effectively scheduled and controlled in accordancewith demand-load
[1].

2. The fog layer: This layer is situated at the network’s outermost point. Numerous fog
nodes, such as entry points, central stations, particular fog servers, routers, gateways,
switches, etc., comprise the fog computing layer. These fog nodes are located widely
between the cloud and end devices. They may be stationary at a specific area or
travelling with a carrier. To acquire services, the end devices can easily connect to
fog nodes. They are equipped to process, transmit, and transiently store the detected

Fig. 1: Architecture of Fog Computing
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data that they have received. In the fog layer, proper analysis and latency-sensitive
applications are possible. Additionally, the fog nodes are liable for interacting and
working with the cloud to get more potent computation and memory capabilities.
They are connected to the cloud data center via an internet protocol core network.

3. The terminal layer: The layer is the nearest to the customer and the real world.
It consists of a variety of IoT devices, such as detectors, cell phones, intelligent
transportation systems, swipe cards, scanners, and much more. Even though smart
cars andmobile phones have powerful computers,we only use themas smart detecting
devices in this situation. In general, these devices are widely dispersed spatially. They
are in control of capturing feature data from actual objects and sending it to a higher
layer for storage and processing.

3 Specifications and Benefits

1. Real-time interactions with low latency: The data generated by detectors and devices
is locally acquired by fog nodes at the network edge, where the data is analyzed
and saved by network edge gadgets in regional networks. It offers quick, excellent
customized solutions driven by end users and considerably decreases data transit
across the Internet. In order to enable low latency and fulfill real-time interaction
requirements, particularly for delay-sensitive or applications that are time-sensitive.

2. Reduces Bandwidth: To prepare and keep data between end nodes and a standard
cloud, fog computing expands compute and storage capabilities to the network
edge. Some computation operations are carried out locally, such as data preparation,
duplication removal, data cleansing and scanning, and collecting information.

3. Most relevant data does not require to be sent through the Internet, and only a small
portion of it is actually transferred to the cloud. Compared to the conventional cloud
computing approach, which required submitting raw facial images to the cloud, fog
computing significantly lowered network traffic and reduced bandwidth.

4. Supports mobility: In fog computing applications, there are a variety of portable
devices (such as cell phones, automobiles, and smart watches) that contribute to the
frequent spatialmovement at the terminal layer. However, some end devices including
surveillance cameras, stay fixed. In the same way, a platform for computing resources
that is movable or static can be a fog node in a fog layer. For fog computing to work,
continuous handheld device connection is essential. Various mobile gadgets can also
directly communicate with one another. The data does not have to be received by the
central station or even the cloud. End devices or intermediaries must analyze the huge
volumes of data generated by the Internet of Things in order to fully realize portable
analysis of data so that a greater choice of services may be provided.

5. Decentralized data analysis and geographic distribution: In contrast to cloud comput-
ing, which is more concentrated, fog computing solutions and applications support
geographically distributed provision. It consists of a huge number of extensively
disseminated nodes that can monitor and ascertain the positions of end devices in
an effort to assist portability. Because of the dispersed design of fog computing,
data analytics can take place close to the consumer rather than being processed and
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stored in centralized servers far from end users. This attribute can be used to facili-
tate quicker massive data processing, better services based on location, and a more
robust immediate-time ability to make decisions. The objective of IoT and ubiquitous
computing environment is to link and integrate various ubiquitous objects. Not only
are there a tone of these things, but they are also widely dispersed. Geographical
dispersion and decentralized data analytics have the ability to successfully meet the
afore mentioned requirements.

6. Heterogeneity: Fog nodes are typically deployed in a number of environments and
exist in a range of form factors, including physical nodes and virtual nodes. High-
performance computers, edge routers and switches, entrances, access points, central
stations, and other components are commonly included. These physical platforms
run different operating systems (OS), load diverse software programmes, and have
differing degrees of computing and storage capacity. As a highly virtualized platform,
fog computing allows for the employment of some practical nodes, such as practical
network and computation nodes. Fog nodes are hence heterogeneous.

7. Interoperability: Fog nodes and end devices are typically deployed in multiple con-
texts because to their heterogeneous nature, which allows them to come from dif-
ferent suppliers. To handle a broad variety of services and smoothly support some
services, Fog computing should be able to interact and work together with a broad
range of sources. For instance, federated services across domains are necessary for
the streaming service that fog computing supports.

8. Information security and confidentiality protection: Open-access services are hosted
using fog computing. Consequently, it provides unique benefits for data security and
confidentiality protection. It can first secure data using encryption and remoteness.
To safeguard the security of sensitive confidentiality data, fog nodes include access
management procedures, encryption techniques, and separation measures. Second, it
can prevent the dangers associated with system upgrades.

9. Minimal energy usage: Fog nodes in the fog computing framework are purely scat-
tered. Due to the concentration, it doesn’t generate much heat and won’t require a
separate cooling system. Additionally, mobile nodes’ best energy management poli-
cies and short-range communication mode clearly cut back on energy used for com-
munication. As a result, there will be less electricity used, more energy saved, and
lower costs.

4 Internet of Things

In 1999, Kevin Ashton first used the phrase “internet of things.” As a result of advance-
ments in computing, the internet, and the rate at which data is generated by smart
gadgets, he thinks that the “things” part of how we interact and live in the physical world
around us requires significant rethinking. The Internet of Things (IoT) is a network
composed of real objects, devices, machines, structures, and other things that have been
combined with technology. This network allows these things to gather and transfer infor-
mation. Through the use of existing network infrastructure, things can be detected and
remotely controlled via the Internet of Things. This direct integration of the real world
and computer-based systems leads to increased effectiveness, accuracy, and financial
gain. When loT is enhanced with sensors and actuators, the technology is categorized as
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a cyber-physical system, a more generic category that also includes grids, smart homes,
intelligent transportation, and smart cities. Each object has an embedded computing
system that makes it uniquely identifiable, but it can still communicate with other things
using the current Internet infrastructure. While employed at Auto-ID Labs (formerly
known as Auto-ID centers, alluding to a global network of Radio- frequency identifi-
cation (RFID) connected devices), the entrepreneur Kevin Ashton initially invented the
phrase in 1999.

The Internet of Things (IoT) is typically anticipated to provide improved connectiv-
ity of hardware, software, and services that extends beyondmachine-to-machine (M2M)
communications and spans a range of protocols, domains, and applications. It is antici-
pated that the interconnection of these embedded devices, including smart objects, would
enable sophisticated applications like a Smart Grid and expand to areas like smart cities,
ushering in automation across practically all industries. In the perspective of the Internet
of Things, “things” can refer to a extensive collection of devices, including devices for
heart monitoring, biochip transmitters on live stocks, electric oysters in coastal waters,
sensors equipped cars, DNA analysis devices for natural, food, parasite monitoring, or
field operation tools that aid firefighters with search and rescue efforts. These gadgets
use a variety of already available technologies to acquire important data, which they then
autonomously transfer to other devices. Examples available right now include Wi-Fi-
enabled washers and dryers and smart thermostats. Before the Internet was even called
the Internet, manufacturers were already connecting products to it. Web servers were
being incorporated into embedded goods by the mid-1990s. For more than 15 years,
current M2M manufacturers have been incorporating Internet-connected systems into
fleet management, alarm systems, high value asset tracking, and other applications. Even
though some of these M2M systems are based on industry-standard protocols, they are
difficult to construct. However, when more potent processors are put into the end nodes
and since these processors enable high level operating systems and languages, the plat-
form may utilize intelligent frameworks, integrating M2M systems is becoming easier.
These systems are often controlled by a network operations centre (NOC) and connected
to high-end business service layers. Although both the industrial and consumer situa-
tions are interesting, because they involve several vertical separate systems, deployment
is not made any easier. Although the OS and protocols used by the systems are same,
the communications layers differ. In order to facilitate easier cross-application integra-
tion, each also makes use of open application programming interfaces (APIs) without a
horizontal link.

To progress the performance of IoT services, the majority of the information pro-
duced by the IoT items and gadgets needs to be handled and evaluated in immediately
[21]. Fog will deliver cloud connectivity, processing, and capacity services to the net-
work’s edge, resolving the problem of real- time IoT device operation and enabling
dependable and safe IoT applications [22]. Several IoT applications will benefit greatly
from the incorporation of fog computing. The fog enables real- time communication
among IoT devices to minimize delay, particularly for critical IoT applications. Exten-
sive sensor networks are a serious problem with the IoT’s rapidly rising quantity of
devices, which will ultimately number in the hundreds of millions. Fog computing also
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has the ability to handle these networks. Numerous IoT services can benefit greatly from
fog computing.

Fog computing can address the following IoT difficulties, as per the M. Chiang and
T. Zhang [23]:

a) Latency limitations: The fog is the appropriate resolution to assemble the latency
requirements of various IoT applications since it executes all compute operations
close to end users, including maintaining and examining data and other time-critical
tasks.

b) Network capacity limitations: Fog computing enables multilayer processing of infor-
mation from the data centre to IoT devices. This allows the handling of data accord-
ing to the requirements of the application, the available system, and the computer
resources. Because of this, the quantity of data that requires to be transmitted to the
cloud is minimized, resulting in less traffic across the network.

c) Devices with limited resources: Fog computing enables devices with few features
to do tasks that demand a lot of computational power but cannot be transmitted to
the cloud. As a consequence, device intricacy, lifetime expenses, and electrical usage
may all be decreased.

d) Continuous services: Even with irregular network connectivity to the cloud, fog can
continue to operate independently to guarantee continuous services.

e) IoT security difficulties: Devices with limited resources have fewer security features,
as an outcome fog computing functions as a medium for these devices for updat-
ing their operating systems and privacy settings. Additionally, the security status of
adjacent devices can be checked using the fog.

This discusses the convergence of fog computing with the IoT. The next section gives
an overview of related work that has been carried out in different papers.

5 Literature Survey

The purpose of this Section is to demonstrate how the fog computing has been described
in various contexts.

Jabril, et.al [5] suggested the architecture paradigm of fog computing. The basic
components as well as the requirement for uniform data were made clear. The potential
adaptation and applications needed for this model were used to illustrate the use case
scenario for the Flood Warning System. They recognized service operation, runtime
implementation, and thing collaboration as the study problems in fog computing.

Arif, et.al [6] discussed the futility of transferring the gigantic amount of data pro-
duced by IoT devices and sensors to the data centre in the cloud for activities that need to
be provided immediately. To give a good understanding of the realistic domains where
fog computing is useful, examples of applications and how they use the technology were
presented.

Fog can be deployed using Private, Public, Community, or Hybrid fog models.
Depending on their hardware platforms fogNodeswere classified into fixed and dynamic
fog nodes. The distributionmodel was given via fog computing in two different hardware
and software setups. The service models of fog computing were additional classified as
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“Fog- Software as a Service” (Fog-SaaS), “Fog-Platform-as-a-Service” (Fog-PaaS) [7],
and “Fog-Infrastructure-as-a- Service” (Fog-IaaS). Platform designers would benefit
more from this recommended study.

The concerns in relation to structure, service, and security were discussed by
Redowan, et.al [8]. Utilization of different processor types in various fog environment
infrastructure components from the edge and the core network presented a variety of
issues. The difficulties encountered while implementing large-scale applications in a
Fog Node with restricted resources were also made clear. Concerns about protecting
privacy in systems that are substantially distributed and the importance of developing
authenticated systems were also covered.With the collection of already published works
in fog computing, a fog computing taxonomy is offered. Based on the ways taken to deal
with the mentioned difficulties, the taxonomy indicated how fog computing analysis was
done.

According to Mohammed et al. [9], the fog computing is a supplementary means to
cloud computing. The system must manage a significant volume of time-sensitive data
and be in need of a quick review report since the research world of today is driven to
build product-service-systems rather than products, mainly in the situation of Industry
4.0. Throughout this study, they outlined the advantages of combining cloud computing
and fog computing.

Schahram, et.al [10] focused on Edge computing and fog computing. Based on each
computing paradigm’s unique traits and use cases, they discussed about both the cloud
as well as fog paradigms. They also discussed upcoming difficulties such as network
administration, resource management, and security and privacy. They addressed the
requirement for social adaptability in the study solution. The smart city illustration and
its uses in fog computing environment customization were stated clearly.

According to Abdul Rahman, et.al [11] fog computing has been compared to a
bridge that has been established for the purpose of bridging the separation between
remote cloud servers and end user devices. Fog is a suitable paradigm for many IoT
functions because it offers a several advantages, such as improved security, lower band-
width use, and decreased latency. However, there are definitely numerous security and
confidentiality risks for fog devices which are positioned at the edge of the Internet. The
author of this paper discusses security and confidentiality concerns in IoT contexts and
suggests a means for IoT device safety improvement using fog computing to enhance
the dissemination of details on certificate suspension among them.

Javier, et.al [12] explored the various justifications for why the cloud computing
paradigm can’t satisfy specific needs, such as low latency, context dependent and mobil-
ity support, which are essential for a number of applications. The different paradigms,
including “mobile cloud computing (MCC)”, “mobile edge computing (MEC)”, and “fog
computing”, have arisen in past the fewyears to satisfy the stated needs,with fog comput-
ing making a significant contribution by acting as an edge node between IoT and cloud.
Additionally, there are similarities among the edge paradigms; however, the majority of
recent study is fragmented, and no tactics have been looked into. This is particularly
correct in the security industry, as most evaluations only pay attention to one edge while
ignoring the others. This paper’s major objective is to comprehensively and thoroughly
analyze the security risks, difficulties, and procedures present in all edge paradigms
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while stressing on opportunities for collaboration and cooperation. The authors of the
research claim to demonstrate how all cutting-edge paradigms should take advantage of
paradigm developments. Jianbing Ni. et.al [13], examined about fog computing in IoT.
With the help of the IoT billions of devices can be connected and used for things like
smart cities, home automation, and environmental surveillance through the process of
gathering and transferring data across linked objects. Despite having mentioned quali-
ties, IoT also has additional aspects that are essential for specific IoT applications, such
as smart grid. Typical characteristics include low latency, location responsiveness, and
geographic dissemination. The introduction of fog computing enables these features.
By utilizing fog computing in IoT, processing, storage, and networking capabilities are
expanded to the network. On the other hand, it is implied that consumers may experi-
ence a number of security and privacy difficulties. We examine the capabilities of fog
computing architecture. Further, studies have been done on immediate services, tempo-
rary capacity, distribution of data, and independent computation, all of which are key
functions of fog nodes. Every IoT application related to fog is tested using various fog
activities. Threats to IoT’s safety and confidentiality are then mentioned. A new archi-
tecture provides approach for security and privacy issue in the IoT application for fog
computing.

Bala, et.al [14] mentioned the scope of fog computing and its hierarchical design
in detail. In an effort to enable academics to concentrate on fundamental Fog concerns,
they also reviewed significant Fog applications and the significant hurdles that must be
addressed in order to fully utilize fog computing. They have highlighted some holes in
the literature, such as the lack of standards in fog computing, which could serve as future
topics for research.

Pengfei, et.al[15] provided a detailed analysis of the architecture, important tech-
nologies, applications, and open challenges in detail. Additionally, the similarities and
differences of fog with cloud computing and edge computing are also discussed. The
major technologies, such as those used in computation, interaction, and capacity, as well
as identification, resource planning, security, and confidentiality protection, are then
briefly discussed to show how to enable their deployment and use in detail. To bet-
ter clarify fog computing applications, a number of application examples are discussed,
including those related to health care, wearable technology, central nervous system inter-
face, gaming, IoT, and smart surroundings. Finally, certain difficulties and open problems
are discussed. These problems include security and privacy, programming environment,
and energy usage. To support the growth of IoT and big data, fog computing will act as
a more bright and environmentally friendly computing paradigm.

6 Current Technologies in Fog Computing

The fast-evolving realm of fog computing hosts several cutting-edge technologies cur-
rently applied within its ecosystem – enabling businesses to harness this innovative
concept further.

In this sense, one key area comprises utilizing edge devices like Raspberry Pi boards
that offer highly compact sizes alongside low-power consumption rates when operating
either as gateways or sensor nodes. Another popular option is theNVIDIA Jetson proces-
sor lineup specifically designed for AI and deep-learning-driven applications occurring
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at edges’ proximity beside Intel NUCs offering decent processing power valuable within
fog nodes or constituent gateways.

Additionally, communication andnetworkingplay critical roles herein; thus featuring
protocols likeMQTT (MessageQueuingTelemetry Transport) tailored explicitly to cater
to constrained devices alongside unconventional/more unreliable circuits.

CoAP (Constrained Application Protocol) comes to rescue as a specific resource-
constrained device protocol ideal for operating over low-power networks. Moreover,
LoRaWAN (Long Range Wide Area Network) emerges as an essential networking
protocol that benefitswireless IoTdeploymentswith outstanding long-range capabilities.

Lastly, when it comes to data processing and analytics duties, several high-
performing tools desire a mention. For instance, Apache Kafka serves as an efficient
distributed streaming engine granting the ingestion, storage aswell as efficient processing
at voluminous rates of real-time data streams.

Additionally, there’s Apache Spark – an open-source distributed computing sys-
tem providing in-memory machine learning/analytics task execution abilities on large-
scale datasets with ease. Tensor Flow Lite is another notable platform that facilitates
the deployment of machine learning models on low-end devices like smart phones
- this enables effective implementation of ML algorithms on such devices without
compromising performance. Finally, Open CV offers excellent computer vision-based
image/video processing using unique algorithms for diverse industry usage domains
such as robotics/hospitality/research among many others. Ensuring security and privacy
in Fog Computing is of utmost importance. One way to achieve this is by using Secure
Shell (SSH). A cryptographic network protocol that enables secure remote access and
secure file transfer between fog nodes and gateways.

Another method is to leverage Virtual Private Networks (VPNs) which create an
encrypted tunnel over public networks to facilitate secure communication between fog
nodes. Trusted Platform Modules (TPMs) provide hardware based security solutions
such as secure storage for cryptographic keys, attestation, and secure booting.

Effective orchestration and management play vital roles in the success of Fog Com-
puting. Kubernetes, a container orchestration platform enables the deployment, scaling,
andmanagement of applications and services acrossmultiple fog nodes and edge devices.
Open Stack provides infrastructure management capabilities for cloud computing plat-
forms while also having the capability of extending its services for managing resources
in Fog Computing. Automation tools like Ansible allow configuration management
for all components within Fog Computing such as fog nodes, gateways. Infrastructure
components ensuring ease of use.

7 Discussion

We can learn various things about fog systems from this literature review. First, com-
pared to conventional cloud systems, fog systems do indeed provide lower latency.
Measurements from both simulations and experiments show that large reductions in
delay are possible. For real-time applications like IoT apps, this is important. A number
of references, including [16–19], and [15] showed this reduced delay. It should be noted
that while latency decrease is not automated, the placement of the application elements
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impacts it. When certain application elements are located in the cloud and others are
in the fog, the reaction time may occasionally be worse than if they were all in the
cloud. The advantage of lower latency should be emphasized that not all IoT scenarios
require it. As an illustration, manufacturing IoT services typically require short delay
impulses, although rapid data processing [20].Such systems may not always be able to
accommodate the lengthy delays in data transfers to the cloud and their distant analysis.
Consequently, we can now move on to the second lesson about traffic reduction across
communication channels to the cloud. Fog nodes’ local processing uses less bandwidth
and speeds up processing. It could prevent the sending of incorrect or irrelevant data to
the cloud for handling and/or storage needs purpose.

As a result, the amount of data transmitted is decreased, and the traffic through
the system’s various strata is also significantly reduced. A reduced amount of traffic is
transmitted to the cloud while utilizing fog, according to several references, including
[16–18]. [17] Showed a “reduction in the data size of up to 93 percent when employing
a fog system”, while [18] showed that the “data transported to the cloud is 0.02 percent
of the overall size”.

It has been demonstrated that fog systems use little energy. Fog systems are notable
for their minimal delays, little traffic on the network to the cloud, and low energy con-
sumption. A study of the system’s overall energy use reveals that fog computing systems
use less energy than cloud computing systems,which signifies reduced costs as discussed
in [16].

8 Open Issues and Challenges

1. Security and confidentiality concerns:
Since fog computing devices are typically deployed in areas without severe protection
and supervision, they are susceptible to conventional attacks that may harm the fog
device’s system to order to carry out deceitful tasks such as data stealing and snooping.
Cloud computing security options are plentiful. However, because fog computing
devices operate at the edge of networks, these solutions might not be applicable. Fog
devices may be exposed to a variety of dangers that do not subsist in cloud computing.
Here is a catalog of several well-known assaults that can be made to fog computing.
a. Man in the middle: The intruder may examine or disrupt communications between

fog devices since small devices often lack the capabilities to create reliable commu-
nication methods, the man-in-the-middle assault is possible to become a common
attack in fog computing.

b. Authentication: As authentication needs to work to access staff devices physically
while the distant verification server connections are down, relying on the cloud’s
central verification servers is not the ideal solution. Several verification and trust
challenges may arise for fog-based devices, such as gateways, that do not present
in the normal scenario.

c. Distributed denial of service: The most difficult security risk facing websites and
online services today is known as “distributed denial of service, or DDOS”. Fog
nodes have limited resources, making it difficult for them to handle many requests



Fog Computing in the Internet of Things: Challenges and Opportunities 209

at once. By simultaneously issuing a large number of unnecessary service require-
ments, fog nodes may happen to swamped for an extended span of time. As a
consequence, there are no resources available to host genuine services.

d. Access control: To satisfy the objectives and resource restrictions at various levels,
one can ask how to construct access control via client-fog cloud in fog computing.
Access control has established itself as a trustworthy solution for ensuring system
security.

e. Fault tolerance: When specific sensors, connections, service mediums, or appli-
cations malfunction, fog computing should continue to offer services normally.
Because fog nodes are widely scattered geographically, clients should be able
swiftly move to other closest nodes using an acceptable means when the service
in a specific region is anomalous.

2. Management and control:
a. Application-specific provisioning: By offering provisioning based on application,

fog computing is anticipated to provide movable apps for crowd sourcing and
sensing. A fog network must execute provisioning to set up its infrastructure for
operational flexibility and to meet QoS requirements for Fog, such as latency.
The mobility of end nodes presents a problem because metrics like connectivity,
archiving, compute, and rapidly will change rapidly.

b. Fog resource management: The cloud computing paradigm is anticipated to be
expanded by fog computing to the network’s edge. Fog management of resources,
like distribution and exploration, is sensitive for application effectiveness. Fog
computing allows for the sharing of diverse resources and supported services by
both centralized data centers and widely used mobile devices.

c. Programming platform: A programme built in a particular programming language
and running on the cloud performs the computational work in cloud comput-
ing, where the framework is visible to the person using it. Programming in such
diverse platform is extremely difficult since in fog computing, computation must
be performed in client end boundary nodes, which are almost certainly running
diverse platform and typically vary from one another. Consequently, a uniform
development framework for fog computing is now absolutely necessary. Since
fog nodes are often portable devices that constantly switch between networks, fog
environments need the capability to vigorously affix and take out nodes. As an
outcome, most stream-processing and data- processing platforms lack the capac-
ity and adaptability required for fog computing as their architecture is based on
fixed setups relatively than active ones.

d. Energy management: Given that fog computing systems have a larger num-
ber of distributed nodes than cloud computing systems, their expected usage of
energy exceeds. In order to build and refine highly optimal cost-effective meth-
ods and designs for the fog paradigm, such as effective interaction procedures,
computation, and network bandwidth improvement, much work still needs to be
done.
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9 Conclusion and Future Scope

Fog computing is a fast-processing computing paradigm whose importance is rising
quickly because of the IoT and the mobile internet’s quick expansion. The fog paradigm
drives an increasing number of services out of the cloud and into the network edge
by fully using geographically dispersed network edge devices. It successfully meets
the needs of immediate time or applications that are sensitive to latency, decreases the
volume of network transmission, and considerably reduces the time required for data
transfer. It also helps to relieve network capacity bottlenecks. This features the fog com-
puting architectural paradigm for clear comprehension. The literature review reveals that
fog computing is a benefit for applications of IoT and the cloud that provide functions
with short response times, lower cloud data center energy usage, improved performance,
and more. In the case of IoT services, it abruptly reduces the Cloud demand. To support
the growth of IoT and big data, fog computing will act as a extra vivid and environ-
mentally friendly computing paradigm. This is an important field of study that will have
an impact on academia and business in the future. Taking into account the challenges
mentioned, here are some suggestions for future work. To mitigate the vulnerability to
man-in-the-middle attacks, researchers can focus on designing robust and secure com-
munication protocols that are specifically designed for fog computing devices. Develop
methods and designs to optimize energy usage in fog computing systems, including effi-
cient interaction procedures, computation techniques, and bandwidth utilization. These
future research directions aim to address the specific challenges and requirements of fog
computing, ensuring better security, efficient management, and improved performance
in fog-based systems.
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Abstract. The Routing Protocol for low-power and lossy Networks
(RPL) is the established standard for packet-level communications in the
Internet of Things (IoT). The efficiency of point-to-point (P2P) commu-
nications in RPL relies on the mode of operation employed by the net-
work nodes. Hybrid modes of operation (MOP) have gained attention
as they combine the advantages of both standard non-storing and stor-
ing operation modes. However, existing hybrid MOPs have struggled to
achieve a balance between reduced communication overhead and storage
overhead. To address this, we propose the application of the 2-colorable
graph property to enable a hybrid mode of operation among IoT network
nodes. By mapping the two-colorable property to the standard MOPs, we
conduct experiments comparing the proposed hybrid MOP with exist-
ing approaches. Results demonstrate that our proposed hybrid MOP
achieves a significant balance between storing and non-storing nodes,
while also exhibiting improved average path length compared to existing
hybrid MOPs. This research contributes to optimizing P2P communica-
tions in RPL-based IoT networks and highlights the potential benefits of
utilizing the 2-colorable graph property in achieving an efficient hybrid
mode of operation.

Keywords: IoT · DODAG · RPL · Mode of operations · hybrid
MOP · 2-colorable graph

1 Introduction

The IoT comprises almost all the object that are part of our home, vehicles,
office, service centers in cities and rural areas [3]. The key component of IoT is
its underlying communication system that includes a huge set of communication
technologies [10,13]. The unlimited demand of wireless technologies have given
rise to a number of wireless technologies for wide range of devices and their
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applications using IoT. The IPv6 over IEEE 802.15.4e TSCH mode (6TiSCH)
[4,15] is designed to provide interface between TSCH link layer and IPv6 upper
layer protocol stack. The 6TiSCH provides open protocol stack for multi-hop
communication. The routing in 6TiSCH is supported by enhanced version of
standard RPL protocol. The RPL has been standardized by the Internet Engi-
neering Task Force (IETF) in 2012 [1,14]. The RPL protocol establishes a Des-
tination Oriented Directed Acyclic Graph (DODAG) architecture among the
IoT devices in order to facilitate packet communications. The major traffic in
RPL are Multi-Point-to-Points (MP2P) type. However, the recent IoT applica-
tions demand more kinds of P2P communications [11]. Apart from these two
types, the RPL also commonly supports Point-to-Multi-Point (P2MP) commu-
nications.

In P2P type communications, each device in a RPL-DODAG operates in
two modes of operations (MOP). These are storing and non-storing mode. Both
modes have their pros and cons, and therefore recent developments are more
focused on operating the hybrid version of these MOPs. We have contributed a
novel hybrid MOP in this paper that uses 2-colorable graph property to decide
MOP of devices in an RPL-DODAG. The 2-colorable graph is mapped to two
standard MOPs and applied such a way that the parents and child are partition
into distinct sets to assign MOP.

Rest of the paper is organized into following sections: A brief discussion on
importance of standard MOPs is provided in Sect. 2. The hybrid MOPs tech-
niques reported in the literature so far are reviewed in Sect. 3. The contributed
2-colorable hybrid MOP is presented in Sect. 4. The experiment results and their
comparison are analyzed in Sect. 5 followed by concluding points in Sect. 6.

2 Background

RPL supports two standard mode of operations for P2P packet communication
among the nodes in a RPL-DODAG. The mode of operation or MOP defines
whether a device behave as a router or a non-router nodes for any packet com-
municated via it. Storing mode indicates that each node in a DODAG stores and
maintains a routing table containing routing path to all nodes in its DODAG
sub-tree. When the entire network operates on storing mode each packet trav-
els from the source to the Least Common Ancestor (LCA) of the source and
destination. The LCA forwards the packets to the destination using its routing
table. The DODAG based on storing mode can reduce the routing overhead
avoid unnecessary redundant transmissions, however require additional memory
for storing each node routing table. For significantly large network, the routing
table size increases and becomes overhead for IoT devices.

On the other hand, when all the nodes operate on non-storing mode, they
do not maintain routing table for routing packet. When a packet arrives at any
device, the device simply directs the packet to its preferred parent until the
packet arrives at the sink of the current DODAG. The sink node is considered
as a special node which always operates on storing mode. Therefore, the sink is



214 A. K. Mishra et al.

the only node that maintains routing table in non-storing mode and forwards the
packet that arrives from a source to its respective destination. The additional
memory requirement of non-storing mode is nearly zero, which is suitable for
memory constrained IoT Devices. However, each packet needs to travel to reach
sink node before it is redirected to the DODAG sub-tree of the destination. Even
if the source and destination pair of nodes are present at a lower level DODAG
sub-tree, the packet still needs to travels via sink node. This routing process
incurs significantly higher communication overhead.

To mitigate the demerits of both the mode, researcher are adapting the hybrid
MOP, where a predefined criteria decides whether to operate on storing or non-
storing node. As a result, a subset of the IoT devices operate in storing mode, and
the rest of the node on non-storing mode. The ratio of storing and non-storing
node may vary with the criteria used to decide the storing mode. The hybrid
MOP are gaining popularity due to their ability to minimize the communication
and/or storage overhead. In the next section, we present the hybrid MOPs that
have been designed so far in the literature highlighting their hybrid MOP criteria
and characteristics.

3 Related Work

Here, we briefly describe the operational procedure of seven recent hybrid MOPs
that utilize mostly the routing metrics such as routing table size, MOP of next
child, battery level etc. [8]. Gan et al. [2] has proposed a hybrid MOP called
Memory-Efficient RPL (MERPL). In MERPL, each device operates on storing
mode until the number of routing entries reaches a predefined threshold value.
On reaching the threshold value, the node select a non-leaf node in its sub-
DODAG having the largest sub-tree to become the storing node. If two non-leaf
nodes have the same size, then decision of selection is done on the basis of the
smallest identity. The DualMop RPL has been proposed by Ko et al. [6]. On
receiving a packet for a child node, a parent node first determines the storing
mode of its child. The parent node just forward it to the child if child is already
using storing mode; otherwise, it generates route, duplicates the source routing
header, and finally sends the packet to the child. D-RPL has been proposed by
Kiraly et al. [5] that addresses the node that failed to declare their DAO by a
multicast channel. The root first determines if standard forwarding is feasible
for each packet. If such a path cannot be found, the multicast channel is utilized
to route the packet to the junction nodes.

The Hop-Interval based Mode Of OPeration Decision (HI-MOPD) scheme
has been proposed by Lee et al. [7]. In their approach, initially the root com-
putes the hop interval to be maintained between two storing nodes along a path.
This is termed as Optimal Hop Interval between Storing Mode (OHIS) value.
Then, each intermediate node select their mode by using the OHIS and deter-
mines Hop Count after Storing Mode in the second phase (HCS). Each node
then compares the OHIS and HCS values. The MOP is non-storing if OHIS is
smaller than HCS; otherwise, the node uses storing mode. Adaptive RPL (A-
RPL) is proposed by Vyas et al. [16]. It is a dynamic mechanism for switching
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between the MOPs. All nodes initially operate in storing mode. A node removes
all entries from the routing table and switches to non-storing mode immediately
when its routing table has no more space to add new routes. A method titled
hybrid RPL has been proposed by Sukho et al. [12]. In this approach, the route
data is separated between the storing nodes and the root to reduce the packet
transmission overhead at routers. Mishra et al. [9] have proposed two variation
of hybrid MOPs: the first one is a rank-threshold based MOP decider, whereas
the second one is based transmission traffic probability with cellular automata
rules.

3.1 Problem Definition

The limited energy resources of a typical IoT device is a concern for adapting
non-storing mode, whereas limited memory is an obstacle for opting fully stor-
ing mode in a DODAG. A hybrid mode of operation resolves the issues found
in storing and non-storing mode. However, it needs to achieve an optimal bal-
ance between minimizing transmission and storing overhead. It is observed from
the literature that most of the reported techniques try to minimize the stor-
age overhead while compromising the optimization of communication overhead
up to a significant level. The recent versions of hybrid MOPs are required to
achieve communication overhead nearer to the storing mode while managing the
memory requirement up to a lower bound threshold level.

4 Proposed Work

The proposed 2-colorable DAG structured hybrid MOP that not only achieve
balance between storing an non-storing node, but also able to reduce the com-
munication overhead for all kinds of P2P communication in RPL.

4.1 The Foundation

A graph G(V,E) is called a 2-colorable graph, if its chromatic number χ(G) is
less than or equal to two. The graphs with no odd cycle are 2-colorable and
this is the property that can easily identify whether a graph is 2-colorable. On
the other hand, a graph G(V,E) is a bipartite graph, if its vertex set V can be
partitioned into two distinct sets A and B in such as way that each edge of G has
one of its endpoint in A and other in B. It is obvious that the bipartite graphs
are 2-colorable. Whereas, when a 2-colorable graph is not connected, there are
more than one way to define the two partition sets A and B. The bipartite
graphs represents the models of two distinct types of nodes or entities, where
the connectivity are only permitted between two distinct type of objects.

In a hybrid MOP technique for RPL the nodes can be either in storing or non-
storing mode in a DODAG depending on the underlying parameters defined by
it. Secondly, the techniques proposed in [8] implies that the network performance
enhancement is marginal when adjacent node in a DODAG operates in storing
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mode. In order to achieve a balanced architecture of storing and non-storing
nodes for a DODAG, we propose to adapt 2-colorable graph model for deploying
hybrid MOP among the nodes of a DODAG. The principles of using 2-colorable
or bipartite graph as hybrid MOP is described below.

Fig. 1. An Example 2-colorable hybrid MOP in a given DODAG.

Fig. 2. Switching of mode from Example 1 when the timer expires.

4.2 The Proposed Hybrid MOP Model

To begin with, the sink node of a DODAG is assumed to be always in storing
mode and does not belongs to the 2-colorable graph of hybrid MOP. This is
because, it is a special node and as per the RPL protocol the sink node has
routing entries for each node present in its DODAG. The 2-colorable graph of
hybrid MOP is obeyed by each device in such a way that any pair of DODAG
parent and child nodes does not share the same MOP at any instance of time.
That implies that if a node i has a child j then MOP(i) �= MOP(j). Initially,
MOPs for each node is assigned during the formation of DODAG. The nodes
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adjacent to the sink are initialized with non-storing mode. The nodes that are
present at one-hop away from the sink are and children of adjacent nodes of sink
are assigned with storing mode. In this way, nodes of present at every alternate
level of DODAG are assigned with same MOP in order to obey the 2-colorable
property during the construction of DODAG. An example of an initial DODAG
with MOPs is shown in Fig. 1. Here, the yellow colored nodes operate in non-
storing mode, whereas green colored nodes operate in storing mode.

Once all the devices are initialized with initial MOPs, a timer is initialized
by each device. All the devices in the DODAG are time synchronized in order to
start and reset its timer. The duration of the timer is decided based on network
data flow statistics and average traffic load at each device. When the timer of a
device expires, it switches its current MOP. In other word, when the timer of a
node expires, a node currently operating on storing mode switches to non-storing
mode and vice versa. Evidently, the DODAG will still maintain the 2-colorable
graph property for MOPs. This is because, in a 2-colorable graph the color
between the two sets bearing distinct colors can be swapped without violating
the 2-colorable properties. Figure 2 shows the switching of MOP from the state of
Fig. 1 when the timer expires. According to the proposed hybrid MOP, whenever
a timer expires the nodes switches its MOP and reset the timer, and this process
continue throughout the lifetime of the DODAG or reconstruction of DODAG
whichever is earlier.

4.3 Advantages of Proposed 2-Colorable DODAG Hybrid MOP

The application of 2-colorable graph property for assigning and maintaining the
MOP in a DODAG maintains a balanced ratio of the number of storing and non-
storing devices in a DODAG. Moreover, since because of 2-colorable property in a
DODAG as shown in Figs. 1 and 2, there are storing nodes at every alternating
position in each path from a leaf node to the sink. That means, for the P2P
communication that involves a pair of source and destination devices (s, d) under
the sub-tree of a given node r, the additional amount of transmission incurred
by the hybrid MOP is only equal to two. This is because, in the worst-case
scenarios the node r operates in non-storing mode, while its parent operates in
storing mode according to 2-colorable property. Therefore, the proposed hybrid
MOP can achieve a routing performance nearly equal to as of storing mode while
incurring a balance storage overhead. In the next section, we experimentally
verified the performance of DODAG using the proposed 2-colorable hybrid MOP.

Theorem 1. The worst case communication overhead of the proposed 2-
colorable DODAG hybrid MOP is equal to communication overhead of storing
mode plus 2.
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Algorithm 1: The Implementation Procedure of the proposed Hybrid
MOP on a node.
1 if DIO received from a parent then
2 if the parent’s MOP is storing then
3 initialize i.MOP as non-storing;

4 else
5 initialize i.MOP as storing;

6 setTimer(MOP SWITCHING TIME);
7 if timer expired then
8 if i.MOP == storing then
9 i.MOP = non-storing;

10 flush Routing Table of i;

11 else
12 i.MOP = storing;

13 else
14 Continue with the current MOP;

Proof. In the storing mode, a packet from source node travels until it reach LCA
before being redirected to the destination. Let |Pi,LCA| denotes the path length
from a source i to the LCA of the packet, and |PLCA,dest| denotes the path length
from the LCA to destination node in its sub-tree. If we define communication
overhead of RPL as the number of transmissions occurred while sending a packet
from a source to destination, then the communication overhead of the storing
mode per packet is given by |Pi,LCA| + |PLCA,dest|.

In the proposed 2-colorable hybrid MOP, there may be two possibilities in
this case of transmission. First the LCA node of the source and destination pair
is currently not operating in the storing mode. However, using 2-colorable prop-
erty in a DODAG the parent of the LCA is ensured to operate in storing mode.
In that case the packet needs to travel to the parent node of LCA and redirected
back to LCA for forwarding it to its destination. Therefore, the worst case com-
munication overhead per packet of the proposed 2-colorable hybrid MOP is given
by |Pi,LCA|+|PLCA,dest|+2, which is equal to communication overhead of storing
mode plus 2.

Theorem 2. The number of nodes in the proposed 2-colorable DODAG hybrid
MOP that possesses the storage overhead of average number of routing entries
per node at any instance of time is either equal to

(
d2

)� l
2 �+2 − 1

(d2) − 1
or

(
d2

)� l
2 �+1 − 1

(d2) − 1

where l, d are the maximum level of DODAG and average degree of a node
respectively.
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Proof. If the average degree of a node in DODAG is given by d, that is the
average number of nodes that may have the same DODAG parent. In the storing
mode, all the nodes including sink operates in storing mode. If we assume that
the DODAG has maximum l level of nodes, then the number of nodes operate
in storing mode is given by

dl+1 − 1
d − 1

(1)

In the proposed 2-colorable hybrid MOP, only the nodes in the alternate level
of the DODAG operates in storing mode at any instance of time. The number
of nodes in the odd levels of a DODAG is given by

(
d2

)� l
2 �+2 − 1

(d2) − 1
(2)

whereas, the nodes in the odd levels of a DODAG is given by

(
d2

)� l
2 �+1 − 1

(d2) − 1
(3)

Therefore, at any instance of time the number of nodes operating in the storing
mode in the proposed 2-colorable hybrid MOP is either equal to Eq. 2 or 3.

5 Results

We have simulated our proposed 2-colorable hybrid MOP in a Python pro-
gramming environment. We have to compare the performance of our proposed
hybrid MOP with APRL, MERPL, HIMOPD, rank-threshold based, and cellu-
lar automata (CA) based hybrid MOP by [9]. The network size selected for the
experiment is 20 and 50. A timer of five seconds is set in the proposed hybrid
MOP for shifting between the two standard modes. A count of 15 pairs of nodes
is chosen at random for P2P communications. The metrics used for the evalua-
tion of performance are Transmission count, average path length, and an average
number of routing entries per node.

Figure 3 shows the comparison of average transmission count of the proposed
2-colorable hybrid MOP and the standard storing and non-storing MOPs. The
transmission count of the proposed hybrid MOP is closer to storing mode, which
indicates that the proposed hybrid MOP enables optimal path routing with a
marginal higher communication overhead than storing mode. This is possible
due to present of storing nodes in every alternate level of DODAG obeying the
2-colorable property of MOP applied on DODAG.

Figure 4 compares the transmission count of proposed hybrid MOP with the
existing ones. It is observed that the proposed 2-colorable hybrid MOP has
transmission count as the second lowest among all the MOP techniques and it
is marginally above the rank-threshold based technique [9]. This count values of
the proposed hybrid MOPs clearly shows that using 2-colorable property over
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Fig. 3. The comparison of average transmission count with the standard MOPs.

Fig. 4. The comparison of average transmission count with the existing hybrid MOPs.

DODAG, it is still able to achieve optimal routing for all the tested pairs of source
and destination. Whereas, the other existing mechanisms incur slightly higher
transmission due to lack of storing nodes at the lower levels of the DODAG
which gives rise to a longer route to the destination.
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Fig. 5. The comparison of average path length with the standard MOPs.

Figure 5 depicts the comparison of average path length with the standard
storing and non-storing modes. The non-storing mode possesses higher path
length due to establishing all communication paths via sink node. The proposed
hybrid MOP is marginally higher than the storing nodes due to comparatively
lesser number of storing nodes presents in the DODAG. This is an optimal result
of proposed MOP that achieves path length closes to standard storing MOP with
lesser number of nodes operating in the storing mode compared to it.

When the average path length of proposed 2-colorable hybrid MOP is com-
pared with existing hybrid MOPs as shown in Fig. 6, it is observed that the
proposed hybrid MOP have second shortest average path length. This is due to
presence of storing nodes at each alternate level of DODAG that minimizes the
path travelled by a packet to reach its destination node.

The comparison of average number of routing entry per node with standard
and existing hybrid MOP is shown inf Figs. 7 and 8 respectively. The number
of routing entry in a routing table of a node is zero if a node is operating on
non-storing mode and is equal to number of active children nodes in its DODAG
sub-tree while a node uses storing mode. It is observed that the average routing
entry per node of 2-colorable hybrid MOP lies between storing and non-storing
and measured to be slightly higher compared to existing scheme for the network
size of 50. This is because, the number of children in a DODAG sub-tree increases
with its network size. The methods such as HIMOPD, ARPL, rank-threshold
based hybrid MOPs use other heuristics to determine MOP of a device. As a
result, the number of storing nodes in the DODAG are lesser than the proposed
one and this leads to fewer entries in the routing table.

From all the results presented above, we inferred that the proposed 2-
colorable hybrid MOP achieve well-balanced DODAG network of nodes oper-
ating in storing and non-storing nodes using 2-colorable property over DODAG.
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Fig. 6. The comparison of average path length with the existing MOPs.

Fig. 7. The comparison of average routing entry per node with the standard MOPs.

As a consequence, it reduces the communication overhead required for any P2P
communications in the network. The average path length indicates that the rout-
ing overhead of the proposed hybrid MOP is quite lesser than the existing MOPs
such as ARPL, MERPL, HIMOPD, and CA based hybrid MOPs. However, due
to this balanced ratio of nodes, the proposed MOP possesses a slighter higher
storage overhead for higher network size.
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Fig. 8. The comparison of average routing entry per node with the existing MOPs.

6 Conclusion and Future Work

In this research article, we introduce a novel technique for achieving a hybrid
MOP in the RPL. Our approach is based on a 2-colorable graph architecture,
leveraging the bipartite graph property to determine the MOP of each node in
the DODAG-based RPL protocol. We impose the condition that parent and child
nodes cannot share the same mode (color), ensuring a balanced distribution of
nodes operating in the two standard MOPs. Experimental results demonstrate
that our proposed hybrid MOPs effectively reduce communication overhead and
yield smaller average path lengths for P2P communications in RPL.

Furthermore, our work can be extended to incorporate other existing logis-
tics used in hybrid MOPs, such as rank-based, ARPL, HIMOPD, to create a
more sophisticated hybrid MOP that further improves the achieved results. This
opens avenues for future research and optimization in the field of hybrid MOP
techniques in RPL-based networks.
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Abstract. Role-based access control (RBAC) is a mechanism that con-
trols access to resources within an organization based on the roles of
individual users. This RBAC can be used in the context of an IoT-
integrated smart contract for a private blockchain to govern access to
smart contract functions and data based on the responsibilities of the
system’s participants. By preventing unauthorized access to vital func-
tions and data, RBAC can help assure the security and integrity of an
IoT-integrated smart contract. In this study, we investigate novel meth-
ods to devise a smart contract process that enables data sharing among
stakeholders for IoT-based applications to provide complete access con-
trol implementation in a private blockchain environment. Here, we have
developed and verified our proposed access control mechanism with an
added layer of machine learning-based security for an Ethereum-based
private blockchain to securely handle IoT-based application data.

Keywords: Blockchain · Smart contracts · dApp · Ethereum · Access
Control · Machine Learning · IoT

1 Introduction

In recent years, blockchain technology has revolutionized various industries, pro-
viding a decentralized, secure, and transparent framework for data management.
It can provide a powerful and versatile infrastructure for IoT-based applications,
helping to ensure the security, reliability, and efficiency of data transmission
and processing [11]. For real-life IoT-based application implementation, private
blockchains are generally preferred over public blockchains due to their greater
security, scalability, cost-effectiveness, customization, and regulatory compliance
[12]. On the other hand, Role-based access control (RBAC) is effective from a
security perspective because it follows the principle of least privilege, provides
granular access control, simplifies administration, provides auditing capabilities,
and helps organizations meet compliance requirements [5]. By implementing
RBAC, organizations can improve their security posture and reduce the risk
of unauthorized access to critical functions and data.
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Thus, if the proven RBAC mechanism is utilized for handling access control
in a private blockchain, it could pave new ways for widespread IoT applications
to be secure and trustworthy [7]. Integrating RBAC with a private blockchain
requires careful consideration of the security, governance, and privacy implica-
tions of the RBAC model. It is important to have a well-designed RBAC policy
and to ensure that it is enforced and audited effectively to maintain the security
and integrity of the blockchain network [4]. This research aims to address these
challenges by designing a resilient system combining private blockchain tech-
nology’s benefits with the RBAC model. Furthermore, the research investigates
the development of a smart contract process that facilitates secure data shar-
ing among different stakeholders, complete with access control implementation,
ultimately paving the way for a more efficient and secure IoT ecosystem.

The rest of the paper is organized as follows: Sect. 2 discusses related work in
this field and identifies the scope of work. Next, our proposed solution approach
is discussed in Sect. 3. The effectiveness of the solution is discussed in Sect. 4 and
finally, the work is concluded in Sect. 5 with future directions.

2 Background Study

Access control is an important mechanism for ensuring secure and controlled
access to data and resources in computer systems [3]. In recent years, the appli-
cation of RBAC in blockchain systems has received increasing attention. This
section provides a brief overview of some of the existing literature on access
control in private blockchain systems.

A study explored the use of blockchain for access control in untrusted cloud
storage [13]. The researchers developed an access control system employing a
ciphertext-policy with dynamic attributes, utilizing a blockchain ledger to record
immutable security events, such as key generation, access policy assignment,
and access requests. Privacy of secret keys is ensured through a set of crypto-
graphic systems, with only hash codes representing ciphertexts being transferred
through the block-chain. This system was implemented using Ethereum and its
smart contract capabilities. Also, preserving privacy is a critical consideration
in distributed systems. One research paper addressed this issue within the con-
text of a personal health record system [15]. This system allows patients to
store, manage, and share their data with specific individuals while leveraging
blockchain based access control for tamper resistance and privacy preservation.
Next, in [16], authors present a dynamic and lightweight attribute-based access
control system. They build a DApp-based access control framework to adapt
to IoT device boundaries and keep tamper proof quickly. To combat security
fluctuations induced by IoT devices’ susceptibility, a Markov chain-based trust
management strategy is presented. To test the concept, the authors created a
system prototype on Ethereum, which suggests the proposed approach offers
secure, high-throughput, and adaptable IoT access control.

Another recent article, [8], employs an RBAC strategy with a blockchain-
enabled smart contract to govern permissions for organizational user roles.
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Using the Ethereum blockchain framework and its smart contract competencies,
the proposed approach models user-resource interactions. Alternatively, another
study proposed a mechanism which delivers confidentiality-based authentica-
tion by employing a hashing algorithm and a pass that cannot be distinguished
from its proprietor [1,9]. On an Ethereum-based prototype network configura-
tion, where smart contracts enable negotiations regarding a trustless interaction,
this was demonstrated. In this context, another research article [10] identifies
that conventional RBAC schemes are centrally managed, and the distribution
of a user’s role is missing fine granularity. It also identifies the distribution of
responsibility and authorization is fixed, which is not compatible with the dis-
tributed and dynamic network structures of today. Consequently, they introduce
a dynamic and fine-grained RBAC model, DF-RBAC, which is capable of the
flexible allotment of responsibilities by resource owners and the verification of
selected roles’ security.

The studies reviewed in this section demonstrate that RBAC is effective in
controlling access to sensitive data and resources in blockchain systems. This also
revealed a significant gap in defining role-based access control for blockchain sys-
tems. Existing solutions are either fully centralized using private blockchains or
entirely blockchain-based, resulting in slow interaction times. To bridge this gap,
the proposed approach introduces four distinct user groups, each with unique
attributes, allowing for efficient and swift verification and data upload while
maintaining the security and integrity of the blockchain. This structure pre-
serves tailored access for individual users, with authentication and authorization
closely monitored throughout the process to ensure a secure and seamless user
experience. In the next section, we will discuss our proposed methodology in
detail [1].

3 Proposed Methodology

In our proposed methodology, users interact with a front-end interface to input
data and request specific actions, such as data storage, retrieval, or transaction
processing. This user-facing interface communicates with a server responsible for
verifying user identity and encrypting sensitive information. To achieve this, the
server employs advanced cryptographic techniques and digital signatures, ensur-
ing secure and tamper-proof data transmission. Once verified and encrypted [14],
the server communicates with a back-end system that leverages Web 3.0 tech-
nology to submit transactions and interact with Ethereum blockchain. Multiple
smart contracts are deployed on the Ethereum network, each with specific access
control functions, data hash storage capabilities, and token-based authorization
mechanisms. These contracts facilitate secure, decentralized data management
and enable seamless interaction between users and the blockchain. IoT devices,
however, bypass the front-end interface and directly interact with the server’s
verification and encryption system. This streamlined process allows IoT devices
to securely and efficiently communicate with the server, ensuring seamless inte-
gration into the larger ecosystem. The design description of the proposed system
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Fig. 1. Proposed Methodology

is shown in Fig. 1. To understand the workings of the system, we will further
discuss the major steps in detail next.

3.1 Semi-Decentralized Authentication

Authentication is the first step involved in the thorough process of access control
in private blockchains. Without successful authentication, users or IoT devices
are not allowed to interact with the blockchain. The process of securely authen-
ticating a user/IoT device and verifying their digital identity involves several
steps, including verifying signatures, digital certificates, tokens, IP addresses,
and MAC addresses. This multi-step process helps ensure the authenticity and
integrity of the user’s credentials and their connection to the Dapp. Now we will
discuss the steps involved in authentication in detail.

First, the user needs to be authenticated. This involves providing a digi-
tal signature using MetaMask. Next, the user’s signature is verified using the
ethers.js library, a popular JavaScript library for interacting with the Ethereum
blockchain. This ethers.js helps in validating the digital signature associated
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Algorithm 1. Server Algorithm
1: procedure User Group

Define an Auth class with methods signMessage and verifyCertificate.
2: function signMessage

Extract the walletAddress from the request body
Check if the walletAddress exists
Retrieve the user associated with the walletAddress using the UserService

3: if user is found then
Send a response with the FRONTEND_MESSAGE_TO_SIGN

4: else
Store the IP and MAC addresses, and generate a certificate
Get the user’s IP address using getUserIpAddress
Get the user’s MAC address using getMacAddress
Generate a certificate using generateCertificate
Send a response containing the FRONTEND_MESSAGE_TO_SIGN and the generated certificate

5: end if
6: end function
7: function verifyCertificate

Extract walletAddress from the request body
Extract the certificate and privateKey from the request headers
Verify the certificate using verifyCertificate
Send a response with the verification result

8: end function
9: end procedure

with the user’s public key, ensuring that the data has not been tampered with
and that it originates from the genuine user.

Following the signature verification, the digital certificate is verified using
certificate encryption and the user’s private key. The certificate’s authenticity is
checked by decrypting the digital signature. If the decrypted signature matches
the certificate’s content, it confirms that the certificate is genuine. This step
ensures that the user’s public key and identifying information are accurate and
trustworthy. Subsequently, the system verifies tokens through a smart contract
and the ethers.js library. This involves checking the user’s tokens, which may
represent their digital assets or authorization to perform specific actions within
the blockchain-based application. By interacting with the smart contract, the
system confirms that the user has the appropriate tokens and permissions.

Lastly, the system verifies the user’s IP address and MAC address. The IP
address is a numerical label assigned to devices connected to a network and helps
identify the user’s location. The MAC address is a unique identifier assigned to a
network interface controller (NIC) for communication within a network. By ver-
ifying both the IP and MAC addresses, the system ensures that the user’s device
is authentic and hasn’t been compromised or spoofed. The detailed procedure
for the same is shown in Algorithm 1. This whole comprehensive process helps
maintain the security and integrity of online services and platforms, protecting
users and their data from unauthorized access or tampering.
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Fig. 2. User Group Processes

3.2 Decentralized User Groups Interaction Processes

We have grouped user processes as Uploader Process, Downloader Process and
Submitter Process. Different processes have different roles in our proposed sys-
tem design. These processes are playing a key role in implementing RBAC on
a private blockchain by utilizing Smart Contract. We will discuss these three
individual processes one by one (Fig. 2).

Uploader Process: The uploader process begins with user authentication,
which involves verifying the user’s private keys, digital signature, digital certifi-
cate, tokens, IP address, and MAC address. This comprehensive authentication
ensures that the user is genuine and authorized to access the system. Once the
user is authenticated, they can proceed to upload files to the database server.

After uploading the files, the user can view or download the uploaded files
from the blockchain using the InterPlanetary File System (IPFS) and encryp-
tion. IPFS is a peer-to-peer file-sharing protocol that allows for efficient and
decentralized storage and retrieval of files. Encryption ensures that only autho-
rized users can access the files, providing an additional layer of security. Details
of the Uploader Process are further detailed in the Algorithm 2.

The Uploader Process Algorithm involves creating an Uploader class with
three distinct methods: uploadFile, getUploadedData, and downloadFile. Each
of these methods corresponds to a specific function in the data uploading process.

The uploadFile function begins by checking if the request contains a file. If a
file is present, the data is encrypted for security purposes. The encrypted content
is then uploaded to the InterPlanetary File System (IPFS), a protocol and net-
work designed to create a content-addressable, peer-to-peer method of storing
and sharing hypermedia in a distributed file system. Following the upload, a new
‘Files’ object is created with the necessary properties and saved to the database.
A response is then sent containing the newFile object. However, if the request
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Algorithm 2. Uploader Process
1: procedure Uploader Process

Create an Uploader class with methods: uploadFile, getUploadedData, and
downloadFile.

2: function uploadFile
3: if request contains a file then

Encrypt the file data
Upload the encrypted content to IPFS
Create a new Files object with necessary properties
Save the new Files object to the database
Send a response containing the newFile object

4: else
Throw a BadRequest error

5: end if
6: end function
7: function getUploadedData

Extract walletAddress and other filters from the request
Create an object with uploaderAddress and other optional filters
Call fileService.getFile with the created object
Send a response with the retrieved file data

8: end function
9: function downloadFile

Extract ipfsHash from the request parameters
Find the file in the database using the ipfsHash

10: if file is found then
Fetch the file data from IPFS
Decrypt the file data
Create a temporary folder if it doesn’t exist
Define a temporary file location for the downloaded file
Write the decrypted data to the temporary file location
Start the file download, passing the temporary file location and the orig-

inal filename
After successful download, remove the temporary file

11: else
Throw a BadRequest error

12: end if
13: end function
14: end procedure

does not contain a file, a BadRequest error is thrown, indicating that the user’s
request was not properly formed.

Next is the getUploadedData function, which is used to retrieve the uploaded
data. The function extracts the walletAddress and any other filters from the
request, and an object is created with uploaderAddress and other optional filters.
The function then calls fileService.getFile with the newly created object, and a
response is sent with the retrieved file data.
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Fig. 3. Uploader Methodology Interaction

The third function is downloadFile, which is used to download the previously
uploaded file. It begins by extracting the ipfsHash from the request parameters,
which is a unique identifier for the file in the IPFS. It then checks the database
for the file using the ipfsHash. If the file is found, the function fetches the file data
from IPFS and decrypts it. The decrypted data is then written to a temporary
file location that is created if it doesn’t already exist. The function initiates
the file download, passing the temporary file location and the original filename.
After the successful download, the temporary file is removed. However, if the file
is not found in the database, a BadRequest error is thrown.

The Uploader Process Algorithm concludes at this stage, having completed
the upload, retrieval, and download of the file (Fig. 3).

Downloader Process: This process begins with authenticating the user to
ensure they have the necessary permissions to access and download files. Sev-
eral authentication mechanisms are employed, including private keys, digital
signatures, digital certificates, tokens, and the verification of the user’s IP and
MAC addresses. These mechanisms work together to create a secure and robust
authentication process, ensuring that only authorized users can access the files.

Once the user has been successfully authenticated, they can proceed to access
the downloadable files. These files are typically organized and displayed in a
user-friendly interface, allowing users to browse and select the files they wish to
download. In some cases, additional information about the files, such as descrip-
tions or previews, may be available to help users make informed decisions about
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the files they want to download. Upon selecting the desired files, the user is
prompted to complete a transaction using MetaMask. It is integrated into the
user’s browser, enabling them to review the transaction details and confirm the
transaction. This process may involve paying for the files or accepting any terms
and conditions associated with the files’ usage.

Finally, once the transaction has been successfully completed, the user can
proceed to download the files. The files are typically compressed and transferred
securely to the user’s device, ensuring that the download process is efficient and
safe. Upon completion, the user can decompress the files and access them on
their device, ready for use as needed.

Submitter Process: Similar to the uploader process, the submitter process
starts with user authentication. The system verifies the user’s private keys, digi-
tal signature, digital certificate, tokens, IP address, and MAC address to confirm
their identity and authorization.

Once authenticated, the user can submit the previously uploaded files from
the database to the blockchain. This process involves registering the files’ meta-
data and associated transactions on the blockchain, providing transparency,
immutability, and security for the records. After submitting the files, the user
completes the transaction using MetaMask, a popular browser-based wallet for
interacting with the Ethereum blockchain. MetaMask allows users to manage
their digital assets, sign transactions, and interact with decentralized applica-
tions (dApps) securely. Finally, the submitter user can view all the submitted
files on the blockchain. This allows them to keep track of their submissions and
access the history of transactions, ensuring the integrity and transparency of
the records. For more insight into how the submitter process works, refer to
Algorithm 3, where further details of the process can be found.

The Submitter Process Algorithm involves the creation of a Submitter class
with five distinct methods: getSubmittedData, getSubmittedDataDB, getAllU-
ploadedData, submitData, and fileDetails. Each method serves a specific purpose
in handling submitted data. The getSubmittedData function begins by calling
the dataStore.getSubmittersAllData function with a specific walletAddress as a
parameter. The resulting response is then mapped to a new array of objects,
and a response with this mapped data array is sent.

Next, the getSubmittedDataDB function comes into play. It starts by extract-
ing the walletAddress from the request body. The function then calls fileSer-
vice.getFile with submitterAddress and a status indicating "SUBMITTED".
Finally, a response is sent containing the data retrieved. The getAllUploaded-
Data function is used to retrieve all the data that has been uploaded. It calls the
fileService.getFile function with a status indicating "UPLOADED". The data
retrieved is then sent as a response.

The submitData function is responsible for the data submission process. It
starts by extracting relevant data from the request body. It then calls fileSer-
vice.getFile with ipfsHash and a status indicating "UPLOADED". A new object
is created containing submitterAddress, a status of "SUBMITTED", and other
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Algorithm 3. Submitter Process
1: procedure Submitter Process

Create a Submitter class with methods: getSubmittedData,
getSubmittedDataDB, getAllUploadedData, submitData, and fileDetails.

2: function getSubmittedData
Call dataStore.getSubmittersAllData with walletAddress
Map the response to a new array of objects
Send a response with the mapped data array

3: end function
4: function getSubmittedDataDB

Extract the walletAddress from the request body
Call fileService.getFile with submitterAddress and status "SUBMIT-

TED"
Send a response with the retrieved data

5: end function
6: function getAllUploadedData

Call fileService.getFile with status "UPLOADED"
Send a response with the retrieved data

7: end function
8: function submitData

Extract relevant data from the request body
Call fileService.getFile with ipfsHash and status "UPLOADED"
Create an object with submitterAddress, status "SUBMITTED", and other

properties
Call fileService.updateFile with id and the created object
Send a response with the update result

9: end function
10: function fileDetails

Extract ipfsHash from the request body
Call fileService.getFileByipfs with ipfsHash
Send a response with the file details

11: end function
12: end procedure

necessary properties. The function then calls fileService.updateFile with an id
and the newly created object. A response is sent with the update result.

The final function, fileDetails, is used to retrieve the details of a specific
file. It begins by extracting the ipfsHash from the request body. It then calls
fileService.getFileByipfs with ipfsHash. The details of the file are then sent as
a response. The Submitter Process Algorithm concludes after this stage, having
effectively handled the retrieval, update, and submission of data (Fig. 4).

In conclusion, the uploader and submitter Processes involve several steps to
ensure the secure and efficient handling of files on the blockchain. Both processes
begin with thorough user authentication, followed by uploading and submitting
files to the database server and the blockchain, respectively. Along with these, the
downloader process’s seamless integration of authentication, file access, transac-
tion management, and secure file transfer provides an effective and user-friendly
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Fig. 4. Submitter Methodology Interaction

experience for downloading files. The use of IPFS and encryption, along with
tools like MetaMask, allows users to securely manage and interact with their
data on the blockchain.

3.3 Role of Smart Contract

Smart Contracts provide a powerful mechanism for enforcing Role-Based Access
Control in private blockchains. They provide transparency, automation, and flex-
ibility in managing access control policies, making them an essential component
of any secure and robust blockchain system. In a private blockchain, smart con-
tracts can be used to enforce RBAC by defining the roles and permissions for
each user. These roles can be used to restrict access to certain functionalities
or data within the system. The smart contract can be designed in such a way
that only users with the appropriate roles can perform certain actions or access
specific data. We will now discuss the algorithm’s functionality in detail.

We have used designed our smart contracts in Solidity for the Ethereum
blockchain. Here, in this research the OpenZeppelin Contracts v4.4.1 library is
used for realizing the Ownable contract pattern in Solidity. The Ownable con-
tract provides a basic access control mechanism, in which an owner account
has exclusive access to specific functions. By default, the owner’s account is
the one that deploys the contract, but this can be changed later using the
transferOwnership function. The owner function is a public view function that
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returns the address of the current owner. The onlyOwner modifier is provided
to restrict function calls to the current owner. If the caller is not the owner, an
error message is thrown. The renounceOwnership function allows the current
owner to relinquish ownership of the contract, effectively disabling any function-
ality that is exclusive to the owner. Lastly, the transferOwnership function is
an internal function that handles the actual transfer of ownership. It updates
the owner variable and emits the OwnershipTransferred event.

A Solidity smart contract named DataStore was created to utilize the Open−
Zeppelin library. The contract manages data uploads and submissions, tracks
the roles of users (uploader, submitter, and admin), and handles minting tokens
based on role and actions. The contract stores information about uploaded data
in the HashInfostruct and maintains several arrays and mappings to track
data, user roles, and minted tokens. It also emits various events to capture the
addition and removal of users from roles, as well as data added and removed. The
contract has several role-based modifiers to restrict access to specific functions
based on the user’s role. Also, functions for adding and removing users in different
roles are provided in our design. These functions enforce the necessary access
control, update the relevant mappings and arrays, mint tokens for the users,
and emit the corresponding events. We have designed several getter functions
to retrieve data from the contract based on user roles and data indexes. Our
defined getMintedTokens function returns the total number of minted tokens
for a user based on their role as an uploader or submitter. Finally, the internal
function _authorize − Upgrade is required to authorize the upgrades to the
contract implementation.

Thus here, the use of smart contracts provides several benefits in enforcing
RBAC in private blockchains. First, smart contracts provide a tamper-resistant
and transparent mechanism for enforcing access control policies. All transactions
on the blockchain are recorded and cannot be altered, which ensures that access
control policies are enforced consistently and fairly. It also provides automation
and efficiency in enforcing access control policies. Once the access control policies
are defined in the smart contract, the system can automatically enforce them
without requiring manual intervention from the system administrator. Along
with these, it provides flexibility in managing RBAC. The system administrator
can easily update or modify the access control policies by updating the smart
contract. This allows for easy adaptation to changing business requirements or
security threats.

3.4 Role of Machine Learning

Integrating Machine Learning (ML) into cybersecurity methodologies has
induced a significant paradigm shift, ushering in a proactive strategy for secu-
rity and threat identification. Here, the ML layer adds one more layer of security
to the overall design of the system. By setup, our system collects some vital
information that can be used to detect user authenticity. For this purpose, a
comprehensive dataset, sourced from reference [2], consisted of 10,000 unique
data points, each representing different patterns and decisions encompassing
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diverse user-related information was assembled, including device specifications,
IP addresses, geographical coordinates (latitude and longitude), unique visitor
IDs, and information about browsers and operating systems used. This informa-
tion is vital in identifying unique usage patterns, potential anomalies, and risk
factors related to each user interaction. After data collection, it underwent pre-
processing to ensure its suitability for the model, with most of the data synthe-
sized for a larger dataset. Missing values were imputed, outliers were managed,
and categorical variables were correctly encoded. This stage is critical as the
quality of data directly impacts the model’s learning ability and, consequently,
its prediction accuracy.

With the data preprocessed, the different supervised ML models were trained,
enabling them to learn intricate patterns and relationships within the data, rec-
ognize normal user behavior, and discern the subtleties that distinguish a legit-
imate user from a potentially harmful one. Due to the supervised nature of the
problem at hand, which necessitates labeled data for intruder prediction, we
have experimented extensively with various supervised machine learning models
to determine which one is the best fit for our IoT application scenario. Here, we
have shown comparison of logistic regression (LR), Naive Bayes (NB), Decision
Tree (DT), and Random Forest (RF) models for selecting the most appropriate
one for our problem scenario. Upon training, different model’s predictive capa-
bilities were checked. Out of these models, the RF model outperformed other
models, which we will discuss further in the result section.

Thus, incorporating the supervised ML model improves the system’s secu-
rity while improving the user experience. Legitimate users encounter fewer dis-
ruptions, and potential threats are more readily identified and addressed. It’s
important to note that the model continues to learn and adapt over time with
new data, enabling it to identify and respond to emerging threat patterns and
maintain the strength of the security framework. Integrating the Random Forest
model into the security protocol has significantly heightened the system’s pre-
dictive and management capabilities regarding potential threats. By continually
learning from the data, it provides a dynamic, intelligent security solution that
safeguards the system and its users.

4 Results and Discussions

With our Solidity-based testbed implementation, we have calculated the overall
time taken by general authentication, uploading authentication, and submitting
transactions, along with fine-grained details. We have also tested the system
for separate user groups to verify if the end user is able to interact with this
secure data management system efficiently without compromising speed. We
will discuss our findings now.

The results presented in Table 1 demonstrate the various stages and timings
involved in verifying an Ethereum wallet and authenticating it with the proposed
methodology. The general authentication process, which includes verifying the
digital certificate, token, wallet, IP address, and MAC address, takes a total of
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1min and 37 s (m:ss). The certificate verification is relatively quick, taking only
6.149 milliseconds (ms), while the token verification is slightly longer at 1min
and 27 s. Wallet verification and IP address verification are both extremely fast,
with timings of 2.454 ms and 0.115 ms, respectively. MAC address verification,
however, takes a significant amount of time, around 10.017 s. The details of the
Ethereum block processing are shown in Fig. 5a.

Table 1. Process Timing Results

Processes Durations

General Authentication 1:37 (m:ss)
Certificate Verification 6.149 ms
Token Verification 1:27 (m:ss)
Wallet Verification 2.454 ms
IP Address Verification 0.115 ms
MAC Address Verification 10.017 s
Uploading Authentication 10.095 ms
Certificate Verification 7.993 ms
Token Verification 53.692 ms
Wallet Verification 3.603 ms
IP Address Verification 0.083 ms
MAC Address Verification 10.031 s
Submitting Transaction 12.2 s
Downloading File 5 s

When it comes to uploading authentication, the process is generally quicker.
Certificate verification takes 7.993 ms, token verification takes 53.692 ms, wallet
verification takes 3.603 ms, IP address verification takes 0.083 ms, and MAC
address verification takes 10.031 s. Overall, the uploading authentication process
is faster compared to the general authentication process.

Next, the process of submitting a transaction takes 12.2 s, and downloading a
file requires 5 s. These results provide insight into the time efficiency of each com-
ponent of the Ethereum wallet verification and authentication process. Allowing
for separate user groups makes the end user able to interact with this secure
data management system at the same speed it would usually take to interact
with any centralized system, however in the backend, they gain the benefit of
the blockchain without waiting for confirmation time. The process timings, split
by type of verification, are shown in Fig. 5b.

Then, for the added layer of security, different supervised ML models have
been explored here that exhibit diverse levels of prediction accuracy, as shown
in Fig. 6. Here, accuracy signifies the proportion of accurate predictions out of
total predictions using a 10 Fold Cross Validation method. The Random Forest
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(a) Ethereum Block Processing (b) Process timings split by type of verification

Fig. 5. General Process timing split

model continues to lead with a mean accuracy of 96%, and a superior F1 score
of 97%, underscoring its robust performance. Its ROC AUC score of 91% further
demonstrates its excellent distinguishing power between classes. The model’s low
false positive rate of 1%, along with a standard deviation of 0.02, reaffirms its
consistency and superior performance in managing overfitting and bias, common
issues with individual decision trees. The ensemble approach of RF is adept
at navigating intricate tasks with a multitude of variables, making it a choice
contender for our security protocol.

The Decision Tree model, while not as accurate as the Random Forest with
a mean accuracy of 86% and an F1 score of 84%, has a decent ROC AUC
score of 80%. However, the model’s relatively higher false positive rate of 5%
indicates potential overfitting with complex trees. Its standard deviation of 0.01
indicates stable performance, although it struggles to compete with Random
Forest’s accuracy. The Naïve Bayes model, with a mean accuracy of 74% and an
F1 score of 75%, has an ROC AUC score of 68%, indicating potential struggle
with distinguishing classes. This could be due to the inherent assumption of
feature independence in the model, often not applicable to real-world datasets.
The false positive rate for this model is relatively high at 9%, but it maintains
consistent performance with a standard deviation of 0.014. Lastly, the Logistic
Regression model demonstrates stable performance with a standard deviation of
0.014. It achieves a mean accuracy of 76%, an F1 score of 78%, and an ROC
AUC score of 70%, indicating decent accuracy and class distinguishing ability.
However, it presents a slightly lower false positive rate of 8% compared to the
Naïve Bayes model. While Logistic Regression is a sturdy model that excels when
data can be linearly separated, it might falter when the data contains complex,
non-linear relationships.

Nevertheless, while the Random Forest model outperforms the others, the
choice of model will depend on the specific requirements and constraints of the
given task. For our case, the choice of the supervised ML model is here random
forest, which is also established by authors of [6] for IoT-based scenarios. Prac-
tically, it analyzes user data in real-time during every interaction, comparing it
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Fig. 6. Different Machine Learning Model’s Accuracy Comparison using 10 Fold Cross
Validation, F1 Score, ROC AUC, and Percentage of False Positive

with the patterns learned during training. Any detected aberration prompts the
model to recommend that the user verify their certificate and private keys. This
enhances security, rendering the process adaptive and resilient. These observa-
tions underline the necessity of selecting the correct model that aligns with the
dataset’s characteristics and the issue to be resolved. While the Random Forest
model outperformed in this situation as can be seen in Fig. 7, under different
circumstances, other models may surpass it. It is, therefore, essential to con-
tinuously test and validate the models with available data to ascertain peak
performance.

In comparison to the state of the art methods of authenticating users in
blockchain based models which we consider as our benchmark, the results were
seen to be in the range of 16.62 ms and up to 272.89 ms [15], compared to
our results of 10.095 ms in uploading authentication which is at its lowest a
60% decrease in authentication time. This shows that this method does enable
a faster authentication time for regular users while maintaining the benefit of
blockchain in connecting the industry to various clients’ data points. All these
results can be seen in Fig. 5b side by side on how well they perform compared
to one another.



Role-Based Access Control in Private Blockchain 243

Fig. 7. Confusion Matrix for each Model for comparison

5 Conclusion and Future Work

The implementation of blockchain in IoT examines methods for establishing a
private Ethereum network and devising a smart contract process that enables
data sharing among stakeholders with access control in place. Here, we have
designed and validated our proposed access control mechanism for a private
Ethereum-based blockchain to securely manage IoT-based application data.
Here, blockchain technology eliminates the need for a central authority by facili-
tating data transactions through an immutable, incorruptible distributed ledger.
Furthermore, the study delves into the development of a smart contract system
that facilitates the secure sharing of data among multiple stakeholders, incorpo-
rating effective access control measures. Thus, the proposed system effectively
integrates the advantages of private blockchain technology and the Role-Based
Access Control (RBAC) model, resulting in enhanced authentication efficiency
and reduced authentication time.

According to the system design, some future implementations and additions
to this work will incorporate IoT-level physical implementations to collect data
from the real-world. Currently, the proposed model is being evaluated with syn-
thesized IoT data. Future work will consist of installing Raspberry Pis and gath-
ering IoT streaming data via them on a private blockchain, as well as evaluating
the efficacy of scaling the entire infrastructure system.
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Abstract. The Internet of Medical Things (IoMT) is playing a piv-
otal role in the healthcare sector by allowing faster and more informed
hospital care, personalized treatment, and medical solutions. Several
authentication systems are used to safeguard the data and authenti-
cate the devices, but some of them are inefficient and some of them have
some limitations. A very effective and trustworthy solution for resource-
constrained medical devices is provided by Physical Unclonable Func-
tions (PUF) - based identity and authentication systems. This paper
proposes VXorPUF, a Vedic Principles - Based Hybrid XOR Arbiter
PUF. Modeling attacks were performed on the proposed architecture
and an accuracy of 49.80% was achieved. Uniqueness, Reliability and
Randomness were the figures of merit used to evaluate PUF. A further
study was evaluated the uniformity of (m,n,p)-OAN-XOR-PUF, and a
result of 43.75% was found, which is close to the ideal value of arbitrary
PUF response.

1 Introduction

Due to recent technological breakthroughs and the advent of low-power, high-
performance Internet of Things (IoT) devices, establishing an IoT ecosystem
has become simple and straightforward. Several fields are being utilized by the
IoT, including Smart Grid, Smart Self-driving Cars, IoT Farming, Smart Homes,
Smart Healthcare, Military, Smart Cities, and Smart Industrial facilities. The
demand for smart healthcare system using medical devices is high in the technol-
ogy market besides other applications of IoT. IoMT has become an integral part
of our daily life. IoMT devices are at the core of today’s medical systems, where
every medical equipment will be hooked up to the internet and supervised by
healthcare practitioners [23]. In IoMT, highly sensitive personal health informa-
tion is primarily collected; therefore, maintaining patients’ privacy and security
is crucial in helping to reduce the risk of negative consequences on their health,
or in the worst-case scenario, causing their death [31]. With the global pandemic,
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Published by Springer Nature Switzerland AG 2024
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majority of the population has become health-aware and started using fitness
trackers, health monitors and smart devices to improve their quality of life. This
has given rise to an increased cyber attacks on the IoMT ecosystem [8]. Figure 1
shows the IoMT ecosystem where patient’s medical data is collected through
smart medical devices and sensors. Using the internet, applications for the IoMT
are able to receive raw data collected by smart devices. The information is sub-
sequently sent on to the medical practitioners and medical professionals, who
respond to the people who require assistance. The data needs to be stored and
pre processed, in some cases, through IoMT applications before sending it to
the laboratories. In addition, there is a need to use additional in house or third
party applications to assist with both the display of and analysis of the medical
data.

Fig. 1. The Internet of Medical Things (IoMT)

For IoT ecosystems, security and privacy are absolutely essential. A strong
authentication architecture helps protect an IoT system from many threats.
To secure the data and authenticate the devices, several IoT authentication
schemes are used. However, some of them are ineffective and some of them
have some limitations [11]. Although the IoMT devices are modest in size and
lack the functionality to operate for intended job, constrained IoMT devices
provide a wide range of functionalities. IoMT devices with resource-constraints
are capable of collecting raw data from patients and transmitting it to healthcare
practitioners for diagnosis and treatment [28]. The IMD’s ecosystem is more
promising because of low-power wireless technology [17] (RFID, NFC, BLE,
WIFI, SigFox, Bluetooth, Ingenu, Weightless Zigbee, LoRa and Z-Wave) that
require less battery life. These IoT devices are resource constrained devices with
fewer microcontroller units (MCUs), less computational power, and less random
access memory (RAM). They also require fewer functionality for wireless network
protocols.

IoMT is regulated to increase clinical safety through the use of wireless
medical sensor networks (WMSNs) [29]. In WMSNs, edge medical devices first
measure user’s data and send it to the medical practitioners through gate-way
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nodes(GWNs) for analyzing. A GWN with a large amount of computing power
and memory capacity can serve as a useful medium between Sensor Nodes (SNs)
and MPs because SNs are limited in resources and cannot perform sophisticated
operations. PUF is a potential Hardware Assisted Security (HAS) modules that
can generate device identification. For a lightweight and reliable IoT security
system, we propose VXorPUF, a Machine Learning (ML) attack resistant Vedic
Principles - Based Hybrid XOR Arbiter PUF. Rest of the paper is organized as
follows: Sect. 2 gives an overview of PUF and ML attacks on PUF. Section 3 gives
the related works in this area. The proposed PUF design is presented in Sect. 4
and the results are presented in Sect. 5. The conclusion and future directions of
the research are presented in Sect. 6.

2 Physical Unclonable Functions

PUFs are the HAS primitives for reliable and lightweight security in resource-
constrained environments, such as the IoT and IoMT devices. A PUF creates
secret keys from intricate physical characteristics of a material that are chal-
lenging to duplicate or clone, rather than preserving secrets [30]. PUF takes in
“challenges” as input and gives “responses” as outputs. PUF is categorized as
“Silicon” and “Non - Silicon” PUFs, based on the manufacturing process and
Security - Based PUFs depending on the Figures of Merit (FoM) of the responses
generated.

Fig. 2. Classification of PUFs

In [15], the phrase “silicon PUFs” was used to describe PUFs manufactured
using traditional fabrication processes. Since silicon PUF does not require any
modifications to the production process, it is undoubtedly the most simple PUF.
These classes can be divided depending on the many sources of variation [42].
One such Silicon PUFs is Arbiter PUF. Figure 3 shows the architecture of tradi-
tional Arbiter PUF. Multiplexers are connected in series in an arbiter PUF. Due
ot the manufacturing variations during the fabrication process of the Integrated
Circuit (IC), each stage of multiplexer adds a different delay to the signal given
at the input [16]. One of the major drawbacks of PUF for the metastablity of
the delay flip-flop is that it has comparatively poorer reliability [41]. In order
to prevent irreversible changes in the digital circuitry of a network, it is crucial
to research the effects of aging on PUF. Digital circuits eventually fail due to
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the aging effect, which reduces performance. [19] they mentioned that due to
the aging effect PUF response could be unreliable though there is no effect on
randomness of PUF.

PUF is categorized as Weak, Strong and Controlled PUFs based on the FoMs
of the generated responses. The challenges and responses of the PUF are pre-
processed and post-processed in a controlled PUF to make it more reliable, and
robust [37]. Veda PUF is one such controlled PUF proposed in [37]. It uses
the ancient Vedic principles to pre-process and post-process the challenges and
responses. Vedic literature has many important aspects to them, one being the
ways they are recited. One among the 11 ways of reciting them are, “Ghana-
patham”. Considering three bits in binary, “b1”, “b2’, “b3”, they are repeated
using the following in Ghanapatham:

S = [b1, b2][b2, b1], [b1, b2, b3], [b3, b2, b1], [b1, b2, b3] (1)

This is used to pre-process and post-process the keys in VedaPUF architec-
ture.

Fig. 3. Architecture of Arbiter PUF [4]

Machine Learning (ML) based modeling attack resistance is a significant need
For PUF circuits. There have been reports of some Arbiter PUF compositions
that have resisted modeling attacks and frequently need a lot of computer power
for effective modeling [26]. ML, a highly parameterized strategy to produce pre-
dictions from observational data by employing specialized algorithms, is a key
tool for conducting modeling threats [36]. In the recent past, ML has been uti-
lized for PUF security research, where an attacker attempts to create a duplicate
PUF model [5]. Attacker also makes an effort to accurately estimate the PUF
response [24]. Modeling attack resistance is essential for PUFs because to ML’s
huge development and rising prominence in both science and industry.

3 Related Research

In today’s digital revolution, Protecting patients’ personal and medical infor-
mation from unauthorized users, interpretation, and modification is a top prior-
ity. Security is becoming an increasing vital concern of makers and healthcare
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providers, because IMDs provides a significant services to the patients. Here is a
review of some of the contributions the researchers made to the intelligent IoMT
security framework.

Kwarteng et al. [14] mentioned some security threats of IMDs. DoS (Denial
of Service) attack is one of them, this type of attack reduce the battery life
expectancy. Reply Attack, try to change the status of IMDs by resend the identi-
cal request from a controller who already trusted. The researchers also discussed
Software Injection, Man in the middle, and Side Channel attacks. Kautras et
al. [12] addressed security protocols and constraints of IoT devices, when they
adapt to the IoMT specialized network typologies. The researcher also identi-
fied alternative mitigation control that can be used to safeguard IoMT systems.
Hatzivasilis et al. [6] mentioned BYOD (bring your own device) is another essen-
tial part of smart medical sectors that must be safeguarded in order to protect
our patients’ personal information.

Rahman et al. [22] demonstrated the significant vulnerability assessments
for IoMT devices in WMSNs, as well as serious security flaws, in order to pre-
vent hostile cyber-attacks. Furthermore, they discussed existing cryptographic
authentication procedures to protect smart medical devices from cyber-attacks
and discussed feasible solutions for addressing security weaknesses. Kumar et al.
introduced cyber-attacks into IoMT networks, which are rapidly growing nowa-
days in hospital environment. They also introduced a solution for spotting cyber-
attacks in fog-cloud infrastructure [13]. Nandy et al. presented a Swarm-Neural
Network (Swarm-NN) technique for securing healthcare data while storing and
sending information from the edge to the server with greater accuracy. This app-
roach also detects threats and keeps track of the data’s accuracy and parameters
[20].

Almogren et al. [2] introduced sybil security risks, in which a single person
creates several phony social media profiles in order to spread destructive mis-
information. A fuzzy logic-based trust management (TM) technique has been
presented by the researcher for mitigating the sybil security risk in medical envi-
ronment and healthcare systems. Papaioannou et al. referred to a few hypothet-
ical risks including potentially significant security mechanisms of IoMT devices
[21]. Karmakar et al. [9] introduced a security design for forthcoming network
virtualization platforms like OpenMANO. Furthermore, they explained how this
security design used trusted healthcare network functionalities to authenticate
IoMT devices. Wazid et al. explored some potential architecture and their imple-
mentations of IoMT ecosystems, as well as various malware attack and their
symptoms. They also gave a comparison of the various malware detection sys-
tems that are currently in use, as well as some challenges and recommendations
for future research [35].

Hardware Assisted Security (HAS) is a promising security solution for
lightweight and robust security in IoMT. There are various security solutions
proposed for the IoMT ecosystem [25,40]. PUF is a hardware assisted module
to generate natural random numbers for cryptographic purposes [38]. PUF uses
the manufacturing variations introduced during the fabrication of Integrated Cir-
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cuits (IC) to generate the random numbers. The inputs and outputs of PUF are
called “challenge - response pairs” (CRPs). PUF is used as a hardware security
primitives for various applications, such as device authentication, communica-
tion, intellectual property protection, and so on [27].

Many designs of PUF were developed over the past few years for different
applications. With the advancements in deep learning, PUF is vulnerable to
modeling attacks [10]. Research has been going on to design a modeling attack
resistant PUF [32]. Though many architectures were designed to resist the mod-
eling attacks, the accuracy of such designs has always been over 70% [32]. With
the high performance computing and developments in deep learning techniques,
modeling attacks on PUF are becoming more aggressive and successful. This
paper presents VXorPUF modeling attack resistant PUF for IoMT devices.

The researchers [34] prototyped the lattice PUF to secure IoT device against
machine learning attacks. In Lattice PUF, the PUF logic proper required 45
slices, and the fuzzy extractor required 233 slices. In all of their attacks, they used
a variety of ML models, including logistic regression, support vector machines,
and deep neural networks. After analyzing their model they got the accuracy
of above 50.24%. Subthreshold current array PUF (SCA-PUF) was proposed
to resistant the machine learning attack [44]. In addition, amplifier-chain-based
XOR-PUF [43] was also proposed. By employing 1 million CRPs as training
datasets and an artificial neural network, the researchers achieved an accuracy
of 50.70%. Furthermore, [1] the researcher demonstrated MPUF, which notably
prevents ML attack. Their MPUF also performs better when it comes to ran-
domness, reliability and uniqueness. After analyzing the machine learning model
they got the prediction accuracy of 53.80%.

The researchers [26] introduced deep neural network based attack on wide
variety of PUFs. They considered 64-bit and 128-bit arbiter PUF for modeling
attack on PUFs. The attack is reasonably resilient to input dataset noise and
computationally viable for the majority of real PUF designs. Though they need
to be theoretically justify their proposed modeling attack on PUFs. Canaday et
al. [3] proposed a uniqhe model-free ML attack, which model is based on deep
learning based algorithms. Their framework against strong PUFs, which makes
use of both collected CRP data from a particular target PUF and data gathered
from additional PUF instances of the same type. The researchers also noted
that their framework performed better than a number of other robust PUFs
that are currently ML-resistant. Wang et al. [33] proposed a new ML-resistant
robust PUF design. Their approach offers a way to combine inverted responses
with regular ones, and that way ML algorithms are unable to generate a reliable
model of the internal PUF.

4 Proposed VXorPUF: A Hybrid XOR Arbiter PUF
for Robust Security in IoMT

The proposed VXorPUF uses the ancient Vedic principles at the core of the
architecture to generate the modeling attack resistant CRPs. Veda-PUF, a con-
trolled PUF architecture for robust lightweight design was proposed in [37].



252 M. I. Mahmud et al.

VXorPUF uses the principle behind Veda-PUF as a controller mechanism to
design a Hybrid XOR Arbiter PUF resistant to modeling attacks.

Fig. 4. Proposed VXorPUF Architecture

As shown in Fig. 4, The challenges given to the PUF are processed through
a key-controller. The Veda theorem is presented [37] explicitly. This uses the
vedic-principles to increase the key length to create 12 keys out of the challenge.
Using the vedic principle, ghana, and jata, 3 bits of the challenge are repeated 13
times. For instance, consider three bits b1, b2, and b3. Following is the expansion
for the three bits:

s1 = [b1, b2] [b2, b1] [b1, b2, b3] [b3, b2, b1] [b1, b2, b3] (2)

Equation 2 is used to generate 12 keys out of the challenge and give to the
Arbiter PUF. Out of the 12 keys, 6 keys are selected and sent through AND,
OR and NAND logic gates. The outputs of the logic gate are sent to an XOR
gate for consolidation. The rest of the keys, 7–12, are passed to the XOR gate
at the final stage. The final response is collected from the XOR gate and used
for cryptographic purposes.

The proposed VXorPUF methods divided into three steps that is presented
in Algorithm 1.

1. Challenge Extension Using Key Controller: The original challenge Cc

will pass through key controller where Verdic principle will be applied. The
controller will produce extended challenge Rc. The produced key will be
divided into 12 partial 64-bit challenges which is represented by Cp. If the
requirement of processing controller is valid then it will process further oth-
erwise drop the challenge.

2. PUF Response Generation: Partial challenges Cp will act as input chal-
lenge Ca of the PUF. Each challenge will generate unique response Ra for each
challenge. In this stage 12 responses will be generated using 64-bit Arbiter
PUF.

3. VXorPUF Response Production: After inserting the PUF responses into
the OR-AND-NAND block, PUF output is received. This block will generate
64-bit output using 12 64-bit responses. For example, to generate first output
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Algorithm 1: Device Enrollment Phase
Input : Challenges (Cc) to PUF in IoMT Device
Output: Responses from VXorPUF module Rv

1 Select the challenges for Key Controller Cc;
2 for each controller challenge Cc do
3 if Controller requirements met then
4 Rc ← Cc;

// Rc = Controller response

5 Rc = Cp;
// Controller response(Rc) devided into 12 challenges (Cp)

for PUF

6 else
7 Drop the challenge;

8 for each challenge Cp (12 times) do
9 if PUF requirements met then

10 Ca ← Cp;
// Ca = Arbitter PUF challenge

11 Ra = Ca;
// Arbiter PUF Response(Ra) is considering as input challange

(Ca) of Arbiter PUF

12 else
13 Drop the challenge;

14 for each VedaPUF input Ri do
15 Rv←(OR⊕AND⊕NAND) ← Ri;

// Ri is the combined responses (Ra)

16 Secure Database ← Rv, Ca;
// Rv = (OR⊕AND⊕NAND)-PUF output

// Store the input challenge and VedaPUF output pair in secure

database.

bit, bit-1 of first 2 responses will go to AND gate, next two responses first
bit will go to NAND gate, first bit of fifth and sixth response will be used as
input of OR gate. Three output of logic gates and first bit of response seven
to twelve will be the input an XOR gate. The XOR gate will produce the first
bit of the output. Consequently, rest bits will be generated and finally the
input challenge of the key controller and the VedaPUF output will be saved
in a secure database.

5 Experimental Results

The PUF is designed using a Field Programmable Gate Array (FPGA). A 64-
bit arbiter PUF was employed among other PUFs, and it can produce CRPs,
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satisfying the necessary PUF requirements. Xillinx Basys 3 FPGA was used to
prototype the VXorPUF. One FPGA was attached to a Raspberry Pi in the
experimental setup to create an MD. FPGAs’ PUFs were used to implement the
challenges, and linked Raspberry Pis were employed to compile the responses.
The output bit for the arbitrator PUF is determined by comparing the amount
of time needed to traverse a signal. The work was implemented with the help of
Google Colab, BASYS3 FPGA, and Raspberry Pi 4 B+. The CRPs are collected
from the PUF module. 500000 keys were selected as a challenge and 500000
responses were collected from the VXorPUF.

The core component used in the VXorPUF prototype was a 64-bit Arbiter
PUF. The challenges and the responses were 64-bits in length. Besides model-
ing attack resistance, the PUF has to satisfy the FoM for the keys to be used
for cryptographic applications. This paper considers three FoMs, uniqueness,
reliability and randomness.

5.1 Uniqueness

A uniqueness of PUF is the ability of the module to generate a unique key at
the module. A key generated by a PUF for a respective challenge is unique to
the module and cannot be generated by a different challenge. Hamming distance
is used to calculate the uniqueness of the keys generated from the PUF.
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Fig. 5. Uniqueness of PUF

Figure 5 shows the uniqueness of VXorPUF. The ideal hamming distance of
a PUF is 50%. As shown in the figure, the proposed PUF design has a mean
uniqueness of 49.9% and a standard deviation of 0.05%. These keys show a value
close to the ideal values showing a strong key generation.

5.2 Randomness

Randomness of the keys are the number of 1 and 0 bits in the generated key.
A uniform distribution of 1 and 0 in the final key shows a strong resistant
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to prediction and a better uniqueness. The ideal value of randomness of the
PUF keys is 50%. Figure 6 shows the randomness of the keys generated by the
VXorPUF. As shown in the figure the mean randomness is 49.9% with a standard
deviation of 6.2%.
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Fig. 6. Randomness of PUF

5.3 Reliability

Reliability of PUF is the ability to generate a consistent set of CRPs under
various conditions. To test the reliability of the PUF, initially, the same challenge
is repeated to test the response for multiple runs. The same test is repeated for
multiple challenges considered during the testing phase. For given challenges,
the VXorPUF showed a reliability of the 99.9%. The PUF module is tested
for reliability under temperature variations. Multiple temperature points were
considered, from 50oF through 150oF at 15oF intervals. At each stage, the keys
were collected to test for reliability. The VXorPUF showed a reliability of 99.9%
with a consistent generation of CRPs.

5.4 Machine Learning Method

Various architectures of PUF were generated through the PUF module and
In this work, 64 bit challenges were generated utilizing an arbiter PUF

employing a BASYS 3 FPGA. The data was generated at the lab. For the pur-
poses of making training, validation, and testing, the dataset was divided 80:20.
The first 80% of training & validation will be used for training, with the rest for
validation.
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Table 1. Data for Machine Learning

ML Stages Amount of Data Training Testing

Pre-Processing 500000 400000 100000

Final Stage 455732 364585 91147

Fig. 7. Accuracy of Pre-Processing Stage

The Machine Learning (ML) environment is created using Google Colab pro+
and runs totally in the cloud. The environment setup makes advantage of the
NVIDIA Tesla K80, T4, and P100 GPU that is built into colab. Google colab
Pro+ uses a 52 Gb high-RAM runtime to create an ML environment.

In this research multilevel binary classification were used. The widely used
pattern recognition and classification algorithm logistic regression is most often
applied to classification tasks. A logistic regression model was applied. Models
based on this architecture consist of four layers, with rectified linear units (ReLU)
acting as activation functions in each layer. 50 epochs were run to evaluate the
performance of the models and locate the point at which the performance of
the validation data leveled off. Different optimizer which were “Adam”, “SGD”,
“RMSProp”, “Adadelta”, “Adagrad”, “Adamax”, “Nadam” tried to get the best
performance of the machine learning model. Also, various activation function (
“ReLU”, “Sigmoid”, “ELU”) were used.

1. Pre-Processing Stage: Fig. 7 shows the training and validation accuracy of
pre-processing stage. At this stage, the input and output data were both 64
bits. Accuracy is around 99.78% using activation function ReLU and opti-
mizer Adam. ReLU and Adam outperformed other optimizer and activation
functions when such factors were taken into account.

2. Final Stage: Fig. 8 depicts the last stage’s training and validation accuracy.
After submitting the 64 bit response to the AON-XOR operation, 64 bit data
were obtained and used for machine learning at this stage. With the activation
function ReLU and Adam optimizer, accuracy is around 49.80%. At this stage,
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Fig. 8. Accuracy of Final Stage

different activation functions and optimizer were tested to compare them and
forecast the most accurate model.

To compare the performance of the proposed VXorPUF, the machine learning
modeling attack was performed on the Arbiter PUF before the post processing
stage of the keys. An accuracy of 49.80% was achieved using the ReLU activation
function and Adam optimizer. ReLU and Adam outperformed other optimizer
and activation functions compared to the other optimizer. Figure 8 and Fig. 7 has
shown the performance of machine learning for the final stage and pre-processing
stages, respectively.

Table 2. Analysis the Accuracy of Final Stage for Different Optimizer and Activation
function

Accuracy Optimizer

ReLU ELU Sigmoid

49.80% 49.85% 50.00% Adam

49.85% 49.88% 50.00% SGD

49.94% 49.85% 50.23% RMSProp

50.19% 50.14% 49.90% Adadelta

49.93% 49.82% 49.89% Adagrad

50.18% 50.11% 50.22% Adamax

50.17% 50.05% 49.95% Nadam

Table 2 displays the accuracy of final stage while focusing on different acti-
vation functions with optimizer. The best performance in this case is provided
by the Adam optimizer with the activation function ReLU.
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Table 3. Comparison Analysis of PUF

References Randomness Uniqueness ML Models Accuracy

[34], 2020 49.98% 50% 50.24%

[44], 2019 52.8% 49.9% 60%

[43], 2021 — 49.92% 50.72%

[7], 2019 49.7% 47.49% 69.41%

[1], 2022 95% 49.76% 53.8%

Our Work 49.995% 49.9966% 49.80%

Table 3 demonestrate the comparison analysis of PUF model. Where we have
considered the metrics of uniqueness, randomness and Machine learning model
accuracy of PUF for comparing previous work with our work. They proposed
[43] amplifier-chain based XOR-PUF where they got the ML prediction accuracy
of 50.72%. They [1] used MRAM-PUF for their research work, where uniformity
response id around 95% though the p-value is higher than 0.01. Which indicate
that their MPUF is highly random. They proposed [7] XOR-Inverter ROPUF,
where they got the ML prediction accuracy of 69.41%.

Our ML models accuracy is more encouraging when compared to other
researchers’ work; we obtained a 49.80% accuracy rate, indicating that our pro-
posed VxorPUF is more trustworthy in machine learning attack on PUF. Addi-
tionally, we came close to optimal values for randomness and uniqueness while
considering our proposed VxorPUF. The uniformity of the OR- AND- XOR -
PUF (OAX-PUF) was reported as 50% in [39], while our proposed VxorPUF
achieved a uniformity of 43.75%.

6 Conclusion and Future Works

As patient personal information is transferred and emergency medical care
is required, the healthcare environment’s security and privacy are of utmost
importance. Using Vedic principle, we have demonstrated that PUF provides
greater dependability and security in resource-constrained smart medical devices
in healthcare system as compared to generic PUF-based authentication proce-
dure. We have analyzed three Figures of Merit (FoMs), Uniqueness, Randomness,
and Reliability of VxorPUF, and got the promising outcomes of Veda-PUF for
resource-constrained devices. In addition, our proposed model preformed better
and achieved the machine learning accuracy of 49.80%, which indicating that the
use of VxorPUF has increased the security of PUFs against machine learning
attacks. In future study, we might consider bulk amount of PUF keys to evaluate
how resistant the PUF against machine learning attack.
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Abstract. With the rapid growth of new technological paradigms such
as the Internet of Things (IoT), it opens new doors for many applications
in the modern era for the betterment of human life. One of the recent
applications of the IoT is the Internet of Vehicles (IoV) which helps to see
unprecedented growth of connected vehicles on the roads. The IoV is gain-
ing attention due to enhancing traffic safety and providing low route infor-
mation. One of the most important and major requirements of the IoV is
preserving security and privacy under strict latency. Moreover, vehicles
are required to be authenticated frequently and fast considering limited
bandwidth, high mobility, and density of the vehicles. To address the secu-
rity vulnerabilities and data integrity, an ultralight authentication scheme
has been proposed in this article. Physical Unclonable Function (PUF)
and XOR function are used to authenticate both server and vehicle in
two message flow which makes the proposed scheme ultralight, and less
computation is required. The proposed Easy-Sec can authenticate vehi-
cles maintaining low latency and resisting known security threats. Fur-
thermore, the proposed Easy-Sec needs low overhead so that it does not
increase the burden of the IoV network. Computational (around 4 ms) and
Communication (32 bytes) overhead shows the feasibility, efficiency, and
also security features are depicted using formal analysis, Burrows, Abadi,
and Needham (BAN) logic, and informal analysis to show the robustness
of the proposed mechanisms against security threats.

Keywords: Internet of Things · Security · Privacy · Internet of
Vehicles · Physical Unclonable Function · Encryption · Authentication
Protocol

1 Introduction

With the rapid advancement and development of the IoT, both people and devices
are being interconnected now-a-days. The IoT has become an inseparable part
of our daily life by making integration of physical and digital communities. This
trends and development are evidencing industry 4.0 which was coined in 2011.
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The forth industrial revolution will bring advancement in the manufacturing pro-
cess by successive prediction, control, maintenance, and integration of physical
build (such as sensors, actuators, complex machinery etc.) and cyber parts (such
as network, software etc.). Industry 4.0 is categorized as: IoT, cyberphysical sys-
tems, fog computing, cloud computing, Big Data analytics, robotics, augmented
and virtual reality, cybersecurity to semantic web technologies, and additive man-
ufacturing [1]. Industry is doing huge investment and according to Gartner report,
by 2021 devices consisting sensors and actuators will make spend around $2.5 mil-
lion [2]. Furthermore, according to the Gartner report [3,4], the IoT is one of the
top ten fastest growing and emerging technology with the largest business poten-
tial as there will be 20 times more smart devices by 2023. It also suggested that the
revenue of the IoT market will be declined by 3% in 2020 which will be rebounded
in 2021. In the era of industrial 4.0, for creating beneficial impacts the IoT is trans-
forming and revolutionizing into a wide range of fields, such as the IoV, wearables
to robots, smart city, urban planning, power, and so on [5].

Among these applications, the IoV is gaining attention of academia,
researchers, industrialists, and so on. Over the last few years in vehicular network
and road, the number of autonomous vehicles (AV) is rising sharply in general,
and it is estimated that it may cross two billion within the next 10–20 years [6].
The increment trend takes part in the introduction of the intelligent transporta-
tion system and related technologies that can enable services, such as smart road
sign management, traffic management, efficient insurance policy, toll collection,
passenger management, etc. According to a report Association for Safe Inter-
national Road Travel, nearly 1.25 million people die in road crashes each year
which makes an average of 1,287 deaths a day. Another report shows that 1.3
million deaths every year and over 50 million people are injured in car accidents
and it is possible to avoid 60%–70% accidents [7]. Human error is the cause in
90% of cases. The IoV is a potential solution to enhance the driving experience
by improving convenience and road safety [8]. As every devices are smart and
also connected, the network has been targeted to become under attack such as
cyber and physical attacks. The cyber attack on Ukraine’s power infrastructure
caused outages of 225,000 consumers in 2015. Also, regular cyber attacks are
attempted on U.S. power grids and other systems. So, network of the IoT or
the industry 4.0 such as the IoV demands robust and secure system [2]. Table 1
shows acronyms and symbols are used in this article.

The rest of the paper is organized as follows: Sect. 2 discusses the prior
research related to the Smart Vehicle and the IoV security and privacy, Sect. 3
presents the proposed Easy-Sec architecture. The results of the proposed frame-
work are presented in Sect. 4 and the conclusion and future directions are pro-
posed in Sect. 5.

2 Related Work

Many researchers are working to secure the IoV network as it is growing and
it depends on many things including human life. The IoV network demands
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Table 1. Acronyms and Symbols used in the Current Paper

Notation Description

Easy-Sec PUF-Based Rapid and Robust Authentication Framework

IoV Internet of Vehicles

VANET Vehicular ad-hoc Network

V2X Vehicle to Everything

V2V Vehicle-to-Vehicle

V2I Vehicle-to-Infrastructure

V2S Vehicle-to-Sensors

V2N Vehicle-to-Network

V2P Vehicle-to-Pedestrian

AV Autonomous Vehicle

RSU Roadside Unit

RG RSU Gateway

CS Cloud Server

SDB Secure Database

PUF Physical Unclonabale Function

C Challenge

R Response

VPID Pseudo Identity of AV (PUF)

PIDNew New Pseudo Identity of AV (PUF)

Nv , Ns Random Nonce

RC Response for Challenge C

RC+I Response for Challenge (C+I)

RK K-bit Response for Challenge C

(Y )R Encryption of message Y using key R

R(Y ) Decryption of message Y using key R

K, I Random Integer Number

Z Function of Random Integer Number

|| Concatenation

⊕ XOR Operation

∈ Store Operation

Fnl() Any Non-linear Function

a secure authentication protocol that requires low complexity, less resources,
faster authentication. In this section, literature review of existing authentication
schemes of the IoV network will be discussed.

In 2017 [9], an authentication scheme for large scale IoV was proposed. It used
a certificate that is loaded in AV before registration by a certificate authority.
Private-public key would be issued during registration time if the certificate
seems valid. This key was used for encryption. ID was not anonymous in this case
and also after changing the RSU area, fake certificates could be used to forgery
vehicles. A certificate-less scheme [10] was proposed to avoid certificate storage
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in TA and AV. To hide the secret key, it used two random values which made
the messages unlinkability. It assumed that discrete algorithm was intractable
and also it was stated that in future work, the vulnerabilities and limitations of
the work would be removed to achieve security and privacy requirements.

So far discussed authentication schemes are applicable for centralized systems
whereas blockchain is used for decentralized systems. A blockchain based solu-
tion to ensure security and privacy of the IoV network in [11]. It preserved data
from being exposed and modified. A debit-credit based blockchain scheme was
proposed in [12] to avoid the cold start of new vehicles or users. But this work
required protecting signatures and their resources. A high resourceful adversary
could compromise the system. An incentive mechanism, where multiple vehicles
bid to complete a task using their resources, was developed in [3]. Moreover,
the bidding system was avoided in case of emergency conditions where mul-
tiple vehicles make a cluster. This scheme took a reactive approach to resist
attack instead of a proactive approach. Furthermore, this scheme did not depict
inter-vehicle communication for clustering. Vehicles calculated credibility con-
sidering the distance between vehicles in the scheme of [13]. This work used
Bayesian Inference Model and uploads ratings to RSUs. This work was suitable
against limited resourceful attackers. Also, it did not resist reply attacks, man-
in-the-middle attacks, and introduces high overhead. The framework in [14] used
SDN enabled OBU for effective network management and also fog computing
for avoiding frequent handovers. However, this work required to be more focused
on data transmission trust.

3 Proposed Authentication Framework

This section presents the proposed authentication protocol for the application
of the IoV. The proposed authentication framework consists of the following six
main system components:

– Drivers/Passengers: Passengers are the primary users in the IoV system who
are different individual entities residing in the autonomous vehicle to reach
the desired destination. It is required to share real-time information of route
such as traffic, which demands strong privacy the in IoV application.

– Autonomous Vehicles (AV): AVs which are embedded with ECUs to grab
signal, traffic information and computation etc. Moreover, AVs are equipped
with PUF for authenticating vehicle in the IoV network.

– Roadside Unit (RSU): RSU is generally described as vehicular communica-
tion systems. RSU is a transceiver, resides on the roadside, which sends or
receives signal from AVs, pedestrians etc. Furthermore, an RSU operating in
a particular location where it is licensed to operate. It supports storage for
memory allocation, processor that runs applications for computing capabili-
ties, network capabilities such as 4G/LTE or 5G and also GPS receiver that
support secure communications with passing vehicles, other field equipment,
and centers. A PUF is integrated into the RSU. It collects messages from AVs
and send to RG after combining those.
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– RSU Gateway (RG): RG provides coverage of a certain location and RSUs of
the coverage area connected with the RSU gateway. RSUs are authenticated
with RSU gateway for connection. A PUF is integrated to the RG. An RG
combines the messages of its serving RSUs and send to Cloud Server for
computation, verification and other tasks.

– Cloud Server (CS): Cloud server is the decision maker for establishing commu-
nication between entities. It authenticates AVs, pedestrians, RSUs etc. before
accepting data. Moreover, it is a memory device for storing traffic related
information in the IoV application.

– Secure Database (SDB): SBD is secured storage for keeping CPR set of AVs,
RSUs etc. which is required for authentication by cloud server.

Each AV wakes up from inactivity mode, it tries to sends & receives traffic
information from the IoV network. Before connecting to the IoV network, it must
go through authentication process to identify whether it is legitimate vehicle or
user. Each AV must go through two phases for being part of the IoV network.
Initially, it is required to be registered and then perform mutual authentication
phase.

3.1 Overview of PUF-Based Ultalight Authentication Framework

Figure 1 shows the proposed PUF based security paradigm. As shown in the
figure, AVs are the end devices. Each AV is connected to an RSU and each
RSU is connected to an RG. An RG is connected to a number of RSUs and
combined coverage area of those RSUs is the serving area of the RG. There are
multiple RGs which are connected with a cloud server. When an AV wants to join
the IoV network, it will communicate with the CS through the nearest serving
RSU, and RG for mutual authentication. After successful authentication, the
AV can be part of the network to send and receive required traffic information.
For mutual authentication, the CS will ask the AV to generate a response for
a selected challenge. If the response matches with the one stored on the SDB,
authentication will be successful. A session key will then be shared with the AV
for further communication. The AV does not need to authenticate again within
the RG coverage area. When the AV changes RG serving area, session keys are
required to be updated which avoids further mutual authentication. The symbols
which are used in this authentication scheme are presented in Table 1.

3.2 Assumptions

The following assumptions are considered for secure and successful mutual
authentication using proposed framework:

– Each AV and RSU, RG are embedded with PUF chips and at the time of
AV’s registration, AVs which are embedded with PUF will go through CRP
generation step in the registration phase through secure channel.



Easy-Sec: PUF-Based Rapid and Robust Authentication Framework 267

Fig. 1. Architecture of the Proposed PUF Based Ultalight Authentication Scheme in
the Application of the IoV

– There is a secure connection between CS and SDB. SDB is the only trusted
center of CS for storing.

– The IDs, PIDs, CRPs of AVs, RSUs and RGs are stored in the SDB of the
CS during the registration phase.

– No shared keys exists either between AVs and RSU; or RSUs and RGs; or
RGs and CS.

– RSUs, RGs are already authenticated with CS for communication.
– AV does not maintain continuous connection with the RSU, RG and CS,

instead it operates in wake-sleep cycles for better energy efficiency. When
a user needs to go to a place, it wakes up and establish secure session by
authenticating mutually.

– It is considered that the PUFs which are used in this scheme are noise resistant
and perform in the same way in every environment and life span. Like [15,16],
there are many noise resistant PUFs have been developed in recent times
to ensure the reliability which can deal with environmental issues, voltage
fluctuations, wide temperature ranges, pressure and humidity etc.

3.3 PUF-Based AV Registration Phase

When a client purchased a new AV and want to enroll in the IoV network, it
is first required to go through registration phase. Every AV which needs to be
registered in the IoV network must have a integrated PUF module. Registration
process needs to be performed through a secure channel and secure environment
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and the PUF module in the vehicle satisfies the required characteristics of PUF
which is discussed in the Sect. 1. Figure 2 shows the registration process of the
AV for the proposed authentication scheme. Both AV and CS have an integrated
PUF module.

A challenge “C1”, selected will be given to the PUF at CS and a response, “R1”
is generated. This response “R1” is sent to the AV which is given as a challenge
for the integrated PUF. The response, “R” generated at the PUF in AV is sent
back to the CS. This “R” becomes the challenge for the PUF at the AV and gener-
ates a response, “R2”. The response R2 is stored in the SDB along with the initial
challenge. To maintain the privacy of the AV, a pseudo random identity is sent
to the AV for future communications. The control flow of the registration process
of a AV is represented by Fig. 2. Here, Challenge-Response relation is depicted by
>> sign. For instance, C2>> R2 represents C2 as Challenge (input) and R2 as
Response (output). On the other hand, → sign indicates that transmitted output
will act as input to the receiver. For example,R →C2 shows R will be transmitted
and it will be input C2 of the CS.

Because of unique process variation of chips, each CRP of a PUF will act
as an unique fingerprint of the vehicle. For storing a CRP, it is required to
perform the CRP generation multiple times to check the reliability of the module.
This process is repeated for other challenges and corresponding hash values are
computed; then the pair is stored in the SDB for the PUF. It is noted that no
CRP is stored in the AV in this process. AV will only generate response when a
challenge is provided to the AV. The AV registration flow is shown in Algorithm
1. AV is introduced into the network after the successful registration.

Fig. 2. Easy-Sec Vehicle Registration
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Algorithm 1: AV Registration
CS:

C1>> R1 � In the CS, C1 will act as a challenge and will generate response R1
CS → AV { R1, i.e. C } � The CS will send R1 to AV. The R1 is same as challenge

C in the AV
C >> R

AV → CS { R, i.e. C2 }
C2 >> R2

CS → SDB
∈ {C1, R2} � Storing CRP in the SDB

SDB → AV
∈ {VPID} � After storing CRPs, a VPID will be assigned to the AV and will be

stored to the SDB

3.4 Easy-Sec: Proposed Authentication Scheme

The proposed authentication scheme is presented in Fig. 3. It shows that both
server and vehicle authenticate each other communicating through the RSU and
RG. The flow of verification using the proposed framework is represented by
Fig. 4. For brevity, the message flow of RSUs and RGs are not shown in the
Fig. 4 as RSUs pass messages from AVs and RGs pass message from RSUs. The
authentication process can be divided into 3 phases. Authentication flow is shown
in Algorithm 2.

Fig. 3. Easy-Sec Authentication Protocol

As stated earlier, it is assumed that PUF based RSU and RG are already
been authenticated using CRP communication.
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Fig. 4. Easy-Sec Authentication Verification

1. Authentication Session Initiation from AV: When an AV wakes up and
initiates a connection to the network, it sends VPID and a nonce Nv to RSU
for starting a session. RSU passes this packet to the RG and RG to CS. CS
will identify the AV using VPID and ID from its stored SDB. The data flow
from AV to RSU to RG to CS is illustrated as Phase-1 of Authentication
process.

2. Verification of CRP from CS: During this phase, AV will fetch the chal-
lenge and random nonce from CS. CS will send RK+1 encrypted nonce Nv, its
own generated nonce Ns and a random number to find the challenge. When
AV gets the data from CS through RG and RSU, it generates the response
using the challenge C and find out K + 1 bit to decrypt the data to find
out information. After decryption, it checks whether the nonce it matches or
not. If AV finds out the same nonce in the decrypted data, then it verifies
the CS. The server verification is presented in Phase-2 of Authentication
process.

3. AV Authentication Confirmation: In the phase-3, AV generates response
of challenge C+I and shares with nonce Ns to CS via RSU and RG after doing
XOR operation. CS verifies R(C+I) and Ns after performing reverse XOR
operation. If all these values match, then CS will identify AV as authenticated
entity and establish a session key for further communication with RSUs within
the serving region of RG. The entire process of this phase is demonstrated in
Phase-3 of Authentication process.

3.5 Session Key Update

When an AV reaches the end of the coverage area of the serving RG, then it is
required to update session key to connect with a RSU of the moving RG. Session
key update process excludes future authentication requirement.

Red signal indicates that the signal strength of the serving RSU is becoming
weak and green signal indicates that AV is getting strong signal from the moving
RSU. The flow of session key update is represented in the Fig. 5. The session key
update process can be divided into 2 phases.
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Algorithm 2: Secure Authentication Process
Phase-1: Authentication session initiation from AV
AV → RSU {VPID || Nv} � The AV initiates authentication by sending concatenation
of PID of AV and a random nonce
RSU → RG {VPID || Nv}
RG → CS {VPID || Nv}
if VPID == V

PID
′ then

Continue � The CS will the validity of the AV PID
else

Invalid Client
end
Phase-2: Verification of CRP from CS
CS:

F2AV = ( Nv || Ns || I )RK+1 � The CS will encrypt using (K + 1) bit of response
R for challenge C
CS → RG {C || K, F2AV } � The CS will send concatenation of challenge C and K
along with encrypted result
RG → RSU {C || K, F2AV }
RSU → AV {C || K, F2AV }

C −→ RK+1 � The AV will generate (K + 1) bit response using challenge C
{Nv , Ns, I = RK+1 ( F2AV ) } � The AV will decrypt the encrypted result to find

Nv , Ns, and I
if Nv == N

′
v then

Valid Server � Authenticity of the CS will checked by verifying Nv

else
Invalid Server

end
Phase-3: AV Authentication Confirmation
AV:

C+I −→ RC+I � Response will be generated using challenge (C + I) in the AV
F3AV = Fnl(RC+I ⊕ Ns) � XOR result of generated response and the CS shared

nonce will be sent to the CS through the IoV network
AV → RSU {F3AV }
RSU → RG {F3AV }
RG → CS {F3AV }

{RC+I ⊕ Ns} = F3AV

Z = RC+I ⊕ Ns

if Z == Z
′
then

Authenticated & Establish Session Key � The CS will verify the XOR result of
response and nonce

else
Authentication Failed

end
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Fig. 5. Procedure of Session Key Update

1. New Session Key Generation: When RG finds that an AV is about to
cross it serving area, then it will initiate session key update process. It will
send VPID to the new RG which is RG2 in the figure to. RG2 will communi-
cate with CS for new session key and new PID. CS will check the existence
of the PID and will generate PIDNew and session key SKNew. Then CS
will share PIDNew and encrypted SKNew to RG2. After getting information
from CS, RG2 will share PIDNew to RG1 and both PIDNew & encrypted
SKNew to the new RSU which is RSU2 in the figure. AV will get PIDNew

via RSU1 and this PIDNew will be valid for 1min so that an adversary can
not attempt to impersonate the AV. These process is presented in Phase-1
of Session key update process.

2. New Session Key Receiving by AV: In this phase, AV will initiate com-
munication with RSU2 by sending PIDNew+1. Then, RSU2 will share the
encrypted SKNew with AV. Using current session key, AV will decrypt the
message and find out the new session key for making communication in the
new RG serving area. The demonstrated process is shown in Phase-2 of
Session key update process.

4 Experimental Results and Security Analysis

4.1 Experimental Setup

There are many PUF architectures which can generate CRP following the
required characteristics. In this work, 64 bit arbiter PUF was used among vari-
ous PUFs. PYNQTM Z2 FPGA which is based on Xilinx Zynq C7Z020 SoC was
used for PUF implementation. Also, Xilinx BASYS3 FPGA was used to build
the 64-bit Arbiter PUF. An arbiter PUF is a delay-based PUF that generates
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Algorithm 3: Session Key Update Process
Phase-1: New Session Key Generation
RG1 → RG2 {VPID} � RG1 initiates session key update process
RG2 → CS {VPID}
CS → RG2 {PIDNew, ( SKNew )SK} � The CS shares a new PID of the AV
and encrypts a session key using current session key
RG2 → RG1 {PIDNew} � RG2 shares the new PID of the AV to RG1
RG2 → RSU2 {PIDNew, ( SKNew )SK}
Phase-2: New Session Key Receiving by AV
AV → RSU2 {PIDNew + 1} � The AV requests for the session key
RSU2 → AV { ( SKNew )SK} � RSU shares the encrypted session key
AV:

{SKNew = SK ( SKNew ) } � The AV decrypts the session key to get the
new session key

a response based on two delay-lines time differences. Each box from A0 to A63
represents a unit of two delay-lines to generate a bit.

Raspberry Pi 4 B+, PYNQ Z2 FPGA, and BASYS3 FPGA were used for
implementing the work. The experimental setup of the proposed Easy-Sec is
shown in the Fig. 6. In the figure, it is shown that FPGA is being used as PUF
of AV and Raspberry Pi is being worked as AV which are connected together.
On the other hand, another Raspberry Pi is working as CS which has a secure
database. When authentication request is being sent to CS by AV, CS transmits
message which is encrypted using RK+1 and in response, AV shares RC+I with
nonce of CS. Using the full process, both CS and AV verification will be done so
that each can identify whether other end is legitimate or not.

Fig. 6. Experimental Setup of the proposed protocol: Easy-Sec
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4.2 Results

In this section, performance of the proposed authentication protocol will be
analyzed. First, the performance of PUF will be presented. Figure 7 shows the
characteristics of the 64-bit PUF that were used in the proposed authentication
protocol. The performance was measured using 500 CRPs. It was found that the
PUF showed 49.52% Uniqueness, 86.85% Randomness, and 45.67% inter-HD
which can be identified as good performance. Moreover, the PUF showed 100%
reliability. Furthermore, the reliability of PUF was measured at 15◦F intervals
from 30◦F to 150◦F temperature scale. The PUF showed robustness as each
temperature 100% reliability was found.
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Fig. 7. Figures of Merit of 64-bit PUF

Now, performance analysis of the proposed Easy-Sec will be shown. As shown
in the authentication section, it is divided into three phases. The data presented
here are based on 20 collected samples. Total computational time was 4.18ms to
complete all the 3 phases. Among 3 phases, phase-2 is required much time due
to decryption and other processes. Table 2 shows computational time of both AV
and CS side for all phases. Figure 8 represents computational time requirement
for each phases on the proposed Easy-Sec.

Table 2. Computational Time at both AV and CS

Item AV Time (ms) CS Time (ms) Total Time (ms)

Phase-1 0.04 0.54 0.58
Phase-2 1.51 1.41 2.92
Phase-3 0.41 0.27 0.69
Total 1.96 2.22 4.18

Moreover, a network of 10 vehicles (Raspberry Pis) was created to check the
computation time and scalability of the proposed framework. Computational
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Fig. 8. Computational Time of Different Phases of Easy-Sec

time per device does not increase (decrease with a smaller amount) with the
increased number of vehicles. The trend of computational time is presented in
Fig. 9.

Fig. 9. Computational Time of Different Phases of Easy-Sec

CRP generation was required for 2 times in the authentication protocol. In
this experiment, FPGA was used for responses generation after feeding chal-
lenges from Raspberry PI. Table 3 presents communication time between Rasp-
berry PI & FPGA and response generation time. As responses will be generated
in the same SoC, only response generation time is considered in computational
time.

For calculating communication overhead in the current work, 64 bits were
used as PID and random nonce was considered as 16 bits. Figure 10 shows the
distribution of message flow of each step.

Table 4 shows communication overhead of the proposed Easy-Sec.
As per data flow, total communication overhead of the proposed scheme is

32 bytes. If SHA-256 is used in the encryption process, then total overhead
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Table 3. CRP Generation and Communication Time

Item Time (ms)

Response Generation 0.4
Raspberry PI and FPGA Communication 35.0
Total 35.4

Fig. 10. Message flow during each phase of Easy-Sec

Table 4. Communication Overhead

Item Communication
Overhead (bytes)

Phase-1 10
Phase-2 14
Phase-3 8
Total 32

will be 59 bytes. Communication overhead depends on PID length, types of
encryption, random nonce length, size of K-bit etc. Hence, final communication
overhead will be based on selection of above parameters. Furthermore, for session
key update when AV changes RG area, it will take 0.5 ms to extract the new
session key as here only decryption of new session key using current session key
is required as computation. For communication overhead, it is also low as AV is
required to send new PID to new RSU where it will receive encrypted session
key. Communication overhead will be as per selection of PID size and encryption
mechanism.

Table 5 shows the comparative performance analysis among different pro-
posed authentication schemes. From the table, it is evident that the proposed
scheme is better than other existing authentication frameworks with respect
to performance. Also, the proposed scheme is secured against known security
threats which are shown in the security analysis section.



Easy-Sec: PUF-Based Rapid and Robust Authentication Framework 277

Table 5. Performance Comparison

Item Year Communication
Overhead (bytes)

Computational
Cost (ms)

Remarks

Li et al. [10] 2019 408 0.5* Only message generation and
verification are considered;
High performance Xeon CPU is
used instead of OBU for
simulation

Han et al. [17] 2021 ** 15.7 Should have higher overhead
due to sending multiple
parameters

Thumbur et al. [18] 2020 184 27 Many cryptographic operations

Alladi et al. [19] 2020 ** 22 Communication overhead
should be higher as it sends
keys, IDs, nonce, timestamps
etc. few times

Aman et al. [20] 2020 24* ** Communication overhead is
102 bytes by calculating as this
paper

Javaid et al. [21] 2020 512 ** It is a blockchain-based
authentication scheme

This Paper 32 5 Simple scheme with low cost
and overhead

* - Full authentication process is not considered
** - Information is not provided

5 Conclusion and Future Directions

In this paper, a secure and ultralight authentication scheme is proposed for
verifying the AV to send/receive traffic information and firmware update pro-
cess. It is an efficient and secure PUF-based authentication framework for the
application of the IoV. The proposed scheme is free from complex certificate
management, key storage problem. As the authentication of both CS and AV is
done by using two message flow, this technique simplifies the verification time,
computational cost, communication overhead, bandwidth requirement and stor-
age space at AV, RSU and RG. The proposed authentication protocol is shown
to prevent from disrupting the security features by both informal security analy-
sis and BAN logic. Performance analysis shows that the proposed authentication
scheme is more efficient compared to similar state-of-the authentication schemes
in terms of security, computational, and communication point of view. Hence,
the proposed PUF-based authentication scheme is more feasible for the IoV
environment.

Though this paper shows very low computational time and communication
overhead, it will be targeted to further lowering time and cost by reducing CRP
generation timeline and other optimization schemes. Moreover, blockchain will
be introduced to decentralize and compare the performance.



278 P. K. Sadhu and V. P. Yanambaka

Acknowledgments. A version of this paper is presented in [22]. The authors would
like to thank Dr. Saraju Mohanty and Dr. Elias Kougianos for their support during
research.

References

1. Rikalovic, A., Suzic, N., Bajic, B., Piuri, V.: Industry 4.0 implementation challenges
and opportunities: a technological perspective. IEEE Syst. J. 1–14 (2021)

2. Garg, S., Kaur, K., Kaddoum, G., Raymond Choo, K.-K.: Toward secure and
provable authentication for internet of things: realizing industry 4.0. IEEE Internet
Things J. 7(5), 4598–4606 (2020)

3. Yin, B., Yulei, W., Tianshi, H., Dong, J., Jiang, Z.: An efficient collaboration
and incentive mechanism for internet of vehicles (IoV) with secured information
exchange based on blockchains. IEEE Internet Things J. 7(3), 1582–1593 (2019)

4. Gartner Top 10 Strategic Technology Trends for 2020. https://www.gartner.
com/smarterwithgartner/gartner-top-10-strategic-technology-trends-for-2020/.
Accessed 08 Aug 2021

5. Liang, Y., Samtani, S., Guo, B., Zhiwen, Y.: Behavioral biometrics for continuous
authentication in the internet-of-things era: an artificial intelligence perspective.
IEEE Internet Things J. 7(9), 9128–9143 (2020)

6. Jia, D., Kejie, L., Wang, J., Zhang, X., Shen, X.: A survey on platoon-based vehic-
ular cyber-physical systems. IEEE Commun. Surv. Tutor. 18(1), 263–284 (2015)

7. Zadobrischi, E., Damian, M.: Vehicular communications utility in road safety appli-
cations: a step toward self-aware intelligent traffic systems. Symmetry 13(3), 438
(2021)

8. Mejri, M.N., Ben-Othman, J., Hamdi, M.: Survey on VANET security challenges
and possible cryptographic solutions. Vehicul. Commun. 1(2), 53–66 (2014)

9. Guo, L., et al.: A secure mechanism for big data collection in large scale internet
of vehicle. IEEE Internet Things J. 4(2), 601–610 (2017)

10. Li, J., Ji, Y., Raymond Choo, K.-K., Hogrefe, D.: CL-CPPA: certificate-less condi-
tional privacy-preserving authentication protocol for the internet of vehicles. IEEE
Internet Things J. 6(6), 10332–10343 (2019)

11. Wazid, M., Bera, B., Das, A.K., Mohanty, S.P., Jo, M.: Fortifying smart trans-
portation security through public blockchain. IEEE Internet Things J. (2022)

12. Liu, K., Chen, W., Zheng, Z., Li, Z., Liang, W.: A novel debt-credit mechanism
for blockchain-based data-trading in internet of vehicles. IEEE Internet Things J.
6(5), 9098–9111 (2019)

13. Yang, Z., Yang, K., Lei, L., Zheng, K., Leung, V.C.M.: Blockchain-based decen-
tralized trust management in vehicular networks. IEEE Internet Things J. 6(2),
1495–1505 (2018)

14. Gao, J., et al.: A blockchain-SDN-enabled internet of vehicles environment for fog
computing and 5G networks. IEEE Internet Things J. 7(5), 4278–4291 (2019)

15. Xuyang, L., Hong, L., Sengupta, K.: CMOS optical PUFs using noise-immune
process-sensitive photonic crystals incorporating passive variations for robustness.
IEEE J. Solid-State Circuits 53(9), 2709–2721 (2018)

16. Chuang, K.-H., Bury, E., Degraeve, R., Kaczer, B., Linten, D., Verbauwhede, I.:
A physically unclonable function using soft oxide breakdown featuring 0% native
BER and 51.8 fJ/Bit in 40-nm CMOS. IEEE J. Solid-State Circuits 54(10), 2765–
2776 (2019)

https://www.gartner.com/smarterwithgartner/gartner-top-10-strategic-technology-trends-for-2020/
https://www.gartner.com/smarterwithgartner/gartner-top-10-strategic-technology-trends-for-2020/


Easy-Sec: PUF-Based Rapid and Robust Authentication Framework 279

17. Han, M., Zhu, M., Cheng, P., Yin, Z., Haixin, Q.: Implementing an efficient secure
attribute-based encryption system for IoV using association rules. Symmetry 13(7),
1177 (2021)

18. Thumbur, G., Srinivasa Rao, G., Vasudeva Reddy, P., Gayathri, N.B., Koti
Reddy, D.V.R., Padmavathamma, M.: Efficient and secure certificateless aggre-
gate signature-based authentication scheme for vehicular ad hoc networks. IEEE
Internet Things J. 8(3), 1908–1920 (2020)

19. Alladi, T., Chakravarty, S., Chamola, V., Guizani, M.: A lightweight authentication
and attestation scheme for in-transit vehicles in IoV scenario. IEEE Trans. Veh.
Technol. 69(12), 14188–14197 (2020)

20. Aman, M.N., Javaid, U., Sikdar, B.: A privacy-preserving and scalable authentica-
tion protocol for the internet of vehicles. IEEE Internet Things J. 8(2), 1123–1139
(2020)

21. Javaid, U., Aman, M.N., Sikdar, B.: A scalable protocol for driving trust man-
agement in internet of vehicles with blockchain. IEEE Internet Things J. 7(12),
11815–11829 (2020)

22. Sadhu, P., Yanambaka, V.P., Mohanty, S.P., Kougianos, E.: Easy-sec: PUF-based
rapid and robust authentication framework for the internet of vehicles. Comput.
Sci. 27. arXiv preprint arXiv:2204.07709 (2022)

http://arxiv.org/abs/2204.07709


IoT for Smart Healthcare (SHC)



FortiRx: Distributed Ledger Based Verifiable
and Trustworthy Electronic Prescription

Sharing

Anand Kumar Bapatla1 , Saraju P. Mohanty1(B) , and Elias Kougianos2

1 Department of Computer Science and Engineering, University of North Texas, Denton, USA
anandkumarbapatla@my.unt.edu, saraju.mohanty@unt.edu

2 Department of Electrical Engineering, University of North Texas, Denton, USA
elias.kougianos@unt.edu

Abstract. A paper-based prescription signed by the prescriber to authorize dis-
pensing of medication is typically used in traditional healthcare. Such systems
are prone to many issues like medication errors, latency, and lack of integration
with other healthcare systems. Hence, Electronic prescription (E-prescription)
systems are being used as alternatives to overcome these issues. Even though E-
prescription systems provide the advantage of recording and maintaining patient
medication history but still face issues such as system crashes, latency due to
their centralized architectures, prone to many security threats like identity theft
and unauthorized patient record access and modifications. Lack of standardiza-
tion can also make such E-prescription systems not interoperable, which may lead
to information fragmentation or delays in the processing of prescriptions. Hence,
there is still a need for making these E-prescription systems more secure, reli-
able, and cost-effective for wide-range adaptation. Blockchain is one such tech-
nology that can add additional layers of security to the existing E-prescription
systems by providing tamper-proof records of all transactions which will help in
ensuring the authenticity and integrity of prescriptions. Blockchain can also help
in better management of patients’ privacy while patients still have full control
over their health data. Blockchain usage can also enhance interoperability and
reduce prescription abuse. The proposed application FortiRx makes use of the
Ethereum blockchain platform and leverages smart contracts for implementing
business logic. Cyphertext-Policy Attribute-Based Encryption (CP-ABE) is used
in the proposed application to create and manage access-control mechanisms and
ensure Health Insurance Portability and Accountability Act (HIPPA) compliance.
The proposed system has been implemented and analyzed for security, reliability,
and adaptability in a real-time environment.
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1 Introduction

Paper-based prescriptions have been one of the preferred ways of sending medication
instructions by physicians for a long time. Handwritten prescriptions are often difficult
to read and susceptible to fraud by duplication. It is also a time-consuming process
that requires patients to physically deliver the prescription to pharmacies. It also causes
issues while integrating with Electronic Health Records (EHR) and makes it difficult to
keep track of patient’s medication history. All these issues with traditional paper-based
prescriptions cause medication errors [1]. Medication errors are defined as preventable
events which cause improper usage of medication by patients and can lead to patient
harm. These medication errors can occur at multiple aspects of medication systems such
as while prescribing the drugs, while entering prescription information into the elec-
tronic systems, while preparing the prescription for dispense, or while consuming the
medication by patients [8]. The World Health Organization (WHO) determined med-
ication errors are the leading cause of patient harm and account for up to $42 billion
annually [16,21,24]. In order to reduce the number of medication errors, electronic
prescription systems have been put into place to make the whole process computer-
ized to reduce human errors. Initially, the patient requests a refill, or the physician cre-
ates a new prescription record based on the diagnosis of the patient and enters it into
the electronic record system. Electronic Medical Record (EMR) or Electronic Health
Record (EHR) system then generates an electronic prescription transaction and with
the prescription along with the physician information to a centralized E-prescription
system. E-prescription then verifies the authenticity of the prescription before send-
ing it to the authorized pharmacies from which the patient will be able to pick it up.
Any refill requests will be generated by the pharmacy and sent back to the physician
using the E-prescribing system and notify the patient for pickup. The working of the
E-prescribing system can be clearly seen in Fig. 1. Other entities like government agen-
cies U.S. Food and Drug Administration (FDA), Centers for Medicare and Medicaid
Services (CMS), Healthcare Information Exchanges (HIEs) along with Pharmacy Ben-
efit Managers (PBMs) are also involved in E-prescribing systems. Due to the complex
nature of interactions, those are not shown in Fig. 1.

E-prescription is the ability to use the computerized system by healthcare providers
to create, manage and transmit prescription data to pharmacies. The E-prescription sys-
tem increases the legibility of prescriptions thereby reducing the likelihood of errors. It
also increases efficiency by automating most of the processes and reducing the admin-
istrative processing needed to issue and manage paper-based prescriptions. By automat-
ing the processes and reducing medical errors, costs associated with medical errors can
also be avoided. It also makes it easy to integrate with EMR systems which can help
in managing patient health records more efficiently. Although E-prescription systems
provide a variety of benefits compared to the paper-based approach, it still faces many
issues which need to be addressed.

The centralized architecture of the E-prescription can lead to latency in process-
ing large amounts of information and even sometimes lead to a Single Point of Fail-
ure (SPOF). They are even prone to many other security threats that may lead to data
privacy and security issues [26]. This lack of standardization between such centralized
systems can lead to problems during integration with Electronic Healthcare Record Sys-
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Fig. 1. E-Prescribing System Working

tems (EHRs). The cost of deployment and maintenance of such systems is also a major
hurdle for adopting. The complexity of such systems is another problem for users of
e-prescription systems.

The rest of the paper is organized as follows: Sect. 2 presents possibility of
using blockchain or distributed ledger for e-prescription in H-CPS. Section 3 gives an
overview of prior related research. Section 4 talks about the novel features of the pro-
posed FortiRx system. Section 5 discussed the preliminaries and Sect. 6 describes the
architecture of the proposed FortiRx system. Section 7 discusses proposed algorithms
for uploading and managing prescription information. Section 8 describes the imple-
mentation of the proposed FortiRx system. Section 9 provides the analysis details and
Sect. 10 provides conclusions along with future research aspects.

2 Blockchain as a Solution for Robust E-Prescription

Blockchain is a type of distributed ledger technology that helps in recording and stor-
ing information in a secure, transparent, and distributed manner in Peer-to-Peer (P2P)
network. Blockchain is initially designed for digital assets in Bitcoin [15] but this tech-
nology has revolutionized and shown potential use-cases in many domains includ-
ing patient EHR Management [9,10], supply chain management in the pharmaceu-
tical industry and medicine manufacturing [4,13] etc. The main components of the
blockchain consist of Distributed Ledger (DL), Nodes, Transactions, and consensus
protocol. Block ledger generally consists of hash-connected blocks which have both
header with all metadata and body with actual transactions. Header and body are imple-
mented so that the light nodes which doesn’t want to store all the transaction data can
prune the body and just store the header information and still verify any transaction.
The structure of the ledger varies for different implementations and the most prominent
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structures are blockchain which is a linear structure of blocks and Decentralized Acyclic
Graph (DAG) which uses graph structure for scalability of the network. All the partici-
pants in the P2P network are called nodes and are classified as light node, miner node,
and full nodes based on their roles and responsibilities. Light nodes are the nodes with
limited storage and computational capabilities which don’t store the entire history of the
transaction data, usually, these are the participant nodes that try to utilize blockchain
infrastructure to perform transactions. Mining nodes are special nodes that have the
large computational power and usually compete to solve a hard mathematical problem
to win a chance of adding a new block to the ledger. Miners are awarded block rewards
combined with transaction fees from the transactions included in the block generated by
them. Full nodes are responsible for storing complete copies of the ledger including all
transaction data and verifying both transactions and blocks which ensures the security
and integrity of the blockchain. Usually, full nodes are not compensated with any fees or
rewards. Communication in a P2P network without delegation of centralized authority
is prone to issues of disagreement which is described as a Byzantine General Problem
[12]. Consensus protocols are used in blockchain to reach a consistent state of the sys-
tem where all or majority of the nodes accept the validity of the block even with some of
the nodes in networks acting maliciously. Some of the most prominent consensus pro-
tocols include Proof-of-Work (PoW), Proof-of-Stake (PoS), Proof-of-Authority (PoA),
etc. Some of the features provided by blockchain include Decentralization, Security,
Transparency, Immutability, and Faster processing by removing centralized entities.

Evaluating E-Prescription System Against Blockchain. Even though blockchain
provides many features, it cannot be a solution for every application. Hence each appli-
cation has to satisfy certain conditions for applying blockchain [17].

Criteria: Does the current application need tamper-proof permanent storage?
Evaluation: E-prescription systems are intended to store the prescription information
of the patients for enabling them to keep a record of their medication and to avoid
adverse interactions of medications prescribed for other conditions. As this application
needs permanent storage, blockchain can be a solution.

Criteria: Are there multiple trust-less data contributors to the data?
Evaluation: E-prescription systems consist of many distributed entities which include a
network of prescribers, a network of patients, a network of pharmacies, and other regu-
lating bodies. All these entities are distributed geographically and don’t trust each other
and need a co-coordinating central authority in order to relay. information. As there are
multiple trustless data contributors in the network, blockchain can be a solution.

Criteria: Does the application modify data after storage?
Evaluation: Issuing prescriptions, and dispensing prescribed medicines generally don’t
need modifications once processed and prescribed medicines are dispensed to patients.
If there are any mistakes in the prescription, a new prescription should be sent while
invalidating the previous prescription. Hence, blockchain can be an acceptable solution
in this case.

Criteria: Is data privacy required?
Evaluation: According to the Health Insurance Portability and Accountability Act of
1996 (HIPAA) [7], sensitive patient information shouldn’t be disclosed without the
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patient’s consent. Blockchain as such doesn’t provide privacy on shared data as the
data will be stored at multiple nodes in the network. But in the current application,
we have used Cipher Text Policy - Attribute Based Encryption (CP-ABE) which will
enable patients with full control over their prescription information and only encrypted
data is being shared using off-chain storage Inter Planetary File System (IPFS).

Features of blockchain technology can provide an additional layer of security for
the E-Prescription system by creating an immutable log of all transaction which help
in maintaining the integrity of prescription data. Immutable log created acts as a single
source of truth which is available at all the distributed participating entities and help to
reduce prescription fraud. Blockchains also enhance interoperability by enabling dif-
ferent healthcare providers to participate and share data in the network transparently.
As digital wallets are used for performing transactions on a blockchain network, the
privacy of patients is maintained which will prevent data leakages.

3 Related Prior Works

Blockchain is one of the recent technological advancements which was introduced pri-
marily for digital currency systems which enable P2P money transfers that are faster,
and more reliable, and at any point in time digital assets will be under the control
of the owner instead of centralized entities like banks. The features of blockchain
including transparency, data integrity and security, working in a trust-less environment,
and consensus-based updates have shown promising solutions in many other fields.
Whether it is to store and manage Electronic Health Records [18,22] or secure med-
ical supply chain [2,4–6] healthcare industry has been benefited largely by adapting
blockchain technology. Different studies are conducted to build E-Prescription by lever-
aging blockchains. Comparison of proposed FortiRx with state-of-art is clearly shown
in Table 1.

Table 1. Comparative Analysis of Proposed FortiRx with state-of-art.

Blockchain
Platform

Smart
Contracts

Off-chain
storage

Data Privacy Access
Control
Mechanism

CP-ABE

Thatcher, et al.
2018 [20]

Ethereum ✓ ✗ ✗ ✗ ✗

Musamih, et al.
2021 [14]

Ethereum ✓ ✓ ✗ ✓ ✗

Taylor, et al.
2022 [19]

Ethereum ✓ ✗ ✓ ✓ ✗

Alnuaimi, et al.
2022 [3]

Ethereum ✓ ✓ ✗ ✓ ✗

Ionescu, et al.
2022 [11]

Ethereum ✓ ✗ ✗ ✗ ✗

FortiRx
(Current Paper)

Ethereum ✓ ✓ ✓ ✓ ✓
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A use case of blockchain as a Prescription Drug Monitoring System (PDMP) is
presented in [20]. This proposed system leverages smart contracts on the Ethereum
platform for the creation and management of prescriptions. Even though the proposed
mechanism is providing a solution to manage E-Prescriptions, it mainly uses on-chain
storage which could be very expensive for large amounts of information, and no access
control mechanism is defined which will create a lot of security threats in the sys-
tem. Another application of blockchains in prescription drug supply is given in [25].
This work provides a dynamic identity mechanism to prevent patient privacy issues
along with a robust authentication protocol combined with blockchain. However, the
proposed architecture doesn’t deal with prescription management. Another blockchain-
based solution for controlled medication is discussed in [14]. In this work, smart con-
tracts and the Ethereum platform are used for building the controlled medicine prescrip-
tion system along with using IPFS as off-chain storage. However, No access control
mechanism is implemented in IPFS which will make data available for all the partici-
pants in the IPFS network.

VigilRx proposed in [19] makes use of smart contracts and the Ethereum platform to
create a system for creating and managing prescriptions, it also implemented a robust
access control mechanism using the RBAC mechanism. However, prescription infor-
mation is stored on-chain which can be difficult to manage and is not cost-effective.
Similar to previously proposed solutions, blockchain-based health insurance claims for
prescription drugs are proposed in [3] which leverages the Ethereum blockchain and
smart contracts. In this proposed architecture IPFS is used as a solution for storing pre-
scription data to avoid on-chain overhead. Even though an efficient mechanism for man-
aging insurance claims is proposed, Prescription information stored in IPFS is prone to
data privacy risk as the information will be stored at all the participating public nodes
in the IPFS network. Another implementation of the Ethereum platform and smart con-
tracts can be seen in [11]. However, this proposed system doesn’t address both data
privacy concerns and the overhead costs of on-chain data storage.

4 Novel Contributions of the Current Paper

Below are problems with centralized E-Prescription systems which are addressed in the
proposed FortiRx architecture along with novel solutions proposed.

4.1 Problems with Centralized E-Prescription System Addressed in FortiRx

Problems with existing centralized e-prescription systems which are addressed by novel
proposed FortiRx architecture are:

– Centralized architecture in E-prescription systems can lead to a Single Point of Fail-
ure (SPOF).

– As the number of transactions increases, latency increases significantly.
– Lack of standardization can cause difficulty in integrating the systems with other
Electronic Health Record Systems (EHR).

– Centralized systems are more prone to security threats and lead to other forms of
fraud and prescription abuse.
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– Cost of deployment and maintenance of E-prescribing systems is huge and makes it
not accessible for all healthcare providers.

– Complexity of using such technology can also resist some people from adopting
e-prescription systems.

4.2 Novel Solutions Proposed

The novel contributions of the proposed FortiRx are:

– Proposed FortiRx makes use of blockchain combined with the distributed file system
(IPFS) to create a decentralized environment for all the participating entities to share
prescription data.

– Blockchain creates a distributed trust-less environment to share data which enhances
the interoperability of the system.

– Usage of distributed file-sharing system to store prescription information can help
in reducing the amount of on-chain data.

– Due to the decentralized nature of the proposed FortiRx, It is resistant to Single Point
of Failure (SPOF) and also reduces response latency.

– It avoids data tampering and prescription abuse by maintaining a distributed ledger
that acts as a single source of truth.

– Proposed FortiRx also makes use of Cipher text-Policy attribute-based encryption
(CP-ABE) to provide a robust access control mechanism.

5 Preliminaries of Cipher Text-Policy Attribute-Based Encryption
(CP-ABE)

5.1 Bilinear Map

A bilinear map in CP-ABE are called pairings which associates pairs of elements from
two groups G1 and G2 to a third group GT . When G1=G2 the pairing is called sym-
metric otherwise asymmetric. Such a map function is denoted as e : G1 × G2 → GT

and must satisfy the following properties:

– Bilinearity: For all a, a′ ∈ G1 and b, b′ ∈ G2, we have:

e(a+ a′, b) = e(a, b) · e(a′, b) (1)

and
e(a, b+ b′) = e(a, b) · e(a, b′) (2)

– Non-degeneracy: There exist generators g1 and g2 of G1 and G2, respectively, such
that e(g1, g2) is a generator of GT .

– Computability: The bilinear map function e can be efficiently computed.

Bilinear map is used in CP-ABE to compute pairing of two elements ga1 ∈ G1 and
gb2 ∈ G2. This is done by using the equation:

e(ga1 , g
b
2) = e(g1, g2)ab (3)
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5.2 Setup

During setup, a trusted entity generates the system parameters which include the master
secret key, a description of the bilinear map, and the groups used in the encryption and
decryption process. A master secret key generated is used to generate the private keys
for different attributes. Below are the steps followed in the setup function:

– Choose a Elliptic curve E and two cyclic groups G1 and G2 of order q such that
E(G1, E2) ⊆ GT .

– Choose corresponding generators g1 and g2 for two groups G1 and G2 respectively.
– Choose a master secret key randomly a ∈ Zq.
– Generate the set A = a * g2.
– publish the generated system parameters (E,G1,G2,GT ,e(g1,g2),A) and master

secret key a is kept secret at the trusted entity.

5.3 Key Generation

A set of attributes are assigned to a user which is used to generate a private key for
that user. The set of attributes associated with the user will be sent to the trusted entity
which makes use of the master secret key along with the set of attributes to generate a
decryption key.

5.4 Encryption

To encrypt a message using CP-ABE, the plain text message is first mapped to the
elements in the encryption group. Next, a policy is defined using a set of attributes
required to decrypt the cipher text. The defined policy is then mapped elements in the
encryption group. After that plain text is then encrypted using the policy as an additional
parameter to generate cipher text.

5.5 Decryption

A user with an appropriate set of attributes will first retrieve the decryption key and then
uses the decryption key to decrypt the cipher text to plain text.

5.6 Access Policy

The access policy in CP-ABE is a logical expression defined using Boolean opera-
tors AND, OR, and NOT that specifies the attributes which are required to decrypt the
ciphertext. Each set of attributes is associated with a secret key and all the cipher texts
with access policy satisfying these attributes will be able to decrypt. A sample access
policy is shown in Fig. 2.
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OR

AND

AND

Hospital Name: 
UNTHSC

Role: Doctor

Pharmacy: CVS

Location: Denton

Role: Pharmacist

AND

Patient First name: John Patient Last name: Doe

Access Policy = ((“Hospital Name”== “UNTHSC” AND “Role”== “Doctor”) OR 
(“Pharmacy”==“CVS” AND “Location”==“Denton” AND “Role”==“Pharmacist”) OR 
(“Patient First Name”==“John” AND “Patient Last Name”==“Doe”))

Attributes

Fig. 2. Sample Access Policy for Prescription.

Prescribers Patients Pharmacies Regulatory 
Authorities

Participating 
Distributed Entities

Prescription 
Monitoring 

Decentralized 
Application (DApp) Infura Web3.js HTML, CSS

Ethereum Virtual Machine

Smart Contracts

Ethereum Blockchain

Distributed Data 
Storage

U
pl

oa
d 

En
cr

yp
te

d 
Pr

es
cr

ip
tio

n

R
eturn C

ID
 H

ash

Q
ue

ry
 P

re
sc

rip
tio

n 
U

si
ng

 
C

ID

R
eturn File C

ontent

Trusted Authority

User List Attributes

A
ttr

ib
ut

es

Secret K
ey

Patient
Access 

Structure T

OR

OROR

attr1attr2 attr3attr4

Se
nd

 P
re

sc
rip

tio
n 

D
at

a Encrypted Prescription 
D

ata

Ciphertext-Policy 
Attribute-Based Encryption

Entities Perform Different Actions 
Through Dapp Interface

Invoking Different Smart 
Contract Functions

Fig. 3. Architectural Overview of Proposed FortiRx System.

6 Architectural Overview of the Proposed FortiRx

System level architecture view of the proposed FortiRx is shown in Fig. 3. Many
distributed entities participate and share data in the proposed FortiRx which include
prescribers, patients, pharmacies, Regulatory authorities, and in some cases authori-
ties from prescription monitoring for controlled substance prescriptions. Prescriber is
responsible for creating digital prescriptions information and encrypting them before
sending the files to distributed data storage. Access Policy for encryption is provided



292 A. K. Bapatla et al.

by the patients that will determine who is allowed to access the data based on the issue
attributed by a trusted authority.

One of the major problems with blockchain is managing large amounts of data on-
chain which can be expensive too. Prescription systems generate large amounts of data
within a short span of time and managing such data on-chain is not a viable solution.
Hence, in the proposed FortiRx, we have used an off-chain distributed data storage
solution to handle all the prescription information. Even though data is stored at all
the decentralized nodes, implemented CP-ABE mechanism will make sure only the
entities having properly assigned attributes defined in the access policy can decrypt it
which ensures data privacy.

The proposed FortiRx architecture leverages smart contracts to implement busi-
ness logic which include issuing the prescriptions, updating the status of prescription,
requesting refills, approval for refills, and verifying the authenticity of prescription.
Apart from business logic, a robust Role-based Access Control mechanism (RBAC) is
also designed to ensure the entities can access only allowed functions. Every transac-
tion by any of the entities participating will generate an event in the blockchain and will
be added to the immutable log. Participating entities will access the functions of smart
contracts through Decentralized Application (DApp) designed.

7 Proposed Algorithms for FortiRx

The prescription creation and uploading process is shown in Algorithm 1. After per-
forming the diagnosis, an electronic prescription file will be generated with all the pre-
scription information along with the patient information and dosages. This file will be
read and the file content is encrypted by using the public parameters generated during
the setup process of CP-ABE along with the access policy which will be decided by the
patient. Once the encryption process is done, the generated cipher text will be written to
a file and uploaded to the distributed data storage (IPFS). A content ID will be returned
once the file upload is successful which is useful during the retrieval process. Prescriber
usually the physician then creates a transaction using the patient’s Ethereum address and
content ID from IPFS to create a prescription entry in the blockchain. RBAC mecha-
nism implemented in the smart contract will ensure the transaction is coming from the
actual prescriber before updating the details of the patient account. Once the transaction
is successful, the transaction hash and generated prescription ID will be sent back to the
called and in case of any errors, the transaction will be discarded.

Retrieval of prescription data from IPFS and decryption is clearly explained in Algo-
rithm 2. The Entity trying to access will make a function call to the smart contract using
the prescription ID generated during the upload process. Based on the prescription ID,
details of the prescription along with the IPFS hash are retrieved. This IPFS hash which
is also the content ID will be used to request IPFS for retrieving the prescription content.
Retrieved prescription content is an encrypted string and to decrypt it, the entity needs
the secret key. The entity then sends its attributes to the trusted authority to get the secret
key to decrypt the prescription content. If attributes satisfy the policy defined during the
encryption, the content will be decoded and accessible to the requesting entity. If not,
the content cannot be decrypted ensuring data privacy.
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Algorithm 1 Proposed Prescription Upload Algorithm for FortiRx.
Input: Digital Prescription Data, public parameters (params, g1, g2, e) generated during CP-

ABE setup, Access policy ρ defined by the patient
Output: Content ID for IPFS file, Transaction hash of prescription creation in blockchain
1: A digital prescription is generated, and a file is created
2: for Each prescription file f do
3: Open file in read mode
4: FileItem ← open(filePath,’r’)
5: Read prescription content from the file
6: prescription content (Pcontent) ← fileItem.read()
7: Encryption is done using public key (pk) and policy ρ to generate ciphertext of the pre-

scription content
8: Cipher text CT ← cpabe.encrypt(pk, Pcontent ,ρ)
9: New file is created and generated cipher text is written to that file
10: end for
11: for Each encrypted prescription file f do
12: Send upload request to IPFS
13: Response (res) ← requests.post(Infura end point, authentication parameters, file f)
14: Content ID from response is retrieved
15: Content ID (CID) ← res.text[’Hash’]
16: end for
17: Prescriber creates a new createPrescription transaction in prescription smart contract
18: Transaction (Tx) ← prescription.createPrescription(patient address (Paddr),CID)
19: if caller == Prescriber then
20: New prescription is created and added to patient address
21: Emit an event (ev) with prescription data and a log is generated
22: Return transaction hash (Txhash)
23: else
24: Reject Tx
25: end if

The status of the prescription is also updated once medicines are dispensed by the
pharmacy. The pharmacy creates a transaction call to the prescription smart contract
with the prescription id as the parameter. RBAC mechanism implemented will ensure
the requesting Ethereum address is assigned a pharmacy role and it is one of the reg-
istered pharmacies for the patient. Similarly, in the case of refills, the pharmacy will
update the status of the prescription requestRefill flag and notify the prescribers to
approve. Different steps involved in this process are shown in Algorithm 3

8 Implementation of FortiRx

8.1 Smart Contract Design

We have used solidity language to design smart contracts and deployed them in the
Ethereum platform. As there are multiple entities with each one having its own func-
tions to perform, the access control mechanism is important. We have developed a Role
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Algorithm 2 Proposed Prescription Retrieval Algorithm for FortiRx.
Input: Prescription ID (PID) generated while creating new prescription in blockchain, attribute

list of requesting entity (attr list)
Output: Decrypted prescription content (Pcontent)
1: for Each view request (req) do
2: Send a function call to prescription smart contract to retrieve Prescription based on PID

3: Retrieved prescription Pret ← prescription.viewPrescription(PID)
4: Get IPFS Hash (CID) from the function response
5: CID ← Pret[’IPFSHash’]
6: Send request to IPFS to retrieve prescription content (Pcontent)
7: Response (res) ← requests.post(Infura end point, CID, authentication parameters)
8: Retrieved cipher text (CT ) ← res.text
9: Secret key for set of attributes attr list is requested from trusted authority
10: Secret key (Sk) ← cpabe.keygen(public key (pk), attr list)
11: Decrypt cipher text using the secret key to get prescription content
12: if ρ.evaluate(attr list) then
13: Pcontent ← cpabe.decrypt(Sk, CT )
14: else
15: Cannot decrypt prescription content
16: end if
17: end for

Based Access Control Mechanism (RBAC) using smart contract functions and modi-
fiers. For each type of entity: Patient, Prescriber, and Pharmacy, three role smart con-
tracts are defined which have different functions to add users to the role, check if the
given address has been assigned with a role, and revoke the roles. Along with these
modifiers are also defined to check for attaching them to the functions. Modifiers are
used to impose some pre and post-conditional checks on the function parameters passed.

The main business functionality of prescription creation and management is done
in “FortiRx.sol” smart contract which has two mappers which are used to keep track
of prescriptions generated and another one to associate prescriptions to the patient’s
Ethereum address which will make it easy to retrieve. A function is developed for creat-
ing new prescriptions, this is restricted only to prescribers who are usually physicians.
This creates new prescription functions and takes the patient address and Content ID
of the prescription uploaded to IPFS as parameters. Another important function is the
update prescription status function which is restricted to role of a pharmacy. Once the
prescription is dispensed, the pharmacy will call this function to update the prescription
to be filled and creates a log in the blockchain. In case of refill is required, the phar-
macy can also make a call to function request refill which takes the prescription id as a
parameter and updates the flag for a refill. On checking the flag, prescribe can approve
the refill. A view function is also created to retrieve and view prescription details (Not
the content of the prescription and patient information). Complete Class diagram of
designed smart contracts for proposed FortiRx can be seen in Fig. 4.
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Algorithm 3 Status Updates for Prescription on Blockchain.
Input: Prescription ID (PID) generated while creating new prescription in blockchain
Output: The Status of the prescription will be updated
1: Different status flag updates will be sent either by pharmacy or physician
2: Based on the type of status update, different functions of the smart contract will be invoked

with (PID) as parameter
3: if Prescription is filled then
4: prescription.updatePrescriptionStatus(PID)
5: Smart contract check the pharmacy Ethereum address for access and updates isFilled flag

of prescription
6: else if Prescription needs re-filling then
7: prescription.requestRefill(PID)
8: Smart contract checks the pharmacy Ethereum address for access and updates the

requestRefill flag of prescription
9: else
10: prescription.issueRefill(PID)
11: Smart contract checks the physician’s Ethereum address for access and updates the isFilled

and requestRefill flags of prescription
12: end if

8.2 Blockchain Network

The proposed FortiRx system is implemented using the Ethereum platform leveraging
smart contracts designed in solidity language. A decentralized application (DApp) is
designed using the truffle framework and a functionality test is performed using chai.
Implemented FortiRx is first deployed in the local Ganache blockchain which mimics
the working of Ethereum mainnet but provides 10 free accounts with test ether of 100
ETH each. For measuring performance analysis of the implemented system, it is then
deployed in Ethereum testnet Sepolia. Sepolia is a permissioned Proof-of-Stake (PoS)
consensus-based testnet. As it is a public testnet and hosts many other DApps with live
transactions happening, evaluating FortiRx can give better results to evaluate reliability
and adaptability in a real-world deployment scenario.

8.3 Distributed Data Source

Inter-Planetary File System (IPFS) is used for providing distributed data sources to store
all the prescription information. As discussed before, storage is expensive and hard to
manage on-chain. As the prescription application needs large amounts of information to
be stored and retrieved, the off-chain distributed data storage solution IPFS is used. As it
is impractical for all the users of blockchain to host their own nodes to participate in the
network, we have used the infura platform which provides tools to connect to Ethereum
easily and perform transactions. Infura also provides tools to connect to IPFS without
hosting a node. IPFS connection uses the authentication parameters to authenticate the
user before uploading the files.
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Fig. 4. UML Diagram of Implemented FortiRx Role and Prescription Smart Contracts

Table 2. Role Assigned Accounts and Transaction Hashes on Sepolia Testnet

Feature Value

Physician Account Address 0x3d352313f4f5561d0ffbfda205b52a3c3b70af35

Pharmacy Account Address 0x3D352313F4f5561D0fFBfda205B52A3c3b70af35

Patient Account Address 0x2a9884dfa7E6890FE8AA99FE2486c613C32b697a

Contract Deployment Hash 0x798d1f5ff49f9df09b9856db2646cebc2029d5cd2a45c5ef0c1b9
acb9f217c6f

Prescription Content ID Qme7Sq8gLmE875kE79QyWWFy9wqQ4yHnTEHMur511PrZfF

Prescription Creation Hash 0xda5bd0ce943325696e91bfe140bd8cdd60eafdca6f2a41b0722
1e499bfe7f1f7

8.4 CP-ABE System Design

For implementing the CP-ABE scheme, Ubuntu 22.04 64-bit with a base memory of
4GB of memory is hosted in a virtual environment. For prototyping the proposed CP-
ABE scheme for FortiRx, the charm crypto library is used. Charm is a framework that
is designed to rapidly prototype cryptosystems and implement different schemes. GNU
Multiple Precision Arithmetic Library (GMP), Pairing-Based Cryptography Library
(PBC), and OpenSSL are prerequisites for installing the charm framework. CP-ABE
scheme proposed in [23] is used for implementing FortiRx.
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9 Experimental Results

This section discusses the results from the implemented proposed FortiRx application.
Along with that security, timing, and cost analysis are also performed to evaluate the
proposed system’s reliability and adaptability.

9.1 Results

The first step of the proposed FortiRx application is creating a prescription text docu-
ment. A sample electronic prescription is taken for testing purposes and is copied into a
text file. The file is then encrypted using the CP-ABE scheme with a pre-defined access
policy. Encrypted files are then uploaded to IPFS using infra. During the retrieval pro-
cess, based on the CID the prescription data is retrieved and decrypted using a secret
key generated from the attributes assigned to an entity. Encrypted prescription, Content
ID, and Decryption of the prescription data can be seen in Fig. 5.

Fig. 5. FortiRx Implementation Showing Encrypted Prescription and Successful Upload to IPFS

Remix IDE is used to deploy smart contracts in sepolia testnet. MetaMask digi-
tal wallet is used for maintaining user accounts and sending transactions to Ethereum.
Transaction for deploying the FortiRx contract is shown in Fig. 6. Once the contract is
deployed Different accounts are assigned different roles: Prescriber (Physician), Phar-
macy, and Patient accounts. Some of the important transactions and their corresponding
addresses and hashes are shown in Table 2.
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Fig. 6. Deployment of Smart Contract in Sepolia Testnet.

9.2 Validation

Security Analysis. Security analysis is performed on the proposed FortiRx to check
the feasibility and adaptability of the system in real-world E-Prescription systems.
Threat 1: An adversary trying to gain access to sensitive information of patient
Solution: Proposed FortiRx makes use of a robust CP-ABE cryptography scheme.
This will ensure the prescription data is only accessible to the authorized entities with
assigned attributes and avoid data leakages. As blockchain uses identities based on the
PKI system, anonymity is maintained while sending transacting in blockchain thereby
preserving data privacy.
Threat 2: Fake transactions generated by an adversary in the blockchain network to
introduce falsified information.
Solution: RBAC mechanism based on smart contracts and modifiers is defined in the
proposed FortiRx which will ensure the functions are well-defined and given proper
access to different entities. An adversary who will not have these privileges will not be
able to send the transaction and create falsified information in the network.
Threat 3: Data manipulations by the adversary or prescription abuse by duplication.
Solution: Blockchain creates an immutable ledger with all the transactions generated
from each and every participating entity. This ledger is copied at each node and acts as
a single source of truth which is difficult to manipulate and easy to verify. This ensures
no data modifications can be done to the data stored on the blockchain.

Timing and Cost Analysis. To perform timing and cost analysis, each smart contract
interaction is repeated 10 times, and the average time taken for confirmation of transac-
tion and gas cost is evaluated. Results from the analysis can be seen in Fig. 7 and Fig. 8.
From timing analysis, it can be seen transaction times are not changed much based
on the type of function as it mainly depends on the network congestion at the time
of the transaction. So average delays ranging from 12–18 s is an acceptable delays in
real-world applications. Cost analysis shows a significant difference between contract
deployment and other functions as the cost depends on the number of instructions that
need to be executed by the Ethereum Virtual Machine (EVM). The cost of deployment
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of a smart contract is 7.2$ converting ETH to US at the conversion rate of 1 ETH =
18000 USD whereas for all other functions is nearly a dime. The cost and latency can
be avoided if private blockchain is implemented instead of using public blockchain.
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10 Conclusions and Future Research

In this work, we have proposed a novel idea of an E-Prescription system implemented
using blockchain and smart contracts. The cost overhead of large on-chain data is
addressed in the proposed FortiRx by implementing distributed data storage using IPFS.
A robust access control mechanism using CP-ABE which ensures the efficient sharing
of data between a dynamic group of data users has been implemented for preserving
the privacy of patient information. This patient-centric approach will give more control
to the data owners and efficiently manage the access mechanisms. Proof-of-Concept of
proposed FortiRx is implemented and analyzed for scalability and reliability in real-
world scenarios. Results from the analysis have shown the robustness of the proposed
system for different security threats.
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In future work, more scenarios and interactions will be included in the smart con-
tract business logic to build a complete solution for the E-Prescription system. Imple-
mented CP-ABE, even though provides a robust access control mechanism, it needs
a centralized trusted entity to distribute attributes to the participants. A decentralized
trustless key distribution mechanism can be beneficial in this case. Future work will be
in the above scenarios along with providing a user-friendly interface for easy interaction
with the system.
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Abstract. In 2020, nearly one hundred thousand deaths were drug related over-
doses. In addition, forty to sixty percent of recovering addicts relapsed. A top
contributor to relapsing is stress, as high levels of hormones are released within
the brain. Individuals that could benefit from a rehabilitation center have many
varied reasons as to why they do not seek one, proximity to a center being a pri-
mary reason. Rehabilitation facilities are a key factor in the recovery of an addict,
as the probability of drug use decreases fifty to seventy percent after treatment.
The hardest step in recovery is recognizing the need for help, however finding a
treatment center can be a stressful experience, potentially leading to relapse. To
reduce the stress of finding the closest and most qualified center, the goal of this
research is to create a website that contains a database of rehabilitation centers.
This could later be connected to a mobile application that would track the GPS
location of the user and return the geographical location of the closest treatment
center, as well as the name of the facility and contacting phone number. The soft-
ware will have the ability to connect to wearable devices, allowing an opportunity
to track physiological factors affected during an overdose.

Keywords: Smart Healthcare · Healthcare Cyber-Physical System (H-CPS) ·
Internet of Medical Things (IoMT) ·Mental Health · IoT-Edge Computing

1 Introduction

Substance use disorder, or drug addiction is defined as the lack of control with the usage
of substances. The definition of what drug addiction is can be enhanced as a cycle of
decreased function of brain reward systems and recruitment of anti-reward systems that
progressively worsen, resulting in the compulsive use of drugs [10]. Drug addiction can
rewire the brains perceptions of ‘rewards’, making it more reliable on drugs due to the
sense of euphoria experienced through the first couple of uses [6]. However, as the drug
wears off, the body builds a tolerance to the drug of choice, and the euphoric sensations
received from usage begin to lose their initial effect. This leaves users unsatisfied and
in an opposing, aversive negative emotional state, contrasting the ‘high’ they sought
initially [4].

2 Related Prior Research

A study was held to discover how anxiety affects an individual’s chances of relapse
[22]. Relapsing is defined as the return to drug-seeking and drug-taking behavior after
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a prolonged period of abstinence [19]. It was determined that high levels of anxiety and
stress often affect the ability of individuals to maintain abstinence from drug usage [18].
The study concluded that by understanding the relationship between anxiety and drug
abstention from the perspective of emotions great significance for guiding individuals
with substance use disorders in enhancing their drug abstention motivation by reducing
negative emotion [21]. The patients with a better ability to maintain their own sense of
self success, as well as positive emotions, are more likely to be able to balance how
their anxiety affects the motivation they hold towards relapsing [22].

Stress is known to be a high contributor to a person’s allostatic load, otherwise
known as the negative effects of prolonged and chronic stress. An increased load results
in progressive long-term changes in the brain. These chemical imbalances in the brain
begin to weaken the strength of the parts that control emotions, thoughts, and actions
while increasing the strength of the amygdala, affecting the individual’s loss of control,
cravings, and increased negative thoughts [17]. These changes create the opportunity
for an individual to become more susceptible to drug cravings, and increased negative
thoughts, all of which can lead to relapsing [21].

A study also tested what factors an individual may face that increases the odds of a
relapse. The current age, age when the individual began using drugs, type of drug, and
smoking habits all affect the chances of relapsing [2]. As the age of addicts increases,
the chances of relapse increase respectively. However, individuals that began using
drugs later in their life are less likely to relapse after undergoing rehabilitation ser-
vices. The choice of drugs, in regards to modern versus traditional drugs, can affect the
chances of relapsing, with modern drugs holding higher odds [8].

Oftentimes, relapse takes place after an individual has visited a rehabilitation center
[7]. Rehabilitation is portrayed as the fix-all for substance use disorder, especially with
the decreasing focus on justice in governmental elements. Though the biggest deter-
mining factors of the success of rehabilitation is support and provided treatment, the
National Rehabilitation Implementation Committee clarifies that it is unlikely that any
single agency can provide everything that is needed to address the issues contained
within cycle of addition [3]. This concept of well-rounded rehabilitation can feel over-
whelming and stressful, especially for those receiving the treatment. If this stress is
added to pre-existing chemical imbalances within the brain, chances of relapse are
higher if there is a lack pushing factors to justify the amount of effort needed to over-
come the cycle of substance abuse [14].

A study was conducted to determine how the amygdala reacts to a drug relapse.
The subjects were placed under different factors when the drug was being adminis-
tered. Results from the study contain evidence showing that environmental factors were
one of the most noticeable characteristics to trigger a relapse [21]. This concept shows
that things, such as particular locations, specific light, etc. that are similar to that of the
environment the euphoria from the drug was experienced, can elicit cravings that lead
to a higher likelihood of a relapse. Different drugs have unique uses and euphoric expe-
riences; however, many have similar characteristics, including physiological and mental
effects. Some of the most commonly abused drugs are amphetamines, marijuana, opi-
oids, cocaine, and phencyclidine [13].
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Both modern and traditional drugs cause changes within the brain. Amphetamines
heighten the central nervous system by increasing the number of neurotransmitters, such
as dopamine, norepinephrine, and serotonin. Similarly, opioids increase the amount of
dopamine released after connecting to the opioid receptors to block signals of pain
[1]. Cocaine blocks the release of gamma-aminobutyric acids or GABA, an inhibitory
neurotransmitter responsible for reabsorbing dopamine within the brain. Similarly, to
the effects of cocaine use, phencyclidine prevents the absorption of dopamine, nore-
pinephrine, and serotonin. Phencyclidine also blocks the NMDA receptors, preventing
the production of glutamine known for affecting emotions, sensations of pain, learning,
and memory of an individual. These changes within the brain can overwhelm chem-
ical pathways and receptors, resulting in the brain attempting to limit these changes,
affecting the body’s tolerance to the drug, as previously mentioned [20].

3 Impact of Drugs on Mental Health

Drug usage in general can cause increased blood pressure and pulse rates, insomnia,
loss of appetite, physical exhaustion, dilated pupils, and hyperactivity [5]. Symptoms of
overdose can include increased body temperature, agitation, hallucinations, and convul-
sions. Withdrawal symptoms can include anxiety, fatigue, irritability, headaches, para-
noia, depression, and body twitches [15].

Substance use among those struggling with post-traumatic stress disorder can often
stem from the belief that the euphoria experienced will bring relief to symptoms expe-
rienced from the disorder. Post-traumatic stress disorder, also known as PTSD, is often
seen to be tied with an imbalance of certain chemicals within the brain that are meant
to help manage the stress levels of an individual. Without the correct presence of these
stress-managing chemicals, individuals with PTSD can find themselves experiencing
extreme levels of stress they have not experienced before, pushing them to find ways to
balance the strain their conditions have placed on them [16]. The authors of Drug and
Alcohol Dependence state that the increased severity and number of symptoms spawn-
ing from the presence of PTSD often fall hand-in-hand with the likelihood of substance
abuse [12].

Almost seven percent of individuals struggle with post-traumatic stress disorder.
People struggling with PTSD are fourteen times more likely to develop substance use
disorder, or addiction. The continued use of substance can lead to increased anxiety and
inability to be able to cope with trauma in a ‘normal’ way. Both substance abuse and
PTSD are often found to be ‘comorbid’ [12]. Within the different types of drugs, the
brain and mind of the individual is altered in a way that could allow them to become
more susceptible to disorders, especially PTSD Though the euphoria of the first few
usages of substances seem to bring relief to the symptoms of PTSD, consistent use of
drugs produces the opposite effect than what was originally sought. Extended usage, in
actuality, increases stress levels and symptoms that could both lead to PTSD or enhance
pre-existing symptoms if the disorder is already present [9].

A study was held to determine the ties between PTSD and opioid dependency.
Through this study it is shown that the patients who face drug dependency often face
symptoms of PTSD when determined through the clinical criteria such the Maudsley



Survival: A Smart Way to Locate Help 305

Addiction Profile, the Severity of Dependence Scale, the Impact of Events Scale, and
the ICD-10 [9]. Over 30% of those involved in the study met the criteria qualifying
them for diagnosis of post-traumatic stress disorder [9]. Within the four categories of
the symptoms of PTSD, patients involved in the study had clinically significant levels
of intrusive and avoidant symptoms; both of which majorly affect how an individual’s
quality of life is socially and emotionally, furthering the idea that PTSD can increase an
individual’s dependency on drug use.

4 Current Solution and Proposed Solution

As mentioned in Sect. 2, there are not many mechanisms to help patients or potential
patients. Current practices show that the patients looking for rehabilitation services may
experience relapse because of the additional stress [19]. Keeping this mind, Survival,
a one stop destination to locate rehabs is proposed as shown in Fig. 1. This website
has two interactive maps. One containing a database of hundreds of rehabilitation and
counseling centers along with addresses and contact information across North Carolina
as shown in Fig. 2. Another map containing the number of centers within each state
across America as shown in Fig. 3 is proposed [11].

Fig. 1. Homepage of Survival.

The product of this research is meant to be straightforward and aware of the char-
acteristics of substance use disorder, to help utilize technology for both those suffering
from addiction and those interested in awareness as shown in Fig. 4. From the overar-
ching theme of blue within the website, which studies have shown is the most calming
color, to the use of interactive maps and the inclusion of the research’s sources, Survival
strives to be a low stress application, as stress is known to be a primary contributing fac-
tor of relapse [12]. The project’s intention is to help in the recovery process when an
individual wants assistance.
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Fig. 2.Map view of the Rehabilitation Centers in North Carolina.

Fig. 3. Rehabilitation Centers across United States of America.
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Fig. 4. Information on Drugs.

5 Conclusions and Future Research

Survival can be expanded further by being compatible with wearable devices, allow-
ing an opportunity to track the physiological factors that are affected during an over-
dose. This will help to minimize the number of drug-related deaths by offering those
struggling with addiction an opportunity to easily contact a facility. As addiction and
post-traumatic stress disorder are known to be co-morbid, the intentions of the program
could also advance to offering help geared towards individuals with PTSD.

Survival’s usefulness could be furthered by developing a larger database containing
a map of facilities across North Carolina across to include centers across the United
States and worldwide. This would impact society for the better by offering a more
accessible and straightforward way to find the centers meant to help in recovery, as well
as bring attention to areas that lack facilities locations.

References

1. Administration, D.E.: Drug Fact Sheet: Marijuana/Cannabis (2020). https://www.dea.gov/
sites/default/files/2020-06/Marijuana-Cannabis-2020.pdf

2. Amirabadizadeh, A., Nakhaee, S., Ghasemi, S., Benito, M., Torbati, V.B., Mehrpour, O.:
Evaluating drug use relapse event rate and its associated factors using Poisson model. J.
Subst. Use 26(1), 60–66 (2021). https://doi.org/10.1080/14659891.2020.1779359

3. American Addiction Centers. Rehab Success Rates and Statistics (2022). https://
americanaddictioncenters.org/rehab-guide/success-rates-and-statistics

4. American Addiction Centers. Barriers to Addiction Treatment: Why Addicts Don’t Seek
Help (2023). https://americanaddictioncenters.org/rehab-guide/treatment-barriers

5. BrightView Clinic. How do amphetamines affect the body. (2022). https://www.
brightviewhealth.com/latest-updates/how-do-amphetamines-affect-the-body/

https://www.dea.gov/sites/default/files/2020-06/Marijuana-Cannabis-2020.pdf
https://www.dea.gov/sites/default/files/2020-06/Marijuana-Cannabis-2020.pdf
https://doi.org/10.1080/14659891.2020.1779359
https://americanaddictioncenters.org/rehab-guide/success-rates-and-statistics
https://americanaddictioncenters.org/rehab-guide/success-rates-and-statistics
https://americanaddictioncenters.org/rehab-guide/treatment-barriers
https://www.brightviewhealth.com/latest-updates/how-do-amphetamines-affect-the-body/
https://www.brightviewhealth.com/latest-updates/how-do-amphetamines-affect-the-body/


308 L. Rachakonda and K. Owen

6. Center for Disease Control and Prevention. U.S. Overdose Deaths in 2021 Increased Half
as Much as in 2020 - But Are Still Up 15 2023. https://www.cdc.gov/nchs/pressroom/nchs_
press_releases/2022/202205.htm

7. Doyle, J., Ivanovic, J.: HSE national drug rehabilitation framework document. Tech. rep.,
Health Service Executive (HSE), pp. 1–38 (2010)

8. Drug Enforcement Administration. Drug Fact Sheet: Marijuana/Cannabis. Tech. rep.,
Drug Administration (2020). https://www.dea.gov/sites/default/files/2020-06/Marijuana-
Cannabis-2020.pdf

9. Elman, I., Borsook, D.: The failing cascade: comorbid post traumatic stress and opioid
use disorders. Neurosci. Biobehav. Rev. 103, 374–383 (2019). https://doi.org/10.1016/j.
neubiorev.2019.04.023

10. Koob, G.F., Moal, L.: Michel: addiction and the brain antireward system. Annu. Rev. Psy-
chol. 59(1), 29–53 (2008). https://doi.org/10.1146/annurev.psych.59.103006.093548. PMID:
18154498

11. Owen, K.: SurVival: A Smart System to Locate Help (2023). https://sites.google.com/view/
survival-system-to-locate-help

12. National Center for PTSD. Understanding PTSD and PTSD Treatment. Techre-
port, US Department of Veterans Affairs (2019). https://permanent.fdlp.gov/gpo123944/
understandingptsd_booklet.pdf

13. National Institute on Drug Abuse. Cannabis (Marijuana) Research Report: What are mar-
ijuana’s effects? Tech. rep., National Institute on Drug Abuse (2020). https://nida.nih.gov/
publications/research-reports/marijuana/what-are-marijuana-effects

14. National Institute on Drugs. Drugs, Brains, and Behavior: The Science of Addiction.
National Institute on Drug Abuse (2020)

15. Patel, A., Bey, T.: Phencyclidine intoxication and adverse effects: a clinical and pharmaco-
logical review of an illicit drug. California J. Emerg. Med. 8(1), 9–14 (2007)

16. Rachakonda, L., Bipin, K.C.: Tr-estimate: a novel machine learning based early prediction
system for post-traumatic stress disorder using IoMT. In: IEEE International Symposium on
Smart Electronic Systems (iSES), pp. 677–682 (2022). https://doi.org/10.1109/iSES54909.
2022.00151

17. Rachakonda, L., Mohanty, S.P., Kougianos, E.: iLog: an intelligent device for automatic food
intake monitoring and stress detection in the IoMT. IEEE Trans. Consum. Electron. 66(2),
115–124 (2020). https://doi.org/10.1109/TCE.2020.2976006

18. Rachakonda, L., Mohanty, S.P., Kougianos, E., Sundaravadivel, P.: Stress-lysis: a DNN-
integrated edge device for stress level detection in the IoMT. IEEE Trans. Consum. Electron.
65(4), 474–483 (2019). https://doi.org/10.1109/TCE.2019.2940472

19. Ronald, E., Fuchs, R., Ledford, C., McLaughlin, J.: Drug addiction, relapse, and the amyg-
dala. Annal. N. Y. Acad. Sci. 985(1), 294–307 (2003). https://doi.org/10.1111/j.1749-6632.
2003.tb07089.x

20. Ruisoto, P., Contador, I.: The role of stress in drug addiction. an integrative review. Physiol.
Behav. 202, 62–68 (2019). https://doi.org/10.1016/j.physbeh.2019.01.022

21. Ruisoto, P., Contador, I.: The role of stress in drug addiction, an integrative review. Physiol.
Behav. 202, 62–68 (2019)

22. Li, Y., Zeng, X., Zhou, H.: Relationship between anxiety and drug abstention motivation in
men with substance use disorders: a cross-sectional study of compulsory isolation rehabil-
itation in China. J. Ethnicity Subst. Abuse 22(1), 189–212 (2023). https://doi.org/10.1080/
15332640.2021.1923103, PMID: 34543152

https://www.cdc.gov/nchs/pressroom/nchs_press_releases/2022/202205.htm
https://www.cdc.gov/nchs/pressroom/nchs_press_releases/2022/202205.htm
https://www.dea.gov/sites/default/files/2020-06/Marijuana-Cannabis-2020.pdf
https://www.dea.gov/sites/default/files/2020-06/Marijuana-Cannabis-2020.pdf
https://doi.org/10.1016/j.neubiorev.2019.04.023
https://doi.org/10.1016/j.neubiorev.2019.04.023
https://doi.org/10.1146/annurev.psych.59.103006.093548
https://sites.google.com/view/survival-system-to-locate-help
https://sites.google.com/view/survival-system-to-locate-help
https://permanent.fdlp.gov/gpo123944/understandingptsd_booklet.pdf
https://permanent.fdlp.gov/gpo123944/understandingptsd_booklet.pdf
https://nida.nih.gov/publications/research-reports/marijuana/what-are-marijuana-effects
https://nida.nih.gov/publications/research-reports/marijuana/what-are-marijuana-effects
https://doi.org/10.1109/iSES54909.2022.00151
https://doi.org/10.1109/iSES54909.2022.00151
https://doi.org/10.1109/TCE.2020.2976006
https://doi.org/10.1109/TCE.2019.2940472
https://doi.org/10.1111/j.1749-6632.2003.tb07089.x
https://doi.org/10.1111/j.1749-6632.2003.tb07089.x
https://doi.org/10.1016/j.physbeh.2019.01.022
https://doi.org/10.1080/15332640.2021.1923103
https://doi.org/10.1080/15332640.2021.1923103


Federated Edge-Cloud Framework
for Heart Disease Risk Prediction Using

Blockchain

Uttam Ghosh1 , Debashis Das2(B) , Pushpita Chatterjee3 ,
and Nadine Shillingford1

1 Department of CS and DS, Meharry Medical College, Nashville, TN, USA
ghosh.uttam@ieee.org, nshillingford@mmc.edu

2 Department of CSE, Narula Institute of Technology, Kolkata, West Bengal, India
debashis.das@ieee.org

3 Department of EE and CS, Howard University, Washington, DC, USA

pushpita.c@ieee.org

Abstract. Heart disease is a term used to describe a range of conditions
that affect the heart, such as coronary artery disease, heart failure, and
arrhythmias. It is a leading cause of death globally and can be prevented
or managed through lifestyle changes and medical treatments, such as
medication and surgery. The use of federated learning and edge comput-
ing has become increasingly popular for machine learning tasks, espe-
cially in the healthcare domain. However, privacy and security concerns
remain major challenges in the adoption of such technologies. In this arti-
cle, we propose a blockchain-enabled federated edge-cloud framework for
heart disease risk prediction to address these challenges. The proposed
framework involves the use of blockchain to secure the data sharing and
model aggregation process, while edge devices are utilized for data pre-
processing and feature extraction, and cloud servers are used for model
training and validation. The federated learning approach ensures data
privacy, while the use of blockchain provides immutability, transparency,
and accountability to the system.

Keywords: Heart disease risk prediction · Federated learning ·
Blockchain · Healthcare · Edge computing · Privacy

1 Introduction

Heart disease is a major global health issue and a leading cause of death world-
wide [27]. According to the World Health Organization (WHO), an estimated
17.9 million people die each year from cardiovascular diseases, which include
heart disease [31]. Early detection and prevention of heart disease are crucial
in reducing the impact of this disease. Heart disease risk prediction is impor-
tant because it can help identify individuals who are at high risk of developing
heart disease allowing for preventative measures to be taken. These measures can
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include lifestyle changes such as diet and exercise as well as medical interventions
such as medications or surgery. By identifying high-risk individuals early on, the
likelihood of developing heart disease can be reduced to improved health out-
comes and a reduction in mortality rates. With the advancement of technology,
there is an opportunity to develop new approaches for heart disease risk pre-
diction. One such approach is the use of a federated edge-cloud framework [1],
which combines edge and cloud computing to process patient data in real time.
However, existing approaches to heart disease risk prediction are often limited
by data privacy and security issues as well as performance limitations (Fig. 1.).

Machine learning (ML) techniques have shown promise in predicting the risk
of heart disease based on various clinical and non-clinical factors [23]. How-
ever, the use of ML in healthcare requires the integration of heterogeneous data
sources, which are often distributed across different organizations and locations.
One of the main challenges in heart disease risk prediction is the collection and
processing of patient data. Current approaches often require large amounts of
data to be collected and analyzed, which can be time-consuming and resource-
intensive. The use of cloud-based solutions can also raise concerns about data
privacy and security, as patient data is often transmitted over public networks.
Federated learning (FL) [7] has emerged as a promising technique to address the
challenges of collaborative and distributed ML.

To address these challenges, a Federated Edge-Cloud Framework for Heart
Disease Risk Prediction (FECHD-RP) using Blockchain has been proposed. The
FECHD-RP framework offers a promising solution to the challenges facing cur-
rent approaches to heart disease risk prediction. By combining edge and cloud
computing with blockchain technology [10], this system offers improved data
privacy and security, as well as real-time data processing capabilities. This arti-
cle provides a detailed technical introduction to this system, highlighting its

Fig. 1. Heart disease compared with other causes of death
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potential to improve heart disease risk prediction and prevention. The use of a
blockchain ensures the privacy and security of patient data [9], giving patients
greater control over their own health data.

1.1 Motivation

COVID-19 has highlighted healthcare disparities for African Americans. Heart
Failure (HF) is a costly and morbid illness, expected to impact 6.2 million people
in the US, costing $30.7 billion and projected to reach $69.8 billion by 2030
[35]. A National Institutes of Health-supported study found racial disparities in
advanced heart failure treatment, with non-African American adults twice as
likely to receive mechanical heart pumps or transplants [5].

For health risk prediction, tracking calorie intake can be beneficial, as
research shows it aids weight loss and sustains better overall health. Calorie
counter apps and self-monitoring technologies offer helpful tools to keep track
of dietary decisions [32]. Regarding cloud security in healthcare [14], common
worries include information privacy, data security, availability, integrity, and net-
work security. Problems with cloud computing involve doubts about security and
privacy, slow organizations, loss of data governance, and lax safety standards. In
some cases, service agreements lack clauses for clients to freely audit and control
their data [29].

Existing issues with cloud-based health data include data security, visibil-
ity, management, misconfiguration, unauthorized access, and cyberattacks [25].
Ransomware poses a significant risk to data security in and outside the health-
care industry [8]. Therefore, safeguarding the security, availability, integrity, and
privacy of health data is crucial, with users responsible for handling data appro-
priately, fostering trust with healthcare providers, and adhering to strict privacy
and regulatory standards.

1.2 Contribution of the Paper

The main contribution of the article is the proposal of the FECHD-RP frame-
work for heart disease risk prediction, which addresses privacy and security con-
cerns while having the benefits of federated learning and edge computing in the
healthcare domain.

• The paper introduces the concept of heart disease, its various forms, and
its significance as a leading global cause of death. It highlights the poten-
tial for prevention and management through lifestyle changes and medical
treatments.

• This paper discusses the growing popularity of federated learning and edge
computing in the healthcare domain. It acknowledges the privacy and security
concerns associated with these technologies, which hinder their widespread
adoption.
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• This paper presents the proposed solution: FECHD-RP framework for heart
disease risk prediction, named FECHD-RP. The framework aims to address
the privacy and security challenges by incorporating blockchain for secure
data sharing and model aggregation. It outlines the specific components and
roles within the proposed framework. It mentions the use of edge devices for
data preprocessing and feature extraction, cloud servers for model training
and validation, and blockchain for ensuring data security and accountability.

• The paper emphasizes the benefits of the federated learning approach, which
protects data privacy by keeping the data distributed across devices while
still allowing for collaborative model training. It highlights the advantages of
blockchain in the proposed framework, including immutability, transparency,
and accountability. These properties enhance the overall security and trust-
worthiness of the system.

1.3 Organization of the Paper

The remaining part of this paper is organized as follows. Section 2 depicts exist-
ing works on heart disease risk prediction using several methods by several
researchers. In Sect. 3, several types of methods are discussed for heart disease
risk prediction. Section 4 presents a proposed framework and discusses this work.
Future works related to the proposed framework are given in Sect. 5. Finally,
Sect. 6 concludes the paper.

2 Literature Review

A literature review on heart disease risk prediction demonstrates the signif-
icance of machine learning algorithms, genetic markers, and clinical parame-
ters in accurately assessing an individual’s risk (see Table 1). These approaches
enhance early detection and aid in preventive measures, ultimately reducing car-
diovascular disease prevalence. In order to solve the issues of training latency,
communication cost, and privacy concerns in the biological data acquired by
healthcare providers for the purpose of heart disease prediction, Yaqoob et al.
[36] devised a hybrid architecture. For optimum feature selection and classifica-
tion of heart disease, the client end of the framework makes use of a modified
artificial bee colony optimization with a support vector machine (MABC-SVM).
On the other hand, the HSP server makes use of federated matched averaging
in order to circumvent problems with privacy. The results of the experiments
reveal that the suggested method is superior to conventional federated learning
strategies in terms of accuracy in prediction and classification, as well as the
number of iterations required to achieve maximum precision.

Hasanova et al. [16] presented a machine learning-based Sine Cosine Weighted
K-Nearest Neighbour (SCA WKNN) algorithm for the prediction of heart illness.
This algorithm acquires its knowledge from data that is kept on a blockchain
that is resistant to tampering and is used for the safekeeping of patient informa-
tion. The accuracy, precision, recall, F-score, and root mean square error of the
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Table 1. Existing Heart Disease Prediction Model

Ref. Approach Key Findings Limitations Solutions

Yaqoob
et al. [36]

Hybrid
Frame-
work

Improved
prediction
accuracy,
reduced error

Training
latency, com-
munication
cost, and
privacy
concerns

Modified artificial bee colony
optimization with support vector
machine (MABC-SVM) for feature
selection and classification of heart
disease, and federated matched
averaging to overcome privacy issues

Hasanova
et al. [16]

Machine
Learning

The Sine
Cosine
Weighted
K-Nearest
Neighbour
algorithm
outperforms
other
algorithms in
terms of
accuracy

Lack of secure
storage for
patient
information

Machine learning based Sine Cosine
Weighted K-Nearest Neighbour
(SCA WKNN) algorithm for heart
disease prediction using
tamper-resistant blockchain for
secure storage of patient information

Yuan et
al. [37]

Machine
Learning

Excellent
accuracy and
stability in
binary and
multiple
classification
predictions

Data
complexity
and overfitting

Fuzzy logic and gradient boosting
decision tree (GBDT) for reducing
data complexity and increasing
generalization of binary classification
prediction; Bagging to avoid
overfitting for multiclassification
prediction

Khan et
al. [19]

IoMT
Frame-
work

Accuracy of
99.45% with
precision of
96.54%

Search
capability and
learning
parameters
optimization

Modified salp swarm optimization
(MSSO) using Levy flight algorithm
for improving search capability;
Adaptive neuro-fuzzy inference
system (ANFIS) learning parameters
optimization using MSSO to prevent
getting trapped in local minima

Aarmah
et al. [30]

IoT and
Deep
Learning

High-level
security with
an accuracy of
95.87%

Data
transmission
security

Wearable IoT device data encryption
using the PDH-AES technique for
secure data transmission; Deep
Learning Modified Neural Network
(DLMNN) for heart disease
classification

Mohan et
al. [22]

Machine
Learning

The accuracy
level of 88.7%
with hybrid
random forest
with a linear
model
(HRFLM)

Feature
selection and
classification
techniques

Hybrid random forest with a linear
model (HRFLM) for feature
selection and classification

Nashif et
al. [26]

Cloud-
based
System

Accuracy level
of 97.53%,
sensitivity of
97.50%, and
specificity of
94.94%

Real-time
patient
monitoring

Cloud-based heart disease prediction
system using machine learning
techniques; Real-time patient
monitoring system using Arduino for
continuous supervision of heart
disease patients
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proposed method are compared to those of existing algorithms. According to the
findings, SCA WKNN performs better than other algorithms when it comes to
accuracy. In addition, peer-to-peer storage and blockchain-based decentralized
storage are compared with regard to latency and throughput, with blockchain-
based decentralized storage reaching a better throughput.

Yuan et al. [37] developed a heart disease prediction model that was based
on machine learning and could simultaneously accomplish binary and multiple
classifications. The Fuzzy-GBDT approach is the outcome of the model’s com-
bination of fuzzy logic and the gradient boosting decision tree (GBDT) [11],
which aims to both minimize the amount of complexity in the data and raise the
generalization of binary classification prediction. The Bagging-Fuzzy-GBDT is
developed by the combination of the Fuzzy-GBDT and bags in order to prevent
overfitting. The findings of the evaluation demonstrate that the Bagging-Fuzzy-
GBDT model has superior accuracy as well as stability in binary as well as
multiple classification predictions.

The major focus of Khan et al.’s [19] research was on developing an IoMT
framework for the prediction of cardiac illness by using modified salp swarm
optimization (MSSO) and an adaptive neuro-fuzzy inference system (ANFIS)
[6]. MSSO enhances the search capabilities by using the Levy flight algorithm,
and it also optimizes the learning parameters of ANFIS to avoid it from being
mired in local minima. Both of these features may be found in MSSO. MSSO-
ANFIS is used to categorize sensor data from medical records, such as blood
pressure, age, sex, chest pain, cholesterol, and blood sugar, in order to diagnose
the heart problem. Other factors that may be considered include cholesterol and
blood sugar levels. According to the findings of the simulations, the suggested
MSSO-ANFIS prediction model achieves an accuracy of 99.45% with a precision
of 96.54%, which is a greater level of performance than that of previous methods.

Sarmah et al. [30] suggested study provides a patient monitoring system
that makes use of deep learning and the internet of things in order to diag-
nose heart disease (HD). Steps for authentication and encryption are included
in the system, which ensures the confidentiality of data transfer. The PDH-AES
encryption method [30] is used to encrypt the sensor data before it is sent from
the wearable Internet of Things device and then decoded in the cloud. After the
data has been encrypted, it is put through a Deep Learning Modified Neural
Network (DLMNN) [24], which determines if the cardiac conditions are nor-
mal or pathological. If the results were abnormal, the doctor would be notified
immediately so that they could begin treatment. The PDH-AES method that
has been developed offers a high degree of security, with an accuracy of 95.87%
and a short amount of time required for encryption and decryption respectively.
The findings of the experiments indicate that the DLMNN classifier works better
than other algorithms currently used for HD diagnosis.

Mohan et al. [22] used machine learning to find significant variables to
improve cardiovascular disease prediction. When utilized with the proposed pre-
diction model, which uses many feature combinations and classification proce-
dures, the hybrid random forest with a linear model (HRFLM) [23] achieves
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Fig. 2. Major causes of death in persons of all ages

88.7% accuracy. This article discusses how machine learning may be used in the
Internet of Things (IoT) [9] and in healthcare to make predictions and judg-
ments.

Nashif et al. [26] created a cloud-based heart disease prediction system
using machine learning. Two prominent open-access databases tested the pro-
posed method. Its accuracy, sensitivity, and specificity were 97.53%, 97.50%, and
94.94%, respectively, using the SVM method [33]. Arduino created a real-time
patient monitoring system. This system can sense a patient’s body tempera-
ture, blood pressure, humidity, and heartbeat in real time, transmit the data
to a central server, and notify the doctor via GSM if any parameter exceeds
the threshold. Body temperature, blood pressure, humidity, and pulse are other
real-time characteristics. Physicians may use an app to see real-time sensor data
and transmit live video for emergency treatment. This monitors heart disease
patients continuously.

3 Heart Disease Risk Prediction

The process of determining an individual’s chance of acquiring cardiovascular
disease (CVD), which encompasses disorders such as coronary artery disease,
heart failure, and stroke, is referred to as heart disease risk prediction. Models
used to estimate the risk of cardiovascular disease often take into account a num-
ber of risk variables, including age, gender, history of the illness in the family,
smoking status, blood pressure, cholesterol levels, diabetes, and obesity. These
risk variables are analyzed by the models, which then calculate an individual’s
probability of acquiring cardiovascular disease within a certain amount of time,
such as 10 years. The findings of a heart disease risk prediction may be used to
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assist therapeutic decision-making. For example, they might be used to deter-
mine if a patient would benefit from making changes to their lifestyle, taking
drugs, or participating in other treatments to lower their chance of developing
CVD.

3.1 Existing Methods

Several risk prediction models exist, including the Framingham Risk Score, the
Reynolds Risk Score, and the QRISK Score. These models have been validated in
different populations and have varying levels of accuracy, so healthcare providers
must select the appropriate model for their patient population and interpret the
results with caution. Several heart disease risk prediction methods are proposed
by several researchers, as shown in Table 2. Some of these are presented below:

Framingham Risk Score. The Framingham Risk Score is a widely used tool
to estimate an individual’s risk of developing cardiovascular disease, including
heart disease. The score is calculated using a combination of risk factors such as
age, gender, blood pressure, cholesterol levels, and smoking status. It provides
an estimate of an individual’s risk over a 10-year period and helps identify those
who may benefit from early interventions, such as lifestyle modifications and
medication. However, it has limitations in predicting risk for certain populations,
such as those with diabetes, and does not account for all potential risk factors.
Despite its limitations, the Framingham Risk Score remains a valuable tool for
estimating heart disease risk and guiding preventative measures.

QRISK3. QRISK3 is a tool used to estimate an individual’s risk of developing
cardiovascular disease, including heart disease. It takes into account a wide range
of risk factors, including age, gender, ethnicity, smoking status, blood pressure,
cholesterol levels, body mass index, and family history of heart disease. QRISK3
also accounts for additional risk factors such as medical conditions and socioe-
conomic status, which the Framingham Risk Score does not. QRISK3 provides
a 10-year estimate of an individual’s risk and can guide interventions to reduce
that risk. It has been found to be more accurate than previous versions of the
tool and can help identify individuals who may benefit from early preventative
measures.

ASCVD Risk Estimator. An individual’s risk of developing atherosclerotic
cardiovascular disease (ASCVD), which includes heart disease and stroke, may
be determined with the use of a tool called the ASCVD Risk Estimator. It takes
into consideration potential danger variables such as age, gender, whether or not
a person smokes, blood pressure, cholesterol levels, and whether or not they have
diabetes. An individual’s 10-year risk of getting ASCVD may be estimated using
the calculator, which can also be used to assist guide measures aimed at reducing
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that risk. Its primary use is in clinical settings, and both the American College
of Cardiology and the American Heart Association endorse its utilization when
attempting to determine the likelihood of developing ASCVD. However, it does
have a few drawbacks, such as the fact that it does not take into consideration
some risk variables and that its accuracy suffers in certain groups.

Reynolds Risk Score. An individual’s risk of acquiring cardiovascular dis-
eases, such as heart disease and stroke, may be estimated with the use of a
tool called the Reynolds Risk Score. Traditional risk variables including age,
gender, blood pressure, cholesterol levels, and smoking status are taken into
consideration, in addition to additional risk factors such as a family history of
cardiovascular disease and C-reactive protein levels. The Reynolds Risk Score
offers a 10-year estimate of a person’s risk and is largely used in clinical settings
to suggest measures that lower that risk. The score also provides an individual
with an overall risk score. Traditional risk scores, which do not take into consid-
eration levels of C-reactive protein, have been proven to be less accurate than
this method, which has been found to be more accurate. On the other hand, it
has certain shortcomings in terms of estimating risk for particular groups and
may not be suitable for everyone.

SCORE. Systematic Coronary Risk Evaluation, often known as SCORE, is a
method that was created by the European Society of Cardiology to quantify an
individual’s risk of acquiring cardiovascular disease, which may include heart
disease and stroke. Traditional risk variables including age, gender, blood pres-
sure, cholesterol levels, and smoking status are all taken into consideration. The
SCORE tool gives an assessment of an individual’s risk over a 10-year period in
addition to providing distinct estimates for low-risk and high-risk locations in
Europe. Its primary use is in clinical settings, where it is used to direct interven-
tional efforts aimed at lowering that risk. However, it does have a few drawbacks,
such as the fact that it does not take into consideration all of the possible risk
variables and that its accuracy suffers in some groups. Because of this, it has to
be used in combination with clinical judgment and elements that are unique to
the patient.

DeepHeart. DeepHeart is an algorithm for deep learning that was developed
by researchers at the University of California, San Francisco. These risk factors
include age, sex, blood pressure, and smoking status. It is intended to be a
technology that may detect persons at risk of developing cardiovascular disease
in a way that is inexpensive and does not include any intrusive procedures. The
algorithm has shown encouraging results in predicting risk variables, and it has
the potential to enhance screening and diagnosis of cardiovascular disease in a
way that is both efficient and cost-effective. However, further study is required
to verify its accuracy and demonstrate its value in clinical settings.
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EHR-Based Models. Electronic Health Record (EHR)-based models are tools
that make use of patient data that is maintained in electronic health records to
make predictions about an individual’s risk of acquiring a variety of health issues,
including cardiovascular disease. These models take into account an extensive
variety of patient data, such as demographic information, medical history, lab-
oratory values, medication usage, and diagnostic procedures. These data are
analyzed using a variety of methods including logistic regression, machine learn-
ing, and artificial neural networks using models that are based on EHRs. The
results of this analysis are estimations of an individual’s risk. These models have
the potential to increase the accuracy of risk prediction and identify people who
might potentially benefit from early treatments. However, they do have cer-
tain limitations, such as problems with data quality, bias, and concerns around
privacy. Before putting them into clinical use, it is necessary, as a result, to
demonstrate both their precision and their dependability.

Wearable Devices. Wearable devices are portable electronic devices that may
be worn on the body, such as smartwatches and fitness trackers. These devices are
outfitted with sensors to collect and send data relating to physical activity, heart
rate, sleep, and other health parameters. Examples of wearable devices include
fitness trackers and smartwatches. These devices offer the ability to enable con-
tinuous monitoring of a person’s health state in real-time, including the risk that
an individual may acquire cardiovascular disease. Changes in patterns of physi-
cal activity, heart rate, and other vital indicators may be monitored by sensors
that can be worn on the body. These changes may indicate an increased risk of
cardiovascular disease. They also have the ability to give feedback and encour-
agement to improve lifestyle behaviors like physical exercise, food, and sleep,
all of which may help minimize the chance of developing cardiovascular disease.
However, there are also worries over the accuracy and dependability of wearable
devices, as well as their potential to generate anxiety or overdiagnosis. These
issues are related to the potential of the gadgets. For this reason, it is essential
to confirm the accuracy and dependability of these devices and to interpret the
data within the context of the individual’s overall health state.

Genetic Risk Scores. Genetic risk scores are a kind of instrument that may
evaluate an individual’s likelihood of acquiring a variety of health issues, includ-
ing cardiovascular disease, by making use of that individual’s genetic informa-
tion. These scores are derived by conducting an analysis of genetic differences
known as single nucleotide polymorphisms (SNPs), which are linked to an ele-
vated probability of acquiring the disorder. Scores for genetic risk may be deter-
mined using a variety of methods, such as polygenic risk scores, which assess
total genetic risk by combining data from several SNPs. These scores may help
offer an estimate of an individual’s lifetime risk of getting a disease and can also
assist in guiding preventative measures or screening programs. However, genetic
risk scores have certain drawbacks, including the fact that they do not take into
account environmental or lifestyle variables that may contribute to illness risk
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and the possibility that they are not relevant to all populations. For this reason,
genetic risk scores should be used in combination with clinical assessments and
other risk variables in order to offer a thorough evaluation of an individual’s
potential for developing cardiovascular disease.

Biomarkers. Biomarkers are quantifiable indications of biological processes
that take place inside the body. These indicators may be used to diagnose illness
or keep an eye on its progression. Biomarkers may be used in the context of car-
diovascular disease to identify people who are at an elevated risk of acquiring the
condition, as well as to monitor the development of the disease and response to
therapy. Blood lipids (such as cholesterol and triglycerides), high-sensitivity C-
reactive protein (hs-CRP), natriuretic peptides (such as B-type natriuretic pep-
tide or NT-proBNP), and cardiac troponins are some frequent biomarkers used
in cardiovascular disease. Other biomarkers include high-sensitivity C-reactive
protein (hs-CRP). These biomarkers may be used to assist identify people who
may benefit from preventative treatments, as well as to help guide treatment
choices and monitor a patient’s response to therapy. However, there are a num-
ber of drawbacks associated with the use of biomarkers, including their variable
results, lack of specificity, and expense. Therefore, in order to offer a thorough
evaluation of an individual’s risk of developing or treating cardiovascular disease,
they should be utilized along with other clinical examinations and risk factors.

Coronary Artery Calcium Scoring. The coronary artery calcium score is a
non-invasive imaging test that utilizes computed tomography (CT) to assess the
amount of calcium accumulation in the coronary arteries. This buildup, which
may be a symptom of atherosclerosis and an elevated risk of cardiovascular
disease, can be scored using the coronary artery calcium score. A low-dose CT
scan of the heart is performed during the test, and then specialized software is
used to determine a calcium score based on the quantity and density of calcium
deposits found in the coronary arteries of the patient. After obtaining this score,
an individual’s likelihood of acquiring cardiovascular disease may be calculated
using this score. The calcium scoring of the coronary arteries has been found
to be a valuable technique for risk assessment, especially in persons who are
considered to be at an intermediate risk, and it may assist guide preventative
activities as well as treatment choices. However, there are several drawbacks
to the test, including the possibility of being exposed to ionizing radiation and
the possibility of receiving false-positive findings, both of which might result
in unneeded measures. Therefore, in order to offer a thorough evaluation of an
individual’s risk of developing or treating cardiovascular disease, it should be
utilized in combination with other clinical examinations and risk factors.

Machine Learning Models Using Imaging Data. Machine learning models
using imaging data are tools that use artificial intelligence algorithms to analyze
medical images, such as computed tomography (CT) scans, magnetic resonance
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imaging (MRI) scans, and echocardiograms, to identify patterns and make pre-
dictions about an individual’s risk of developing cardiovascular disease. These
models use large datasets of medical images and associated clinical data to train
algorithms to recognize patterns and associations that are difficult for humans
to detect. Machine learning models can provide more accurate and precise risk
prediction, aid in the diagnosis of cardiovascular disease, and help guide treat-
ment decisions. However, they have limitations such as requiring large datasets
for training, the need for high-quality imaging, and potential biases in the data.
Therefore, it is important to validate the accuracy and reliability of these models
and interpret the data in the context of the individual’s overall health status.

Digital Phenotyping. Digital phenotyping refers to the use of digital data,
such as smartphone data, social media data, and wearable device data, to assess
an individual’s behavior, mood, and cognitive function. In the context of cardio-
vascular disease, digital phenotyping can be used to track physical activity levels,
sleep patterns, and other lifestyle behaviors that may contribute to the develop-
ment or progression of cardiovascular disease. It can also be used to assess stress
levels, mood, and other psychosocial factors that may impact cardiovascular
health. Digital phenotyping has the potential to provide a more comprehen-
sive and real-time assessment of an individual’s health status, allowing for more
personalized and timely interventions. However, there are also concerns about
privacy, data security, and the accuracy and reliability of the data. Therefore,
it is important to ensure that digital phenotyping tools are validated and used
in an ethical and responsible manner to ensure the protection of an individual’s
privacy and rights.

Lifestyle Factors. It involves evaluating an individual’s lifestyle habits and
behaviors to estimate their risk of developing cardiovascular disease. Lifestyle
factors that are commonly considered in risk assessment include smoking status,
physical activity levels, dietary habits, alcohol consumption, and stress levels.
These factors can have a significant impact on an individual’s risk of developing
cardiovascular disease, and interventions targeting these factors can help reduce
the risk. Lifestyle-based risk assessment can be used to identify individuals who
may benefit from lifestyle modifications, such as improving dietary habits, reduc-
ing stress, and quitting smoking. However, lifestyle factors are often interrelated,
and individual factors may interact with each other to impact overall risk. There-
fore, a lifestyle-based risk assessment should be used in conjunction with other
clinical assessments and risk factors to provide a comprehensive evaluation of an
individual’s risk of developing or managing cardiovascular disease.

Hybrid Models. Hybrid cardiovascular disease risk assessment models use var-
ious risk variables and prediction algorithms to produce a more accurate risk esti-
mate. For example, a hybrid model may incorporate both traditional risk factors,
such as age, sex, blood pressure, and cholesterol levels, as well as non-traditional
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risk factors, such as biomarkers, genetic risk scores, or imaging data. Machine
learning algorithms may also be used to integrate and analyze these different
types of data to identify patterns and associations that may not be apparent
using traditional statistical models. Hybrid models have the potential to provide
a more personalized and precise estimate of an individual’s risk of developing
cardiovascular disease and can help guide preventive interventions and treatment
decisions. However, they are also more complex and may require more resources
for implementation and validation compared to simpler risk assessment models.
Therefore, hybrid models should be carefully evaluated and validated to ensure
their accuracy and reliability.

4 Proposed Framework

The FECHD-RP framework comprises three main components: edge devices, a
cloud server, and a federated learning coordinator. The edge devices are responsi-
ble for collecting and processing patient data, including medical records, lifestyle
factors, and environmental factors. The edge devices also perform the initial
training of the ML models using the local data. The cloud server provides addi-
tional computing resources and storage to support the federated learning process.
The federated learning coordinator is responsible for coordinating the training
of the ML models across edge devices and cloud servers, ensuring data privacy
and security. However, each component is described below:

Edge Devices. Edge devices are any computing devices that are located on
the periphery of the network, such as smartphones, wearables, or IoT devices.
In the context of the FECHD-RP framework, edge devices collect medical data

Fig. 3. Proposed framework.
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such as heart rate, blood pressure, and other health-related data from patients.
These devices then use a local machine learning model to analyze this data and
make predictions about a patient’s risk of heart disease. The predictions made
by each edge device are then shared with the cloud server for further analysis.

Cloud Server. The cloud server plays a crucial role in the proposed framework
for heart disease risk prediction. Beyond aggregating and analyzing data from
edge devices, it serves as the central hub for collaborative model training and
validation through federated learning. This approach allows the cloud server to
leverage the collective knowledge from multiple edge devices while preserving the
data privacy of individual patients. By using the federated learning algorithm,
the cloud server can effectively combine the predictions made by each edge device
without directly accessing their raw data. Instead, only model updates are shared
among devices during the training process, keeping sensitive patient information
decentralized and secure. This distributed learning mechanism ensures that no
single entity possesses complete patient data, mitigating the risk of data breaches
and unauthorized access.

Federated Learning Coordinator. The Federated Learning Coordinator is
responsible for coordinating the learning process between the edge devices and
the cloud server. It ensures that the machine learning models on each edge device
are updated regularly with the latest risk prediction algorithm. The coordinator
also ensures that the predictions made by each edge device are combined in a
secure and private manner using the blockchain framework. The federated learn-
ing coordinator also manages the blockchain-based smart contract that governs
the interactions between the various components of the FECHD-RP framework.

Blockchain Integration. The blockchain plays a crucial role in the FECHD-
RP by ensuring the security and privacy of patient data. In the FECHD-RP
framework, the blockchain is used to create a decentralized system where patient
data is encrypted and stored securely on the blockchain. This ensures that only
authorized individuals can access the data and that patient privacy is maintained
at all times. Moreover, the blockchain is also used to create a smart contract that
governs the interactions between the different components of the framework, such
as edge devices, cloud servers, and federated learning coordinators. The smart
contract enforces the rules of the system and ensures that the data is shared in
a secure and transparent manner. The blockchain also facilitates the verification
and auditing of the data by providing a tamper-proof and immutable record of
all transactions. This makes it possible to verify the authenticity and accuracy
of the data and ensure that it has not been tampered with in any way.

4.1 Analysis of the Proposed Framework

The federated learning process involves multiple rounds of model training and
aggregation. In each round, the edge devices train their local models using their
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local data and share only the model updates with the federated learning coordi-
nator. The coordinator aggregates the model updates from all the edge devices
and updates the global model. The updated global model is then distributed
back to the edge devices for further training, and the process is repeated until
convergence is achieved.

Privacy and security are critical considerations in the FECHD-RP frame-
work. The federated learning process ensures that the local data never leaves
the edge devices, and only model updates are shared with the coordinator. This
framework employs various techniques, such as encryption and differential pri-
vacy, to further protect the privacy and security of the data.

The FECHD-RP utilizes both edge and cloud computing to predict the risk
of heart disease in patients. The system uses blockchain technology to ensure the
privacy and security of patient data. In a federated edge-cloud framework, data
is processed locally on edge devices, such as wearable devices, smartphones, and
medical devices, before being transmitted to a cloud server for further processing.

The use of edge devices in this system allows for real-time monitoring of
patient data, which can be crucial in detecting and preventing heart disease.
By processing data locally on edge devices, the system reduces the amount of
data that needs to be transmitted to the cloud, reducing network traffic and
improving system performance. Additionally, edge devices are often more readily
available to patients than cloud servers, making them a convenient option for
data collection.

The cloud server’s ability to handle large-scale data processing and computa-
tional tasks is instrumental in generating a more accurate and robust risk predic-
tion model. The vast amount of data collected from diverse edge devices enhances
the overall predictive power and generalization capabilities of the model. Conse-
quently, healthcare professionals can make better-informed decisions for individ-
ual patients and formulate more effective prevention and treatment strategies. In
addition to model aggregation and training, the cloud server takes the respon-
sibility of securely storing patient data seriously. Patient privacy is of utmost
importance in healthcare, and the server employs advanced encryption tech-
niques to safeguard sensitive information. By storing the data in an encrypted
format, unauthorized parties are prevented from accessing and understanding
the content to reduce the risk of data exposure or leakage.

To ensure data security and integrity, the proposed framework utilizes
blockchain technology. The cloud server participates in the blockchain network,
providing a transparent and tamper-resistant ledger for data transactions and
model updates. This decentralized and immutable nature of the blockchain adds
an extra layer of trust and accountability to the system. It assures patients and
healthcare stakeholders that data is handled ethically and responsibly.

The use of blockchain technology in this system ensures the privacy and
security of patient data. Blockchain technology creates a decentralized system
where data is stored on multiple nodes, making it difficult for hackers to access
or alter data. Each block in the blockchain contains a cryptographic hash of the
previous block, ensuring the integrity of the data. In this system, patient data is
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Table 2. Heart disease risk prediction methods comparison with others existing meth-
ods

Ref. Method Technology
Used

Pros Cons

[17] Framingham
Risk Score

Statistical
Analysis

Widely used,
well-validated

Requires many inputs, may not be
accurate for certain populations

[20] QRISK3 Machine
Learning

Personalized risk
assessment,
includes socio-
demographic
factors

Requires many inputs, not validated
in all populations

[3] ASCVD Risk
Estimator

Statistical
Analysis

Widely used,
includes
race/ethnicity

May overestimate risk for certain
populations

[4] DeepHeart Deep Learning Uses ECG data
for risk
assessment

Requires ECG data, not widely
validated

[38] EHR-based
models

Machine
Learning

Uses electronic
health records
for risk
assessment

May be limited by incomplete or
inaccurate data

[18] Wearable
devices

IoT Continuous
monitoring of
heart rate and
other metrics

May not be accurate or reliable for
all individuals

[34] Genetic risk
scores

Genetic
Analysis

Personalized risk
assessment based
on genetic
factors

May not be accurate or reliable for
all individuals, limited by available
genetic data

[21] Biomarkers Laboratory
Analysis

Measures of
inflammation,
cholesterol, etc.

May not be widely available or
affordable

[28] Coronary
artery calcium
scoring

Imaging Measures
calcification in
arteries

Requires imaging equipment, may
not be widely available or affordable

[15] Machine
learning
models using
imaging data

Machine
Learning

Uses imaging
data for risk
assessment

May require specialized equipment
or expertise

[12] Digital
phenotyping

Machine
Learning

Uses smartphone
data for risk
assessment

May not be widely validated, may
require specialized technology

[2] Risk
assessment
based on
lifestyle
factors

Statistical
Analysis

Considers factors
like diet,
exercise, and
smoking

May be limited by self-reporting bias

Proposed Heart disease
risk prediction

Federated
Edge-Cloud
and
Blockchain

Considers factors
like food calories
consumed and
BP level

—
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encrypted and stored on the blockchain, making it accessible only to authorized
parties. By using a blockchain, patients can have greater control over their own
health data, which can be particularly important in the context of heart disease,
which can be impacted by factors such as lifestyle and genetics.

5 Future Directions

The federated edge-cloud framework for heart disease risk prediction using
blockchain is an innovative approach that utilizes the power of edge comput-
ing, cloud computing, and blockchain technology to enhance the accuracy and
security of heart disease risk prediction models.

One possible future direction for this framework could be the integration of
artificial intelligence (AI) and ML techniques [13]. AI and ML can be used to
analyze and learn from the vast amount of data collected by the framework and
to continuously improve the accuracy of heart disease risk prediction models.

Another potential direction could be the expansion of the framework to
include additional health parameters and data sources, such as wearable devices,
electronic health records, and medical imaging. This would allow for a more com-
prehensive and personalized approach to heart disease risk prediction, tailored
to the unique characteristics of each individual patient.

In addition, the framework could be extended to other healthcare domains
beyond heart disease, such as cancer, diabetes, and mental health. This would
require adapting the framework to the specific needs and data requirements of
each domain, but could ultimately lead to significant improvements in patient
outcomes and population health. There is an opportunity to explore the poten-
tial of decentralized autonomous organizations (DAOs) in the context of the
federated edge-cloud framework for heart disease risk prediction. DAOs could
be used to govern the operation and maintenance of the framework, allowing for
a more democratic and decentralized decision-making process that aligns with
the values of blockchain technology. Here are the future directions for the feder-
ated edge-cloud framework for heart disease risk prediction using Blockchain:

Integration of Additional Data Sources. The framework could be expanded
to include data from sources such as social media, genomics, and environmental
factors. This would enable more comprehensive heart disease risk prediction
models.

Personalized Medicine. The proposed framework has the potential to the
personalized medicine plans for patients and enhance their individual heart dis-
ease risk factors and other health metrics. By harnessing the power of data
analytics, machine learning, and real-time monitoring, the framework can offer
tailored treatment strategies, ultimately improving patient outcomes and opti-
mizing healthcare delivery.
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Real-time Heart Monitoring. The proposed framework enables real-time
monitoring of patients’ hearts, leading to early detection and intervention for
heart disease. This capability can significantly improve patient outcomes and
reduce the burden of heart-related complications

Improved Collaboration Between Healthcare Providers. The feder-
ated edge-cloud framework could facilitate collaboration between healthcare
providers, allowing for more accurate and comprehensive heart disease risk
assessments.

Development of Patient-Facing Applications. Patient-facing applications
developed within the federated edge-cloud framework have the potential to
extend how patients monitor their heart health and receive personalized lifestyle
recommendations. These applications can empower individuals to take a proac-
tive role in managing their cardiovascular well-being

Integration of Blockchain-Based Consent Management. Incorporating
blockchain-based consent management into the proposed federated edge-cloud
framework can empower patients with greater control over their health data
and enhance privacy protection. Blockchain technology offers unique features
that can revolutionize consent management and data sharing in the healthcare
domain

Development of New Heart Disease Risk Factors. The proposed frame-
work has the potential to revolutionize heart disease risk prediction and pre-
vention by identifying new and previously unknown risk factors. This capabil-
ity can significantly enhance the accuracy and effectiveness of heart disease risk
assessments, leading to more targeted preventive strategies and improved patient
outcomes.

Real-Time Heart Disease Risk Assessment. The federated edge-cloud
framework to develop real-time heart disease risk assessment tools holds immense
potential in transforming how healthcare providers evaluate and manage their
patients’ heart health. The combination of federated learning, edge computing,
and cloud resources enables the development of highly efficient and accurate
risk assessment tools, providing valuable insights to healthcare professionals for
timely and personalized interventions.

Integration of Telemedicine. Integrating telemedicine into the proposed
blockchain-enabled federated edge-cloud framework can bring significant advan-
tages, especially in enabling remote heart disease risk assessments and mon-
itoring. Telemedicine, which involves using telecommunications technology to
provide healthcare services remotely, offers numerous benefits for both patients
and healthcare providers.
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Development of New Heart Disease Prevention Strategies. The feder-
ated edge-cloud framework could be used to develop and test new heart disease
prevention strategies, such as personalized nutrition plans and exercise recom-
mendations.

6 Conclusion

Heart disease is a serious and prevalent health condition that can be managed
and prevented through lifestyle changes and medical treatments. Federated learn-
ing and edge computing have shown great potential in the healthcare domain,
but concerns around privacy and security remain. The proposed federated edge-
cloud framework for heart disease risk prediction using blockchain technology
addresses these concerns by utilizing blockchain to secure the data sharing and
model aggregation process, while also providing transparency and accountability.
The framework’s use of edge devices and cloud servers allows for efficient data
preprocessing, feature extraction, model training, and validation, while the fed-
erated learning approach ensures data privacy. However, this framework presents
a promising solution for healthcare organizations and researchers who need to
collaborate on machine-learning tasks while ensuring the privacy and security of
sensitive medical data.
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Abstract. In Smart grid (SG), cyber-physical attacks (CPA) are the
most critical hurdles to the use and development. False data injection
attack (FDIA) is a main group among these threats, with a broad range of
methods and consequences that have been widely documented in recent
years. To overcome this challenge, several recognition processes have
been developed in current years. These algorithms are mainly classified
into model-based algorithms or data-driven algorithms. By categorizing
these algorithms and discussing the advantages and disadvantages of each
group, this analysis provides an intensive overview of them. The Chapter
begins by introducing different types of CPA as well as the major stated
incidents history. In addition, the chapter describes the use of Machine
Learning (ML) techniques to distinguish false injection attacks in Smart
Grids. A few remarks are made in the conclusion as to what should be
considered when developing forthcoming recognition algorithms for fake
data injection attacks.

Keywords: Smart grid · False data injection attacks · Machine
learning Models · Data-driven detection algorithms · CPA ·
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1 Introduction

Intelligent systems that integrate designed that incorporate networks of physical
and computational mechanisms are known as cyber-physical systems (CPS) [1,7]
in vital infrastructures like electric power systems, water systems, health care,
home automation, and transportation, in addition to completely networked and
integrated systems. A CPS is a collection of complicated control, computing,
awareness, and communication systems. The complexity and variety of CPSs
have revealed potential threats to their security and resilience. The intercon-
nectivity of bulk physical layer components makes it more difficult to guard
against physical vulnerabilities. Because cyber incorporation trusts on network
connections and Internet of Things (IoT)-based machines, significant insurances
in security designs and improvements are required to defend against unantici-
pated cyber-attacks [2]. A CP assault is a cyber-security violation that has a
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negative impact on a CPS’s physical environment [3]. By combining cyber and
physical environments in a CPS, CPA risks information confidentiality, integrity,
and availability. Several notable CPA have been documented in the sector in
recent decades, facilitating synergistic efforts by industry practitioners and aca-
demic groups to usher in a new age of CPS security.

1.1 History of Cyber-Physical Attacks in Energy Sector

Over the last few decades, CPA has been recorded in the energy sector. It began
in 1982, with the declaration of the first major attack. These attacks have a
wide variety of consequences. Some remained undiscovered, while others resulted
in explosions, millions of dollars in damages, and even lives. The true danger
is the rise in the number of such instances. Between 2011 and 2014, the US
Energy Department received 362 complaints of power outages caused by CPA;
161 occurrences were recorded in 2013, associated with 31 cases in 2011 [20].
Comparable to the 2017 level of industrial cybersecurity study, 54% of analyzed
companies (359 in 21 countries) experienced a cyber-physical security concern
last year, and 21% had two [4].

A major pipeline explosion happened in the Siberian tundra in 1982. Details
of the explosion were gleaned from the recollections of US officials during the
Cold War. The CIA seems to have purposefully tampered with the gas pipeline
control software, causing valves to malfunction, subsequent in extreme pressure
crossings and large explosion [1].

In 2003, a Slammer worm got into the computer network of the David-Besse
nuclear power station in Ohio, USA, via the contractor’s network. For five hours,
security parameters and indicators were disabled due to this penetration. Thus,
the engineers in the control room couldn’t monitor crucial parameters, such as
the core temperature of the reactor [7].

The US Department of Homeland Security initiated the Aurora cyberattack
in 2007. As a result of the attack, a hacker gained access to a test generator’s
control system, compelling it to quickly toggle between on and off its electri-
cal circuit breakers. There was a significant synchronization problem between
the mechanical and electrical system of the generators, which resulted in the
explosion of a $1 million generator used across the United States [19]

For several hours on December 23, 2015, Kiev, Ukraine experienced a major
blackout. Over 225,000 people were affected by the blackout [32]. A six-month
investigation into the mysterious black-out led to the conclusion that foreign
cyber-attacks were involved. The attack impacted seven 110 kV and 23 kV sub-
stations. As a result of compromising the Administrative Control and Data
Acquisition system, hackers were able to open many circuit breakers in the
distribution system. Consequently, the machinists were unable to contact the
SCADA system and were forced to manually repair the circuit sides [20]

In 2014, the “National Institute of Standards and Technology (NIST) released
a three-volume paper laying out fundamentals of smart grid cyber security” [31].
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1.2 Cyber-Physical Systems of Smart Grid Architecture

The existing smart grid (SG) is constructed on the interdependence of cyber-
physical (CP) networks. Figure 1 depicts SG’s typical multi-layer architecture,
which comprises physical, data collecting, communication, and application lev-
els. Generating, transmission, and distribution networks make up the physical
layer [7] Distributed energy resources (DERs) include solar, wind, and hydro-
electric energy, which are linked to grid through converters to achieve maximum
power output [2]. Smart sensors and measuring equipment make up the data
acquisition layer, which collects data and sends it to the communication layer.
The energy management system (EMS), which optimizes, monitors, and regu-
lates the actuators, receives data from these devices.

While cyber layers increase SG’s efficiency, they also increase its vulnera-
bility by widening the attack surface. Attackers may get access to vulnerable
areas, causing monitoring and control of physical equipment to be disrupted.
The SG network contains a number of significant characteristics, including nec-
essary reaction, energy efficiency, a dynamic power marketplace, and distributed
computerization [8]. SG is a complicated network because of these distinguishing
characteristics.

Fig. 1. Architecture of the cyber-physical systems of smart grid [28].
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1.3 Smart Grid Vulnerabilities

A smart grid network’s vulnerability is pointed at an attacker who might gain
access to the system and launch an attack. Smart grid is vulnerable to many
cyberattacks [30] since it links to multiple domains via different protocols.

Conditions that might render the grid more susceptible to cyber-attacks.
Attacks may be categorized into 2 classes: passive and aggressive. Active attacks
are more harmful because the attacker affects data or stops the recipient from
getting it [10], while passive attacks do not destroy the data but the attacker
watches it.

Eavesdropping and traffic analysis assaults are the two types of passive
attacks. Masquerade, fake data injection, replay, and DOS attacks are exam-
ples of active attacks. An eavesdropping attack allows the attacker to monitor
data packets exchanged among the source and beneficiary. The attacker, on the
other hand, It doesn’t alter the data. A traffic analysis attack, for example, is
one that monitors and analyzes traffic between a sender and a recipient. Active
attacks are more damaging than passive attacks since the attacker have complete
control over the data. [29].

When the attacker and the sender both transmit data to the receiver, the
recipient becomes confused about the difference between actual data sent by the
sender and data routed via the attacker. A receiver receives data from the sender
while the sender is inactive in a masquerade attack [17].

False data injection happens when data is sent from sender to receiver, but
the recipient gets changed data directly from the attacker. The sender and recip-
ient, on the other hand, are completely oblivious to the attacker’s alteration. The
attacker does not target the transmitter or recipient, but rather the data server
in a denial-of-service assault. The attacker sends the server a large number of
unrelated requests, which the server then serves until it runs out of resources [20].

The following are the primary factors that make smart grid susceptible to
cyber-attacks [30]:

1. More intelligent electronic devices (IEDs) are being installed: The larger num-
ber of devices in the network, beyond the number of attack spots accessible
to attackers. Even if just one point is hacked, the whole network system is
affected.

2. Installing third-party components without consulting experts increases the
vulnerability of the network to cyberattacks. Trojans might infect the devices,
which would then propagate to other devices on the network.

3. Inadequate employee training: To operate any technology, proper training is
required. Employees who have not received enough training are in danger of
falling victim to phishing assaults.

4. Using Internet protocols: When it comes to data transfer, not all methods are
secure. Unencrypted data transmission is used by several protocols. Man-in-
the-middle attacks may be used to extract data due to this.

5. Maintenance: Although the primary objective of maintenance is to keep on
running things smoothly, it may sometimes be used as a vector for cyberat-
tacks. Operators test the security system by disabling it during maintenance.
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Electric power providers in Eastern Europe reported a similar incident in
2015.

1.4 Smart Grid Security Challenges

In a smart grid, cybersecurity and complexity pose the two most significant chal-
lenges. When smart grid data is presented on the cloud, these issues become more
challenging [2]. Cybersecurity Is becoming a key factor of smart grid security to
make certain it is always stable and assured. Cybersecurity is not only essen-
tial for smart grids but demonstrates still conventional and non-smart grids are
susceptible to cyberattacks. Figure 2 classifies the Security Challenges in Smart
Grid. Smart grid cybersecurity challenges are divided into five main categories
below

Fig. 2. Security Challenges in Smart Grid

Authentication: The user’s identification. It checks if the user’s credentials are
valid and whether the information given by the user is correct. The [30] presents
several authentication strategies in the smart grid network.

Authorization: After providing the correct credentials, the user will be authen-
ticated. Credentials entered by the users during an unencrypted authentication
process are exposed to the attacker, who then utilizes the credentials to imper-
sonate to be a legitimate user.

Confidentiality: Authorized users have access to data. The smart grid network
transmits a large amount of sensitive data. This data includes consumer energy
usage measurements, consumer identification information, and a list of appli-
ances in process. An attacker might utilize these facts to figure out the energy
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consumption patterns of customers. Furthermore, If unauthorized individuals
gain entry to the data, an Internet Control Message Protocol (ICMP) flood
assault may be released, altering or changing the reading [19]. As a result, users
may possibly face major financial difficulties, and consumers might be forced to
pay outrageous prices.

Integrity: Data is neither modified nor corrupted while being transferred, pro-
tecting the receiver from meddling. Checksum error, Parity check, k and other
similar methods are employed to ensure data integrity at the receiving end. One
of the most popular types of attack is the fake data injection attack (FDIA) [13].
Genuine data is modified and replaced with false data in an injection attack.

Availability: Availability assurances that sources or information are always
accessible when a user demands them. There are a variety of issues that might
influence availability, including data center failures. However, attacks like denial
of service (DoS) attacks also affect cybersecurity. In DoS attacks, attackers hijack
resources and deny user requests due to limited resources.

ML is a ubiquitous prominent tool that can extract patterns from any com-
plex network data without explicit programming. Researchers are currently uti-
lizing ML to analyze the cybersecurity of SG [10].

The evaluation was focused on a particular assault, although it did include
research on the usage of ML in the electrical power system. This survey Chapter
gives a general idea of current state-of-the-art ML detection techniques in the
SG. ML-based security risks are examined in this chapter, and security solutions
are offered to make the SG more resilient to these threats.

The rest of this chapter is arranged as mentioned below. Cyber-physical
security is surveyed in Sect. 1 of the chapter. False data injection detection algo-
rithms for the smart grid, as well as ML-based FDIA detection mechanisms, are
described in Sect. 2. As a result, Sect 3 discusses the problems and opportunities
of cyber-physical security in the context of the smart grid. Section 4 provides
some closing remarks.

2 Research Overview

Several studies, notably FDIA in smart grids, have attempted to better compre-
hend and combine the different CPA. Providing a high-level overview of the most
pressing cybersecurity concerns in smart grids. Figure 3 shows the classification
of detection algorithm for FDIA.

2.1 FDIA Detection Algorithms in Smart Grid

In order to identify FDIA in smart grids, many approaches have been attempted.
There are two fundamental motifs that emerge from these very different orienta-
tions. Model-based FDIA detection algorithms and data-driven FDIA detection
algorithms are the two types.
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Fig. 3. Classification of Detection Algorithm for False Data Injection Attack

Model-Based Detection Algorithms: Smart grids are designed by com-
bining real-time measurements with constant data, including system parameters
and substation configurations. FDIA is the interruption of measurements or data
with the intent of misrepresenting. The smart grid’s model might be quasi-static
or dynamic in nature, depending on the operating conditions [21].

1. The quasi-static model demonstrates a condition in which the managing
points of the system modify in a smooth and constant way, with the sys-
tem’s controllers reacting promptly.

2. A dynamic model is used to account for dynamical changes in the scheme.
The conditions of the system are based not only on present dimensions and
data but also on previous states of a system in this modeling technique.

Model-Based FDIA Detection Algorithms are further classified into two groups
Estimation-based detection algorithms and other model-based algorithms.

1. Estimation-based Detection Algorithm
Estimation-based FDIA identification methods depend upon two phases:
1) calculating state projections or estimates,
2) evaluating findings to these states’ metrics.
However, direct calculation methods differ on dimensions and system param-
eters to precisely detect FDI attacks, so no estimates are needed. Several
sets of dimensions across the whole power grid, as well as the system model
and parameters, are used to estimate the grid’s condition [14]. Traditional
approaches to estimating the states of power systems utilized the Weighted
Least Squares estimator. This is based on the premise that the power system
will be stable and redundant enough. Real-world power systems, on the other
hand, are not in a steady state due to stochastic fluctuations in demand and
generation [13].

(a) Static Estimation Methods
Every step of the estimation process is handled independently of the pre-
vious step. This prevents the information from being passed on to the
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next step. In most cases, static state estimation is used to detect FDIAs.
Weighted Least Squares estimator estimation is an important component
of this approach. A Weighted Least Squares estimator was used to detect
FDIA in [2,10], which would misrepresent the operator into measuring
the incorrect voltage and misconstruing topology changes [23].

(b) Dynamic Estimation Methods
Kalman filter (KF) has become the preferred technique in this area for
updating the estimate of the state dynamically. Every estimating phase in
KF involves two stages. Initially, a state prediction is made based on the
state of the preceding step. The state’s forecast is then corrected using
the measurements that were acquired in the following stage. This method
also uses previous data, but it does so using data from the current period
also [24].

(c) Main Detection test
The detection test method is used as a means of detecting the FDIA
after an estimation process has been conducted. Essentially, comparing
anticipated states to actual grid measurements. Based on comparing the
distance between the residual and Euclidean distance, some research uti-
lizes straight-forward residual [15].

2. Other Model-Based Algorithms
In addition to model-based methods, there are other estimation-free strate-
gies accessible in this sector. The algorithm is based on the system’s model or
parameters. [22] It was difficult to detect FDIA in microgrid control systems.
Proposed using cooperative vulnerability factor (CVF) in [16]. When the sys-
tem is free of FDIA, the resulting output of voltage controllers, is called CVF.
According to [16], matrix separation (MS) was developed to identify FDIA
by separating the nominal grid state and the anomalies matrix (Table 1).

Table 1. Benefits and drawbacks of False data Injection attack detection algorithms

Algorithm Advantages Disadvantages

Model-based Detection Algorithms – Training is not required
– Previous data is not required
– Reduced memory consumption

– Threshold determination
– An unexpectedly long detection
delay
– Potential divergences
– System modeling is needed
– System parameters are required

Data-driven Detection Algorithms – Fast process of detection
– Compatibility with real-time
– Easily Scalable
– Unaffected by system and
parameter

– Training is essential
– Preparation of training data
(labeled and unlabeled)
– Memory space needs to be
increased.
– Overfitting the training data
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Data Driven Detection Algorithms: Data-driven detection algorithms, dis-
tinct from model-based detection algorithms, do not use system parameters or
models. These algorithms may be classified into three primary types based on
how they use data to identify FDIA in smart grids:

1. Machine learning algorithms
2. Data mining algorithms
3. Other algorithms that do not involve learning or mining in them.

1. Machine learning-based Algorithms
In the field of artificial intelligence, ML is a broad term. With ML, we can use
taught computers to do complex tasks like detecting FDI attacks in smart
grids. ML-based algorithms, and different model-based FDI attack detection
techniques, are established on data gained from the system. For the machine
to learn, a data-driven strategy demands a substantial dependence on past
data from the system under evaluation. Unsupervised, supervised, and rein-
forcement learning approaches are among ML-based detection algorithms [16].

(a) Supervised learning
The mapping of inputs and outputs is explored to anticipate new inputs’
outcomes. It is supervised learning in which labeled data is utilized to
train a computer. The algorithm’s primary flaws are the kernel function
and the need for a lot of CPU time throughout training [16].

(b) Unsupervised learning
An ML class that uses unlabeled data to capture data similarity and
difference. Unsupervised learning uses unlabeled data to find unknown
classification methods and patterns. Therefore, the machine’s job is to
analyze hidden features of data points and divide them into classes. The
FDIA in smart grids can be detected by using this approach as smart
grids have different classes from the normal ones. There are a number
of unsupervised learning algorithms that can be used to detect FDIAs
in smart grids. An algorithm for unsupervised learning KMC is a widely
utilized and well-liked strategy in classification difficulties [23].
A soft clustering is an expanded form of clustering where an experiment
can be part of more than one cluster with different grades. As a result,
the clusters could overlap instead of having barely defined boundaries in
the clustering process. This method was utilized to detect FDIA, giving
slightly better detection accuracy than the KMC method.

(c) Reinforcement learning
It differs from supervised and unsupervised learning since it uses intelli-
gent agents to optimize cumulative reward. By analyzing its prior behav-
iors, the machine may learn the best path of action. Unlike supervised
learning, where sample data is utilized to train, mistakes are noted in
reinforcement learning. Thus, a series of excellent choices will be “rein-
forced” as it solves the issue well. This type of learning, unlike supervised
and unsupervised learning, requires further investigation into FDI attack
detection in smart grids. This is due to the insufficient literature men-
tioned in [17].
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2. Data Mining-Based Algorithms
In data mining, enormous data sets are searched for patterns. We can analyze
variable measurements collected from a system using data mining techniques
based on hidden patterns or qualities. The interdisciplinary nature of data
mining makes it a form of statistics and ML. In fact, unsupervised ML algo-
rithms are often regarded as part of data mining algorithms. This manuscript,
however, separates these algorithms from ML since the literature segregates
them from ML. Due to their few applications in this field, FDIA detection
techniques based on data mining are deemed premature. A few approaches
have nonetheless been tested [18].

3. Data-Driven Algorithms
Other data-driven FDIA detection techniques aren’t specifically defined as
ML or data mining. In the classification phase, the algorithm categorizes
data points into regular and irregular depending on the distance. These
generalized examples have the benefit of using less memory since just their
specifics are required to be preserved. FDIA detection employs signal tem-
poral logic (STL), which compares DC voltages and currents to higher and
lower bounds [19] used PCA.

2.2 ML-Based FDIA Detection Methods

Using ML, the majority of the research was aimed at detecting stealthy FDI
attacks.Table 2. summaries An Overview of ML-Based FDI attack detection tech-
niques in Smart Grid. Esmalifalak et al. investigated the detection of stealthy
FDI threats using an SVM-based approach and statistical anomaly detection
method [5]. When sufficiently large numbers of data are collected, an SVM-based
model outperforms a statistical approach.

Using artificial neural networks and fine-grained data from smart meters,
Vitaly et al. developed a unique application of a ML approach to analyze energy
usage data to report energy fraud [6]. In contrast to similar techniques applied
in the field, our approach detects more forms of fraud by identifying unautho-
rized energy usage. The authors introduced a detection approach based on a
conditional deep belief network (CDBfN) that abstracts temporal information
from dispersed sensor readings [23]. Despite attacks on measurements and noise
from the environment, the proposed detection scheme remains robust. Moreover,
it is more accurate than SVM and AI-based methods such as Artificial Neural
Networks (ANN). Karimipour et al. presented an independent, continuous, and
computationally efficient method for detecting FDI attacks [26]. This method
employs a feature mining scheme and a time series splitting algorithm.

For the detection of unobservable attacks, they examined the Bayesian
Dynamic Network (DBsN) concept and Boltzmann machine learning-based algo-
rithms. Valdes et al. presented a novel intrusion detection method (IDM) for
substation distribution systems using self-organizing maps (SOM) and adap-
tive resonance theory (ART) to distinguish between normal, fault, and attack
states [11].



Smart Grids Security Challenges 343

Table 2. An Overview of ML-Based FDI attack detection techniques in Smart Grid

Reference ML

Algorithm

ML Model Approach Testbed Performance

Accuracy

Esmalifalak

et al. [5]

SVM S Stealthy False Data Injection

is detected by supervised

learning using labeled data

and training a distributed

support vector machine

IEEE 118

bus

99% accuracy

Vitaly et al. [6] ANN S Fraud detection in smart grids

using artificial neural networks

and fine-grained energy meter

data

NA 87% accuracy

Jun Yan

et al. [8]

kNN S The detection of FDI attacks

as binary classification

problems and combined three

algorithms: Support vector

machine, extended nearest

neighbor (ENN) and K-nearest

neighbor (KNN)

IEEE 30

bus

100%accuracy

Alfonso

et al. [9]

ART and

SOM based

classifier

(Novel)

U Method of detecting intrusion

in substation distribution

systems using ART and SOM

to distinguish between

common, fault, and attack

states

RTDS

hardware

90%accuracy

H.M. Kalid

et al. [11]

CDBfN S An algorithm that uses a

CDBfN to extract the

temporal characteristics of

distributed sensor

measurements.

IEEE 118,

300 bus

98%accuracy

Abdelrahman

et al. [20]

RNN S The RNN detects FDI attacks

by analyzing the correlations

between measurements across

time and space in contrast to

other methods of learning

IEEE 30

bus

99%accuracy

Hadis

et al. [24]

DBsN S Detecting Smart Grid

cyber-attacks using

heuristkarimipour2019deepics

and a time-series partitioning

algorithm

IEEE 118,

and 2848

bus

99%accuracy

Xiangyu

et al. [25]

CNN and

LSTM

S An efficient method of

dynamic finding of false data

injection attacks in smart

grids employing a CNN and a

LSTM network

IEEE 39

bus

90%accuracy

Mohammad

Reza et al. [26]

NARX ANN S In both transient and

steady-state situations, NARX

neural networks can accurately

identify FDI attacks

DC

microgrid

system

95%accuracy

Chenguang

et al. [27]

Autoencoder

ANN

S False data injection detection

using the autoencoder

approach with unbalanced

training data

IEEE 118

bus

95%accuracy

S :Supervised machine learning model, U : Unsupervised machine learning model

Yan et al. examined the detection of FDI attacks as binary classification
problems and combined three algorithms: K-nearest neighbor (KNN), extended
nearest neighbor (ENN), and Support vector machine (SVM)[8], According to
their experimental analysis, It is possible to optimize all of these algorithms
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to detect FDI attacks effectively. According to Ayad et al., recurrent neural
networks (RNNs) can identify FDI attacks using the correlation between mea-
surements across time and space, unlike other learning methods [20]. An artificial
intelligence-based system consisting of a long short-term memory (LSTM) and
a convolution neural network (CNN), the network was presented by Niu et al.
to detect novel FDI attacks [25].

According to Sakhnini et al., a genetic algorithm (GA) was used to detect
the best feature selection method when using three different algorithms (e.g.,
ANN, KNN, and SVM) with varying features. As demonstrated in [6], the pro-
posed methods use nonlinear autoregressive exogenous (NARX) neural networks
to accurately identify FDI attacks both in transient and steady-state situa-
tions. The autoencoder artificial neural networks have also been used by Wang
et al. [27]to detect FDI attacks.

3 Research Problems

This assessment recognized the remaining difficulties as potential research pillars:

– The effect of uncertainties on system parameters, modeling, and measure-
ments.

– Smart grids have a dynamic nature due to the different states and operation
conditions. It is important to pay more attention to the fluctuating nature
of the distribution systems, specifically with the modern trend of delivered
generation and microgrids.

– Smart grids generate a huge amount of data, which increases computational
complexity

Future FDIA detection methods must meet the following requirements:

– Compatibility with existing grid standards, protocols, and systems
– Ensures the least amount of damage from the FDIA with a high detection

speed.
– Selectivity to detect the FDIA-affected metrics
– Analyze the scalability of smart grids so that they can cover such a vast

number of nodes.

4 Conclusion

ML has been introducing several possibilities for all types of attackers and
defenders in terms of scalability and accuracy because of its vast range of use
cases in SG. In this way, it makes researchers aware of the importance of apply-
ing emerging machine-learning algorithms to security-related investigations. A
review of the history, impact, and variety of the FDIA illustrates the need for
advancements in detection algorithms. The detection of FDI attacks in smart
grids has been varied. Some are model-dependent, others data-driven. There are
pros and cons to each of these categories. Additionally, we provide a tabular
form that summarizes the various studies in an organized manner so that future
researchers may better focus on those areas that need further study. The goal
should be to create an algorithm with the fewest possible drawbacks.
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Abstract. With the increasing reliance on computer networks in our
daily lives, the threat of network layer DoS (Denial of Service) attacks
has become more prevalent. Attackers use various techniques to disrupt
network services and cause loss of data, revenue, and reputation. Recent
development in machine learning approaches have shown promise in pre-
vention and detection of such types of attacks by several orders of magni-
tude. In this paper a thorough overview of machine learning approaches
for detecting and preventing network layer DoS attacks is presented.
Firstly, the basics of network layer DoS attacks, their classification, and
the impact of these attacks is discussed. Then, different machine learning
techniques and the ways in which they can be utilized for attack detec-
tion and prevention is explored. Additionally, analysis on the strengths
and limitations of each approach, and provide a comparative study of
the most relevant works in this field is done. Finally, some obstacles
in research and potential avenues for future exploration is presented.
in the field of machine learning-based defense mechanisms against net-
work layer DoS attacks is discussed. In this paper a detailed summary of
the most up-to-date advancements or developments in machine learning-
based defense mechanisms against network layer DoS attacks is shown
and serve as a reference for one and all who are involved in this field.

Keywords: DOS attack · Machine Learning · Network layer ·
Detection

1 Introduction

At the outset of millennium, rising usage of Computer networks has brought
about a significant escalation in the Volume and intricacy of network layer
attacks. The primary goal of the attack is to stop a normal operation of a
network by inundating it with an overwhelming volume of traffic or deluging
it with resource-intensive requests. Dos attack create a severe vulnerability to
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the reliability, accessibility, and protection of interconnected systems Which can
result in adverse consequences on both enterprises and individuals [1,2]. Novel
research for identifying and preventing network layer DoS attacks to manage
this burgeoning issue are proposed. Specifically, Machine learning have become
a viable method for Detecting and alleviating DOS attacks, owing to their capa-
bility to analyze previous network traffic patterns and identify unusual activities
[3,4].

OSI represents open Systems Interconnection is a conceptual type diagram
that describes how a computer or communications network communicates. There
are seven levels total, and each one defines a particular set of protocols and func-
tions [5]. A DoS attack refers to a malevolent effort to obstruct authorized users
from accessing a network resource, such as a website or server, by overwhelming
it with traffic or exploiting vulnerabilities in its communication protocols [6].
where multiple compromised systems are used to flood a targeted website or
network with a large amount of traffic, overwhelming its capacity and causing it
to become inaccessible to legitimate users [7].

Other sections are laid out as follows: Sect. 2, summarize DoS attacks target-
ing network layer, including their definition, types, and impact. Section 2, sum-
marize network layer DoS attacks, including their definition, types, and impact.
Section 3, we explore the machine learning approaches that are considered as
alternatives for detecting DoS attacks targeting network layer. Section 4, machine
learning techniques that have been proposed for preventing network layer DoS
attacks IS discussed. Section 5, a comparison between various techniques based
on novel concepts of ML to identify and hinder DoS attacks targeting on net-
work layer is provided. Section 6, Identification of open research challenges and
future directions for the field is provided. In conclusion, the paper ends with a
discussion on Sect. 7 (Fig. 1).

2 DoS Attacks in Network Layer

Internet protocol consists of layer that pertains to the network stack provides
logical addressing and routing services that enable communication between dif-
ferent networks. However, the network layer is susceptible to a range of DoS
attacks that have the potential to cause disturbance or interruption. the avail-
ability and performance of network services. This section provides an overview
of network layer DoS attacks, including their definition, types, attack methods,
and impact on network security. attacks focuses on disrupting the functionality
of the IP protocol stack’s network layer to overwhelm infrastructure of the net-
work with a flood of traffic, requests, or packets. The objective of these attacks
is to deplete the network’s resources, disrupt the network connectivity, or cause
the target system to crash or freeze [8].
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2.1 The Following Are Some Common Types of Network Layer
DoS Attacks

IP Spoofing. In this category of attack, the attacker falsifies the original IP
address of the packet to make it appear as if it is coming from a legitimate
source. By doing so, the attacker can bypass the network security measures that
rely on IP address filtering or authentication.

ICMP Flood. The attacker inundates the destinated system with a flood of
ICMP packets, which can consume the network bandwidth and resources.

Application (Seventh
layer)

Session( Fifth layer)

Presentation(sixth layer)

Transport (Fourth layer)

Network (Third layer)

Data Link (Second layer)

Application (Seventh
layer)

Session( Fifth layer)

Presentation(sixth layer)

Transport (Fourth layer)

Network (Third layer)

Data Link (Second layer)

Physical layer (First
layer)

Physical layer (First
layer)

Sender
Receiver

Fig. 1. OSI Reference Model Diagram
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Smurf Attack. This category of attack takes advantage of the vulnerability of
the Internet Group Management Protocol (IGMP), Sending ICMP echo requests
to all devices in the network, rather than a specific device, causing all hosts on
the network to respond to the target system.

2.2 Attack Methods and Strategies

Network layer DoS attacks can be launched using various attack methods and
strategies, including the following (Fig. 2)

Fig. 2. Defense mechanisms in Dos attacks

Flood Attacks. In this method, the attacker inundates the target system with
an enormous quantity of packets, requests, or connections. to consume the net-
work resources and cause the system to crash or freeze

DDoS Attacks. In this method, the attacker uses a network of compromised
computers, known as a botnet, to initiate a synchronized attack on the intended
systemic.

Amplification Attacks. This method exploits the vulnerability of certain net-
work protocols, such as DNS, NTP, or SNMP, to generate a large volume of traffic
that can overwhelm the target system.

2.3 Impact and Consequences of Attacks

Network layer DoS attacks can have severe impact and consequences on the
intended system and network infrastructure. Some of the typical outcomes of
such attacks comprise
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Degraded Network Performance. The network traffic generated by the
attack can cause congestion, packet loss, and delay, resulting in degraded net-
work performance.

Service Disruption. The attack can disrupt the availability of network ser-
vices, making it difficult or impossible for legitimate users to access them.

Corruption. The attack can cause data loss or corruption if the target system
crashes or becomes unavailable during the attack.

3 Machine Learning Approaches

The utilization of Machine Learning (ML) approaches has become increasingly
popular in the detection DoS attacks in network layer because of its capacity to
evaluate volumes of data in real-time. For DoS detection, several machine learn-
ing (ML) techniques have been suggested, including supervised, unsupervised,
reinforcement, and hybrid learning (Fig. 3).

Network Traffic Monitoring
(Monitored and pre-processed to

extract relevant features for analysis)

Machine Learning Model for
DDOS Detection (trained to

detect patterns)

Firewall/ Intrusion Detection
system(action to block the

traffic)

Response and Mitigatation

Data Pre-processing (Feature
Extraction/Reduction)

DDOS attack Detection and
Classification Algorithm

Decision making system.
(Threshold -based,etc)

Fig. 3. Machine learning implementation

Approaches in deep learning can automatically learn features from raw net-
work traffic data. Such type of approach includes CNNs and RNNs. Hybrid
approaches combine multiple ML methods to enhance precision in detection and
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lower the occurrence of false positives. Some examples of hybrid approaches
include combining supervised and unsupervised learning, using ensemble meth-
ods, or combining ML with rule-based methods. By utilizing labeled data, super-
vised learning Concepts can build a model makes separation between genuine
and malicious network traffic. decision trees and support vector machines play
vital role. Unsupervised learning methods, such clustering and anomaly detec-
tion, could detect patterns and outliers in network traffic without the need for
labeled data. Q-learning and deep Q-networks (DQNs) are examples of reinforce-
ment learning algorithms that train themselves to make decisions depending on
input from their surroundings. There are approaches that can be employed to
detect network traffic anomalies automatically. For instance, RNNs and CNNs
can automatically learn features from unprocessed network traffic data. Hybrid
methods, which use a combination of multiple algorithms dealing with ML, which
has the potential to enhance detection precision and lower the occurrence of false
positive results. Hybrid approaches can be created by combining ensemble meth-
ods, rule-based methods, and both supervised and unsupervised learning.

4 The Machine Learning Techniques

The use of ML has gained popularity in preventing and mitigating the effects
of DoS attacks by several orders of magnitude. ML approaches enable network
administrators to detect and react to DoS attacks in real-time by doing analy-
sis on patterns and behaviors in network traffic. Previous research has explored
the utility of the use of ML for DoS attack prevention, including both attack
mitigation techniques and defense mechanisms. For instance, A robust approach
to identify Denial of Service (DoS) attacks employing an auto-encoder based on
Support Vector Machines (SVM). The authors have tested the proposed method
on the CICIDS dataset and achieved an accuracy of 99.32% for detecting DoS
attacks [9]. SVM approach was initially proposed which has gained significant
attention in ML research due to its excellent results. Through supervised learning
methods, SVM can carry out both classification and regression tasks [10]. Sub-
sequently, a dataset is formed, consisting of DDoS attacks, and is then employed
to identify and detect these attacks using an advanced version of support vector
machines (ESVM) [11]. Later, a DDoS attack detection model was developed by
combining SVM classification methods [12].

Moreover, A novel approach called CSBW-Random Forest has been intro-
duced, which outperforms existing methods regarding the measures of recall,
accuracy, F1-score, and precision. The proposed technique achieves a high rating
of 0.997 and shows significantly improved performance in comparison to previ-
ous literature. Additionally, experiments demonstrate that the suggested model
performs better than related works in reference to the rates of three types of
predictions: incorrect positives, correct positives, and incorrect negatives. KNN
assigns classes Using the principle of proximity as a basis. This is a type of
sluggish learning model that necessitates less training time but more prediction
time. Most classes in the k nearest data points are used to assign the class. The



Comprehensive Survey of Machine Learning Techniques 353

model can serve as both a classifier and a regressor, and the parameter K, which
is a hyperparameter, can be adjusted to tune the model is easy to understand
and implement but has disadvantages for instance, characteristics such as sen-
sitivity to magnitude, high computational cost, and impracticality for handling
large datasets [13].

In another study, feature selection techniques were employed to decrease the
features from 41 to either 11 or 17, that includes LDA, PCS, RFE, and univariate
feature selection. KNN was then used to classify the data, achieving an accuracy
of 99.87% and 99.11% when using 17 and 11 features, respectively, with RFE.
Similarly, an accuracy of 99.82% was achieved using PCA, and 99.79% using
LDA and univariate feature selection techniques with 17 and 11 features [14].

Two studies investigated the effectiveness of the K Nearest Neighbors (KNN)
algorithm on different datasets. The first study found that KNN achieved a ROC
score of 0.985 on the WSN-DS type dataset. Furthermore, the second study
evaluated KNN’s performance on three datasets and found that it achieved a
precision of 97.31% on the WSN-DS type dataset, 94.79% on the NSL-KDD
type dataset, and 99.61% on the KDD-Cup99 type dataset [15].

A Bayesian network is a graphical model that utilizes probabilities in which a
directed acyclic graph is used to illustrate the conditional relationships between
variables. In wireless ad hoc network case, this approach can be applied to model
network traffic behavior and identify unusual activity, including flooding-based
denial-of-service attacks. The article outlines a technique that utilizes Bayesian
inference to DoS attacks caused by SYN flooding in wireless ad hoc networks.
Shifting towards the initial First part of the article, Bayesian inference is used to
model the SYN traffic within the network statistically. This approach involves
constructing a Bayesian network that considers the pertinent variables for SYN
traffic, such as the quantity of incoming SYN packets, outgoing SYN-ACK pack-
ets, and the time intervals between SYN packets [16].

The second part of the article shows that Bayesian inference is equivalent
to exponential weighted moving average (EWMA) in the case of a single vari-
able. This equivalence results in a more effective method for identifying SYN
flooding attacks in wireless ad hoc networks. The method can defend against
various types of flooding-based DoS attacks with high accuracy and low false
detection rate. Therefore, Bayesian inference is effective in detecting and protect-
ing against SYN flooding-based DoS attacks [16]. Moreover, another proposed
method employs a two-layer model to enhance the detection of minority attacks.
The method employs statistical analysis to choose features relevant to the less
frequent attacks, and then uses a separate dataset to train a multi-classifier arti-
ficial neural network, resulting in enhanced detection accuracy. The technique
achieved a detection accuracy of 99.34% for minority attacks [17].

Moreover, another proposed model deals with an application of machine
learning techniques for identifying SYN flood attacks, utilizing a dataset
acquired from ethio telecom network. Four classification algorithms, Naive Bayes,
AdaBoost, J48, and Artificial Neural Network (ANN), were tested, and J48
was found to have better detection performance. The paper suggests exploring
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additional data mining methods and adopting a hybrid approach by integrating
IDS and IPS to enhance network security [18].

In addition, some researchers have proposed using ML-based solutions for
DoS attack prevention. They have presented two multi-party EdDSA [Edwards-
curve Digital Signature Algorithm] Protocols designed for settings with par-
tially trustworthy and untrustworthy participants. These aim to provide a secure
method of maintaining a global state without the need for distributed hash-
ing, possible for EdDSA-based blockchains. They have additionally expanded
the malicious protocol to withstand DoS attacks by detecting corrupted parties
in the event of execution interruptions.They tested their EdDSA protocols on
Alibaba cloud servers and found that their protocol in the malicious setting is
significantly quicker than recent threshold EdDSA protocols. The protocols pos-
sess characteristics that render them suitable for threshold wallets intended for
EdDSA-based cryptocurrencies, including efficiency, identifiable abort, and high
compatibility [19].

The proposed framework can reduce the workload of network administrators
and enhance the efficiency of DoS attack prevention. Moreover, other studies
have explored the use of ML-based defense mechanisms for DoS attack preven-
tion. For example, LogDoS is a DDoS prevention system that relies on a unique
process that utilizes GET messages and logging-relying filtering to establish
inter-domain type routing. The system inserts GET messages at the ICN routers
along the sender’s path to eliminate packets that are not a reply to a preceding
request. Combining NDN network and PID-based ICNs, this hybrid method gen-
erates a potent resolution for preventing data flooding attacks. LogDoS-enabled
routers can filter packets and prevent them from causing flooding attacks. Over-
all, LogDoS is a powerful tool in preventing DDoS attacks and enhancing the
security of ICN networks [5].

Overall, ML techniques hold great promise for preventing and mitigating
DoS attacks at the network layer. Nevertheless, it is essential to emphasize
that ML-based solutions also have their limitations and challenges, such as the
need for large amounts of labeled training data and the potential for adversarial
attacks. Future research should continue to explore and address these challenges
to advance the development of effective ML-based solutions for DoS attack pre-
vention.

5 Comparison of Machine Learning Approaches

The security and availability of computer networks are greatly endangered by
Denial-of-Service (DoS) attacks. There are numerous methods suggested for
detecting and preventing DoS attacks, including those that utilize machine
learning techniques. The objective of this paper is to compare various machine
learning-based techniques for detecting and preventing DoS attacks, as well as
an assessment of the efficiency of machine learning techniques in combating net-
work layer DoS attacks. This paper compares machine learning-based techniques
for DoS attack detection and prevention, as well as their effectiveness in network
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layer DoS attack prevention. SVM and RF have high accuracy for detection, but
with higher computational overhead. KNN and NN have lower overhead, but
lower accuracy. ANN and RF are effective for preventing DoS attacks with low
overhead and good scalability. SVM and RF have a higher detection rate for
network layer DoS attacks, but with higher overhead. DT and NB have lower
overhead but lower detection rate. Overall, machine learning-based approaches
are effective in enhancing network security against DoS attacks.

6 Open Research Challenges and Future Directions

Current machine learning-based techniques for detecting and preventing net-
work layer DoS attacks face challenges such as limited availability and diver-
sity of high-quality training data, difficulty in detecting sophisticated attacks,
high false-positive rates or low detection rates, and limited interpretability. To
address these gaps, emerging research trends include developing more robust
and adaptive models using deep learning techniques, exploring explainable and
interpretable machine learning models, and investigating transfer learning and
federated learning approaches. Opportunities for further research and develop-
ment include creating large and diverse datasets, exploring ensemble learning
methods, investigating adversarial training, and integrating machine learning-
based techniques with other security mechanisms.

7 Conclusion

In conclusion, the paper provides a comprehensive survey of ML techniques for
detecting and preventing network layer DoS Type attacks. The paper highlights
the strengths and limitations of different machine learning-based approaches,
including rule-based methods, statistical methods, and deep learning methods.
The study emphasizes the need for more robust and adaptive machine learning
models, which can better detect sophisticated attacks and reduce false-positive
rates. The paper also identifies emerging research trends and future research
directions, such as exploring explainable and interpretable models, exploring
transfer learning and federated learning methodologies., and integrating ML
techniques with other security mechanisms. Overall, the study contributes to
the understanding of the most advanced techniques in machine learning-based
techniques for detecting and preventing network layer DoS attacks and provides
insights for future research in this area.
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Abstract. Systems that use secret keys or personal details are seriously
at risk from side-channel attacks, especially if they rely on power anal-
ysis. Attackers can use unintentional sources like power consumption
and electromagnetic waves to extract sensitive information. Recently,
machine learning has become a promising approach for executing power
side-channel attacks that are efficient and effective for single and cross-
device environments. This paper reviews various machine learning-based
power side-channel attacks, including feature extraction techniques, clas-
sification methods, and countermeasures. This survey investigates same-
device and cross-device attacks that use multiple devices for training an
artificial intelligence model for this purpose. It examines the strengths
and limitations of various machine learning algorithms and suggests areas
for future research to address challenges.

Keywords: Security · Artificial Intelligence · Attack · Power Traces ·
Cross-device

1 Introduction

The burgeoning of connected devices and the IOT ecosystem has resulted in an
enormous increase in the amount of data created by these devices [13]. Unfortu-
nately, this expansion has also presented attackers with new chances to exploit
system weaknesses. Power side-channel attacks, for example, have arisen as a sig-
nificant concern to the security of these devices. These attacks take advantage
of unintended information leakage from a device, allowing an attacker to infer
sensitive information about its operation by measuring its power consumption.

Power side-channel attacks can be particularly devastating because they can
be performed remotely and without physical access to the target device. More-
over, traditional countermeasures, such as hardware or software-based protec-
tions, can be costly, impractical, or ineffective against these attacks. To address
these challenges, researchers have turned to machine learning techniques to
detect and prevent power side-channel attacks [15].
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This paper aims to present a comprehensive survey of side-channel attacks
built on machine learning, covering single and cross-device settings. Our analy-
sis includes a detailed examination for the present situation-of-the-art in attack
models, feature extraction, classification, and countermeasures. Our primary
focus is on the challenges posed by cross-device attacks, where a single machine
learning model is trained using data from multiple devices. We provide a crit-
ical review of the advantages and disadvantages of various machine learning
approaches for side-channel attacks and identify possible paths for future stud-
ies to address the current challenges. Our goal is to create a valuable resource for
researchers, practitioners, and policymakers interested in enhancing the security
of connected devices (Fig. 1).

Fig. 1. Cryptosystems side channel information leakage

2 Background

2.1 Side-Channel Analysis (SCA)

Analyzing from the Side-Channel refers to various attacks that exploit unin-
tended information leakage from a system’s physical or implementation charac-
teristics, such as electromagnetic radiation, timing information and power con-
sumption. Such attacks can allow an attacker to obtain sensitive information
about cryptographic keys or other secrets used within the system. Side-channel
attacks can be categorized be determined by the type of side-channel signal used,
including power analysis, electromagnetic analysis, acoustic analysis, and timing
analysis.

Power Analysis (PA) is a sort of attack using side-channel information that
analyzes the power usage of cryptographic equipment which can be divided into
Differential Power Analysis (DPA) and Simple Power Analysis (SPA) [14]. Simple
Power Analysis uses statistical analysis to directly examine the power usage of
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the devices in order to derive the secret key. This strategy needs a vast collection
of data. In contrast, Differential Power Analysis compares power traces from
different inputs to identify statistical differences that reveal the secret key. DPA
is more advanced than SPA, but it also requires more expertise and complexity in
analysis. It is crucial to understand the differences between these two techniques
to effectively counteract power analysis attacks.

2.2 Machine Learning

An area in artificial intelligence called machine learning works on creating mod-
els capable of learning from data and making decisions or predictions without
explicit programming. Several domains, including natural language processing,
speech recognition, picture identification, and anomaly detection, have adopted
this strategy [2,4].

In the realm of power side-channel attacks, researchers have proposed
machine learning methods to increase the precision and effectiveness of attack
detection and key recovery. These techniques can be categorized according to
the type of learning algorithm used, such as supervised, unsupervised, and rein-
forcement learning.

2.3 Cross-Device Settings

Power side-channel attacks in cross-device settings refer to attacks that exploit
side-channel information leaked by a device to extract the secret key used by
another gadget in a different setting. This can happen when the same crypto-
graphic key is used across multiple devices or when the side-channel information
leaked by one device can be used to infer information about the key used by
another device.

Cross-device attacks can be more challenging than attacks on a same-device
because they involve dealing with different settings and conditions, such as differ-
ent device architectures, operating systems, and environmental factors. There-
fore, machine learning techniques that can handle cross-device variations and
generalize well across different settings are particularly useful in this context.

3 Literature Review

Recent years have witnessed increasing interest in developing methods over side-
channel attacks relying on machine learning and cross-device settings. Various
survey papers have been published, outlining the latest state-of-the-art tech-
niques in this field, and it is crucial to review and analyze their contributions.

In their survey paper published in 2019, Lee et al. provided an extensive
review of the latest deep learning approaches utilized in side-channel attacks
(SCA), which included CNNs and RNNs, and examined their strengths and lim-
itations [11]. Additionally, they underscored the significance of further research
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and development in deep learning-based SCA techniques, particularly for their
practical implementation.

Xu et al. (2021) proposed a method for cross-device attacks using unsu-
pervised domain adaptation, which adapts the side-channel features extracted
from a source device to a target device without requiring any labeled data from
the target device [1]. The proposed technique shows significant improvement in
attack performance compared to other existing methods.

Al-Ahmad et al. (2021) conducted a thorough review of power side-channel
attacks, including their classifications, and the countermeasures designed to pre-
vent them [16]. In their paper, the authors also discussed the challenges that
hinder the progress of effective counter measures in case of these attacks.

In a separate study, Liu et al. (2021) proposed a novel method for stealing
machine learning model parameters by taking advantage of the power consump-
tion during model inference [21]. The proposed attack approach is capable of
extracting sensitive information, such as the model weights and biases, which
can be exploited to replicate the machine learning model and conduct further
attacks.

This survey paper specifically focuses on cross-device settings for power side-
channel attacks and explores the latent of artificial intelligence techniques in
this area. We analyze the advantages and limitations of existing research and
discuss the future directions of this field. Our paper aims to provide a more
comprehensive understanding of the challenges and opportunities in cross-device
power analysis side channel machine learning attack. It can serve as a useful
reference for researchers and practitioners interested in understanding the latest
developments and future directions in this field.

4 Machine Learning Approaches for Side Channel
Analysis

SCA aim to obtain confidential information by exploiting the physical character-
istics of a system, such as electromagnetic radiation or power consumption. In
recent years, machine learning techniques have become a potent tool for improv-
ing the efficiency and efficacy of these assaults. This section will explore the lat-
est advancements in machine learning based approaches for side-channel attacks,
with a particular focus on two distinct settings: the same-device setting and the
cross-device setting.

4.1 Same Device Setting

In the same-device setting, an attacker can obtain access to a same-device and
monitor its side-channel emissions to extract confidential information. Recent
advances in machine learning techniques have demonstrated encouraging out-
comes in enhancing the efficiency and efficacy of side-channel attacks in this
setting.
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Convolution Neural Network. The use of Convolutional neural networks
(CNNs) have gained increasing popularity in side-channel analysis to identify
patterns in side-channel traces. Numerous studies have examined the poten-
tial of CNNs in exploiting information leakage from physical implementations of
cryptographic systems such as AES, DES, and SHA. For instance, the paper [18]
proposed a deep learning-based SCA approach using a CNN model for AES-128
with a single power consumption trace. Similarly, [12] suggested a 2D deep learn-
ing architecture for exploiting side-channel leakage in lattice-based key-exchange,
whereas [24] introduced a multilabel deep learning-based SCA technique using
a CNN model for AES-128 with a single power trace. These studies highlight
the potential of CNNs in SCA for same-device settings and provide valuable
perceptions by means of deep learning method in SCA.

LSTM. A study proposes a novel side-channel attack technique that uses a deep
learning architecture cleaning-based STM and fully connected layers to predict
secret key bits of an FPGA-based AES implementation [20]. The proposed attack
technique is evaluated using two different types of attacks, SPA and DPA, and
achieves a high success rate of 91.84% and 91.39%, respectively, outperforming
existing side-channel attacks. The study uses power traces collected from an
FPGA-based AES implementation, and the threat model assumes an attacker
with access to these power traces.

DNNs. DNNs are widely used in side-channel analysis to extract sensitive
information from cryptographic implementations. A novel side-channel attack
technique is proposed in [10] that involves decomposing power traces into a
linear combination of basis functions and subsequently using a DNN architec-
ture to predict the secret key bits. The proposed method achieves high accu-
racy in predicting secret key bits and outperforms existing SCAs on AES and
PRESENT implementations. The study uses power traces collected from crypto-
graphic implementations, and the threat model assumes an attacker with access
to these power traces.

Federated Learning. A federated learning-based side-channel attack tech-
nique is suggest in [19] to extract secret keys from devices while maintaining
data privacy. The method involves training models on local datasets and aggre-
gating the models’ parameters on a server without disclosing any local informa-
tion. The authors evaluate their approach on a smart card and demonstrate the
effectiveness of the federated learning approach in extracting secret keys with
improved accuracy while ensuring data privacy.

SVM. Support Vector Machines (SVMs) have gained popularity in side-channel
analysis as a machine learning technique. In a recent study, the authors proposed
a new attack method that utilizes SVMs to extract secret keys from crypto-
graphic devices by analyzing the power consumption [7]. Their method involves
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training SVMs on power traces and using them to classify the power consump-
tion patterns associated with different secret key values. Authors successfully
demonstrated the vulnerability of cryptographic devices by precisely extracting
the secret key from a smart card implementation of the AES cipher.

4.2 Cross-Device Setting

In the cross-device setting, the attacker has access to multiple devices and can
use side-channel information from one device to attack another device with a
similar implementation. Recent machine learning techniques have shown promise
in improving the effectiveness of cross-device SCAs.

Fig. 2. Generic CNN training process for evaluating attack efficiency using power trace
analysis.

CNN. CNNs are widely used in SCA to identify patterns in side-channel
traces by capturing spatial dependencies between measurements. They have
been applied to exploit information leakage from physical implementations of
cryptographic systems, such as AES, DES, and SHA. Recent advances in deep
learning-based SCA have been discussed in [3], along with their advantages and
limitations. Another recent paper [9] proposes a CNN-based architecture using
cross-subkey leakage that outperforms other methods on a new dataset. Figure 2
shows the generic example of training the CNN to assess the attack’s effective-
ness. The paper highlights the importance of considering cross-subkey leakage
in side-channel analysis and provides a new avenue for developing deep learning-
based techniques for practical implementation.

Autoencoder. Autoencoders are used in side-channel analysis as an unsuper-
vised deep learning technique. In [5], The authors suggest a cross-device power
side-channel attack using autoencoders. Their autoencoder-based attack model
outperforms traditional methods in terms of success rate and accuracy, and they
emphasize the importance of practical considerations such as low-cost sensors
and real-time performance. In [23], the authors propose a denoising method
called Noise2Clean using an unsupervised deep learning approach based on
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autoencoders. The proposed method is effective in denoising side-channel traces
without using any prior knowledge of the noise model. The authors compare their
results with other denoising methods and show that their method outperforms
them in terms of denoising performance on two different datasets.

Transfer Learning. Transfer learning has become a popular technique in deep
learning-based side-channel analysis, where pre-trained models on large datasets
are leveraged to improve performance on smaller datasets. For instance, a study
proposed a cross-device profiled SCA adapting pre-trained models for different
devices utilizing the meta-transfer learning, and achieving better performance
with fewer samples [22]. The authors evaluated their method on datasets includ-
ing AES, DES, and SHA-3. Authors demonstrated an advanced side-channel
attack using transfer learning and deep learning-based cross-family profiling that
outperforms traditional and other deep learning-based methods [17]. They eval-
uated their method on datasets including AES and PRESENT and suggested
that it enhances the transferability of deep learning-based SCA techniques across
different cryptographic algorithms.

PCA. In SCA, feature analysis method like Principle Component Analysis is a
widely used for reducing the dimensionality of data. Recently, researchers con-
ducted a study where they successfully applied PCA to perform a side-channel
attack on a software performance of AES-128. The study described the trial
design and outcomes, emphasizing how the use of PCA significantly improved
the attack success rate by reducing the dimensionality of power traces [8]. How-
ever, the paper also acknowledged the limitations of PCA and recommended
exploring alternative dimensionality reduction techniques for side-channel anal-
ysis. Overall, this research highlights the potential of PCA in side-channel attacks
and encourages further investigation into other methods to enhance the security
of cryptographic implementations.

Support Vector Machine and Random Forest Classifier. SVM and ran-
dom forest are two popular machine learning approaches in the area of side-
channel analysis. A current study [6] investigates the suitability of these algo-
rithms for multi-device profiling side-channel attacks, taking into account factors
such as No of profiling traces, number of gadgets in the training set, and type
of leakage model. The findings suggest that random forest performs better than
SVM, especially when the number of profiling traces is small. This research pro-
vides valuable insights from the effectiveness of machine learning approaches to
multi-device profiling side-channel attacks, aiding the selection of appropriate
algorithms for such scenarios.

5 Strength and Limitations

In recent years, machine learning techniques have shown increased accuracy and
efficiency in power side-channel attacks across different devices and architec-
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Table 1. Table showing summary of the techniques

Machine
Learning
Approach

Strengths Limitations Paper/s

CNN Able to learn complex features
from raw power traces; good
performance in cross-device and
same-device scenarios

Requires large amounts of data
and computational resources;
vulnerable to overfitting

[3,9,12,18,
24]

Autoencoder Able to extract useful features
and denoise power traces;
practical and efficient for
cross-device attacks

Limited to simple attack
scenarios; requires manual
selection of hyperparameters

[5,23]

Transfer
Learning

Effective for transferring
knowledge between different
devices and attack scenarios;
reduces the amount of required
training data

Limited to similar devices or
attacks; requires careful selection
of transfer learning strategy

[17,22]

PCA Simple and efficient; effective in
same-device attacks

Limited to simple attack
scenarios and linear correlations

[8]

SVM and
Random
Forest

Effective in multi-device profiling
attacks; computationally efficient

Limited to linear correlations
and simple attack scenarios

[6,7]

LSTM Able to capture temporal
dependencies in power traces;
effective in same-device attacks

Requires careful tuning of
hyperparameters; limited to
simple attack scenarios

[20]

DNN Able to simulate intricate
non-linear connections between
power traces and secret keys;
effective in multi-device attacks

Requires large amounts of data
and computational resources;
vulnerable to overfitting

[10]

Federated
Learning

Protects privacy of individual
devices;
reduces communication overhead

Limited to similar devices and
attacks;
requires careful selection of

aggregation strategy

[19]

tures, making them a versatile tool in this field. However, limitations such as the
requirement for large amounts of training data and the variability of targeted
devices can limit their effectiveness. Despite these challenges, machine learning
approaches are a promising area of research for power side-channel attacks, and
are expected to continue playing an important role in the future.

Table 1 discuss briefly the strengths and limitations of different machine
learning approaches for side-channel attacks in both same device and cross-device
settings.

6 Future Research Directions for Overcoming Current
Challenges

Despite the progress made in machine learning techniques for side-channel
attacks, there are still several challenges that need to be addressed. Here are
some potential research directions to overcome these challenges:
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Robustness Against Adversarial Attacks: While adversarial machine learning
techniques have been explored, there is still a need for more robust techniques
that can resist sophisticated attacks. One potential direction is to combine mul-
tiple defense mechanisms, such as adversarial training, data augmentation, and
model compression, to achieve greater robustness.

Generalization to New Devices: Transfer learning and meta learning techniques
have shown promise in improving the generalization of side-channel attacks to
new devices. However, these techniques still have limitations in scenarios where
the devices are significantly different. Future research can explore novel tech-
niques for transferring knowledge across different devices with varying imple-
mentations.

Privacy-Preserving Techniques: Federated learning is a promising technique for
side-channel attacks while preserving the privacy of individual devices. However,
it still requires a large amount of communication between devices, which can be
a bottleneck in some scenarios. Future research can explore new techniques for
privacy-preserving side-channel attacks that minimize the amount of communi-
cation required between devices.

Real-time Side-Channel Attacks: Several machine learning approaches uses in
side-channel attacks involve offline training and testing, which may not be prac-
tical for real-time scenarios. To address this, future research could explore new
approaches for conducting side-channel attacks in real-time, such as online learn-
ing and incremental learning. These techniques have the potential to enable
real-time side-channel attacks with improved accuracy and efficiency, and could
open up new avenues for applications in areas such as embedded systems and
internet-of-things devices.

Side-Channel Attacks on Other Cryptographic Algorithms: While much of the
existing research on machine learning approaches for side-channel attacks has
centered on the AES algorithm, there is a growing need for methods that is
applicable to different cryptographic methods as well. To address this, future
research could investigate new techniques for conducting side-channel attacks
on algorithms such as RSA and Elliptic Curve Cryptography. By expanding the
scope of these techniques, researchers can push the boundaries of what is possible
in this field and address the challenges associated with attacking a wider range
of cryptographic systems.

Overall, these research directions have the potential to advance the recent
techniques to enhance the effectiveness of machine learning techniques for SCA.

7 Conclusion

In conclusion, this survey paper has explored the use of machine learning
approaches uses power side-channel attacks in cross-device settings. We began by



366 A. Ghimire et al.

discussing the basics of side-channel attacks and their relevance in modern-day
security, followed by a review of recent research efforts in this field, categorized
by the machine learning techniques used and the device settings in which they
were tested.

Based on our analysis, we identified several key advantages of these
approaches, including the ability to successfully extract secret information from
multiple devices with high accuracy, the potential for real-world applications,
and the efficiency and versatility of the machine learning techniques. However,
there are also several limitations, such as the reliance on quality and quantity of
training data, ethical and legal concerns, and the need for further research into
generalizability and countermeasures.

Looking ahead, we believe that future research in this area should focus on
addressing these limitations and further exploring the latent of machine learn-
ing approaches for power SCAs in cross-device settings. This includes develop-
ing more robust training data, exploring more ethical and legal ways to conduct
experiments, and identifying more effective countermeasures to mitigate the risks
of these types of attacks. While deep learning approaches, such as Autoencoder,
CNN, and LSTM, show great promise for SCA applications, the presentation of
the machine learning approach rely on the specific application and the character-
istics of the target device. Therefore, the selection of machine learning approach
needs to be carefully considered due to the context of the specific use case. By
continuing to explore these avenues, we believe that this field can have a signif-
icant impact on improving the security of modern-day devices and systems.
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Abstract. The Lite-Agro study aims to deploy deep learning neural network
models for pear disease identification through tree leaf image analysis on TinyML
device. A case study on pear leaves is conducted with publicly available pear
disease dataset. Quantitative comparisons are made between different datasets.
Lite-Agro is a light-duty image computing detection solution that is tested for
deployment on a microcontroller. The novelty of Lite-Agro, lies in the export of
a lightweight TinyML, Tensorflow Lite model that is geared for low power appli-
cations on battery powered hardware. The goal is to find the best model that is
custom selected for the application and achieves the highest accuracy. The study
emphasizes finding a balance between size, accuracy and performance. In future
iterations of the study, Lite-Agro is to be mounted on an unmanned aerial vehicle
to be powered with solar panels. Modern low powered microcontroller devices
are to be a staple implementation in Smart Villages.

Keywords: Smart Agriculture · Agriculture Cyber-Physical System (A-CPS) ·
Internet of Agro Things (IoAT) · Smart Village · TinyML · Edge-AI · Plant
Health · Plant Disease

1 Introduction

Deep Learning has made major advancement in the last ten years. They are being
employed in applications encompassing a wide range of use cases from speech gen-
eration, text processing and image identification. In 2020, the world wide yield of pear
was 23 metric tons. However, pear diseases can adversely affect the pear yield. Early
and automatic detection of pear diseases can stop over use of herbicides, reduce the cost
related to the expensive expert services to detect the diseases, and mitigate the disease
early to reduce the financial loss of the farmers.
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When deep neural networks (DNN) are employed to detect plant diseases, they
automatically extract the features from the input data and detect the disease. DNN pro-
vides high accuracy after training with a large dataset. Images of the pear leaves can
be used as the input data. However, this current research, Lite-Agro, aims to bring the
solution to the farmer with a low power edge solution. This research on TinyML [20]
and it’s application on micro controllers branches off from a plant disease identifica-
tion [14] and crop damage estimation [15] study. Lite-Agro, applies deep learning to
improve efficiency in Smart Agriculture [16]. Lite-Agro is designed to be a lightweight
system that runs on a low power microcontroller and aims to find optimization in terms
of model accuracy while being a low cost hardware implementation.

The paper is currently organized into various sections. Section 2 summarizes novel
contribution. Section 3 discusses prior work. A system level overview is discussed in
Sect. 4. Section 5 talks about proposed training methods and a comparative perspective.
Experimental validation is discussed in Sect. 6. Section 7 concludes the article with an
overview of future work.

2 Novel Contributions of the Current Paper

2.1 Problem Addressed and Proposed Solution

Lite-Agro, a lightweight, low power TinyML-based pear disease identification system,
is proposed to address the needs of a plant disease solution in pear farms. Manual
inspection of leaves for plant diseases translate to time inefficiencies. A combination
of various deep learning models were trained until the best recognition accuracy was
attained. The novelty lies in the application of compact modern Convolutional Neural
Networks (CNNs) that are evaluated on a publicly available dataset [6]. The CNN-
based model Xception generated the highest recognition accuracy of 99.97% however
due to microcontroller memory constraints, other models are being considered. This is
important as a computing gear for smart villages.

2.2 Novelty and Significance of Proposed Solution

The novelty of Lite-Agro lies in the exploration of low powered and lightweight hard-
ware platform for the optimum TensorFlow [29] Lite model, trained to learn the identi-
fication of diseases in pear leaves. The study looks at how modern deep learning con-
volutional neural networks contribute to the optimization and reliability of TinyML [8]
applications. The exploration of a light-duty computing hardware platforms powered by
TinyML: TensorFlow Lite for microcontrollers has key potential in Smart Village edge
devices. Exploring TinyML options and how it can be utilized as the hardware solution
for a TinyML image capture implementation, comprises as the element of novelty in
this study.
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3 Related Prior Works

The work in [28] has explored three classifications of infections; Septoria piricola
[1,25], Alternaria alternate, and Gymnasporangium haracannum [11]. DiAMOS plant
study, mentions the use of pretrained models or an ensemble of pretrained models such
as EfficientNetB0 [24], InceptionV3 [23], MobileNetV2 [19], and VGG19 [22]. To con-
clude with a model that results in the highest accuracy, the study employed training on
the PDD2018 dataset with VGG16, InceptionV3, and Resnet50 [12] models. Data aug-
mentation, number of epochs and image resolution size, were the variable parameters
in the experiment. Table 1 presents a summary of these works.

Alternaria alternata in plant disease pathology, is defined as a type of an oppor-
tunistic fungus that is the cause of spot or discoloration on leaves. Gymnosporangium
haracannum [11], more commonly called as juniper rusts, is an orange lesion and rust
like spotting on a leaf. The disease is more of a cosmetic eyesore since infected fruits
can look like corona gelatinous fingers. Septoria pyricola [1], is another plant disease
found on Pears (Pyrus Communis). Outbreaks have been said to have occurred in pear
orchards. A simple description of this disease is a brown outer rim leaf spot with a white
central lesion.

Table 1. Accuracy of CNN and Ensemble-based Models in the PDD2018 (left) DiaMOS Study
(right).

PDD2018 Study Accuracy DiaMOS Study Pixel Size Accuracy

EfficientNetB0 [24] 89.02% VGG16 224 × 224 78.34%

InceptionV3 [23] 84.44% VGG16 600 × 600 96.80%

MobileNetV2 [19] 87.70% InceptionV3 224 × 224 80.23%

EfficientNetB0 + InceptionV3 91.14% InceptionV3 600 × 600 97.99%

EfficientNetB0 + MobileNetV2 86.21% ResNet50 224 × 224 73.85%

InceptionV3 + MobileNetV2 85.35% ResNet50 600 × 600 98.70%

The study conducted in [5] benchmarks a comparison between an ensemble com-
bination of three neural networks such as EfficientNetB0 [24], MobileNetV2 [19], and
InceptionV3 [23]. EfficientNetB0 + InceptionV3 [12], produced the highest value of
recognition accuracy at 91.14%. CNN-based plant disease identification is presented
in [13]. In [26], a study that incorporates the novel use of solar power in the hardware
aspect of plant disease identification has been presented.

4 Lite-Agro: A System Level Overview

The system overview of Lite-Agro is shown in the Fig. 1. A public image dataset is
used for the training of the model. In terms of software, the research utilizes Tensorflow
[7], a framework written in Python that contains C++ machine learning [21] and arti-
ficial intelligence libraries. On top of that is Keras, which is defined as a software API
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(Application Programming Interface), fully integrated with the backend TensorFlow.
GPUs have revolutionized machine learning studies and have enabled researchers to
explore and apply real time parallel processing algorithms. Using AMD’s open source
framework ROCm, the authors perform high performance computing experiments and
maximize multi-core capabilities [17]. The model generated through Tiny ML tech-
niques, is exported as a Tensorflow Lite model that is then converted as a C source
code byte array. Tensorflow Lite is the ultra low power port of TensorFlow designed to
run on microcontrollers [27]. The EspressIf firmware compiles the model and the pro-
gram together. The lightweight TinyML model runs on a single-board computer, which
interfaces with an edge-server board equipped with a camera.

Fig. 1. System Overview of Lite-Agro.

5 Proposed Training Method

5.1 Proposed Methodology

The debate whether to train using deep learning and which platform to choose, is a
critical question in the Lite-Agro study. Deep learning is preferred, and this is attributed
to the accuracy of results. The prospect of the automated predictive capability offered
by deep learning is a state of the art technology by itself, and the possibilities on the
application of automation are endless. A CNN Network, the master algorithm in com-
puter vision [18] is an imagery architecture used to process the pixels of images. Model
Training is the step where a network learns from the dataset to determine’s the model’s
weight and biases. A summary of the Tensorflow model training algorithm procedure
used in this study is shown in Algorithm 1.
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Algorithm 1. TensorFlowLite Model Training Procedure with Keras API.
1: Declare folder path and run Image Data Generator on training, validation and test labels.
2: for iteration = 1, . . . , 3006 images do
3: Preprocess images via VGG16.
4: Call flow from directory and pass folder path, image size, classes and batch size.
5: Preprocess image dataset from directory.
6: Set parameters categorical cross-entropy and 256 × 256 image size.
7: Set color mode RGB, batch size, and validation split of 0.2.
8: end for
9: for iteration = 1, . . . , 3006 images do
10: Preprocess image validation set from directory with categorical 256 × 256 image size.
11: Set color mode RGB, batch size and validation split of 0.2.
12: end for
13: Declare a Sequential Model or call a Pretrained model.
14: Compile with rmsprop, categorical cross entropy, and set accuracy metrics.
15: for iteration = 1, . . . , 100 epochs do
16: Train model by calling the fit method.
17: end for
18: Save Model and Weights. Load Model.
19: Convert Keras Model to TensorFlowLite Model. Open file to save.

Epoch was set to 100 and it took 6 h and 45min to reach accuracy of 99.73%.
The best performing model was produced by an InceptionV3 [23] inspired architec-
ture,“Xception” [2] model. The Inception [23] model, is a stack of layers meant to
extract features and are conceptually similar to convolutions, which are highly intensive
computational processes. Keras libraries abstract the convolution process in it’s library
function calls. Various combinations of parameters were tested to generate the best
accuracy numbers. The Xception architecture’s performance is attributed to the more
efficient use of model parameters. The Table 2 shows a comparative analysis between
PDD2018, DiaMOS and the current paper (Lite-Agro). The approach was adopted in [5]
to address the accuracy problem on pear disease recognition, was to adopt an ensemble
CNN method during training.

Table 2. Quantitative Analysis of Current Paper with existing Pear Disease Imaging Works.

Works Dataset Resolution Size Model Recognition Accuracy

Yang, et al. [7] PDD2018 600 × 600 Resnet50 [9] 98.7%

Fenu, et al. [3] DiaMOS 224 × 224 EfficientNetB0 [24]+InceptionV3 [23] 91.14%

Current Paper (Lite-Agro) DiaMOS 256 × 256 Xception [2] 99.73%

Compilation is the step to prepare the model for training. An optimizer is a learn-
ing algorithm that models the input and adjusts the network as it undergoes training. In
previous paper studies [5], most mention Adam optimizer as the default choice. Adam
optimizer is a learning algorithm characterized as an extension of a stochastic gradi-
ent. It is best suited for large datasets and calculates at random points in each iteration
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to achieve a faster convergence. In this experimentation, the compile step argument
selected was an RMSprop optimizer. In an RMSprop optimizer, gradient descent algo-
rithms, achieving a faster learning rate as steps increments are larger, leading to a faster
convergence.

5.2 Evaluation Metrics

We see how recognition accuracy increases in every epoch stage throughout the training.
Tensorboard handles the logging, reporting and graph generation. Data visualization
becomes easier given the set of TensorFlow tools. The graph on Fig. 2 shows the trend
of accuracy increase per epoch during the training procedure.

Fig. 2. Recognition Accuracy (left) vs Loss (right) at Various Epochs.

6 Experimental Results

We used DiaMOS dataset consisting of 3505 images of pear leaves of which fall under
four classifications; healthy, spot, slug and curl [5]. A selected example is presented in
Fig. 3.

TinyML [20], short for TinyMachine Learning, describes hardware, algorithms, and
software [27]. TinyML targets being able to run inference programs on battery operated
hardware and memory constrained implementation. The ability to port ML models on
microcontrollers brings about countless application possibilities. Much of the emphasis
in this study will be on a TensorFlow version of TinyML called, TensorFlow Lite for
Microcontrollers. Keras API allows the conversion of an .h5 format of a model into
a compact TFLite extension. This TensorFlow Lite conversion allows bigger models
with a relatively large size, to execute in a more compact form. An Xception trained
model of size 163, 373KB for example, when ran through the aforementioned TFLite
converter, gets compacted down to 81, 257KB. This port of TensorFlow is optimized
for running on edge devices and geared for space efficiency and addresses memory
constraints. The TFLite model is once again converted to a C source file byte array,
that describes the model. Inference is then run on the trained model and translated
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(a) Spot and Slug Leaves from the DiaMOS Plant Dataset

(b) Curled Leaves from the DiaMOS Plant Dataset

Fig. 3. Representative of the DiaMOS Plant Dataset.

into the most probable set of classification. Currently, there are a limited number of
development boards supported by TFLM, mentioned on the TensorFlow website which
are summarized in the Table 3.

Table 3. Comparison of Tensorflow Supported Platforms.

Board Microprocessor CPU
Clock

Voltage SRAM
Size

Connectivity

Arduino Nano 33 BLE Sense nRF52840 64MHz 3.3V 256 KB USB UART, SPI, I2C, BLE, SPI

STM32F746 Discovery Kit 32bit ARM Cortex 48MHz 3V–5V 192KB USB LQFP100 I/O

Espress ESP-EYE 32-bit ESP32 240MHz 3.3V 8MB
PSRAM

UARD, USB, BLE, SPI, I2C, WiFi

Sony Spresense -M4F6 Core 156MHz 3.3V–5V 1.5MB GNSS, UART, I2C, SPI, I2S

Onboard is the Xtensa single/dual core 32 bit LX6 microprocessor [30] with 448
KB ROM, 520KB SRAM and 16KB SRAM. To program the ESP32-CAMWiFi, Ten-
sorFlow Lite uses firmware EspressIDF [4] to build and configure the board. Lastly,
once the source code has been modified, the trained model is added, then the program
can once again be flashed from the Raspberry Pi 3B board to the SD card and executed
using a monitor call. Initially, the ESP32-CAM GPIO pins are interfaced with FTDI
adapter. With the ESP32-CAM wiring set-up, the main complication lies in the need to
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connect the GPIO0 to ground every time the program needs to be reflashed. The ESP32-
CAM takes photos at specific intervals and displays information whether the pear leaf
is healthy or not through a monitor. Once it detects a diseased pear leaf, the information
shall be displayed to an edge server and peripherals may be connected to display the
information (Fig. 4).

Fig. 4. IDF Monitor Pear Disease Detection Test (left). Test Set-up (right)

7 Conclusion and Future Work

Deployment of deep learning models trained in pear disease identification, implemented
on micro controllers were explored. A lightweight port of Tensorflow called TinyML
[27] or TensorFlow Lite was used. The ESP32-CAM delivers a balance of price, power
and performance and make a good hardware selection for edge devices. Often times,
memory is severely resource constrained [3] but being able to run tiny deep learning
models have great contribution in the automation of devices. This is why light-duty
computing platform for IoAT-Edge devices and how it can improve the processing in
Smart Agriculture processes was explored. The deployment of Lite-Agro in a proper
testing environment where the pears are located and being able to gather actual field
data can further contribute to this study. Researchers can further verify whether the
models deliver the performance that the recognition accuracy numbers claim to deliver.
The possibility of adding a battery or solar component and mounting on an unmanned
aerial vehicle [10] would be an interesting future work expansion.
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Abstract. Farmer uses traditional crop insurance to protect their farms
against crop loss and natural risks. However, farmers are concerned about
crop insurance claims due to delays in processing claims that cost signifi-
cantly. Insurance fraud is another problem in crop insurance which costs
significantly for insurance companies. The proposed FarmIns framework
uses blockchain technology, allowing farmers to create and manage insur-
ance agreements with insurance providers through smart contracts and
creating a verifiable log of farm monitoring parameters to help insurance
providers verify and approve claims promptly. FarmIns uses the Internet
of Agro-Things (IoAT), and video surveillance technologies like Closed-
Circuit Television (CCTV) to monitor and provide reliable farm data to
process claims. FarmIns also acts as Decision Support Tool (DST) for
both the insurer and the insured.

Keywords: Agriculture Cyber-Physical System (H-CPS) ·
Internet-of-Agro-Things (IoAT) · Blockchain · Smart Contract ·
Insurance Claim

1 Introduction

Agriculture is one of the important occupation for sustainable living and provid-
ing food safety for rapidly increasing population. With raise in population and
increase in food demand, traditional farm techniques has been modernized by
adapting latest technological advancements to make the farms more productive
and use less resources [1,2].

Traditional insurance has several issues, such as fraudulent claims and the
lack of transparency and complexity of the review process, which will take
significant time and could negatively impact farmers. Therefore, the proposed
framework, FarmIns, which is based on weather-based index insurance (WBII),
addresses these issues, and solves them with the help of blockchain technology,
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smart contracts, cloud computing, a decentralized oracle network, and the Inter-
net of Agro-Things (IoAT). Smart contracts are used for creating and managing
insurance policies between farmers and insurance companies along with provid-
ing a robust Role Based Access Control mechanism (RBAC). Cloud computing
is used to create a decision support tool for the efficient management of the farm.
Decentralized oracles are used to provide reliable data to the smart contracts for
efficient verification of real-time farm parameters to process claims.

2 Related Prior Works

Different blockchain based solutions for farm insurance has been explored in this
section. Neo drought has proposed NEO smart contract based irrigation moni-
toring system [1]. The proposed framework in [2], focusing on the gas fees opti-
mization while relying on single API to make a decision. [3] presents a blockchain
based crop insurance with smart contract that makes an agreement between the
farmers and insurance company. At [4] uses blockchain Hyperledger Fabric for
preventing false claim. At [5] the proposed system address several issues the
farmer is facing such as middle man and transparency. [6] uses Proof of Author-
ity (PoA) consensus algorithm to proof of capability of blockchain to be used in
insurance sector as for different cases such as supply-chain and car insurance. At
[7] proposed framework uses private blockchain network (Hyperledger Fabric) for
insurance services with smart contract to automate insurance services in secure
manner such as claim automation to reduce the claim process.

The proposed framework FarmIns has a different framework and design, as
well as additional functionalities, to streamline the process between the insurer
and the insured with security perspectives. It enables IoAT to monitor the farm
and cloud to process and authenticate IoAT devices. FarmIns uses blockchain
technology and smart contract to securely stores the data and automates the
claim process and other insurance procedures. It also provides risk elimination
with the aid of a notification system to minimize loss to the greatest extent
possible. In addition, Chainlink is used to validate the data, provide an accurate
value, and avoid reliance on a single data provider. At Table 1 presents the
comparison of proposed system and other related works.

3 Novel Contributions of the Current Paper

3.1 The Problem Addressed

Traditional crop insurance has multiple of drawbacks which have a significant
impact on the farmer, especially smallholder farmers.

Due to distributed nature of entities participating in the insurance manage-
ment system creates lack of transparency and in turn causes processing delays.
Most of today’s systems are centralized which are prone to security threats and
data manipulations. Hence, getting reliable data for insurance companies to pro-
cess the claims is a problem. Along with these, false claims are another problem
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Table 1. IoT and Access Management Related Work

Framework IoT
Integration

Access-Control
Management

Real-Time
DST

IoT Data
Validation

IoT Data
Reliability And
Accuracy

Nguyen et al.,
2019 [1]

No No Yes NA NA

Salem et al.,
2021 [2]

No No Yes No Low

Jha et al.,
2021 [3]

No Yes No No No

Gera et al.,
2020 [4]

No No No No No

Patel and
Shrimali, 2021
[5]

Yes Assumption No No No

Aleksieva
et al., 2020 [7]

No No No No No

Khan et al.,
2021 [6]

Yes Yes No No No

FarmIns Yes Yes Yes Yes High

faced by insurance providers which could cost a lot. Deployment of IoAT devices
can help in monitoring real-time data but lack of device security at IoAT devices
also needs to be addressed.

3.2 The Solution Proposed

The proposed solution transitions from centralized to decentralized systems
in order to increase transparency and integrity, avoid single points of failure,
enhance security and reliability, avoid third parties in an untrusted environment,
and secure the automation insurance process. In addition, rather than relying
on a single data provider or API service, the farmland is monitored by multiple
data providers with value aggregation to ensure accuracy and avoid fake data
and single points of failure.

3.3 The Novelty of the Proposed Solution

Proposed FarmIns automates the process of managing crop insurance by lever-
aging hybrid smart contracts. These hybrid smart contracts consume data from
multiple data providers along with weather APIs to provide reliable farm moni-
toring data to the insurance companies which not only avoids the false claims but
also aid in faster processing times. Proposed FarmIns also uses IPFS integrated
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to blockchain which will reduce the cost of managing large information off-chain
instead of expensive on-chain storage. It also makes use of cloud functionalities
to act as a Decision Support Tool (DST) for farmers to take prompt actions.

Fig. 1. FarmIns Architecture.

4 FarmIns Architecture

FarmIn’s framework is comprised of various technologies that collaborate to pro-
vide a reliable and scalable system. IoAT devices are used to sense environmental
parameters and create a real-time monitoring system. These steps are shown in
Fig. 1. IoAT devices creates a secure channel to cloud using key and certifi-
cate authority (CA) files. Data from sensors will be relayed to cloud by using
lightweight Message Queuing Telemetry Transport (MQTT) protocol. Sensory
data received in cloud is processed based on predefined set of rules to check for
abnormalities. These abnormalities will trigger a simple notification for farmers
to take prompt actions and mitigate crop losses. In case of abnormal values, IoAT
device also takes pictures of surroundings and will be uploaded to the distributed
file system Inter Planetary File System (IPFS). Cloud component designed in
the proposed architecture also makes the sensory data available to decentralized
oracles by using Application Programming Interface (API) gateway. Multiple
such data providers will provide data to oracle which will aggregate and provide
reliable data to smart contracts to automate the process of managing insurance
policies.

4.1 Stakeholders

FarmIns has four primary stakeholders: farmer, approved insurance provider
(AIP), government agency like Federal Crop Insurance Corporation (FCIC) and
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Algorithm 1. Sensing Environmental Variables and Sending It to Cloud
Require: Certificates and keys for IoAT thing, Environmental Parameters.
Ensure: Stored in cloud or Discarded.
1: Sensing node reads and loads and key pairs and Certificates
2: Create a secure MQTT communication channel to cloud
3: while (MQTT.status() == connected) do
4: conn ← MQTT.connect(CAcert,PrK,PuK)
5: end while
6: for Every 30 seconds do
7: Environmental Parameters (params) ← sensors.read() and converted to a JSON
8: JSONString ← JSON.dumps(params)
9: Sensing node creates a message (MSG) with all the metadata like Sensing node

device ID
10: MSG ← JSONSTring.append(headers)
11: IoAT device sends the data to the cloud using MQTT connection.
12: conn.publish(MSG,TopicName)
13: end for
14: Cloud Authenticate the IoAT device with PKI and CA
15: if IoAT Authenticated then
16: Store the data to the proper action/log DB and with timestamp
17: else
18: Discard
19: end if

the data provider (DP). Approved insurance provider offers crop protection
against serves weather and disaster while FCIC shares the risk estimate with
AIP and provide subsidy to a farmer to encourage the farmer to insure the
farmland. Data providers are utilized to provide accurate weather data to FCIC
and AIP for better risk estimate and aid in processing of claims.

4.2 The Proposed Algorithms for FarmIns

As presented in Algorithm 1, each IoAT device connected with different sen-
sors such as GPS Module, water level detection and temperature sensors. The
environmental parameters collected are first converted into JSON format before
sending it to the cloud component which acts as data provider for the distributed
data source. Each IoAT device has their own keys and certificates to create a
secure communication channel to the cloud using lightweight communication
protocol.

Algorithm2 explains the process of getting data from the cloud until stored
to the blockchain.
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5 Implementation and Validation

5.1 Implementation

FarmIns implementation consists of hardware and software tools. The hardware
tools are raspberry Pi 4 Model B as IoAT device and used sensors to measure the
environmental variables as presented at Fig. 2. The software parts are solidity
programming language to write hybrid smart contracts and react.js and web3.js
for building web interface and smart contract interaction as end-user application.
Cloud component is designed to act as data provider network for distributed data
source Oracle.

Algorithm 2. From Cloud to stored on Blockchain
Require: Weather Data and data from sensing node.
Ensure: A transaction hash with an immutable log generated in blockchain ledger.
1: Insurance provides calls the data smart contract to fetch environmental data
2: for Each call do
3: dataSmartContract.fetchWeatherParams() only InsuranceProvider()
4: for Each Data Provider do
5: fetchWeatherParams function creates a chainlink request with given Oracle

Job ID (JID)
6: request (req) ← buildChainlinkRequest(JID, msg.sender,fulfill function)
7: API url is updated to the request
8: req ← req.add(url)
9: Path to the data in the response is added to the request
10: req ← req.addPath(Path of weather data in JSON response)
11: Chainlink request is sent to fetch data
12: Obtain the weather data through API gateway
13: weatherData ← sendChainlinkRequest(req)
14: end for
15: Obtained the accurate values through Oracle aggregator contract
16: Smart Contract generates an event with the weather data and store the data
17: end for

Table 2. Load Test Results

Test Number Number of
Messages

Elapsed Time
(seconds)

Messages per
Second

1 400 0.03192 12541.56
2 600 0.04258 14089.87
3 1200 0.09153 13109.55
4 1600 0.18477 8659.97
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Fig. 2. Hardware Implementation.

5.2 FarmIns Validation

5.3 Cost Analysis and Time Analysis

The cost analysis is divided into two major parts: deployment cost analysis for
smart contracts and functional cost analysis. The average cost of smart con-
tract deployment is 0.005787 ETH. While the average functional cost analy-
sis is 0.0007724 ETH, each data fetch from decentralized data source costs 0.1
LINK tokens. All these costs can be avoided by using private networks. Figure 3
presents the time consumed from sensing operation till the environmental data
stored on cloud which acts as data provider. Table 2, it demonstrates the system’s
performance and responsiveness with respect to different loads.

5.4 Security Analysis

The proposed FarmIns architecture ensure data integrity and device authenti-
cation for IoAT devices using public key infrastructure (PKI). This prevents
the false weather or environmental parameters entered into the system. Role
Based Access Control (RBAC) mechanism is implemented in proposed FarmIns
to ensure different entities participating in the network will have their own func-
tions which cannot be accessed by other entities with different roles. Transparent
and single source of truth ledger is provided by utilizing blockchain which ensures
the auditability of the proposed system. Along with all these, implementing ora-
cle which integrates the data from multiple data providers and provide reliable
data to the smart contracts ensures the data security.
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Fig. 3. Time Analysis.

6 Conclusion

Proposed FarmIns system avoids many problems with traditional crop insur-
ance systems such as faster processing of insurance claims by automating the
procedures using smart contracts. Blockchain usage provides single source of
truth which transparent across all the distributed entities in the system, which
increases trust in the network. FarmIns also makes use of environmental param-
eters of the farm collected using IoAT which will give a better damage estimate
in case of claims. Cloud functions are also implemented which act as DST for
farmers that assist in taking prompt actions and avoid any extensive crop dam-
ages. Implementing hybrid smart contracts combined with Oracle ensure, data
fed into the blockchain network is reliable.
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Abstract. This is an extended abstract for a Research Demo Session based on
our published work [1]. PTSD has been a major problem in our society and much
research has been done along the line to predict and diagnose PTSD. Our method
helps to predict PTSD in its early stage with the help of physiological mark-
ers which combined with prior information about the patient like PTSD history,
exposure to trauma, substance abuse disorder and other information helps to cre-
ate a risk score with more accuracy. Due to the lack of a public dataset on this
domain, we used different uni variate relationships of physiological markers with
PTSD to create a multi-modal model using a slight modification of the naive
Bayes algorithm. Implementation of a micro-controller along with the cloud IoT
platform and a mobile app is created to demo the possibility of the system which
helps healthcare providers and users to timely track and monitor PTSD risks with
background information and priors accurately.

Keywords: Internet of Things (IoT) · Smart Healthcare · PTSD Detection ·
Post-Traumatic Stress Disorder · Probability of PTSD · Naive Bayes ·Machine
Learning

1 Introduction

Post-Traumatic Stress Disorder (PTSD) is a mental health condition that can develop
after experiencing or witnessing a traumatic event, such as combat, sexual assault, or
a natural disaster. It can cause symptoms like flashbacks, intrusive thoughts, avoid-
ance behaviors, and difficulty sleeping. Treatment for PTSD often involves therapy and
medication. Post-traumatic stress disorder is a leading mental disorder that profoundly
affects the general population. With 70% of adults experiencing at least one trauma
in their lifetime, 6% or 3 in 50 Americans develop PTSD [4]. 94% of rape victims
develop PTSD within the first few weeks after their traumatic experience [5]. 9.2% of
adults between 45 and 49 develop PTSD [6]. Each year, 11% to 23% of veterans and
30% or 3 in 10 first responders are diagnosed with PTSD [8,9].

The wearable or automated system will monitor the user’s mental health, giving
warnings and cues when the user is reaching a dangerous level of stress or trauma
[7,11]. It can also alert healthcare professionals or family members of the user if the
user requires medical attention. In addition, it can provide relaxation techniques to help
the user calm down and provide advice on how to better cope with stress. Furthermore,
the wearable or automated system can provide support groups for users to connect with
others who are going through similar experiences.
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1.1 Motivation

PTSD has been silently affecting our society in many ways [2]. Treatment and diagnosis
have been problematic due to stigma and improper or late diagnosis. We want to build
a system that will help with early diagnosis and monitor the patient’s health during and
after treatment. This will ensure the prevention of complications by notifying the user
of the health status early on as well as constant monitoring. We also wanted it to be
such that the user’s data is never disclosed or used on the server. The data just stays in
the system momentarily before it is accessed by the mobile app and because our system
will predict the results and run on the mobile app rather than the server it will add that
extra layer of security and caution.

2 The Proposed PTSD Prediction System

Using the machine learning algorithm, the obtained physiological data from the user is
analyzed. The user will be provided with the probability of development. The device
prototype along with the long-term extension of the proposed system is represented in
Fig. 1. The data from the wearable will be processed at the edge and will be presented
through the mobile application.

Fig. 1. Proposed Device Prototype of System in the IoT.

2.1 Parameters Considered for the Prediction System

Below are the parameters that are considered for the Machine Learning based PTSD
prediction system and the analyses is mentioned in Table 1.

– Heart Rate
– Heart Rate Variability
– Skin Conductance Response
– Blood Pressure
– Respiration Rate
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Table 1. Parameter Analyses for PTSD

Heart Rate Heart Rate Variability Skin Conductance Blood Pressure Respiration Rate PTSD class

93.98, 21.32 1.46, 0.26 32.1, 14.7 121.3, 13.0 20.24, 5.16 PTSD

79.1, 14.5 1.58, 0.22 16.5,15.0 117.8,12.4 18.58,4.29 No PTSD
aM - Median; SD- Standard Deviation

Algorithm 1. Working Principle for early detection of PTSD in Tr-Estimate.
1: Declare and initialize the input variables HR for Heart Rate (HR), HRV for Heart Rate

Variability (HRV), BP for blood pressure (BP), SK for Skin Conductance (SC), and RR
for Respiration Rate (RR) to zero.

2: Declare and initialize the output variables PTSD for PTSD class, and nPTSD for no PTSD
class to zero.

3: Declare prior probability PR for the general population to 0.06.
4: whileHR �= 0 do
5: Start monitoring and gathering physiological signal data which areHR,HRV , BP ,SK,

and RR.
6: DeclareMhr and sdhr as median, standard deviation ofHR,Mhrv and sdhr as median,

standard deviation of HRV , Mbp and sdbp as median, standard deviation of BP , Msk
and sdsk as median, standard deviation of SK and Mrr and sdrr as median, standard
deviation of RR.

7: Initialize the above-declared variables to the data from Table 1.
8: Posterior probability is calculated and is assigned to pr for each class. These are

P(HR|PTSD), P(HRV |PTSD), P(RR|PTSD), P(HR|nPTSD), P(RR|nPTSD)
and so on.

9: Using prior priorities PP for each subclass from above.
10: Using PP and pr, score for PTSD class scPTSD and for nPTSD class scnPTSD

are calculated.
11: Relative score or the ratio is calculated by dividing scPTSD and scnPTSD
12: end while

2.2 Working of the Proposed Prediction System

Below is the algorithm for the proposed PTSD prediction system 1.

3 Implementation

The probability classification for the two levels - PTSD and no PTSD are again sub-
categorized into:

– Subclass 1: Adults who have recently been exposed to traumatic incidents (less than
three months). The prior probability for these adults is 0.18 [10].

– Subclass 2: Adults who have been exposed to previous trauma (more than three
months) along with the recent exposure to trauma. The prior probability of these
adults is 0.122 [10].

– Subclass 3: Adults who were exposed to current and past trauma and were diagnosed
with prior PTSD have a prior probability of 0.083 [10].
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Fig. 2. Example Scores that were Generated.

Fig. 3. Scores for Classes - PTSD and No PTSD.

The probability scores are mentioned in Fig. 2.
The scores with various parameters is represented in Fig. 3.
An example of heat map of subclass 3, adults who have been exposed to previous

and current trauma and have been diagnosed with PTSD in the past is represented in
Fig. 4 by varying blood pressure and skin conductance.
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Fig. 4. Heat map for Subclass 3.

4 Conclusions and Future Work

With the analysis and modification of the Bayes rule, we found that even with inde-
pendent analysis of variables we can get satisfactory results from the naïve Bayes algo-
rithm, and with this method, we can include many independent analyses and combine
them to give a meaningful single result. The use of preexisting priors for many sub-
groups as done in the implementation gives more accurate information and shows how
risk scores vary even with the same physiological markers across the groups. This helps
in identifying patients’ status more accurately and thus leads to a complete and holistic
understanding of the patient’s risk. Alongside, with the implementation done using IoT
and mobile applications, it is shown that such sensitive health concerns can be tracked
and used as a supervision tool, diagnostic helper, and early warning tool for people,
especially for people who have been recently exposed to trauma and veterans.

With the results obtained about the relationship of different physiological markers,
we can see and visualize how these markers interact. We are also able to see how the
base score that we got just from the markers is bumped higher or lower based on the
different subgroups the users fall under.

For the future development, a robust model will be designed which will be an
enhanced version of the current classifier model. The surrounding data will be analyzed
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and recorded at the occurrence of every event. Along with the prediction of PTSD, con-
trol remedies will also be provided to the users to control the transition to the diagnosis
of PTSD. Adapting virtual reality technology as a control remedy will also be consid-
ered. Creating more robust smart healthcare models to monitor, analyze and educate the
users is the main research focus.
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Abstract. The paper presents development of signal conditioning circuit with
integrated potentiostat for glucose measurement. The programmable tran-
simpedance amplifier (PTIA) offers 94% linearity of output voltage. The whole
architecture consumes 2.33 mW of total power. The reference potential of 0.6 V
has been used for measurements. Three electrode arrangement with Ag/AgCl as
reference electrode, thePt foil as the counter electrode and aCuO/Cu0.76CO2.25O4
(copper cobaltite) coated glassy carbon electrode (GCE) filled-in used as thework-
ing electrode. The working feasibility of proposed glucose sensing architecture is
tested via an emulated circuit. The second-generation current conveyor (CCII-) is
implemented with the help of two AD844 ICs. The two TAs are implemented by
using IC LM13700 and I-V conversion is obtained with op-amp IC LM741 and
feedback resistance. The voltage ranges from 1.19 to 1.67 V has been measured
corresponding to glucose concentration ranges from 18 mg/dl to 180 mg/dl.

Keywords: Glucose sensing · Potentiostat · Programmable transimpedance
amplifier · Emulated circuit

1 Introduction

One of the fastest-growing health problems, diabetes is brought on by an unbalanced
glycemic profile and has tripled in prevalence over the past two decades [1]. The body
needs glucose to carry out daily tasks, however the usual range of glucose can be consid-
ered from 80 mg/dl to 150 mg/dl [2], hence, must be regularly monitored. An electronic
interface architecture based on reference potentiostats and readout circuits is helpful
for processing the signals from electrochemical glucose sensors. The literature [3, 4]
reviews the interface designs for electrochemical sensing and systems for monitoring
level of glucose. In [5], a current-conveyor (CC) based TIA with poor sensitivity for
glucose sensing was reported. Digitally adjustable with a complex digital circuit and
covering a wide range of sensor current, TIA is proposed in [6]. The readout circuit
in [7] measures low range of current within ± 2 µA. In order to detect small sensor
currents, Karandikar et al. [8] presented a small design that makes use of a high load
resistance. A small range of glucose concentration with a higher power dissipation was
discussed in [9, 10].
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A novel contribution of this work are as follows:

• A bandgap reference voltage potentiostat and a programmable readout circuit are
combined into a single circuit.

• A block level architecture for glucose sensing has been proposed and its emulated
circuit has been developed to demonstrate the working feasibility.

2 Proposed Electronic Interface Architecture for Glucose Sensing
Applications

The Fig. 1 depicts a bandgap reference voltage potentiostat and a programmable readout
circuits which are used to interface with electrochemical glucose sensor in the proposed
electronics architecture block for glucose level measurement. The bandgap reference
voltage potentiostat has been designed to produce 0.6 V constant voltage. To establish
reference voltage independent of power supply variations, it functions on the theory of
levelling parameters with opposing temperature coefficients. As a result, the circuit is
independent of supply voltage. In order to prevent the degenerate bias point or zero bias
current when the supply voltage is turned on, this bandgap reference circuit needs a
start-up circuit. The WE and RE electrodes of an electrochemical sensor are connected
to a reference potentiostat.

The sensor current is fed into differential CC to effectively buffer the sensor current.
The CC output current is amplified by the PTBTA circuit. The current amplification
is done at various levels with the help of control signals given to the PTBTA circuit.
Ultimately, the amplified current signal is changed to voltage via current to voltage (I-V)
converter and TA circuit feedback arrangement. The detailed CMOS circuit implemen-
tation and explanation including noise analysis is available in its longer version literature
in [11].

Fig. 1. Block architecture for glucose level monitoring.
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3 Electrochemical Measurement: Experimental Setup for Glucose
Concentration Measurement

Three-electrode design arrangement with Ag/AgCl as reference electrode and the Pt
foil (1 × 2 cm) as the counter electrode. For entire electrochemical experiments,
O2 soaked 0.15 M aqueous NaOH solution was used as electrolyte. The electrocata-
lyst or working electrode was prepared by ultrasonic dissemination of 1.5 mg of the
CuO/Cu0.76CO2.25O4 material to make a homogeneous solution of 550 µL of deionized
water and 50 µL of nafion solution (5 wt % in ethanol). The 15 µL of this homogeneous
solution was consistently drop projected on a clean GCE (5 mm diameter) trailed by
room temperature drying. The precise electrochemical estimations for glucose measure-
ment were executed by cyclic voltammetry (CV) at a specific scan rate of 10 mVs−1,
amperometric current versus time measurements at 0.6 V versus Ag/AgCl. The com-
plete setup was emulated for glucose measurement in Fig. 2. The second-generation
current conveyor (CCII-) is implemented with the help of two AD844 ICs. The two TAs
are implemented by using IC LM13700 and I-V conversion is obtained with op-amp
IC LM741 and feedback resistance. The reference voltage of 0.6 V is considered. The
measurement setup proves the working feasibility and strengthens the proposed block
architecture for glucose sensing. The glucose has been added in four arms beaker in
steps of 18 mg/dl after a fixed time interval and upto 180 mg/dl, the measurement has
been done. The voltage ranges from 1.19 to 1.67 V has been measured corresponding
to glucose concentration ranges from 18 mg/dl to 180 mg/dl as shown in Table 1. The
linearity performance of prototyped circuit is shown in Fig. 3.

Table 1. Measured output voltage and glucose concentration relation by experimental setup for
glucose sensing.

Sr. Number Glucose Concentration
(mg/dl)

Output Voltage (Volts)

1 18 1.19

2 36 1.31

3 54 1.39

4 72 1.46

5 90 1.52

6 108 1.57

7 126 1.61

8 144 1.64

9 162 1.65

10 180 1.67
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Fig. 2. Experimental setup for glucose concentrationmeasurement with emulated readout circuit.
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Fig. 3. Measured output voltage and glucose concentration relation and linearity performance.

4 Conclusion

This paper presents a novel electronics interface architecture for glucose sensing applica-
tions and measured results by emulated circuit are presented in this paper. The measure-
ment setup is able to detect glucose concentration ranges from 18 mg/dl to 180 mg/dl.
The proposed glucose interface architecture produces a linear range of output voltage
from 1.19 V to 1.67 V for glucose concentration ranges from 18 mg/dl to 180 mg/dl.
The proposed design can also be helpful for detection of other target objects like uric
acid, tear and so on used in electrochemical sensing applications.
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Abstract. The automatic identification of various spatial entities within satellite
imagery is a crucial undertaking for interpreting such images. Numerous research
papers have explored the segregation, identification, and geolocation of objects of
interest, such as airplanes, vehicles, and human elements, within satellite images.
Thedetectionof aircraft fromsatellite imagery is particularly significant for gather-
ing operational intelligence. Detecting aircraft within the environment is achieved
through active remote sensing methods, such as RADAR and LASER. Various
algorithms have been devised and developed specifically for aircraft detection in
satellite imagery. The advent of AI-based techniques has brought about a trans-
formative shift in object detection within remotely sensed images. This paper
proposes a methodology employing a convolutional neural network (CNN) for
the detection of aircraft within satellite imagery. Initially, an image dataset is
generated using QGIS software, which is then partitioned into training and test-
ing datasets. A multi-layered CNN model is employed to train and evaluate the
dataset. Subsequently, the trained CNN is applied to remotely sensed images to
detect the presence of aircraft within the scene. The aircraft detection accuracy
from randomly selected satellite images is reported to be 95%.

1 Introduction

The identification of objects of significance within satellite imagery has emerged as a
crucial research area in remote sensing. Traditional approaches rely on human inter-
preters with specialized training to detect these objects. However, the increasing influx
of high-frequency satellite images has rendered this manual detection process cumber-
some and inefficient. As a result, several algorithms have been proposed to automate the
detection of objects of interest in these images. In recent times [5–9], there has been a
surge in research focused on AI-based algorithms for object detection in remote sensing
images. In this paper, we present a CNN-based method for the detection of aircraft in
satellite images. The implementation and testing of our CNN model have demonstrated
superior performance compared to computationally driven object detection algorithms.

Artificial intelligence offers a significant advantage in the field of Geographic Infor-
mation Systems (GIS) [13] by enabling comprehensive analysis of various aspects using
image data. These images can be obtained either from satellites or aerial vehicles. The
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analysis can encompass a wide range of applications, including environmental impact
analysis, accident analysis, hotspot analysis, telecom and network systems, mapping and
surveying, agricultural applications, navigation, natural resourcemanagement, irrigation
and water management, and defense, with a specific focus on the defense domain.

Various systems, such as RADAR and aerial vehicles, have been widely utilized for
object detection and identification. However, these systems are limited in their range and
can typically detect objectswithin a fewhundred kilometers. To gather information about
a distant plot of land, satellite images are the primary source. Previously, object detection
in images relied on algorithms such as Support Vector Machine (SVM), Histogram of
OrientedGradient (HOG), and Scale Invariant Feature Transformation (SIFT). However,
these algorithms were characterized by slow processing speeds and relatively lower
accuracy. The advent of multi-layer convolutional neural network (CNN) models has
revolutionized object detection in images, enabling highly accurate identification of
objects with improved efficiency.

2 Related work

Extensive research has been conducted on the topic of aircraft detection in satellite
images, with each method presenting its own strengths and weaknesses. The following
research studies highlight some notable findings:

In this study [1, 10, 12], a CNN model is employed to generate edge boxes on high-
resolution satellite images. The analysis focuses on aircraft and oil tank datasets, utilizing
R-CNN, edge boxes, DBN, and HOG SVMmodels. The recall rate achieved for aircraft
detection using R-CNN is 81.66%, while edge boxes DBN achieves a rate of 77.70%.
For oil tank detection, the recall rate using R-CNN is 46.56%, whereas edge boxes DBN
achieves 86.88%. However, the R-CNN model struggles with detecting small objects,
resulting in lower accuracy for oil tank detection. Additionally, this model only provides
bounding boxes without labelling the contents, and training is limited to passenger
aircraft.
In this research [2], aircraft detection is performed using LOCNet-C, SPMK, and UFL
methods. Thefindings indicate that LOCNet-Coutperforms the othermethods in terms of
accuracy.However,while the location of the aircraft is detected, the specific identification
of aircraft types is not provided.
This study [3] focuses on aircraft detection using Faster R-CNN on a dataset comprising
265 images from various airports. The dataset is divided into training and testing sets,
with 10% used for testing. The achieved accuracy is reported to be 53.64%. However,
single object detection is not addressed in this research.
In this research [4, 11], CNN and R-CNN methods are employed, where CNN is used
to detect aircraft and R-CNN is utilized to generate regions. The detection is binary,
indicating the presence or absence of an aircraft. The achieved accuracy for this approach
is reported to be 98.40%.

3 The Experimental Work

Satellite images play a crucial role in safeguarding national security interests, allowing
for surveillance of enemy countries. In this study, extensive exploration within the GIS
domain aims to identifymilitary aircraft in satellite images, particularly duringwarfare or
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other security operations. To achieve this, a multi-layered convolutional neural network
(CNN) model is employed for the detection of both military and civilian aircraft. The
dataset used in this research has been gathered through the utilization of QGIS software,
an open-source tool widely used for geospatial analysis and mapping.

The test dataset was generated using the following procedure. First, the QGIS soft-
ware was installed, followed by the installation of the ‘quickmapservices’ repository,
which allows loading the base map into the QGIS project. Then, in the toolbar, the ‘web’
option was selected, followed by ‘quickmap’. This displayed a list of satellite images
captured by various sensors. An image from any desired company was selected. The air-
port’s location was then browsed, and the ‘new print layout’ option was chosen, opening
a dialogue box. In the dialogue box, ‘add maps’ was clicked, and the area of interest
within the image was selected. The image was saved with the desired pixel size.

The dataset was created using various aircraft images of different shapes and sizes.
Subsequently, the dataset was divided into training and testing sets. The multi-layer
CNN model was then applied to this dataset. The images in the dataset could be either
black and white or color images with an RGB palette. In a computer system, each image
is represented as a matrix of intensity values, with values ranging from 0 to 225.

The steps to build the CNN model are

a. Convolution:Convolution is a fundamental operation in image processing and serves
as a feature extraction method. It involves extracting features from an image by
applying a kernel or filter through a dot product operation. This process allows the
CNN to detect patterns, edges, textures, and other visual features within the image
data. The convolution operation plays a crucial role in enabling the network to learn
and understand the underlying characteristics of the images it analyzes.

Fig. 1. Represents the convolution process
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In a CNN model, the input tensor represents the input image in an array format. The
kernel, also known as a filter or a convolutional filter, is a mathematical matrix that
enables the application of a linear classifier to a non-linear problem. The convolution
operation involves performing a dot product between the kernel and each element of
the input image. This process includes element-wise multiplication of corresponding
elements followed by summation of the results. The resulting value is then placed in
the corresponding location of the feature map. This operation helps extract and identify
important features in the image, as illustrated in Fig. 1.

(1 ∗ 1) + (2 ∗ 0) + (1 ∗ 1) + (2 ∗ 0) + (1 ∗ 0) + (0 ∗ 0) + (1 ∗ 1) + (0 ∗ 0) + (1 ∗ 2)

= 1 + 0 + 1 + 0 + 0 + 0 + 1 + 0 + 2 = 5

Pooling:
Pooling layers are indeed utilized in CNN models to reduce the dimensionality of the
feature map. There are various types of pooling, including Max pooling, Mean pooling,
and Min pooling. In this case, max pooling is being employed as it has been observed to
provide better accuracy compared to other pooling techniques. During max pooling, the
maximum value within the specified pooling region is selected and used as the output. In
the provided example, a 2x2 pooling kernel is used. As illustrated, the maximum value
in the first pooling region is 8, so that value is chosen as the output (Fig. 2).

Fig. 2. Represents the max pooling to an input tensor

c. Flattening layer:
Flattening layers play a crucial role in a CNN model by taking the outputs of the
preceding pooling layers and arranging them into arrays or vectors. These flattened
arrays are then passed as input to the subsequent layers in the network. In Fig. 3, which
represents the flattening layer, the outputs from the pooling layer are reshaped into a
one-dimensional array, allowing for seamless connectivity with the following layers
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in the network. This transformation enables the network to efficiently process and
learn from the extracted features in preparation for further analysis or classification
tasks.

d. Fully connected layer:
In a fully connected layer of a neural network, each neuron is connected to every
neuron in the previous layer. The number of neurons in the fully connected layer
needs to be determined to achieve better accuracy based on the specific task at hand.
In the context of CNNs, the flattened array from the preceding layers serves as the
input to the fully connected layer.

If the desired output is binary (e.g., for binary classification tasks), the sigmoid
function is commonly used as the activation function in the fully connected layer.
The sigmoid function maps the output of each neuron to a value between 0 and 1,
providing a probability-like interpretation for binary classification.

If the output has more than two classes (multiclass classification), the SoftMax
function is typically used as the activation function in the fully connected layer. The
SoftMax function assigns probabilities to each class, ensuring that the sum of the
probabilities for all classes adds up to 1. This allows for the prediction of the most
likely class among the available options.

The choice of activation function in the fully connected layer depends on the
nature of the problem being addressed and the desired output format.

Fig. 3. Represents the fully connected layer

4 Result and Discussion

The implementation of amultilayerCNNhas been successfully employed as a supervised
method to detect both civilian and military aircraft. The CNN model consists of 11
layers, including 4 convolutional layers with varying input shapes (150, 150, 3), 4 max
pooling layers, 1 flattening layer, and 2 fully connected layers for weight assignment
and prediction.
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In the experiment, a dataset was created using the QGIS software. The training
dataset comprised 50 images of civilian aircraft and 50 images of defence aircraft. The
dataset was then split into training and testing sets, with 80% of the data used for training
and 20% for testing. The training was performed with 10 epochs, and an accuracy of
95% was achieved in identifying aircraft objects.

To assess the effectiveness of the training, testing was conducted using the remaining
images, which included a random mixture of civilian and defence aircraft. The predic-
tion outputs accurately predicted and identified the aircraft, as shown in Fig. 4-A. The
model achieved an accuracy of 95% for both the training and testing sets. The training
curve, represented by the blue line, shows a lower accuracy compared to the test curve,
represented by the orange line, as observed from the graph.

In Fig. 4-B, themodel loss is depicted by the blue curve, which represents the training
set, while the orange line represents the test set. It is observed that when there were 20
images used for testing purposes, there was a sudden increase in loss between the 2nd
and 4th epoch values. However, as the training progressed, the loss gradually decreased
and eventually recovered after reaching the 10th epoch value. This indicates that the
model was able to learn and adjust its weights to better fit the training data, resulting in
a reduced loss and improved performance on the test set.

)B)A

Fig. 4. Represents the result of the accuracy and loss model

5 Conclusion

The integration of AI in the GIS defence domain has proved to be highly beneficial, par-
ticularly in the field of image processing. In the specific context of aircraft detection, the
application of CNN to the created dataset has yielded successful results. By employing
a supervised learning approach with an 11-layer CNNmodel, the dataset was effectively
filtered and trained.

TheCNNmodel has demonstrated its capability to accurately detect and classify both
civilian and military aircraft, achieving an impressive accuracy rate of 95%. This indi-
cates the effectiveness of the trained model in accurately identifying and distinguishing
between different types of aircraft.
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By leveraging the power of AI and CNN algorithms, the defence sector can benefit
from improved capabilities in aircraft detection and monitoring, leading to enhanced
situational awareness and security measures. The high accuracy achieved in this study
highlights the potential of AI-based solutions in the GIS defence domain.

The need to accurately locate multiple objects within a single image has led to
advancements beyond the capabilities ofConvolutionalNeuralNetworks (CNNs).While
CNNs are effective in object detection, they do not inherently provide the precise location
of objects within the image. This limitation opens opportunities for further development
and the future scope of research.

To address this, a method called Faster R-CNN (Region-based Convolutional Neural
Network) has been introduced. Faster R-CNN enables the identification of the exact
location of specific objects within an image by creating bounding boxes around each
object of interest.

FasterR-CNNcombines the power ofCNNswith a region proposal network (RPN) to
generate accurate object proposals. TheRPN identifies potential object regionswithin the
image, and then the CNN is employed to classify and refine these proposals, ultimately
determining the exact location of the objects.

By integrating Faster R-CNN into the object detection pipeline, researchers and prac-
titioners can achieve both accurate object detection and precise localization, resulting
in more comprehensive and detailed analysis of images. This approach has immense
potential for various applications, including object recognition, tracking, and scene
understanding, contributing to advancements in the field of computer vision and image
processing.
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Abstract. Physiological closed-loop control systems (PCLCS) provide
reliable and efficient treatment in medical care, but it is crucial to ensure
patient safety when examining the potential advantages. Traditional ani-
mal and clinical studies are resource-intensive and costly, making them
impractical for evaluating PCLCS in every relevant clinical scenario.
Therefore, computational or mathematical models have emerged as an
alternative for assessing PCLCS. Hardware-in-the-loop testing platforms
can provide a more efficient alternative to traditional animal and clini-
cal studies. The platforms utilize computational or mathematical mod-
els to simulate PCLCS, providing a cost-effective and efficient approach
that can minimize errors during the development process. Although var-
ious software simulation platforms can model specific physiological sys-
tems, there is a lack of hardware emulation platforms for PCLCS. In
this demonstration, we present a novel physiological emulation platform
(PEP) using a hardware-in-the-loop method developed to connect a com-
putational model of the patient’s physiology to the actual PCLC device
hardware, enabling real-time testing of the device while incorporating
the hardware components.

Keywords: hardware emulation · test platform · physiological
closed-loop control systems (PCLCS)

1 Introduction and Motivation

Over the last few years, the quality and access to medical care have seen unprece-
dented improvements, stimulating a revived interest in clinical automation and
pushing scientists to develop creative solutions in the domain of physiological
closed-loop control systems (PCLCS). A wide variety of experts are striving to
generate cutting-edge PCLC-based medical devices and setting up an integrated
academic-commercial infrastructure to serve this quickly progressing domain.
Given the potential advantages of PCLCS, such as reliable and efficient treat-
ments and the ability to augment medical assistance, especially in emergencies,
it becomes crucial to prioritize patient safety in evaluating these systems. The
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authors in [5] explored the security threats and attacks and the challenges asso-
ciated with wearable and implantable medical devices (WIMDs) and closed-loop
medical control systems.

Automated closed-loop insulin delivery, also known as the artificial pancreas
system (APS), is a type of PCLCS that incorporates a continuous glucose sensor,
insulin pump, and control algorithm to regulate insulin delivery based on real-
time blood glucose values [3]. A well-functioning APS can provide numerous
benefits to patients; however, a malfunctioning APS can lead to an overdose
or underdose of insulin, putting the patient in danger. A study was conducted
to investigate the safety and design requirements of the APS, focusing on both
individual components and the system as a whole [1]. The US Food and Drug
Administration (FDA) emphasizes the importance of ensuring the safety and
reliability of PCLCS since malfunctioning medical devices can lead to severe
injury or even death [2].

Fig. 1. Overview of our emulation platform showing the connectivity between the dif-
ferent hardware components.

Evaluating the functionality and safety of PCLCS in every relevant clinical
scenario through animal and human trials is not practical due to the complex-
ity of these systems and the potential for various disturbances to affect their
operation. As a result, closed-loop systems in various engineering fields are typ-
ically designed through computational and mathematical modeling to increase
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efficiency, reduce costs, and avoid errors during the development process. This
approach of evaluating PCLCS through a computational or mathematical model
of the patient response can provide a complementary or alternative solution to
traditional animal and clinical studies [2]. The development of hardware-in-the-
loop testing platforms has been driven by the need for a more efficient alternative
to costly and resource-intensive clinical trials. As a result, the focus has been on
systems that impact the most vital organs, such as heart testbeds for the valida-
tion of pacemakers [4] and cardiovascular interventions [9], and robotic surgery
testbeds for MRI-guided biopsy [7]. In recent years, there have been significant
developments in the area of in silico trials for insulin control algorithms aimed at
promoting research on APS [8]. Furthermore, the authors in [10] present a novel
and open-source testbed for APS, which includes realistic controllers, simula-
tions of a broad range of patient profiles, and a simulation of potential adverse
events. Despite the presence of various software simulation platforms that can
model certain physiological systems, there is currently a shortage of hardware
emulation platforms for PCLCS. The creation of such a platform could provide
a vast amount of data that can be further analyzed to enhance the safety and
reliability of PCLCS. The overview of our emulation platform is shown in Fig. 1,
which displays the connectivity between the different hardware components.

In this research demonstration, we present a platform using a hardware-
in-the-loop method that can connect a computational model of the patient’s
physiology to the actual PCLC device hardware, enabling real-time testing of the
device while incorporating the hardware components. The main contributions
are as follows:

1. We develop PEP, a novel hardware emulation platform comprised of all the
major PCLCS components to serve as a reliable tool for testing and optimiz-
ing closed-loop medical control systems.

2. We simulate APS as a case study and demonstrate the emulator’s effectiveness
and functionality, which provides a comprehensive assessment of its ability to
accurately mimic the physiological system’s behavior.

2 Proposed Design

We developed a hardware emulation platform, PEP that consists of four mod-
ules: (1) body; (2) sensor; (3) controller; and (4) actuator. In this section, we
will discuss the implementation details of each module, which collectively sim-
ulate an APS. Figure 2 illustrates the experimental setup of PEP, emphasizing
the individual modules comprising the platform. The modules are based on the
ESP8266 development kit, which features a 32-bit microprocessor using the Ten-
silica Diamond Standard 80 MHZ CPU. It has 17 GPIO pins and supports I2C,
UART, and SPI buses. The ESP8266 also includes built-in wireless capabilities
with a 2.4 GHz antenna, and deep sleep operating features, making it ideal for
IoMT projects. The current system has the capability to emulate three distinct
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patient types: adult, adolescent, and child. Upon startup, the user can select the
desired patient type from a menu screen displayed on an OLED I2C display.
The patient data used for emulation is sourced from an average of 100 in silico
adults, adolescents, and children, as detailed in [6]. It is worth noting that our
system is flexible and can readily support other types of patients as needed.

2.1 Body

The body module replicates essential processes within the human body, such
as blood glucose concentration. To generate glucose signals, a control algo-
rithm based on glucose kinematics differential equations obtained from the
UVA/PADOVA simulator [6] is employed. These signals are transmitted through
a serial bus (UART) to and from the biosensor and controller module. A push-
button is utilized as input through a dedicated receiving GPIO pin to mimic the
effect of a meal. By modifying the biosignals based on inputs from the controller
module, the platform emulates the dynamic behavior of an actual PCLCS.

Fig. 2. Experimental setup of the proposed hardware emulation platform, PEP.
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2.2 Sensor

The sensor module receives input data from the body module via a wired con-
nection. The biosignals captured by the sensor module are then transmitted to
the controller module through Wi-Fi, utilizing a client-server model with HTTP
requests. This wireless transmission enables seamless communication between
the modules, facilitating real-time data exchange. As a backup, the sensor is
also connected to the controller via the UART bus, allowing for both wired and
wireless testing methods.

Fig. 3. PEP with a green led indicating a normal range of the measured glucose value.
(Color figure online)

2.3 Controller

Within the controller module, wireless input data is received from the sensor
module. The controller module uses a control algorithm to calculate the appro-
priate therapy or treatment required. The calculations are based on the glucose
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kinematics differential equations. Once determined, the treatment amount is sent
to the actuator module via Wi-Fi employing a client-server model with HTTP
requests, or through a wired UART bus. The controller module also incorporates
an alert system featuring green and red LEDs. These LEDs indicate normal and
out-of-range glucose values, providing visual feedback to the user.

2.4 Actuator

The actuator module receives wireless input from the controller module and
applies the necessary treatment to the body through wired connections. Based
on the calculated treatment amount, the actuator module administers insulin
or glucagon, aiming to maintain the physiological parameters within the desired
range.

Fig. 4. PEP with a red LED indicating that the measured glucose value is out-of-range.
(Color figure online)



416 S. Mahmud et al.

3 Experimental Results and Discussion

In this section, we present two figures that demonstrate the accuracy of PEP in
indicating normal or out-of-range glucose values. Figure 3 shows a green LED,
indicating that the measured glucose value is within the normal range. Figure 4
displays a red LED to highlight that the measured glucose value is outside the
normal range, specifically, below 70 or above 180.

The PEP offers a versatile foundation for modeling various faults or attacks,
considering the overall system and individual components. The sensor mod-
ule can be configured through precise programming to replicate diverse issues,
including sensor drift or defective acquisition circuits. Additionally, the controller
within the PEP allows for the simulation of various faults or malicious attacks,
such as denial of service (DoS) or communication prevention. By leveraging the
capabilities of the PEP, the actuator can also be effectively modeled to mimic
incorrect treatment scenarios, providing valuable insights into potential vulnera-
bilities or weaknesses in the medical system. This comprehensive fault and attack
modeling capacity enables researchers and developers to conduct in-depth test-
ing and assessment of the system’s robustness and resilience against potential
real-world challenges. Furthermore, the PEP’s adaptability facilitates the exam-
ination of component-specific faults, enabling a granular analysis of individual
modules within the medical system. Researchers can delve into the complex
interplay between various components and evaluate the system’s response to
faults or attacks at different levels, paving the way for precise identification and
resolution of weaknesses.

Overall, the PEP can be an indispensable tool for enhancing the security
and reliability of closed-loop medical control systems, providing an invaluable
testing platform for designing and reinforcing systems against potential faults
and malicious intrusions. Its multifaceted capabilities can be utilized to opti-
mize medical systems, ensuring their resilience and trustworthiness in real-world
scenarios, ultimately contributing to safer and more efficient patient care.

4 Conclusion

In this research demonstration, we introduced the physiological emulation plat-
form, PEP, a versatile hardware emulation platform capable of replicating the
behavior of any physiological system. As a case study, we utilized PEP to sim-
ulate an Artificial Pancreas System (APS), showcasing its ability to effectively
emulate the APS’s functionality. By modeling various physiological responses
and system components, PEP can serve as a valuable tool for assessing the secu-
rity and reliability of PCLCS in different scenarios. Future work will involve
expanding the platform to include modeling and evaluating different types of
faults or attacks targeting individual system modules. This extension will enable
comprehensive security analyses and help designers develop more robust and
secure PCLCS in the evolving landscape of modern healthcare applications.
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