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Abstract. We address the problem of estimating the tradeoff between
the size of the training set and the performance of a KWS when used
to assist the transcription of small collections of historical handwritten
documents. As this application domain is characterized by a lack of data,
and techniques such as transfer learning and data augmentation require
more resources than those that are commonly available in the organiza-
tions holding the collections, we address the problem of getting the best
out of the available data. For this purpose, we reformulate the problem
as that of finding the size of the training set leading to a KWS whose
performance, when used to support the transcription, allows to obtain
the largest reduction of the human efforts to achieve the complete tran-
scription of the collection. The results of a large set of experiments on
three publicly available datasets largely adopted as a benchmark for per-
formance evaluation show that a training set made of 5 to 8 pages is
enough for achieving the largest reduction, independently of the actual
pages included in the training set and the corresponding keyword lists.
They also show that the actual time reduction depends much more on
the keyword list than on the KWS performance.

Keywords: Historical document processing · Keyword spotting ·
Performance evaluation

1 Introduction

The quick advances that the field of Artificial Intelligence (AI) and particularly
Machine Learning (ML) has made in recent years are leading to the develop-
ment and use of a wide variety of tools that enable people to rethink the way
they approach problems in different domains. This new approach enables more
efficient interaction with information, deeper and faster data analysis, and leads
to improvements in decision-making and workflows that are undergoing effective
transformation [2,5].

ML algorithms learn from training data to define a model capable of trans-
forming the input information with the goal of generating an output capable
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of solving a given problem. The learned models, thus, strictly depend on train-
ing data and the success of a model depends on the ability to train with large
amounts of data [19]. However, in some application domains, it is hardly possible
to have large amounts of training data and this can be a strong obstacle to the
profitable use of ML techniques. Techniques such as transfer learning [25], data
augmentation and synthetic data generation [19] try to propose a solution to the
lack of training data by attempting to integrate the original training set with
other datasets that are, in some way, related to the referring domains. However,
the application of these techniques is sometimes not easy to make. In fact, it is
required for a skilled user to be able to adapt and choose the pre-trained models
for the desired application use. In other words, the user who wants to utilise
the system must have the technical skills to integrate transfer learning or data
augmentation solutions to his own process, and he must also be able to choose
the pre-training data domain that most suit the desired solution, provided that
this domain exists and is available.

In this paper, we would like to propose a different view, that in our opinion
fit with the overall context sketched above. We assume that the profitability of
the KWS in supporting the transcription can be evaluated by the ratio between
the amount of human effort required to achieve the complete and error-free
transcription of the collection with and without the support of the system, and
then asked ourselves whether it is better to spend the human efforts mostly for
producing the training set leading to the best performance of the KWS, or rather
to train the KWS on a smaller (than in the previous case) dataset and spending
most of the human efforts required to validate the outputs of the KWS on a
larger (than in the previous case) number of pages. As a case study, we considered
the transcription process of collections of handwritten documents of historical
interest using a KeyWord Spotting system (KWS) as an ML tool to help the
transcription [1]. This application area is of particular interest because the lack
of data is a distinctive feature of this domain; some collections of historical
interest are inherently made up of smallish data, and the stylistic and graphical
features may be specific to the collection and therefore unique. Consequently,
documents drawn up at different times or in different geographical areas can
have extremely different characteristics, even when the content is expressed in
the same language. This implies that the data sets built on particular collections
are poorly able to adapt to the characteristics of collections produced at different
times and locations. Therefore, and particularly for collections of limited size,
the only way left to have data available to build the training set for the KWS
is to manually transcribe part of the collection itself. Also, small collections
are often held at small organizations, such as small museums, local archives
or libraries. While the hardware and human resources required to use modern
ML techniques may not be a problem for large organizations, this may not
be the case for small organizations and archives. Small organizations’ hardware
resources are often limited, and processing large amounts of data can be difficult.
Furthermore, modern image processing techniques based on artificial intelligence
or deep learning technologies sometimes require not only particular and specific
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hardware, but also adequate technical skills, and therefore the presence of highly
qualified and trained personnel to fully exploit the potential of the technologies
used. Therefore, solutions that are simple to apply to small data collections and
that limit their use to only the information available from the collection itself
can be useful, which however allows to simplify and reduce the human efforts
required for achieving the transcription of the entire collection.

The process of transcribing such collections usually involves the manual tran-
scription part of the collection by the user to be used to train the KWS system.
Once such a system is trained, it can be used to support the transcription of
the remaining pages of the collection. In this perspective, and considering that
the output of the KWS must be validated for an error-free transcription, the
performance of the supporting ML system takes a back seat. While it is easy to
imagine that the larger the training set, the better the KWS system performs,
building a large training set comes at a cost, which in our case is represented
by the time the user has to spend transcribing the pages (of the training set)
without a support system. Moreover, expanding the training set, i.e. transcrib-
ing a greater portion of the collection, leaves fewer documents to be transcribed
with the help of the KWS to complete the entire collection, and the fewer the
pages left to be transcribed, the lower the benefits introduced by the KWS on
the time required for the complete transcription.

The results of a large set of experiments, performed on three public historical
documents datasets largely used as benchmarks for performance evaluation and
aimed at evaluating how long it takes to get a correct transcription of the whole
collection as the size of the training set for the KWS system increases, show that
training sets made up of 8 to 10 pages allow achieving the greatest gain in terms
of human efforts, in all the cases and independently of the actual pages composing
the training set. They also show that higher recall rates of the KWS lead to higher
gains in the transcription time, mostly independently of the precision rate.

The remaining of the paper is organized as follows: in Sect. 2 we review the
work proposing either TL or DA to deal with data scarcity in the case of histor-
ical documents, to highlight the reason why they might not be viable in the case
of small collections of documents, while in Sect. 3 we describe the implementa-
tion of the transcription process that has been used for the experiments. The
experimental setting is described in Sect. 4, and the results of the experiments
we have designed and performed are reported in Sect. 5. Eventually, in Sect. 6,
we discuss the experimental findings, draw some preliminary conclusions and
outline future investigations.

2 Releated Works

When it comes to machine learning, one common issue is the lack of available
data to train models. However, there are two potential solutions - transfer learn-
ing (TL) and data augmentation (DA). The approach of TL involves first training
a model on a more general task that contains a vast amount of data. This initial
model can then serve as a starting point for training a second model that aims
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to solve a different task [24]. On the other hand, the DA technique allows for
generating new training data by manipulating the original data through trans-
formations. The goal of DA is to expand and enhance a small set of training
data [19].

These techniques have also been explored in the field of Historical Document
Analysis, which is a difficult domain since historical documents are collections
with specific and particular characteristics and generally can be of small size [12].

Transfer learning is commonly employed in computer vision to take advantage
of the availability of public image datasets. However, applying this approach to
historical records can be challenging due to the distinct nature of such data.
Studer et al. [20] demonstrate that leveraging pre-trained ImageNet networks
can enhance the accuracy of certain historical data analysis tasks. Nevertheless,
this technique might lower the performance of other tasks, such as semantic
segmentation. Despite the diversity of domains, this technique can generally
improve performance [8,9,22] but the need to add a small amount of target data
in learning to obtain a minimum rate of performance is always evident.

One common strategy for augmenting training data involves applying vari-
ous transformations to the original images, such as flipping, rotation, or scaling.
Noise can also be added or data can be purposefully degraded. [6,11,14] Recently,
more advanced techniques have emerged, such as generative methods that gener-
ate entirely new training elements or combine different components (e.g., back-
grounds, text, and images) to produce new documents [4,10,16]. Lately, some
generative networks of the GAN type have been used to generate documents
of a historical type with the aim of obtaining documents reporting a reference
style [13,23].

Both methods have the ability to enhance the efficiency of pre-existing mod-
els, but they require labelled starting datasets to work, even if they are not
extensive. Additionally, the efficiency of transfer learning is affected not only by
the starting pre-training dataset but also by the specific task it is attempting
to address. For example, layout analysis displays more significant performance
enhancements when compared to the gains achievable with handwritten text
recognition. In regards to data augmentation, it is essential to use this technique
with caution since going overboard can lead to the introduction of unwanted
noise and artefacts during training, resulting in a decline in model performance.
This is especially important to keep in mind when the initial dataset size is
small because the small dimension can also limit the effectiveness of augmenta-
tion techniques.

However, both techniques require a minimum amount of labelled real data;
DA needs real instances to apply transformations to or as reference instances
for generation, while TL needs a fine-tuning phase on real data. When, as in
the case of transcription of small handwritten collections using a KWS system,
these data are not available the methods do not avoid the need to prepare such
datasets manually.
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3 The Transcription Process

The human efforts required by the transcription process of a small collection
of handwritten documents of cultural and historical interest can be reduced by
adopting ML tools and technologies, and among them, Keyword Spotting system
(KWS) has shown better performance than handwritten text recognition to deal
with the writing style variations occurring in documents produced at different
times and places. A KWS has the task of finding instances of words of which
it knows a representation, in the pages of the collection to be transcribed. In
the preparation phase (training) of the KWS system, the knowledge base of the
system is built up, which consists of keywords, i.e. words of whom the system
knows both the representation and the correct transcription. The running system
thus aims to retrieve the words whose representations are most similar to those
of the keywords in the entire collection and link the transcription of the keywords
to them. In this way, the system attempts to retrieve words without having to
explicitly recognise the text contained in an image, and this property allows such
systems to adapt to situations with limited data [1].

A user who wishes to use a KWS for transcription intents must create a list
of keywords to be used to support the process. For this purpose, in the absence
of preliminary data, the user must transcribe a part of the collection, which we
call TS (Training Set), and use this as training information to prepare the KWS
system. Once the KWS has been trained, the system can be used to support
the transcription of the remaining part of the collection, which we will call DS
(Data Set). The system’s task is to recover the transcription of the words in the
keyword list that are present in the DS so that the user no longer has to enter
the transcription of these words manually.

Since the aim of the process is to obtain an error-free transcription, a valida-
tion phase of the output of the KWS system on the DS set is required. In other
words, the user must check the system’s output, validate the words correctly
recognised by the KWS, correct the errors made by the system and, finally,
produce a transcription for the words outside the vocabulary (OOV - Out Of
Vocabulary), i.e. for the words that appear only in DS and for which the KWS
system cannot provide a transcription. The validation process of a correct KWS
output must be done by an extremely simple and fast procedure, e.g. a simple
click of the mouse while scrolling through the list of options provided by the
system. It is important that this procedure is faster than the time needed to
transcribe a word manually because in this way the KWS can bring an effec-
tive improvement of the time needed to transcribe the whole collection. Once all
the correct responses have been validated, the user has to provide the correct
transcription for the words that the system did not recognize and for the words
that the system is unable to recognize, i.e. the OOV words. The transcription of
these words must be provided manually.

The process then expects the user to spend a time TTS to transcribe the
words in TS and create the keyword list, and then a time TDS to validate and
correct the system’s output on DS. The use of the KWS system is beneficial for
the transcription process if the sum of the times TTS and TTD is less than the
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time Tm needed for the same user to transcribe the whole collection manually
without the help of a KWS:

TTS + TDS < Tm (1)

At this point, it becomes clear how important the size of the training set
TS is. The larger it is, the more training data is available to prepare the KWS
system. Moreover, by increasing TS the number of OOV words in the DS set
decreases, simply because the cardinality of the keyword list increases. This leads
to the assumption that large TS sets enable the KWS system to perform better
and thus reduce the time TDS . On the other hand, to get a large training set,
the user has to manually transcribe more words, which increases the time TTS .
Since it is the sum of the two times that determines the usefulness of the system,
the size of the set TS turns out to be a parameter with crucial importance.

4 Experimentation Details

4.1 Datasets

Two small datasets composed of handwritten cursive script dating back to the
18th century were considered for the experimentation, namely the George Wash-
ington dataset [17] and the Bentham Collection [18]. Both datasets collect 20
pages of handwritten documents written by a single writer. A third dataset is
considered, the Parzival dataset [7] which is a record consisting of 47 pages by
three writers. These pages were taken from a 13th-century medieval German
manuscript containing the epic poem Parzival by Wolfram von Eschenbach. The
Fig. 1 shows three excerpts from the various datasets and highlights the dif-
ferences in the visual characteristics and writing style of the three collections.
Table 1 reports the size of the three datasets in terms of words contained. The
table shows both the total number of words contained in the collections and the
number of unique words, i.e. the number of different words present. Looking at
the relationship between the number of words in the collection and the number
of pages, we find that the pages of the Bentham collection contain a smaller
number of words, while the Parzival collection is the one with the most words
per page, having almost three times as many words per page as the Bentham
collection.

Table 1. Dataset details.

Dataset Num Pages Num Words Num Unique Words

Washington 20 4819 1187

Bentham 20 3478 1091

Parzival 47 23412 4616
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Fig. 1. Examples of documents from the three collections analysed: (a) Washington;
(b) Bentham; (c) Parzival.

4.2 KWS System

The KWS used during the experiments is based on the PHOCNet [21], which
has been configured to be used in a segmentation-based QbS scenario. First, the
words contained in TS are transcribed manually and the labelled data is used to
train the PHOCnet. During the query time, we extract all unique transcriptions
in TS and use their PHOC representation as a query list. Then, the similarity
between the images from DS and the words in the keyword list is calculated
using the Bray-Curtis dissimilarity [3]. As a performance measure, recall and
precision are calculated on DS by varying the distance acceptance threshold.

4.3 Temporal Gain

Having established the performance indices for the accuracy and recall of the
KWS system, it is possible, given the size in words of the sets TS and DS, to
estimate the time saving that can be achieved in transcribing the entire collection
by using the performance estimation model presented in [15]. The model provides
the percentage time gain G obtainable by using a KWS to transcribe documents
after the validation and correction process that the user has to go through in
order to obtain an error-proof transcription of the entire collection. The temporal
gain can be calculated as:

G = 1 − Tu/Tm (2)

where Tm is the manual transcription time, while Tu is the time taken to com-
plete the transcription using the assistance system. While the time Tm depends
only on the capabilities of the user who is transcribing, Tu also depends on the
performance of the KWS system and therefore on the size of the keyword list.
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In order to assess how the size of TS affects the time needed for transcription,
we calculated the time gain obtainable by letting the number of pages used to
build TS vary. This was done by starting with a single page TS and adding a new
page to it until the entire collection was used as the training set. To generalise
the results obtained, three randomly defined page orders were considered for
each dataset and the results for each of the trials were recorded. Finally, the
results are given by averaging the results of each trial.

5 Results

It is interesting to see how the number of OOV words and in-vocabulary words
varies in the different collections as the pages of TS vary. Figure 2 shows how
the distribution of words changes as the number of training pages increases. It
is interesting to note that the trend of the curves is similar in all cases and that
the number of OOV words tends to be relatively low for a TS which consists
of a page count between 5 and 10. A difference can be seen in the Bentham
dataset, as in this case, the ratio between OOV and in-vocabulary words tends
to decrease less slowly than in the other two datasets. This could mean that the
transcription of the Bentham dataset is more complex due to the larger number
of OOV words.

Figure 3 shows the Precision/Recall curves of the KWS system recorded on
DS when the pages used to define the TS of the different datasets vary. Looking
at the curve plot, it is immediately noticeable that the KWS system, as easily
expected, shows increasingly better performance as the training set dimension is
increased. In fact, the KWS system continues to learn over the entire collection.
However, it should be noted that in all cases, the performance of the network
with very few training pages (less than 5) is always unsatisfactory. However,
when the training set consists of more than 5 pages, the KWS performance seems
to improve as the size of TS increases, but the performance gain is limited. A
slightly different case is that of the Bentham dataset, where the network has
more difficulty learning and more pages are needed in TS to achieve satisfactory
performance. As can be seen from the Table 1, the Bentham is the dataset
where the pages have the least written words, and therefore with the least useful
information per page. It is therefore not surprising that it turns out to be the
dataset on which the KWS has the most difficulty learning.

Finally, Fig. 4 shows the gain in transcription time obtained by varying the
pages of the TS set. Interestingly, all systems achieve the maximum gain with
a TS set consisting of 5 to 8 pages, regardless of the total size of the collection.
It is also interesting that the maximum gain is related to the performance of
the KWS system. The highest gain among the three cases is obtained with the
Parzival dataset, the same dataset where the KWS system could achieve the best
performance. In contrast, the lowest gain was obtained in the Bentham dataset,
where the KWS system performed the worst.
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(a)

(b)

(c)

Fig. 2. Trend of OOV words (on the left) and in-vocabulary words (on the right) as
the number of TS pages vary for the different datasets: (a) Washington; (b) Bentham;
(c) Parzival.

6 Discussion and Conclusion

With this work, we have investigated how the time required to obtain a complete
and error-free transcription of a small collection of handwritten documents using
a KWS system to support the process varies depending on the size of the training
set provided to the KWS.

Taking into account the distinctive features of the collections we are inter-
ested in and the cultural institutions that hold them, we assume that only infor-
mation obtained from the collection itself can be used for training the KWS. In
the absence of data from other datasets, then, training the KWS system requires
manually transcribing a portion of the collection to create the training set. This
process must be done manually by a user and takes some time. Once the train-
ing set is built and the KWS is trained, the user must validate and correct the
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(a) (b)

(c)

Fig. 3. Precision/Recall curve of the KWS system as TS pages vary for the different
datasets: (a) Washington; (b) Bentham; (c) Parzival.

solutions proposed by the system to obtain an error-free transcription of the
entire collection. It follows that the use of the KWS system becomes profitable
when the sum of these times is less than the time required for the same user to
transcribe the same collection, as described in Eq. 1. So the question arises on
whether spending most of the human efforts to provide the KWS with the largest
affordable training set so as to achieve top performance is the best strategy to
achieve the largest reduction of the human efforts required for the complete
transcription.

The experiments performed on the three datasets of different sizes showed
that focusing on the performance of the KWS and trying to maximize it does not
allow the user to achieve the best reduction of the time required for transcription.
From the curves in Fig. 3, it can be seen that the KWS continues to improve
its performance as the amount of training set TS increases. On the other hand,
observing Fig. 4, it can be seen that a TS made up of a few pages is already
enough to obtain the largest user time gain. It is interesting to note that the
maximum time gain was achieved with a TS consisting of a number of pages
between 5 and 8 in all three datasets, regardless of actual pages, the list of
keywords of the training set, the distribution between in-vocabulary and OOV
words, and size of the collection.

It is also clear from the curves of Fig. 4 that the nature of the data set plays
an important role in the achievable gain. The lowest gain was recorded for the
Bentham dataset, which is the smallest collection in terms of the number of
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Fig. 4. The curves show the trend of the time gain obtainable by varying the pages in
TS for the three different datasets considered.

words and has the largest ratio of OOV words to in-vocabulary words. This
collection is the one that would take the least time of the three in the case
of manual transcription, but it is also the collection that requires the user to
consume the most resources in the validation and correction phase of the DS
set due to the low power of the KWS and the high OOV word rate. The other
extreme is the behaviour of the Parzival collection. This, in contrast, is the largest
collection with a low ratio of OOV to in-vocabulary. However, it is interesting
to point out that in both cases the best temporal gain was recorded with a TS
consisting of 8 pages. We can therefore conclude that, although the ability to
train a well-performing KWS is important, it is the nature of the dataset, its size,
the length of the keyword list, and the distribution of the OOV words that affect
performance in terms of transcription time gain. Eventually, the precision-recall
curves in Fig. 3 indicate that the recall rate of the KWS plays a much relevant
role than precision on the actual gain, and therefore KWS is capable of spotting
OOV words may allow for a big leap in performance when used to assist the
transcription of small collections of handwritten historical documents.
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