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Abstract. The accurate classification of bees into pollen-carrying and
pollen-free categories plays a crucial role in various aspects of bee
research and management, avoiding economic losses in the bee-keeping
sector and a reduction in pollinations of ecosystems. Although beekeepers
can identify when pollen-free bees enter other hives and initiate possible
looting, the task involves a lot of resources. In this paper, we propose
a method for classifying images of bees based on their pollen-carrying
status. We present two approaches: the first method utilizes a convolu-
tional neural network (CNN) to classify original RGB images, while the
second method enhances pollen regions in the images using digital image
processing techniques before training the CNN. The results of the clas-
sification metrics demonstrate the effectiveness of both methods, with
the second method achieving higher accuracy values and reduced loss
compared to the first one. Moreover, the image enhancement techniques
employed in the second method, including thresholding, morphological
operations, and circularity ratio calculation, contribute to improved clas-
sification performance. Additionally, we discuss the CNN architecture,
training parameters, and the significance of incorporating deep learning
techniques in bee image analysis. The proposed method exhibits poten-
tial for application across different bee species, and future work may
explore the extension of this approach to detect looting behavior.

Keywords: Convolutional neural networks · Artificial neural
networks · Digital image processing · Bee management

1 Introduction

The honey bee (Apis mellifera L.) is a species native to Africa, western Asia,
and Europe. It was taken to other continents for the production of honey and
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pollination of crops, except in Antarctica, and it is the most used bee for those
activities [1]. Beekeeping in Mexico is present in various agricultural areas of
the country, and has been practiced since pre-Columbian times. Mexico is in
third place of production, behind China and Argentina [13]. In Mexico there
are approximately 44 thousand producers who generate direct and indirect jobs
[13]. In 2013, there was an income of $164.3 million dollars from the production
of honey, generating approximately 2.2 million working days and $24.9 million
dollars for salary payments [13].

The attack on bee colonies by other insects, such as the Asian hornet, or
even their own species, can cause economic losses in the beekeeping sector, and a
reduction in pollination of ecosystems [11]. It is important to monitor the spread
of the species that invade bee colonies in order to plan the actions and activities
that lead to stopping their expansion. Some activities carried out to monitor
invasive species include direct observations of hornets in hives and flowers, as
well as the use of traps such as bottles, funnels, and sticky traps [11]. Although
beekeepers can identify when pollen-depleted bees enter other hives and initiate
possible looting, the task is expensive, both in terms of time and money [17].
With this in mind, technologies to automate these processes have come into
focus in recent years. For instance, recognition of bees has been attempted by
the detection of their buzz from audio recordings [8], detection and tracking in
three dimensions of bees using real-time stereo vision [4], as well for monitoring
the activity of entering and leaving the hive of honey bees [3].

Due to the growing amount of available data, data science and artificial intel-
ligence (AI), particularly machine learning (ML), applications have become much
more frequent. Digital image processing (DIP) and computer vision techniques
jointly with methods of statistical analysis and inference such as regression, have
managed to recognize 98.7% of bees correctly [26]. Some other more powerful
ML methods have also been used for bees-related applications, such as artifi-
cial neural networks (ANNs). ANNs (described in more detail in Sect. 2.2) are
models inspired by the nervous system of living beings, composed as a set of pro-
cessing units called artificial neurons [19], interconnected through connections
called artificial synapses [14]. A specific kind of ANNs particularly useful when
dealing with images are convolutional neural networks (CNNs). This model has
the capacity to imitate the way in which the visual cortex of the brain processes
and recognizes images [10].

In terms of identifying attacks on bees colonies, CNNs have been particularly
applied to classify images of bees into two categories: those which carry pollen
and those which do not, therefore helping in the identification task automatically.
The classification of bees with pollen and without pollen has been carried out
using various approaches, for example shallow and deep CNNs were used to
detect bees carrying pollen using a manually annotated dataset [21].

This work describes the implementation of a CNN to classify images of bees
with pollen and without pollen. Using the dataset from [21], we implement our
own CNN model to classify the images and compare its performance with a
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second model in which the original dataset was enhanced after applying different
DIP techniques, particularly related to mathematical morphology.

This paper is structured as follows. In Sect. 2 we describe the computa-
tional methods employed in this work, particularly mathematical morphology
in Sect. 2.1 and ML in Sect. 2.2, with a particular emphasis on ANNs and CNNs.
In Sect. 3 we present the development process, particularly the data acquisition
and the two separate methods, the first one using just the CNN model, and the
second one using DIP techniques to emphasize aspects to enhance classification
by the model. In Sect. 4 we discuss our results and present our final remarks.
Finally, in Sect. 5 future lines of work are explored.

2 Materials and Methods

2.1 Mathematical Morphology

Mathematical morphology describes a set of tools used to extract components
from an image, which are used to represent and describe the shape of an object
[7]. The analysis of objects is based on set theory, lattice theory, functions, among
others [24]. In mathematical morphology objects in an image are represented by
sets, for example, in a binary image the set of all white pixels is a morphological
description of the original image. Each set in the binary image is a member of a
two-dimensional space Z. In mathematical morphology the so-called structural
elements are used, which are subsets or small images that are used to find prop-
erties of interest in an image [7]. By applying structural elements, features such
as edges, fills, holes, corners, portions, and cracks can be extracted [24]. The
structural elements can be rectangular arrays, but they can also be disc-shaped,
rhombus-shaped, etc. [7].

There are several mathematical morphology operations. One of the most
commonly-known is erosion [7], which can be thought of as a contraction [9].
Given two sets A and B in a space Z, the set A represents the objects of the
image that will be operated by the erosion with the structural element B. The
result is a set made up of the points Z, such that the set B translated by Z, is
included in the set A [7]. Dilation, on the other hand, can be described as an
expansion [9]. The result of the dilation is a set made up of the displacements
Z, such that sets B and A overlap by at least one element [7].

Two other mathematical morphology operations are opening and closing,
processes that manipulate erosion and dilation operations to improve an image
[16]. Opening is a morphological operation used to soften the contour of an
object, break up narrow extensions, and remove thin bulges [7]. In contrast, the
closing operation serves to enhance the smoothness of contour sections, connect
narrow gaps, bridge elongated and thin separations [7], eliminate small holes,
and remove internal bulges [24].

Circularity is one of the approaches to describe image regions, and it is used
to measure the compactness of a region. The ratio of circularity is the ratio
between the area of a region and the area of a circle that has the same perimeter,
where the area of a region is given by the number of pixels in the region and
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the perimeter of a region is the length of its boundary. Therefore, the circularity
ratio Rc is given by:

Rc =
4πA

P 2
,

where A is the area of the region and P is the length of its perimeter. A value
of 1 for Rc corresponds to a circular region, while a value of π

4 , corresponds to
a square. The circularity ratio is a measure that does not change with uniform
scale or orientation changes, such as errors that can occur when resizing and
rotating a digital region [7]. If the perimeter of the surface increases and the
area does not change, then the ratio of circularity decreases; since irregularities
appear on the surface, if the area decreases and the perimeter does not change,
as in the case of an ellipse from a circle, then the circularity ratio also decreases
[25]. Other measures of the region descriptors used are the average and median
intensity levels, the minimum and maximum intensity values, and the number
of pixels with values above and below the average [7].

2.2 Machine Learning

ML is a branch of AI that focuses on constructing models capable of extract-
ing knowledge from data and classify, predict, or make decisions without being
explicitly programmed to do so. It commonly involves the analysis of large
datasets and the extraction of patterns and insights that can be used to improve
future performance. ML techniques can be broadly classified into three cate-
gories: supervised, unsupervised, and reinforcement learning. Supervised learn-
ing algorithms learn from labeled examples, while unsupervised learning algo-
rithms identify patterns and structures in unlabeled data. Deep learning (DL), a
subfield of ML, utilizes ANNs with multiple layers to process and learn complex
patterns from large amounts of data. By linking inputs and outputs through
interconnected layers of artificial neurons, deep learning models are able to
automatically extract hierarchical representations and achieve remarkable per-
formance in tasks such as image recognition, natural language processing, and
speech recognition. DL has made significant progress in solving AI problems,
working with high-dimensional data, and has been applied in various fields such
as science, business, and government, encompassing diverse tasks [12].

Artificial Neural Networks. An ANN is a supervised ML method [15]. It is
a system made up of many simple elements called neurons, which are intercon-
nected to process information and respond dynamically to external stimuli [18].
The structure of ANNs was developed based on known models of the nervous
system and the human brain [14], aiming to emulate their behavior characterized
by learning from experience and acquiring general knowledge from a dataset [6].
A neuron conducts electrical impulses generated by chemical reactions under
specific operating conditions and consists of three parts: 1) dendrites, which
continuously acquire stimuli from several connected neurons; 2) the cell body, or
soma, which processes the information from the dendrites to produce a potential
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activation indicating whether the neuron sends an electrical impulse along its
axon; and 3) the axon, which terminates with branches called synaptic termi-
nals, forming connections that transmit impulses from one neuron’s axon to the
dendrites of other neurons. Since there is no physical contact between the neu-
rons at the synaptic junction, neurotransmitters released in the junction weigh
the transmission from one neuron to another [14].

Convolutional Neural Networks. CNNs were developed in the 1980s but
were forgotten due to their impracticality in real-world applications. They have
since been revived and gained prominence since 2012. CNNs are a type of deep
ANN used for image recognition and computer vision tasks [10]. They mimic the
way the visual cortex of the brain processes and recognizes images [10]. CNNs
process data composed of multiple arrays, such as images composed of three 2D
arrays representing the intensity of the three RGB color channels for each pixel
[12]. A CNN is broadly composed of two stages: the first one extracts features
from an input image, such as gradients, edges, or spots [27], and the second one
classifies the image based on the extracted features [10].

3 Development and Results

In this section we describe the methodology employed from the data acquisition
to the development and analysis of two methods to classify the images of bees
that carry pollen and those that do not: 1) a CNN model trained with the original
images, and 2) a CNN model trained with images enhanced with a set of DIP
techniques.

3.1 Data Acquisition

A set of images of bees that correspond to the species Apis Mellifera was obtained
from [21]; data were originally collected from videos captured at a hive entrance.
The set consists of 714 RGB images, of which 369 images correspond to bees
with pollen and 345 without pollen, measuring 180×300 pixels each. Along with
the dataset, a csv file containing the name of each image and the category to
which it corresponds was also downloaded. A set of these images is shown in
Fig. 1.

Method 1: CNN with Original Images. In the first method, we developed a
CNN to classify images of bees based on whether they are carrying pollen or not.
The images used in the study were in the standard RGB format, represented as
8-bit integers. In this format, the color values range from 0 (darkest color) to 255
(lightest color). To prepare the image data for CNN training, it was necessary
to label each image with the corresponding category from the dataset. Since
the images were not in the same order as the dataset, categorical variables were
used for labeling. Additionally, to ensure compatibility with the CNN model,
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(a) Pollen-carrying bees (b) Pollen-free bees

Fig. 1. Samples of the dataset retrieved from [21] showing 20 images of (a) pollen-
carrying bees, and of (b) pollen-free bees. Notice the amber-colored lumps on the
images on the left.

the color values were scaled to a range between 0 and 1 by dividing each value
by 255.

The dataset was divided into three subsets: training, validation, and test
sets. Random sampling was used to create these subsets, with 64% of the images
assigned to the training set, 16% to the validation set, and 20% for testing the
trained CNN model. The CNN architecture consisted of five convolutional mod-
ules, each using the Rectified Linear Unit (ReLU) activation function. ReLU
was chosen as it allows the preservation of positive values, which helps extract
image features effectively in subsequent convolutional layers, while setting neg-
ative values to zero [2]. This choice was made to avoid the limitations of other
activation functions such as tanh or sigmoid, which would restrict the output
values to a small range [23].

The configuration details of the convolutional modules used in the CNN are
presented in Table 1. These modules play a crucial role in feature extraction
and representation learning, enabling the CNN to capture relevant patterns for
distinguishing pollen-carrying bees from pollen-free ones.

Within each convolutional module, a max pooling layer with a size of 2 × 2
is applied after the convolution layers. This pooling layer reduces the spatial
dimensions of the filtered images by half, effectively downsampling them. The
resulting feature maps are then flattened and connected to a fully connected
layer comprising 32 neurons with linear activation function. Subsequently, the
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Table 1. Configuration of convolution modules.

Module Convolution Layers Kernel Filters

1 5 5 × 5 16

2 3 3 × 3 16

3 3 3 × 3 32

4 3 3 × 3 32

5 2 3 × 3 32

output is passed to a layer consisting of two neurons, responsible for calculating
the probabilities corresponding to each category using the softmax function [5].
The softmax function ensures that the outputs represent the probabilities of the
image belonging to either category. The training of the CNN model involves 65
epochs, a learning rate of 0.005, and a batch size of 18 images. These parameters
were empirically determined to improve performance. The architecture of the
CNN is illustrated in Fig. 2, showcasing the arrangement and connections of its
different layers.

The accuracy and loss values corresponding to the training stage of the model
are shown in Fig. 3a. Initially the accuracy is 0.5065 and the loss is 0.6914. By
epoch 13, the accuracy improves to 0.6600, and the loss decreases to 0.6712,
with a marginal difference between the two. Notably, by epoch 19, the accu-
racy significantly rises to 0.9035 while the loss decreases to 0.2713 compared
to epoch 13, indicating substantial improvement. Remarkably, in epoch 65, the
accuracy reaches its peak close to 1, indicating successful classification of the
training data, while the loss drops to 0.0002. Unsurprisingly, validation shows a
less stable behavior. In Fig. 3b, the accuracy and loss values during the model val-
idation stage are presented. The accuracy and loss are, respectively, 0.5391 and
0.6914. By epoch 13, the accuracy increases to 0.8347, and the loss decreases to
0.6638, with relatively similar values. Notably, by epoch 65, the accuracy reaches
0.9652, while the loss further reduces to 0.2544 compared to epoch 19, indicating
improved accuracy and decreased loss.

Method 2: CNN with Processed Images. In the second method, a DIP
technique is employed to enhance the images with the intention to support and
improve the CNN classification. This technique involves the application of seg-
mentation techniques, morphological operations, and the calculation of circular-
ity ratio to emphasize relevant features in the images (Fig. 4). To initiate the
image enhancement process, a thresholding was proposed for an initial image
segmentation. Manually, a set of pixels representing the pollen regions of the
images was obtained. Using the average values of this set of RGB color sam-
ples the computed average values for the RGB colors are as follows: 178.12 for
red, 151.13 for green, and 120.38 for blue. To achieve a wider range of segmen-
tation for the images, a proposal was made to utilize two thresholds for each
RGB color channel, derived from the calculation of their respective standard
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(a) Training stage. (b) Validation stage.

Fig. 3. Classification metrics in the training and validation stage. Both graphs show
the accuracy values in orange, and loss in blue. The x axis shows the epochs and the
y axis shows the values of the classification metrics. (a) Accuracy and loss values in
the training, (b) accuracy and loss values in the validation of the first method. (Color
figure online)

deviations. The calculated standard deviation values are 27.84 for red, 27.45
for green, and 29.86 for blue. For each RGB color channel, the first threshold,
denoted as T1, is computed as T1 = μC− 2σC, i.e., the average minus two times
its standard deviation, while the second threshold, denoted as T2, is computed
as T2 = μC +2σC, i.e., the average plus two times its standard deviation, where
μ denotes the mean and σ the standard deviation of a sample of RGB values for
a given C channel. This approach was adopted to enable effective segmentation
of multiple pollen regions within the images, as using a single standard deviation
value yielded undersegmentation, and using more than two, oversegmentation of
the pollen bodies. These values are shown in Table 2.

Table 2. Statistical parameters of the RGB values of the pollen samples and the
calculated threshold values.

Color channel Mean Standard Deviation T1 T2

Red 178.12 27.84 122.43 233.80

Green 151.13 27.45 96.21 206.04

Blue 120.38 29.86 60.65 180.11

For all three color channels, the respective segmented image g(x,y) is given
by:

g(x, y) =

{
1, if T1 < f(x, y) < T2

0, if T1 > f(x, y) or f(x, y) > T2

. (1)
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The result of this operation makes it possible to segment those areas with values
similar to those of the mean color of the pollen. When performing the threshold-
ing, it was observed that there are segmented regions in the image that do not
correspond to pollen, particularly the bees’ stripes, since their color is similar
to that of pollen. The second column of Fig. 4a shows the result of a thresh-
olded image of a pollen-carrying bee, and that of Fig. 4b shows the result of a
thresholded image of a pollen-free bee.

To eliminate the areas that do not correspond to the pollen, the morpholog-
ical opening operation was applied, using a circular structural element of radius
6. The result of this operation allows removing the thin areas of the image, such
as the stripes of the bee’s body, and soften the outline of the pollen. Most of
the stripes on the bee’s body were removed, but some still remained. The third
column of Fig. 4a shows the result of opening the image of a pollen-carrying bee,
and that of Fig. 4b shows the result of opening an image of a pollen-free bee.
The pollen area has a nearly circular shape, while the non-pollen regions have a
more elongated and not quite circular shape.

To eliminate the areas which do not correspond to pollen, it was proposed to
calculate the circularity ratio Rc, and thus establish a value to discard those non-
circular areas of the binary images. The value of Rc was determined empirically,
trying to find regions that are somewhat circular. The value set for Rc was 0.6,
therefore regions of the binary image that have Rc greater than 0.6 are kept
in the image, and regions that have Rc less than 0.6 are discarded. The result
of applying this operation makes it possible to remove the areas that are not
circular, such as the fringes of the bee’s body, and to preserve the rounder areas
that correspond to the bee’s pollen. The fourth column of Fig. 4a shows a pollen-
carrying bee, whose areas were not discarded because the Rc value was not less
than 0.6, and the Fig. 4b shows how these zones disappeared for the pollen-free
bee, since the value of Rc was less than 0.6.

To emphasize the images of the bees, the average of the RGB colors that
was calculated from the pollen (Table 2) is used in such a way that the position
(x, y) of the binary image that has a value equal to 1, will have the average value
of the RGB colors of the pollen in the original image (last column of Fig. 4a),
otherwise the color of the original image is preserved (last column of Fig. 4b).
The described process (Fig. 4) was carried out with the entire set of images to
emphasize the pollen on those bees carrying it.

To prepare the image data for the CNN model, the color values are nor-
malized to be between 0 and 1 by dividing them by 255. The dataset is then
divided into three subsets: 64% for training, 16% for validation, and 20% for
testing. These subsets are randomly selected to ensure representative samples.
The CNN architecture used in this method is the same as the one employed in
the first method. It consists of five convolution modules, each utilizing the ReLU
activation function. After the convolution layers, a 2 × 2 max pooling layer is
applied to downsample the images. The filtered images are then flattened and
connected to a layer of 32 fully connected neurons with the linear activation
function. This layer is further connected to a final layer of two neurons using
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(a) Pollen-carrying bee

(b) Non-pollen-carrying bee

Fig. 4. The proposed process for image enhancement and segmentation of bee images,
both for (a) pollen-carrying bees, and (b) pollen-free bees. From left to right, the
original image of a bee, the image after thresholding, which separates the foreground
(pollen-carrying regions) from the background, the image after applying the opening
operation to remove noise and smooth the regions, the image after filtering to remove
areas with circularity below 0.6, refining the pollen-carrying regions, and finally the
enhanced image obtained by combining the binary areas from the filtering step with
the original image, highlighting the pollen-carrying regions. The process effectively
enhances the visibility and segmentation of the pollen-carrying areas in bee images.

the softmax function, which calculates the probabilities of an image correspond-
ing to a bee with or without pollen. The CNN is trained for 50 epochs using a
learning rate of 0.005 and a batch size of 18 images. The CNN architecture is
depicted in Fig. 5. The specific parameters of the CNN were determined through
empirical experimentation.

Figure 6a displays the accuracy and loss values throughout the training phase
of the model. In the initial epoch, the accuracy value is 0.5153, accompanied by
a loss value of 0.6940. By epoch 13, the accuracy increases to 0.7258, and the loss
decreases to 0.6216. Notably, in epoch 18, the accuracy significantly improves
to 0.9188 compared to epoch 13, while the loss decreases to 0.2397. Eventually,
in epoch 50, the model achieves a perfect accuracy of 1, signifying successful
classification of the training data.

With respect to the validation stage (Fig. 6b), initially, the accuracy is 0.5652,
and the loss is 0.6892. A notable improvement is evident by epoch 13, when
accuracy reaches 0.8608 and loss 0.5658. Further progress is observed in epoch
18, with the accuracy climbing to 0.8869 and the loss declining to 0.2051. By
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epoch 50, the accuracy achieves a steady state at 0.9478, accompanied by a
loss value of 0.2204. Overall, the accuracy and loss values indicate a strong
performance.

(a) Training stage. (b) Validation stage.

Fig. 6. Classification metrics in the training and validation stage. Both graphs show
the accuracy values in orange, and loss in blue. The x axis shows the epochs and the y
axis shows the values of the classification metrics. (a) Accuracy and loss values in the
training, (b) accuracy and loss values in the validation of the second method. (Color
figure online)

4 Discussion and Conclusions

This work presents a comprehensive process for effectively classifying images of
pollen-carrying bees and pollen-free bees. Initially, we utilized a dataset collected
from videos captured at a hive entrance [20,21] as the foundation for develop-
ing two distinct methods to classify these bee images. A CNN was created and
trained using images of pollen-carrying and pollen-free bees. Both methods uti-
lized this trained CNN to compare their classification performance and determine
the more effective approach. The classification metrics, including accuracy and
loss, are presented in Table 3.

In the first method, we directly used the original RGB images of pollen-
carrying and pollen-free bees for classification. The CNN yielded promising
results, achieving an accuracy of 0.9230 and a loss value of 0.6861 during the
testing stage.

The second method proposed a novel approach to enhance the identification
of pollen-carrying bee images. The process involved several image enhancement
techniques, including pollen area segmentation using the thresholding technique,
application of morphological operations to eliminate irrelevant areas, and utiliza-
tion of the circularity ratio to refine pollen detection. These emphasized images
were then used to train the CNN. In the testing stage, the second method
demonstrated improved performance, with an accuracy value of 0.9510 and a
reduced loss value of 0.5707. The increased accuracy in the second method can



266 J. E. Pat-Cetina et al.

be attributed to the effectiveness of the DIP techniques in emphasizing pollen
regions and subsequently enhancing the CNN’s ability to correctly identify and
classify them.

Comparing the two methods, we observed that method 1 performed better
for the validation set, while method 2 outperformed it in the test set, increasing
accuracy from 0.9230 to 0.9510 and decreasing loss from 0.6861 to 0.5707. This
suggests that the application of DIP techniques could be highly beneficial in
improving the overall accuracy of CNN models.

Our findings demonstrate the capability of CNNs to effectively classify images
of pollen-carrying and pollen-free bees. Furthermore, by incorporating DIP tech-
niques to emphasize relevant features, such as pollen zones, the accuracy of
the classification process can potentially be significantly enhanced. Overall, this
study provides a solid foundation for future research and opens up opportunities
to advance the field of bee image analysis.

Table 3. Classification metrics of the test stage of the two methods, particularly
accuracy and loss test values.

Method Accuracy Loss Stage

CNN 1 0.002 training

CNN 0.9652 0.2544 validation

CNN 0.9230 0.6861 test

DIP+CNN 1 0.0024 training

DIP+CNN 0.9478 0.2204 validation

DIP+CNN 0.9510 0.5707 test

5 Future Work

Future work in bee image analysis should consider the advantages and disadvan-
tages of using CNNs and DIP techniques. While the proposed method primarily
focuses on honey bees, its applicability can be tested with other bee species, such
as melipona bees. To further enhance the classification performance, improve-
ments can be made to the image enhancement techniques by adjusting param-
eters, including the type and size of structural elements used in operations like
opening. Fine-tuning the CNN’s batch size and training epochs could also lead
to improved classification results.

Although this work employed a CNN for image classification, exploring alter-
native ML methods for feature extraction and classification, such as nearest
neighbor or Bayesian classifiers, presents an intriguing avenue for future research
[22]. Comparing the performance of these alternative methods with the CNN
approach would provide valuable insights into their effectiveness in the context
of bee image classification.
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While the proposed method does not directly address the detection of loot-
ing in bee colonies, the accurate classification of bees into pollen-carrying and
pollen-free categories opens up possibilities for automatic counting. This data
can be utilized in future research to develop methods for looting detection [22].
Investigating correlations between pollen-carrying behavior and other factors
associated with looting could pave the way for identifying and analyzing looting
events.

Future work should focus on expanding the applicability of the proposed
method to other bee species, refining the image enhancement techniques, explor-
ing alternative classification algorithms, and investigating the potential link
between pollen-carrying classification and looting detection. These endeavors
will contribute to advancing the field of bee image analysis and provide valu-
able insights for various research applications. Additionally, addressing concerns
regarding the generalizability of results by incorporating a wider range of bee
species and populations in the dataset is crucial. Furthermore, accounting for
variations in image quality and potential artifacts that may impact classifica-
tion accuracy should be carefully considered. It is important to recognize the
subjectivity inherent in image enhancement techniques and address potential
variations in the enhancement process and their impact on classification results.
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Ecosistemas 27(2), 60–69 (2018). https://doi.org/10.7818/ECOS.1365. https://
revistaecosistemas.net/index.php/ecosistemas/article/view/1365

2. Barrera, G.M., Ordiales, H.: Transferencia de estilo entre audios mediante redes
neuronales. Revista Digital del Departamento de Ingenieŕıa e Investigaciones
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