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Preface

The 2023 International Conference on AI & Mobile Services (AIMS 2023) aimed to
provide an international forum dedicated to exploring different aspects of AI (from tech-
nologies to approaches and algorithms) andmobile services (from business management
to computing systems, algorithms, and applications) and to promoting technological
innovations in research and development of mobile services, including, but not lim-
ited to, wireless & sensor networks, mobile & wearable computing, mobile enterprise &
eCommerce, ubiquitous collaborative& social services,machine-to-machine& Internet-
of-things clouds, cyber-physical integration, and big data analytics for mobility-enabled
services.

AIMS 2023 was a member of the Services Conference Federation (SCF). SCF 2023
had the following 10 collocated service-oriented sister conferences: 2023 International
Conference on Web Services (ICWS 2023), 2023 International Conference on Cloud
Computing (CLOUD 2023), 2023 International Conference on Services Computing
(SCC 2023), 2023 International Conference on Big Data (BigData 2023), 2023 Interna-
tional Conference on AI &Mobile Services (AIMS 2023), 2023World Congress on Ser-
vices (SERVICES 2023), 2023 International Conference on Internet of Things (ICIOT
2023), 2023 International Conference on Cognitive Computing (ICCC 2023), 2023
International Conference on Edge Computing (EDGE 2023), and 2023 International
Conference on Blockchain (ICBC 2023).

This volume presents the accepted papers for AIMS 2023. AIMS 2023’s major
topics included but were not limited to: AI Modeling, AI Analysis, AI & Mobile Appli-
cations, AI Architecture, AI Management, AI Engineering, Mobile backend as a service
(MBaaS), and User experience of AI & mobile services.

We accepted 9 full papers. Each was reviewed and selected by two or three inde-
pendent members of the AIMS 2023 International Program Committee. We are pleased
to thank the authors whose submissions and participation made this conference possi-
ble. We also want to express our thanks to the Program Committee members, for their
dedication in helping to organize the conference and reviewing the submissions. We
appreciate your great contributions as volunteers, authors, and conference participants
in the fast-growing worldwide services innovations community.

September 2023 Yujiu Yang
Xiaohui Wang

Liang-Jie Zhang
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Conference Sponsor – Services Society

The Services Society (S2) is a non-profit professional organization that has been cre-
ated to promote worldwide research and technical collaboration in services innovations
among academia and industrial professionals. Its members are volunteers from industry
and academia with common interests. S2 is registered in the USA as a “501(c) orga-
nization”, which means that it is an American tax-exempt nonprofit organization. S2
collaborates with other professional organizations to sponsor or co-sponsor conferences
and to promote an effective services curriculum in colleges and universities. S2 initiates
and promotes a “Services University” program worldwide to bridge the gap between
industrial needs and university instruction.

The Services Sector has account for 79.5% of the GDP of United States in 2016. The
Services Society has formed 10 Special Interest Groups (SIGs) to support technology
and domain specific professional activities.

• Special Interest Group on Services Computing (SIG-SC)
• Special Interest Group on Big Data (SIG-BD)
• Special Interest Group on Cloud Computing (SIG-CLOUD)
• Special Interest Group on Artificial Intelligence (SIG-AI)
• Special Interest Group on Metaverse (SIG-Metaverse)



About Services Conference Federation (SCF)

As the founding member of the Services Conference Federation (SCF), the first Inter-
national Conference on Web Services (ICWS) was held in June 2003 in Las Vegas,
USA. Meanwhile, the First International Conference on Web Services - Europe 2003
(ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003 was
an extended event of the 2003 International Conference on Web Services (ICWS 2003)
in Europe. In 2004, ICWS-Europe was changed to the European Conference on Web
Services (ECOWS), which was held in Erfurt, Germany. SCF 2019 was held success-
fully on June 25–30, 2019 in San Diego, USA. Affected by COVID-19, SCF 2020 was
successfully held on September 18–20, 2020 over the Internet. SCF 2021 was held vir-
tually over the Internet on December 10–14, 2021. SCF 2022 was successfully held on
December 10–14, 2022, Hawaii, USA. To celebrate its 21st birthday, SCF 2023 was held
in Honolulu, Hawaii, USA.

In the past 20 years, the ICWS community has been expanded fromWeb engineering
innovations to scientific research for the whole services industry. The service delivery
platforms have been expanded tomobile platforms, Internet of Things, cloud computing,
and edge computing. The services ecosystem has gradually been enabled, value added,
and intelligence embedded through enabling technologies such as big data, artificial
intelligence, and cognitive computing. In the coming years, all transactionswithmultiple
parties involved will be transformed to blockchain.

Based on technology trends and best practices in the field, SCF will continue serv-
ing as the conference umbrella’s code name for all services-related conferences. SCF
2023 defined the future of New ABCDE (AI, Blockchain, Cloud, BigData & IOT) as
we enter the 5G for Services Era. The theme of SCF 2023 was Digital Transformation.
SCF 2023’s 10 co-located theme topic conferences all centered around “services”, while
each focused on exploring different themes (web-based services, cloud-based services,
Big Data-based services, services innovation lifecycle, AI-driven ubiquitous services,
blockchain-driven trust service-ecosystems, industry-specific services and applications,
and emerging service-oriented technologies). SCF includes 10 service-oriented confer-
ences: ICWS, CLOUD, SCC, BigData Congress, AIMS, SERVICES, ICIOT, EDGE,
ICCC, and ICBC. The SCF 2023 members are listed as follows:

[1] The 2023 International Conference on Web Services (ICWS 2023, http://icws.
org/) was the flagship theme-topic conference for Web-based services, featuring
Web services modeling, development, publishing, discovery, composition, testing,
adaptation, and delivery, as well as the latest API standards.

[2] The 2023 International Conference on Cloud Computing (CLOUD 2023, http://
thecloudcomputing.org/) was the flagship theme-topic conference for modeling,
developing, publishing, monitoring, managing, and delivering XaaS (everything as
a service) in the context of various types of cloud environments.

http://icws.org/
http://thecloudcomputing.org/
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[3] The 2023 International Conference on Big Data (BigData 2023, http://bigdat
acongress.org/) was the emerging theme-topic conference for the scientific and
engineering innovations of big data.

[4] The 2023 International Conference on Services Computing (SCC 2023, http://the
scc.org/) was the flagship theme-topic conference for services innovation lifecycle
that includes enterprise modeling, business consulting, solution creation, services
orchestration, services optimization, servicesmanagement, servicesmarketing, and
business process integration and management.

[5] The 2023 International Conference on AI & Mobile Services (AIMS 2023, http://
ai1000.org/) was the emerging theme-topic conference for the science and technol-
ogy of artificial intelligence, and the development, publication, discovery, orches-
tration, invocation, testing, delivery, and certification of AI-enabled services and
mobile applications.

[6] The 2023 International Conference on Metaverse (METAVERSE 2023, http://met
averse1000.org/) put its focus on emerging Metaverse technologies and solutions.

[7] The 2023 International Conference onCognitiveComputing (ICCC2023, http://the
cognitivecomputing.org/) put its focus on the Sensing Intelligence (SI) as a Service
(SIaaS) that makes systems listen, speak, see, smell, taste, understand, interact, and
walk in the context of scientific research and engineering solutions.

[8] The 2023 International Conference on Internet of Things (ICIOT 2023, http://
iciot.org/) put its focus on the creation of Internet of Things technologies and
development of IOT services.

[9] The 2023 International Conference onEdgeComputing (EDGE2023, http://theedg
ecomputing.org/) put its focus on the state of the art and practice of edge computing
including but not limited to localized resource sharing, connections with the cloud,
and 5G devices and applications.

[10] The 2023 International Conference on Blockchain (ICBC 2023, http://blockchai
n1000.org/) concentrated on blockchain-based services and enabling technologies.

Some highlights of SCF 2023 are shown below:

– Bigger Platform: The 10 collocated conferences (SCF 2023) received sponsorship
from the Services Society, which is the world-leading not-for-profit organization (501
c(3)) dedicated to the service of more than 30,000 worldwide Services Computing
researchers and practitioners. A bigger platform means bigger opportunities for all
volunteers, authors, and participants. Meanwhile, Springer provided sponsorship to
best paper awards and other professional activities. All the 10 conference proceedings
of SCF 2023 were published by Springer and indexed in ISI Conference Proceedings
Citation Index (included in Web of Science), Engineering Index EI (Compendex
and Inspec databases), DBLP, Google Scholar, IO-Port, MathSciNet, Scopus, and
ZBlMath.

– Brighter Future: While celebrating the 2023 version of ICWS, SCF 2023 high-
lighted the Fourth International Conference on Blockchain (ICBC 2023) to build the
fundamental infrastructure for enabling secure and trusted services ecosystems. It
will also lead our community members to create their own brighter future.

– Better Model: SCF 2023 continued to leverage the invented Conference Blockchain
Model (CBM) to innovate the organizing practices for all the 10 theme conferences.

http://bigdatacongress.org/
http://thescc.org/
http://ai1000.org/
http://metaverse1000.org/
http://thecognitivecomputing.org/
http://iciot.org/
http://theedgecomputing.org/
http://blockchain1000.org/
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Artificial Bee Colony Algorithm Based
on Improved Search Strategy

Sumin Li1, Weiyao Zhang1, Jiatao Hao1, Ruixiang Li1(B), and Juan Chen2

1 School of Information Engineering, Minzu University of China, Beijing 10081, China
{smli,22302039,21011640}@muc.edu.cn, ruixiang0822@163.com
2 China National Software and Service Company Limited, Beijing 10081, China

Abstract. The standard Artificial Bee Colony (ABC) algorithm exhibits slow
convergence speed and a tendency to get trapped in local optima under certain
circumstances. To overcome these limitations, researchers have proposed a new
ABCalgorithm (GABC) by using amodified search strategy.During the process of
searching for solutions, theGABCalgorithm incorporates some randomly selected
individuals and the global best individual. However, the GABC algorithm still has
drawbacks such as low search accuracy and slowconvergence speed. In response to
these issues, an improved artificial bee colony algorithm (IABC) is proposed in this
paper. The IABCalgorithm introduces a dynamic inertiaweight factor based on the
GABC algorithm. A set of standard test functions are used to test the optimization
of the improved artificial bee colony algorithm. Experimental results demonstrate
that the proposed algorithm outperforms both the standard ABC algorithm and
the GABC algorithm in terms of search accuracy and convergence speed.

Keywords: Artificial bee colony · the global best individual · dynamic inertia
weight factor

1 Introduction

The Artificial Bee Colony (ABC) algorithm was introduced by Karaboga in 2005 as a
novel optimization algorithm based on the foraging behavior of honeybees. Its purpose
was to solve multi-variable function optimization problems [1]. In 2014, Zhang pro-
posed an improved version of the standard ABC algorithm to address its shortcomings
such as slow convergence speed and premature convergence. The improved algorithm
utilizes a random dynamic local search operator to perform local search on the current
best food source, thereby accelerating the convergence speed. Additionally, a selection
probability based on sorting is employed instead of relying solely on fitness to maintain
population diversity and avoid premature convergence [2]. In 2015, Pan et al. proposed
a new ABC algorithm (GABC) by using a modified search strategy inspired by a parti-
cle update model designed for Particle Swarm Optimization (PSO) by Mahmoodabadi
et al. in 2014. Experimental results demonstrated that this improvement enhances the
exploration capability of the ABC algorithm [3]. In 2018, Jin et al. drew inspiration
from the Multi-Elite Artificial Bee Colony Optimization algorithm and introduced elite

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Y. Yang et al. (Eds.): AIMS 2023, LNCS 14202, pp. 3–14, 2023.
https://doi.org/10.1007/978-3-031-45140-9_1
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4 S. Li et al.

individuals and the global best individual in the bee colony to enhance the exploration of
global optimal solutions [4]. In the same year, Chen et al. applied a tournament selection
strategy to replace the original roulette wheel selection method to improve the issue
of premature convergence. They also changed the replacement method for unchanged
individuals, introducing a proportional replacement of individuals with the same optimal
value. This approach preserves the current best solution while also having the ability
to escape local optima [5]. In 2021, Su utilized a group collaboration mechanism in
the ABC algorithm. During the employee bee phase, a large-step neighborhood search
strategy was employed to enhance the exploration capability of the solution space. In the
onlooker bee phase, a small-step neighborhood search strategy was used to improve the
convergence accuracy of the solutions [6]. Wang et al. proposed an improved ABC algo-
rithm in 2021 by enhancing the generation method of initial solutions and modifying the
operations of three types of bees. Thesemodifications aimed to enhance the optimization
ability and robustness of the algorithm, as well as address the problem of getting trapped
in local optima [7]. In 2022, Zhang et al. addressed the issue of poor stability in the
ABC algorithm by introducing a chaotic initialization strategy. They applied a dynamic
hybrid search strategy during the employee bee and onlooker bee phases to improve the
algorithm’s search traversal. Additionally, they incorporated elite solution information
during the onlooker bee phase to balance global exploration and local exploitation capa-
bilities [8]. Ren et al. combined the crossover mechanismwith the global optimal-guided
ABC algorithm to enhance the colony’s exploration capability. They introduced the con-
cept of sensitivity in the onlooker bee selection strategy to increase population diversity
and avoid local optima [9]. Wang et al. replaced the onlooker bee search scheme with
a probability-based reverse learning during the onlooker bee phase of the ABC algo-
rithm. This modification effectively improved the optimization speed and convergence
accuracy of the algorithm [10].

To overcome the issues of low search accuracy and slow convergence speed in the
GABC, this paper proposes an Improved Artificial Bee Colony algorithm (IABC) based
on the modified search strategy introduced in reference [3]. The IABC algorithm incor-
porates a dynamic inertia weight factor to enhance both global and local search capabil-
ities. Furthermore, new search strategies are employed in the employed bee phase and
onlooker bee phase to improve the algorithm’s search performance. The proposed algo-
rithm is comparedwith the standardABCalgorithm and theGABCalgorithmusing eight
standard test functions, and its search performance is validated through experiments.

2 Artificial Bee Colony

The principle of the ABC is inspired by the foraging behavior of honeybees. During
foraging, they first send out some bees to explore the surrounding environment and
search for new food sources. After a bee finds a food source, it communicates the
information to other bees, who then join in collecting the food. Throughout this process,
bees continuously update their positions to achieve optimal foraging efficiency.

In the ABC algorithm, the search space is considered as a beehive, with numerous
bees representing potential solutions. Each bee’s position corresponds to the variable
values of a solution. The algorithm consists of three types of bees: employed bees,
onlooker bees, and scout bees.
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Employed bees: Employed bees are responsible for searching for new solutions
around their current positions. Each employed bee randomly selects a new position near
its current position and calculates corresponding fitness value. If the fitness value of the
new position is better than the current position, the bee updates its position to the new
position.

Onlooker bees: Onlooker bees select employed bees to follow based on a roulette
wheel selection rule. They then search for new solutions around the chosen employed
bee’s position and calculate their fitness value. The onlooker bees greedily choose the
best solution and replace their own position if it is superior.

Scout bees: If a bee fails to find a better solution within a specified threshold, indicat-
ing it may be trapped in a local optimum, it becomes a scout bee. Scout bees randomly
fly to new positions and calculate their fitness value to explore alternative solutions.

In the ABC algorithm, the bees’ positions represent variable values of potential
solutions, and their fitness values represent the quality of those solutions. The goal of
the ABC algorithm is to continuously update the bees’ positions to search for the global
optimal solution.

The basic process of the ABC algorithm is as follows:
Initialization: Randomly generate a set of initial solutions known as the bee

population. Each bee represents a solution xid , which can be expressd as:

xid = Ld + rand(0, 1)(Ud − Ld ) (1)

where xid is the component of the i-th solution in the d -th dimension, i ∈ {1, 2, . . . , SN },
SN is the number of bees, Ud and Ld represent the upper and lower bounds of the d -th
dimension in the feasible solution space, respectively. rand(0, 1) is a random number
between 0 and 1.

Employed Bees Phase: Each employed bee explores the neighborhood of its current
solution. They search for new solutions within the vicinity of their current solution using
Eq. (2) based on the quality evaluation of the current solution.

xnewid = xid + α × ϕ
(
xid − xjd

)
(2)

where d is the dimension of the current position, xnewid is the new solution searched,
j ∈ {1, 2, . . . , SN }, j �= i, which means a bee not equal to i is randomly selected
among SN bees, ϕ is a random number uniformly distributed between −1 and 1, which
determines the perturbation degree, and α is the acceleration coefficient (typically set to
1).

Onlooker Bees Phase: Bees exchange information among themselves. Then, based
on Eq. (3), the onlooker bees calculate the selection probabilities to determine the
probability of following each employed bee.

pi = fiti
∑SN

i=1 fiti
(3)

The onlooker bees choose employed bees to follow based on the selection probabil-
ities pi and generate new solutions in the vicinity of the employed bees using Eq. (2).
The fitness values of the new solutions are evaluated, and the onlooker bees select the
better solution based on a greedy strategy.
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Scout Bees Phase: This phase determines if there are any solutions that need to be
abandoned. If such solutions exist, a random replacement solution is generated using
Eq. (1). This step enhances the global search capability of the algorithm.

Termination Criteria: Steps 2 to 4 are iteratively executed until a termination criterion
is met, such as reaching the maximum number of iterations or finding a satisfactory
solution.

The artificial bee colony algorithm can be used to solve various optimization prob-
lems in different fields, such as signal, image, and video processing, topology optimiza-
tion, and artificial intelligence. Some of the real-world application scenarios for the
artificial bee colony algorithm are:

Image segmentation: The artificial bee colony algorithm can be used to partition an
image intomeaningful regions based on some criteria, such as color, intensity, or texture.

Feature selection: The artificial bee colony algorithm can be used to select a subset
of features from a large set of features that are relevant for a specific task, such as
classification or clustering.

Path planning: The artificial bee colony algorithm can be used to find the optimal or
near-optimal path for a robot or a vehicle to move from one location to another while
avoiding obstacles and minimizing the cost.

3 Improved Artificial Bee Colony

The ABC algorithm is a swarm intelligence algorithm that has many advantages. How-
ever, one of its drawbacks is that each bee selects the optimal solution based on Eq. (2),
which relies on the quality of the surrounding bees. This can result in slow convergence
and susceptibility to local optima. To effectively tackle the aforementioned problems,
Pan et al. introduced an enhanced ABC algorithm called GABC. This algorithm incor-
porates a new search strategy that includes a combination of randomly selected indi-
viduals and the global best individual to enhance the algorithm’s exploration capability
and accelerate convergence speed. The improved search strategy proposed by Pan is as
follows:

xnewid = gbest d + φid · (
2 · gbest d − xid − xjd

)
(4)

whered is the dimensionof the current position, xnewid is the newsolution searched, gbest d
is the global optimum. xid is the component of the i solution in the d -th dimension, φid
is a random number uniformly distributed between -1 and 1.

The difference between Eq. (4) and Eq. (2) lies in using the weighted average of
three positions to update the velocity, instead of only considering the current position
and a randomposition. Thismodificationmay lead to faster convergence of the algorithm
by increasing the diversity in the search space. However, it may also result in unstable
convergence performance since using three positions to update the velocity can cause
the bees to jump too far in the search space, making it difficult to converge stably to the
optimal solution. The algorithm should focus on the bees’ global search capability in
the early stages of the search and shift towards their local search capability in the later
stages. Therefore, the parameters of the particle swarm algorithm should not remain
fixed, and the inertia weight factor should vary with the number of iterations.
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It can be observed that the mentioned equation does not incorporate any dynamic
adjustment of the inertiaweight factor. To further improve the development efficiency and
search capability of the algorithm, and to prevent it from getting trapped in local optima,
this paper proposes an improvedArtificial BeeColony algorithm (IABC). This algorithm
introduces a dynamic inertia weight factor into the search strategy of GABC, where the
value of the inertia weight factor can affect the global and local search capabilities of the
algorithm. Shi proposed a linearly decreasing inertia weight particle swarm algorithm in
reference [11], where the inertia weight gradually decreases as the number of iterations
increases. The paper linearly decreases the inertia weight from 0.9 to 0.4, resulting in
significant improvement in algorithm performance. This approach allows the particle
swarm algorithm to have better global search capability in the early stages and better
local search capability in the later stages. The inertia weight is adjusted according to the
following equation.

ω = ωmax − ωmax − ωmin

T
× t (5)

where ωmax、ωmin is the maximum and minimum values within a range, respectively,
T is the maximum number of iterations, and t is the current number of iterations.

Inspired by the literature [3] and literature [11], a new search strategy is designed in
this paper as follows.

Building upon the insights from references [3] and [11], this paper proposes a novel
search strategy as follows.

During the employed bee phase, the search strategy is enhanced as follows:

xnewid = gbest d + ω · φid · (
2 · gbest d − xid − xjd

)
(6)

During the onlooker bee phase, the search strategy is improved as follows:

xnewid = ω · gbest d + φid · (
2 · gbest d − xid − xjd

)
(7)

In the initial stages of the algorithm, a larger value of ω is used, and it is dynamically
adjusted linearly during the iteration process to gradually decrease its value. This ensures
that the bees explore the solution space quickly with larger steps in the early iterations. In
the later stages of the algorithm, a smaller value of ω is used to converge more precisely
to the global optimum. This approach balances the convergence speed and accuracy
while increasing the algorithm’s robustness and flexibility.

The implementation steps for the improved algorithm are as follows:

Step 1: Initialize the population of solutions based on Eq. (1).
Step 2: Calculate the fitness value for each bee in the population.
Step 3: Repeat the following steps until the termination condition is met:
Step 4: Employed bees generate new solutions based on Eq. (6), calculate their fitness
values, and select the solution based on a greedy strategy. If it is a better solution, replace
the previous solution.
Step 5: Calculate the probabilities of employed bees being followed based on Eq. (3).
Step 6: Onlooker bees select employed bees to follow using the roulette wheel selection
rule. They search for new solutions near the selected bee based on Eq. (7), calculate the
fitness value of the new solution, and choose the solution based on a greedy strategy. If
it is a better solution, replace the previous solution.
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Step 7: If a bee fails to find a better solution within a certain threshold, it is abandoned.
Scout bees then search for better solutions based on Eq. (1).
Step 8: Record the best solution until the final condition is met and output the best
solution.

These steps outline the process of the improved algorithm, which incorporates a
dynamic inertia weight factor and a modified search strategy to enhance its convergence
speed and search capability, while addressing the limitations of the original Artificial
Bee Colony algorithm.

4 Experiment

4.1 Test Functions

To validate the effectiveness of the ABC algorithm, the experiment used eight standard
test functions defined in reference [12] as fitness functions for optimization testing. These
eight functions encompass four basic characteristics: unimodal separable, unimodal non-
separable,multimodal separable, andmultimodal non-separable.The expressions, search
ranges, and theoretical optimum values for each function are shown in Table 1. Among
them, f1, f5, and f6 have unimodal separable properties, f2, f3, and f4 have unimodal
non-separable properties, f7 has multimodal separable properties, and f8 has multimodal
non-separable properties.

4.2 Test Functions Algorithm Accuracy Comparison

This study conducted simulation experiments using MATLAB 2016b environment. In
this experiment, the proposed IABC was compared with the standard ABC algorithm
and the GABC algorithm. The dimensions were set to 30 and 50, respectively. The
population size of bees was set to 50, the maximum iteration count was 1000, and the
threshold for determining the number of times trapped in local optima was set to 100.
The results were obtained as the average of 10 experiments, and the average fitness
values of the functions were recorded for 10 trials. The experimental result data can be
found in Table 2 and Table 3.

According to the data in Table 2, for the 30-dimensional experiments, the IABC
algorithm outperformed both the standard ABC algorithm and the GABC algorithm in
all tested functions except for f5. In function f5, both the GABC and IABC algorithms
achieved the same result by finding the global optimum. The standard ABC algorithm
failed to find the global optimum in all tested functions, while the GABC algorithm only
found the global optimum in function f5. On the other hand, the IABC algorithm found
the global optimum in functions f1, f2, and f5.

As the dimension increases, the amount of data to be processed in each iteration
also increases, and the information about the global optimum becomes more complex,
making the optimization process more challenging. According to the data in Table 3,
with increasing dimensions, the IABC algorithm still outperforms the standard ABC
and GABC algorithms in all functions. Additionally, the convergence accuracy of the
standard ABC and GABC algorithms decreases significantly, while the IABC algorithm
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Table 1. Test function.

Functions Domain Global optimum

f1(x) =
D∑

i=1
x2i

[−100, 100] 0

f2(x) =
D∑

i=1

(
i∑

j=1
xj

)2 [−100, 100] 0

f3(x) = max
i

(|xi|1 ≤ i ≤ D) [−100, 100] 0

f4(x) =
D−1∑

i=1

[
100

(
xi+1 − x2i

)2 + (xi − 1)2
] [−30, 30] 0

f5(x) =
D∑

i=1
(xi + 0.5)2

[−100, 100] 0

f6(x) =
D∑

i=1
ix4i + rand[0, 1) [−1.28, 1.28] 0

f7(x) =
D∑

i=1

[
x2i − 10cos(2πxi) + 10

] [−5.12, 5.12] 0

f8(x) = −20 · exp
(

−0.2 ·
√

1
D

D∑

i=1
x2i

)

−exp

(
1
D

D∑

i=1
cos(2πxi)

)

+ 20 + e

[−32, 32] 0

Table 2. Test results when dimension 30.

Functions ABC GABC IABC

f1 3.86E + 03 1.95E-35 0

f2 4.28E + 04 4.91E-02 0

f3 4.57E-01 6.73E + 01 1.09E-215

f4 1.01E + 07 6.84E + 01 2.79E + 01

f5 4.90 E + 03 0 0

f6 3.97E + 00 6.28E-03 1.56E-05

f7 2.69E + 02 1.09E + 02 3.46E + 01

f8 1.26E + 01 3.97E-10 4.44E-15

maintains a relatively high level of optimization accuracy. For functions f1, f2, and f5,
the IABC algorithm can still converge to the global optimum fitness. The experimental
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Table 3. Test results when dimension 50.

Functions ABC GABC IABC

f1 3.11E + 04 1.80E-18 0

f2 7.21E + 04 5.91E + 03 0

f3 8.36E + 01 8.41E + 01 4.45E-86

f4 1.36E + 08 9.13E + 01 4.76E + 01

f5 3.41E + 04 1 0

f6 8.46E + 01 1.36E-02 5.50E-05

f7 5.37E + 02 2.43E + 02 1.98E + 02

f8 1.87E + 01 1.37E + 00 4.44E-15

results demonstrate that the IABC algorithm has clear advantages over the standard ABC
and GABC algorithms in high-dimensional optimization problems.

Based on the experimental data, the IABC algorithm shows generally favorable opti-
mization performance for functions with the four basic properties. Moreover, regardless
of low or high dimensions, the proposed algorithm achieves higher search accuracy
compared to the other two algorithms.

Fig. 1. The convergence of ABC, GABC and IABC on function f1 when D = 30
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4.3 Convergence Rate Comparison

To visually illustrate the search performance and convergence speed of the proposed
algorithm, partial optimization curves are selected for several test functions. Figures 1,
2, 3, and 4 show the variations of the optimal function values with the number of search
iterations for the functions f1, f2, f7 and f8 under the standard ABC, GABC, and IABC
algorithms. These four test functions represent different basic properties, where f1 repre-
sents unimodal separable properties, f2 represents unimodal non-separable properties, f7
represents multimodal separable properties and f8 represents multimodal non-separable
properties. Figures 1 and 2 depict the convergence curves for a dimension of 30, while
Figs. 3 and 4 represent the convergence curves for a dimension of 50.

Fig. 2. The convergence of ABC, GABC and IABC on function f2 when D = 30

From Fig. 1, it can be observed that when dealing with a unimodal separable func-
tion f1, the proposed algorithm does not exhibit a significant advantage in terms of speed
compared to the GABC algorithm, which also demonstrates fast convergence and accu-
racy. However, Fig. 2 reveals a significant improvement in convergence speed for the
proposed algorithm when dealing with the unimodal non-separable function f2.
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Figures 3 and 4 demonstrate that when facing complex multimodal functions, the
proposed algorithm shows significant improvements in both optimization accuracy and
convergence speed. It achieves fast optimization while ensuring high accuracy. Overall,
the optimal function value curves of the IABC algorithm are steeper compared to the
standard ABC and GABC algorithms, indicating better search results and a noticeable
improvement. The IABC algorithm consistently discovers better solutions at a faster
rate.

Fig. 3. The convergence of ABC, GABC and IABC on function f7 when D = 50

In summary, the IABC algorithm exhibits higher optimization efficiency and better
exploratory capabilities. It demonstrates good convergence performance and the ability
to find more accurate solutions for both unimodal and multimodal test functions.
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Fig. 4. The convergence of ABC, GABC and IABC on function f8 when D = 50

5 Conclusion

This paper proposes an improved ABC algorithm (IABC) that introduces a dynamic
inertia weight factor based on GABC. Additionally, new search strategies are employed
in both the employed bee phase and the onlooker bee phase to replace the original search
strategy. Experimental results demonstrate that the introduction of the dynamic inertia
weight factor effectively enhances the algorithm’s global search capability, preventing
it from getting trapped in local optima. The improved ABC algorithm significantly
accelerates the convergence speed and achieves convergence values that are closer to the
global optimal values of the test functions.

Acknowledgements. This work was supported by the National Natural Science Foundation
of China under Grant 62176273 and by National first-class undergraduate major in software
engineering.
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Abstract. Voice communication is a common mode of communication, and with
the accelerated lifestyle, the incidence of voice disorders has increased. Currently,
the classification and evaluation of pathological voice rely mainly on clinicians’
subjective hearing perception of the voice, which is influenced by subjective fac-
tors in the process of classification and evaluation. Therefore, this paper designs a
multidimensional feature vector (57 dimensions) for the voice signal by extracting
MFCC, F0, jitter, shimmer, and HNR parameters of vowel a/i. The feature vec-
tor is processed through principal component analysis (PCA) and support vector
machine (SVM) classifiers, and the classification evaluation algorithm is investi-
gated by downscaling and dimensioning the original feature matrix. The experi-
mental study is conducted on different types of pathological and normal voice data
collected from the clinic. The results of the experiment indicate that the model in
this paper has good recognition ability for pathological voice. The classification
accuracy of normal and pathological voice reached 91.96%, and the classification
accuracy ofmild and severe abnormal voice reached 82.74%.These results demon-
strate the effectiveness of the automatic classification and evaluation algorithm for
pathological voice proposed in this paper.

Keywords: voice disorders · pathological voice recognition and classification ·
voice signal features · support vector machine

1 Introduction

The human voice is a crucial tool for interpersonal communication, social interaction,
and information exchange in daily life. The quality of one’s voice can directly impact
their ability to express themselves verbally. Consequently, voice disorders can signifi-
cantly decrease people’s quality of life and productivity, affecting their communication
skills and daily tasks’ performance. Unfortunately, the prevalence of voice disorders is
continuously increasing due to expanding human social interaction activities and chang-
ing lifestyles. Research suggests that between 3% and 9% of the world’s population will
have varying degrees of voice disorders or symptoms. Voice disorders can result from
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various factors, including vocal abuse, neurological disorders, and laryngeal cancer. Tra-
ditional methods for detecting voice disorders rely on invasive examinations of patients
with testing equipment, such as electronic laryngoscopes and laryngeal electromyogra-
phy. These methods require high levels of clinical experience and subjective judgment,
making early diagnoses difficult, costly, and sometimes delaying treatment time. Conse-
quently, researchers are increasingly interested in early detection and treatment of voice
disorders [1]. Studies have shown that when the voice is diseased, the acoustic signals
of the normal and pathological voice show deviations in acoustic parameters. Therefore,
researchers can extract acoustic features that effectively distinguish between normal and
pathological voices by collecting voice signals from patients with voice diseases. This
enables objective assessment of voice quality using machine learning methods, which
can help avoid secondary injuries that laryngoscopymay bring to patients’ larynx, reduce
patients’ pain and medical costs, and serve as an effective diagnostic tool for doctors to
diagnose voice diseases.

The application of artificial intelligence in any field requires robust databases. The
quality of data in a pathological voice database directly impacts the accuracy of classi-
fication experiments. Currently, researchers mainly use three databases to study voice
disease recognition: theMEEI database (Massachusetts Eye and Ear Infirmary), the Ger-
man Saarbruecken Voice Database (SVD), and the Arabic Voice Pathology Database
(AVPD). The MEEI database is a commercial database developed by the Massachusetts
Eye and Ear Infirmary voice and speech laboratory. It contains 53 normal and 657 patho-
logical continuous vowel /a/ voice samples. The MEEI database was the earliest dataset
established in the field of pathological voice detection and classification research, and it
remains the most widely used and recognized dataset. However, the MEEI database has
different sampling environments and frequencies for normal and pathological voice sam-
ples, which can lead to unbalanced voice sample data [2]. The SVD database is a freely
downloadable German dataset recorded by the School of Speech at Saarland University.
It includes more than 2,000 normal and pathological continuous vowel sounds /a/, /i/,
and /u/ voice samples. The AVPD database is an Arabic dataset established by King
Saud University according to a standardized recording protocol. The AVPD database
avoids the problems of theMEEI database and collects 188 normal and 178 pathological
continuous vowels /a/, /i/, and /u/ voice samples [3].

Studies have shown that measurements of amplitude and frequency perturbations in
the voices of African American adult males and white adult males differ [4]. Factors
such as race and geography can impact individual voice characteristics. To accurately
reflect the voice characteristics of the target group, we believe it’s necessary to collect
voice samples from the target group to build a database. This will help us find an accurate
and reliable automated diagnostic solution for voice disorders. Furthermore, our current
study shows that most experimental results were based on small sample data sets of tens
or hundreds, and results on different data sets showed some differences. Most studies
focus on dichotomous experiments to distinguish normal and pathological voices, and
multiple classifications for pathological voices need further exploration.

In this paper, we explore automatic detection and classification of voice lesions using
acoustic features such asMel FrequencyCepstralCoefficient (MFCC), Fundamental Fre-
quency (F0), Jitter, Shimmer and Harmonics-to-Noise ratio (HNR), along with machine
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learning methods, on a self-built clinical dataset. Our contributions are four-fold: (1)
We established a large-scale Chinese pathological voice dataset, comprising more than
2000 cases of vocal cord paralysis, vocal cord cyst, vocal cord polyp, tumor, and other
common pathological voice types, as well as normal voice samples of the /a/ and /i/
sounds. (2) By using a combination of features and SVM classifier, and optimizing the
parameters with grid search, we developed an accurate and robust automatic classifi-
cation and evaluation algorithm for pathological voices, with promising prospects for
auxiliary diagnosis. (3) We conducted comparative experiments on the voice samples
of continuous vowels /a/ and /i/ separately, and found that continuous vowel /a/ outper-
formed continuous vowel /i/ in this method. (4) We explored pathological classification
by first identifying four common pathological voices: vocal cord paralysis, vocal cord
cyst, vocal cord polyp, and tumor, and then dividing all pathological voices into mildly
abnormal and severely abnormal, for a binary classification experiment. The experiment
resulted in good classification performance in distinguishing between mildly abnormal
and severely abnormal pathological voices.

2 Related Work

The identification and classification of pathological voices remains a challenging area
in speech detection research. In recent years, researchers have focused on using various
methods and techniques to detect voice disorders, exploring numerous feature param-
eters and recognition machines with strong classification ability. Commonly extracted
features include entropy, energy, mel frequency cepstrum coefficient, cepstrum domain,
frequency, sub-noise ratio, short-term cepstrum parameters, normalized noise energy,
and more [5]. Following feature extraction, the classification task is performed using
various machine learning methods, including K-means clustering, decision trees, Gaus-
sian mixture models, support vector machines, and more [6]. However, most studies
have been limited to distinguishing between normal and pathological voices, neglect-
ing the identification of different pathological voices, and experiments have often been
conducted on small sample datasets.

[7] utilized the inverse filtering method to extract voice gate signal parameters,
selecting 34 normal voice samples and 34 pathological voice samples as the dataset
in the SVD database. Binary classification experiments were conducted using support
vector machine (SVM) and k-nearest neighbor (k-NN) classifiers, with experimental
results indicating an accuracy of 98.5% for SVM and 88.2% for k-NN. In [8], DBSCAN
was proposed for detecting voice disorders, with 53 normal voice samples and 173
pathological voice samples selected as the dataset in the MEEI database. A support
vector machine was used as a classifier, achieving the highest accuracy of 98%. In [9],
MFCC features were extracted from 60 normal voice samples and 40 pathological voice
samples, with SVM and GMM classifiers used to dichotomize voice signals into normal
and pathological categories. The highest accuracy of 96.5% was achieved. In [10], 60
normal voice samples and 402 pathological voice samples were collected and datasets
were created separately based on gender. MFCC features were extracted and used for
dichotomous classification experimentswith SVMandGMMclassifiers. Results showed
that the overall accuracy of female voice samples was lower than that of male samples.
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Onmale samples, SVMachieved the highest accuracy of 92.24% andGMMachieved the
highest accuracy of 89.00%. On female samples, SVM achieved a maximum accuracy
of 85.18% and GMM achieved a maximum accuracy of 83.56%. In [11], a convolutional
neural network (CNN) was applied for pathological voice recognition, with 150 normal
voice samples and 150 pathological voice samples selected as the dataset in the SVD
database. ResNet34 was chosen as the convolutional neural network model, achieving
the highest accuracy of 95.41% in normal and pathological voice binary classification
experiments.

3 Materials and Methods

This study aims to explore the extraction of effective and accurate pathological voice
feature parameters using acoustic analysis for pathological voice assessment. The high
redundancy of the original voice signal necessitates the use of feature extraction and
pattern recognition, combined with efficient classifiers, for automatic recognition and
objective assessment of pathological voice.

In this paper, we focus on extracting MFCC, F0, Jitter, Shimmer, and HNR features.
Voice quality is affected by the frequency, amplitude, energy, and resonance peaks of
vocal fold vibration and resonance cavity modulation.MFCC features capture frequency
and energy changes in audio signals, providing valuable information for audio classifi-
cation tasks and identifying the extent of laryngeal lesions. F0, Jitter, Shimmer and HNR
are statistical characteristics extracted directly from the sound pressure signal and can
reflect the laryngeal pathology to some extent.

The fusion of these features forms the input vector for the classifier. In the final
implementation, a support vectormachinewas used as the classifier to distinguish normal
and pathological voice samples, as well as classify pathological voice samples into mild
and severe abnormalities.

Fig. 1. The block diagram for the pathological voice classification

Figure 1 depicts the flow of the whole task, we first performed the data collection
work by storing all voice sample files inwav format. Then the voice samples were feature
extracted and our proposed MPGS (Multi-features-PCA-GridSearchCV-SVM) method
was used to achieve automatic classification and evaluation of pathological voices.
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3.1 Database

The Chinese pathological voice samples used in this study were obtained from the Col-
lege of Otolaryngology Head and Neck Surgery at The Sixth Medical Center of PLA
General Hospital, with collaborative authorization. The Chinese normal voice samples
were collected in an indoor environment without noise interference from normal indi-
viduals without recent laryngeal diseases under the guidance of professional physicians.
The sampling time for each sample was between 1.5 to 3 s, and the sampling frequency
was 16 kHz. Specifically, the voice samples were collected for the Chinese vowels /a/
and /i/.

Fig. 2. Distribution of normal and voice disorder samples in the database

A total of 2329 voice samples were collected, including 987 normal voice sam-
ples and 1342 pathological voice samples. Among them, the pathological voice sam-
ples included common voice diseases such as cysts, polyps, white spots, palsy, nod-
ules, tumors, and spasmodic dysphonia. Figure 2 shows the distribution of normal and
pathological voice samples in the database.

3.2 Feature Extraction

Feature extraction is the first step to build a voice disease recognition system. There are
many traditional acoustic feature parameters used for voice analysis and recognition,
and some results have been achieved in the detection and diagnosis of voice pathology.
In this experiment, MFCC, F0, Jitter, Shimmer and HNR features, which are widely
used in clinical medical detection of pathological voice, were selected. When laryngeal
pathology occurs, these feature parameters deviate from normal values, thus allowing
effective identification of normal and pathological voice samples.

MFCC is one of the most commonly used features in speech recognition and speaker
identification. It takes into account the nonlinear nature of human hearing by first map-
ping a linear spectrum into a nonlinear spectrum based on the Mel-scale of human
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auditory perception and then converting it to the inverse spectral domain [12]. Its main
advantage is that it does not require prior pitch estimation, which is a problem commonly
faced by most acoustic parameters in the prior art. Since such features do not depend
on the nature of the signal and are consistent with the human auditory model, they have
better robustness [13]. The MFCC feature extraction algorithm is shown in Eq. (1).

Mel(f ) = 2595lg(1 + f

700
) (1)

where f represents the actual frequency of the sound signal in Hz.
The MFCC feature calculation process is described as follows:

• Pre-processing: The speech signals undergo pre-emphasis, framing, and windowing.
• Fast Fourier transform: A short-time Fourier analysis is used to obtain the amplitude

spectrum.
• Mel filter: The amplitude spectrum is wrapped into the Mel spectrum using 24 over-

lapping triangular windows with uniformly distributed center frequencies of the Mel
scale windows.

• Logarithmic power: The logarithmic power of the output of each filter bank is
calculated as the square of the Mel spectrum.

• Discrete cosine transform (DCT): The 13th order MFCC coefficients are obtained
using the logarithmic power method and DCT is applied.

• Perform inverse spectrum boosting: The first-order and second-order differences of
the MFCCs are extracted.

∀MFi ∈ R, i = 1, 2, . . . , 39, {MF1,MF2, · · · ,MF13} are mel frequency cepstral
coefficient, {MF14,MF15, · · · ,MF26} are the first-order differences of mel frequency
cepstral coefficient, {MF27,MF28, · · · ,MF39} are the second-order differences of mel
frequency cepstral coefficient.

Defining MFCC ∈ R1×39, the MFCC feature vector is described by the following
equation:

MFCC = {MF1,MF2, · · · ,MF39} (2)

Jitter belongs to the class of fundamental frequency parameters and is related to the
fundamental frequency value. Therefore, the accuracy of F0 extraction directly affects
the extraction of Jitter parameters.

Fundamental frequency (F0) refers to the frequency of vocal fold vibration during
speech production and is widely used in speech recognition and detection. The extraction
of fundamental frequency from speech signals is usually performed using the autocorre-
lation functionmethod [14]. The value of fundamental frequency depends on the pressure
and tension of the vocal folds. The higher the pressure or tension, the higher the funda-
mental frequency.When the vocal folds are affected by a disease, changes in their length,
thickness, and shape can result in improper closure and asymmetric vibration, leading
to variations in the fundamental frequency and affecting the acoustic characteristics of
the speech signal.

Defining Pitch ∈ R1×5, the F0 feature vector is described by the following equation:

Pitch = {Pit1,Pit2, · · · ,Pit5} (3)
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where Pit1 is the median of F0, Pit2 is the mean of F0, Pit3 is the standard deviation of
F0, Pit4 is the minimum of F0, Pit5 is the maximum of F0.

Jitter [15] refers to the variation in frequency between adjacent speech signal cycles.
Patients with a lack of control over vocal fold vibration tend to have higher jitter values.
Jitter can be calculated using the following Eq. (4):

Jitter =
1
N

∑N−1
i=1 |Fi − Fi+1|
1
N

∑N
i=1Fi

(4)

where Fi is the frequency of the signal in the ith pronunciation period and N is the
number of periods.

On this basis, further calculations are made to obtain Jitter (local), Jitter (rap), Jitter
(ppq5), and Jitter (ddp). Jitter (local) is calculated as the average absolute difference
between consecutive periods, divided by the average period. Jitter (rap) is calculated as
the Relative Average Perturbation, the average absolute difference between a period and
the average of it and its two neighbours, divided by the average period. Jitter (ppq5) is
calculated as the five-point Period Perturbation Quotient, the average absolute difference
between a period and the average of it and its four closest neighbours, divided by the
average period. Jitter (ddp) is calculated as the average absolute difference between
consecutive differences between consecutive periods, divided by the average period.

Defining Jit ∈ R1×4, the Jitter feature vector is described by the following equation:

Jit = {Jit1, Jit2, Jit3, Jit4} (5)

where Jit1 is the Jitter(local), Jit2 is the Jitter(rap), Jit3 is the Jitter(ppq5), Jit4 is the
Jitter(ddp).

Shimmer [15] refers to the variation in amplitude between adjacent speech signal
cycles. A decrease in vocal fold resistance can lead to a change in the amplitude of
vocal fold cycles associated with breathing and vocalization, resulting in an increase in
Shimmer. Shimmer is calculated using the following Eq. (6):

Shimmer =
1

N−1

∑N−1
i=1 |Ai − Ai+1|
1
N

∑N
i=1Ai

(6)

where Ai is the frequency of the signal in the ith pronunciation period and N is the
number of periods.

On this basis, further calculations are made to obtain Shimmer (local), Shimmer
(local dB), Shimmer (apq3), Shimmer (apq5), Shimmer (apq11), Shimmer (ddp). Shim-
mer (local) is calculated as the average absolute difference between the amplitudes of
consecutive periods, divided by the average amplitude. Shimmer (local dB) is calculated
as the average absolute base-10 logarithm of the difference between the amplitudes of
consecutive periods, multiplied by 20. Shimmer (apq3) is calculated as the three-point
Amplitude PerturbationQuotient, the average absolute difference between the amplitude
of a period and the average of the amplitudes of its neighbours, divided by the average
amplitude. Shimmer (apq5) is calculated as the five-point Amplitude Perturbation Quo-
tient, the average absolute difference between the amplitude of a period and the average
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of the amplitudes of it and its four closest neighbours, divided by the average ampli-
tude. Shimmer (apq11) is calculated as the 11-point Amplitude Perturbation Quotient,
the average absolute difference between the amplitude of a period and the average of
the amplitudes of it and its ten closest neighbours, divided by the average amplitude.
Shimmer (ddp) is calculated as the average absolute difference between consecutive
differences between the amplitudes of consecutive periods.

Defining Shim ∈ R1×6, the Shimmer feature vector is described by the following
equation:

Shim = {Shim1, Shim2, · · · , Shim6} (7)

where Shim1 is the Shimmer (local), Shim2 is the Shimmer (local dB), Shim3 is the
Shimmer (apq3), Shim4 is the Shimmer (apq5), Shim5 is the Shimmer (apq11), Shim6 is
the Shimmer (ddp).

HNR is the ratio of harmonic and noise components in the voice. It is an objec-
tive indicator for detecting pathological voice and evaluating voice quality, and can
effectively reflect the vocal fold closure. HNR is calculated as shown in Eq. (8).

HNR = 10 × log10
Eharmonics

Enoise
(8)

where Eharmonics is the harmonic component energy and Enoise is the noise component
energy.

Defining H ∈ R1×3, the HNR feature vector is described by the following equation:

H = {H1,H2,H3} (9)

where H1 is the Harmonicity (Mean_autocorrelation), H2 is the Harmonicity (Mean
noise-to-harmonics ratio), H3 is the Harmonicity (Mean harmonics-to-noise ratio dB).

Let V be the feature vector formed by the combination of multiple features, V ∈
R1×57, then V is defined as:

V = {MFCC,Pitch, Jit, Shim,H } (10)

whereMFCC are theMFCC eigenvectors, Pitch are the F0 eigenvectors, Jit are the Jitter
eigenvectors, Shim are the Shimmer eigenvectors, H are the HNR eigenvectors.

3.3 Principal Components Analysis

PCA is a commonly used data analysis method that transforms the original data into a
set of linearly independent representations for each dimension through a linear trans-
formation. This technique is useful for extracting the main feature components of the
data and can be applied to combined feature vectors to extract more category informa-
tion compared to single feature vectors [16]. However, it is essential to note that more
feature vectors do not always lead to better results. In fact, a high number of feature
dimensions can result in redundant information, which can negatively affect recognition
judgment results. To address this issue, we used PCA to reduce the dimensionality of the
combined feature set, eliminate redundant information, and obtain new combined fea-
tures.The value of k was determined by calculating the cumulative variance contribution,
and the threshold was set at 85%.
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3.4 Support Vector Machine

Support vector machines (SVM) are supervised learning models that have been widely
used for multi-class classification problems [17]. SVMs have good generalization capa-
bilities for out-of-sample data, and the selection of classification thresholds can be flex-
ibly achieved based on kernel functions [18]. In this study, we employ the radial basis
function (RBF) as the kernel function of the support vector machine for the detection
and classification of pathological voices.

RBF is less restrictive compared to other kernel functions and more general than the
linear kernel. To find the penalty coefficient (C) and the kernel parameters (γ), a grid
search method is used.

4 Experiments and Discussions

4.1 10-Fold Cross-Validation

To train and evaluate the performance of the model and to overcome the overfitting
problem of the model, we used a 10-fold cross-validation method. The normal and
pathological samples were proportionally divided into 10 equally sized sample subsets,
and one sample subset was used each time as the validation set, and the remaining 9
subsets were used as the training set. The average of the 10 assessment metrics was used
as the final assessment metric.

4.2 Evaluation Metrics

In this paper, we use the Accuracy, Precision, Recall and F1 Score based assess-
ment model [19]. Equations (11), (12), (13), (14) describe the calculation of Accuracy,
Precision, Recall and F1 Score metrics.

Accuracy = TP + TN

TP + TN + FP + FN
(11)

Precision = TP

TP + FP
(12)

Recall = TP

TP + FN
(13)

F1Score = 2 × Precision × Recall

Precision + Recall
(14)

4.3 Results

We believe that a single feature parameter vector contains only a part of the information
in the voice signal and ignores many other useful pieces of information. This could result
in the inability to distinguish normal and pathological noise effectively. Combining each
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single feature parameter vector into a feature set can obtain the characteristics of patho-
logical voice more comprehensively, thereby improving the performance of the model
in distinguishing normal and pathological voice. To test this hypothesis, we conducted
ablation experiments for the feature parameters, and Table 1 shows the accuracy of
individual features, combined features, and PCA reduced feature sets in distinguishing
normal and pathological voice samples on vowel /a/ and vowel /i/ voice samples. The
results demonstrate that the processed feature sets can distinguish normal and patho-
logical voices more effectively on vowel /a/ and vowel /i/ voice samples compared to
individual and combined features.

Table 1. Comparison of different parameters in the recognition of voice pathology

Vowel Classification Parameter Accuracy(%)

/a/ normal
×
pathology

F0 80.29

jitter 61.57

shimmer 63.03

HNR 67.35

MFCC 76.62

combination 87.24

MPGS 91.96

/i/ normal
×
pathology

F0 72.73

jitter 55.81

shimmer 51.33

HNR 59.12

MFCC 71.18

combination 79.04

MPGS 83.85

Table 2 displays the performance of the processed feature set on vowel/a/ and vowel/i/
voice samples. The results indicate that the processed feature set outperforms individual
and combined features in distinguishing normal and pathological voices on both vowel/a/
and vowel/i/ voice samples.

Further experiments were conducted to subclassify different pathological voices
using the processed feature set and vowel/a/ voice samples. Four common pathological
voices, paralysis, cyst, polyp, and tumor, were selected for the subclassification ex-
periments. The pathological voice samples were divided into mild and severe abnor-
malities, and experiments were performed to distinguish mild abnormalities from severe
abnormalities. Table 3 presents the results of these experiments, demonstrating that the
model can perform rank subclassification for pathological voice effectively.

To demonstrate the feasibility of our proposed method, we compared it with some
research works that have larger total sample sizes. Table 4 illustrates the comparison
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Table 2. Comparison of different vowels in the recognition of voice pathology

Vowel Classification Accuracy
(%)

Precision
(%)

Recall
(%)

F1 Score
(%)

/a/ normal
×
pathology

91.96 90.72 91.95 91.33

/i/ normal
×
pathology

83.85 89.73 76.28 82.46

Table 3. Comparison of different pathologies in the subdivision

Vowel Classification Accuracy
(%)

Precision
(%)

Recall
(%)

F1 Score
(%)

/a/ paralysis × cyst 67.75 70.16 66.31 68.18

paralysis × polyp 63.93 59.72 60.49 60.10

paralysis × tumor 70.27 76.83 68.52 72.43

cyst × polyp 68.51 70.64 65.98 68.23

cyst × tumor 72.39 81.01 69.43 74.77

polyp × tumor 76.52 74.61 73.75 74.17

light × serious 82.74 89.70 76.22 82.41

Table 4. Comparison of different methods in the recognition of voice pathology

Classification Method Accuracy(%)

normal
×
pathology

[2] 92.79

[20] 85.77

MPGS 91.96

G0 × G1 × G2 × G3 [21] 80.58

light × serious MPGS 82.74

results. [2] used combined features of peak and lag and entropy to classify 266 normal
voice samples and 263 pathological voice sampleswith vowel /a/ from the SVDdatabase,
achieving slightly higher accuracy than ours on normal and pathological dichotomous
classification. [20] used a dataset of 685 normal voice samples and 685 pathological
voice samples with vowel/a/ and selected features similar to ours, but our method’s
treatment of combined features and model training improvements led to higher accuracy
on normal and pathological dichotomization. [21] classified vowel/a/ pathological voice
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samples into four classes according to GRBAS by hoarseness G and performed a four-
classification experiment, achieving a classification accuracy of 80.58%.

5 Conclusion and Future Work

This paper presents experiments on the recognition of normal and pathological voices,
as well as the subclassification of pathological voices. The approach involves utilizing
various features extracted from speech signals corresponding to normal and pathological
voice samples for classification, with the aim of developing an effective diagnosticmodel
to aid physicians in decision-making. The results demonstrate that the SVM model is
capable of effectively distinguishing between normal and pathological voice samples
with an average accuracy of 91.6% when using MFCC, F0, jitter, shimmer, and HNR
features. Additionally, the model showed potential for pathological subclassification
experiments, achieving an average accuracy of 82.74%. In future work, we plan to
expand our dataset and explore new feature extraction methods for specific pathological
voice recognition and subclassification experiments.
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Abstract. Structured Sentiment Analysis (SSA) aims to extract the
complete sentiment structure from a given text. Existing approaches pre-
dominantly rely on the interactions of words to predict the relationships
between sentiment elements. While these methods have shown effective-
ness, they overlook the rich label semantics associated with SSA tasks
and necessitate extensive task-specific designs. In order to address the
above problems, we propose a generative framework for tackling the SSA
task. We designed two templates to transform the SSA task into a text
generation problem, which facilitate the training process by formulating
the SSA task as a text generation problem. Through experiments con-
ducted on three SSA datasets, we demonstrate that our proposed gen-
erative approach outperforms all existing methods, thereby highlighting
the advantages of employing the generative model for SSA.

Keywords: structured sentiment analysis · sequence-to-sequence
modeling

1 Introduction

The purpose of Structured Sentiment Analysis (SSA) is to comprehensively
extract people’s perceptions of ideas, products, or policies from a given text
and organize them into a sentiment structure quadruplet (h, t, e, p), comprising
the sentiment holder, target, expression, and polarity [3]. This quadruplet serves
as a comprehensive abstraction, encapsulating the holder’s expressed sentiment
towards the target and its corresponding polarity. In comparison to other senti-
ment analysis tasks, SSA presents greater challenges due to the intricate relation-
ships among the extracted sentiment elements. Moreover, effectively modeling
sentiment elements consisting of multiple words, which constitutes a vital aspect
of SSA, poses difficulties.

The SSA task can be divided into several subtasks, such as sentiment expres-
sion extraction, sentiment holder and sentiment target extraction, as well as
relationship prediction and sentiment polarity classification. Previous studies on
information extraction have used pipeline methods to first extract sentiment ele-
ment spans from texts and then perform relationship prediction. Katiyar et al.
[4] propose a BiLSTM-CRF model to predict sentiment elements in texts, while
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Xia et al. [14] propose a unified text span-based model to jointly extract spans
and relationships. Barnes et al. [3] argue that dividing SSA into sub-tasks has
become counterproductive. Therefore, they propose a unified method for SSA.
This approach transforms the task into a dependency graph parsing problem
and predicts all components of the sentiment structure in a unified manner.

In general, Most approaches model SSA as either a sentence-level classifica-
tion task or a token-level classification task [8,15]. These methods treat sentiment
polarity labels solely as predefined categories and do not utilize the seman-
tic information inherent in the labels, which can hinder further performance
improvement. For instance, during training, a model that recognizes “delicious”
as an adjective to describe food and “pasta” as a food item is more likely to grasp
the relationship between them. Similarly, the sentiment polarity label associated
with the sentiment structure carries semantic information, enabling the model
to better predict the corresponding sentiment expression when aware that “pos-
itive” denotes a positive sentiment.

Taking inspiration from recent successes in formulating various language
understanding problems, such as named entity recognition, question answer-
ing, and text classification, as generation tasks [2,5,7], we propose a generative
method for SSA. To fully leverage the rich label semantics, our model incorpo-
rates natural language labels into the target output. Furthermore, this genera-
tive model offers efficiency advantages, as it only requires modifying the design
of the label sequences for different subtasks within SSA, instead of customizing
dedicated network models.

To implement a sequence-to-sequence approach for SSA, we design two tem-
plates: the natural language template and the tuple sequence template. These
templates transform the original task into a sequence generation task. The tar-
get sentence generated using the natural language template represents a piece
of natural language text corresponding to the given sentiment quadruplet. In
this way, the SSA task becomes similar to the pre-training task of the pre-
trained model, enabling the model to better leverage the knowledge within the
pre-trained model during fine-tuning. On the other hand, the target sentence
generated using the tuple sequence template consists of a sequence of tuples
spliced by special symbols. This formulation simplifies the decoding process and
allows for additional constraints to be applied during decoding.

Our paper presents the following key contributions: 1) We tackle SSA tasks in
a novel generative manner; 2) We introduce two paradigms that formulate each
task as a generation problem, along with a prediction normalization strategy to
refine the generated outputs; 3) We conduct extensive experiments on multiple
benchmark datasets, demonstrating that our approach consistently outperforms
previous baselines in almost all cases.

2 Methodology

2.1 Problem Statement

Given a sentence x, SSA aims to predict all structured sentiment quadruplets
{(h, t, e, p)} corresponding to the sentiment holder h, sentiment target t, senti-
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ment expression e and sentiment polarity p, respectively. Here, h, t, and e are
typically text spans in x, while h and t could also be null if they are not explic-
itly mentioned. p belongs to one of the sentiment classes {POS,NEU,NEG},
representing positive, neutral, and negative sentiment, respectively.

2.2 SSA as Sequence Generation

Fig. 1. Overview of the generative model for SSA.

In order to address SSA task, we propose a novel sequence-to-sequence mod-
eling paradigm that transforms the problem into a sequence generation task. As
illustrated in the Fig. 1, our approach involves using an encoder-decoder model
to generate a target sequence y based on the input sentence x. This target
sequence contains all of the essential structured sentiment elements required to
make accurate predictions about sentiment holder, target, expression, and polar-
ity. The structured sentiment quadruplets Q = {(h, t, e, p)} can then be extracted
from y to make predictions. To implement a sequence-to-sequence SSA approach,
we design two sequence templates to transform the original task into a sequence
generation task, which are the natural language template and the tuple sequence
template.

2.3 Natural Language Template

Given an input text x and a sentiment structure quadruplet Q, the natural
language template-based target sequence generation method converts the senti-
ment structure quadruplet Q into a natural language text y. On the one hand
the semantic information in the sentiment structure quadruplet Q can be fully
exploited in the natural language form generated in the natural language text
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y. On the other hand, as both the input and target are natural language texts,
the rich pre-training knowledge within the pre-trained generative model can be
naturally utilized during the fine-tuning stage.

In the SSA dataset, in each sentiment structure quadruplet, expression and
polarity are not missing, while holder and target may be missing. For the above
cases, four natural language templates are designed, as shown in Table 1.

Table 1. Natural language template.

Type of sentiment structure Template

(h, t, e, p) h THINK t IS p BECAUSE e

(t, e, p) t IS p BECAUSE e

(h, e, p) h THINK p BECAUSE e

(e, p) p BECAUSE e

This paradigm uses capitalised connectives to connect the above sentiment
elements, this is to avoid misleading subsequent decoding steps caused by the
presence of connectives in the sentiment elements. For texts containing multi-
ple sentiment structure quadruples, we first construct target phrases for each
quadruple using the template above, then splice the phrases using the “;” nota-
tion to obtain the final target sequence.

Some of the studies [16] used some pronouns to fill in the missing senti-
ment elements, e.g. for the sentiment structure (t, e, p): (pasta, so delicious, pos-
itive), this strategy replaced the missing sentiment holder with “Someone” and
then transforms it into the target sequence “Someone THINK pasta IS positive
BECAUSE so delicious”. We argue that the introduction of pronouns may be
misleading for subsequent decoding, as in the example above, “Someone” may
also be the sentiment holder of some sentiment structure quadruplets, which the
model is unable to distinguish during the decoding process.

Table 2 shows examples of target sequences constructed using natural language
templates for different cases. The examples show that the output target sequences
are not necessarily fluent natural language text, but the semantic information in
the connectives can still be useful for extracting sentiment structure.

Table 2. Examples of target sequences constructed using natural language templates.

Sentiment
structure type

Input text Output text

(h, t, e, p) I was very disapointed by the breakfast services I THINK the breakfast services IS negative
BECAUSE disapointed

(t, e, p) My room was very clean My room IS positive BECAUSE very clean
(h, e, p) If we view this warning against the background

that Putin ’s government has always seen Usama
Bin Ladin ’s hands

we THINK negative BECAUSE this
warning

(e, p) The President ’s ability to keep hope is shrinking negative BECAUSE is shrinking
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2.4 Tuple Sequence Template

The previous subsection introduced a paradigm for generating target sequences
using natural language templates, which can make effective use of the semantic
information in target sequences. However, the above-mentioned templates also
have certain drawbacks. On the one hand, target sequences constructed using
natural language templates are more complicated in the subsequent decoding
steps. On the other hand, the method of generating target sequences based on
natural language templates is not flexible enough, and the natural language
templates need to be redesigned when additional information in the comment
text needs to be extracted. For this reason, we propose a tuple sequence template.

Table 3. Tuple sequence template.

Type of sentiment structure Template

(h, t, e, p) h|t|p|e
(t, e, p) null|t|p|e
(h, e, p) h|null|p|e
(e, p) null|null|p|e

Specifically, this template uses a certain sentiment element separator to sep-
arate different sentiment elements within the same sentiment structure and
another different sentiment structure separator to separate different sentiment
structures generated within the same sentence. We choose “|” as the sentiment
element separator and “;” as the sentiment structure separator. In addition, for
the case of missing sentiment elements of sentiment structure, we choose to use
“null” to fill in the missing values.

For the four sentiment structure cases, the tuple sequence templates are
shown in Table 3. For the examples in Table 2 in the previous section, target
sequences constructed using the tuple sequence template are shown in Table 4.
As can be seen from the Table 4, although the sequences constructed using the
tuple sequence template do not have a natural language-like form, the outputs
are more concise and intuitive.

Table 4. A sample sequence constructed from the tuple sequence template.

Sentiment
structure type

Input text Output text

(h, t, e, p) I was very disapointed by the breakfast services I|the breakfast
services|negative|disapointed

(t, e, p) My room was very clean null|My room|positive|very clean
(h, e, p) If we view this warning against the background

that Putin ’s government has always seen Usama
Bin Ladin ’s hands

we|null|negative|this warning

(e, p) The President ’s ability to keep hope is shrinking null|null|negative|is shrinking
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2.5 Sequence-to-Sequence Learning

We use classical encoder-decoder models to model input to target generation,
such as the Transformer [11] architecture. Given a piece of input text x, the
encoder of the generative model first transforms it into a context-encoded
sequence e. Based on the above context-encoded sequence e, the decoder com-
putes the target generating sequence y parameterized by the conditional proba-
bility distribution pθ(y | e).

The ith output yi of the decoder depends on the contextual encoding sequence
e and the previous outputs yi = fdec (e,y<i) where fdec (·) denotes the decoder
computations.To obtain the probability distribution for the next token, a soft-
max function is then applied:

pθ

(
yi+1 | e,y<i+1

)
= softmax

(
WTyi

)
(1)

where the W matrix maps the predicted yi to a log vector and the softmax
function is used to calculate the probability distribution over the entire set of
words.

Training. With a pretrained encoder-decoder model such as T5 [9], we fine-tune
the parameter weights θ by maximizing the log-likelihood log pθ(y | e):

max
θ

log pθ(y | e) = max
θ

n∑

i=1

log pθ (yi | e,y<i) (2)

where n is the length of the target sequence y.

Inference and Quad Decoding. In the prediction phase, the model generates
the target sequences by means of auto regression. In the sequence decoding stage,
for different target sequence templates, we design the corresponding decoding
methods.

For natural language templates, the method first splits the output text
sequence according to the separator “;” to obtain a series of sub-sequences. The
sub-sequences is then segmented using the corresponding connectives to obtain
the individual sentiment elements of the sentiment structure. Since the senti-
ment expressions and sentiment polarities in the sentiment structure are not
missing, rules need to be designed to filter out the sentiment structures that do
not meet this condition in the prediction results. Specifically, sub-sequences that
do not contain the “THINK” connective are filtered out directly in the decoding
process.

The simplicity of the tuple sequence template based approach is fully reflected
in the decoding process. The output text sequence is first split according to the
separator “;” to obtain a series of sub-sequences. For each sub-sequence, if the
number of “|” is not equal to 3, the model automatically filters this sub-sequence.
Each text span then automatically corresponds to the sentiment holder, senti-
ment target, sentiment expression and sentiment polarity of the sentiment struc-
ture quadruplet by dividing the sub-sequence with the separator “|”
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3 Experiments

3.1 Experimental Setup

Datasets. We evaluate our model on three structured sentiment datasets includ-
ing OpeNER [1], MPQA [12], and DS unis [10]. The statistics of them are show
in Table 5.

Evaluation Metrics. We adopt Sentiment Graph F1 (SF1) [3] score as the
main evaluation metrics for all tasks. For SF1, a true positive is defined as an
exact match at graph-level, weighting the overlap in predicted and gold spans
for each element, averaged across all three spans. We also report the precision
(P) and recall (R) scores.

Table 5. Data statistics for the SSA task.

Dataset Train Test
sentence expression target holder sentence expression target holder

OpeNER 1596 2644 2471 247 399 628 572 68
MPQA 6333 1813 1576 1506 1584 427 364 293
DS unis 1978 693 693 50 496 192 192 19

Experiment Details. We use the pre-trained T5-large [9] model as a sequence-
to-sequence model with a word embedding dimension of 1024. In the training
stage, the learning rate is 2e−4 and the training batch size is 16. The number of
training epochs is 20 for all experiments. During the inference, we utilize greedy
decoding for generating the output sequence.

Baselines. We compare our method with five baselines.

– RoBERTa: The method uses RoBERTa [6] as an encoder to extract sen-
timent elements using a span-based recognition method. For each sentiment
expression, all sentiment targets in the sentence are selected as sentiment tar-
gets for their corresponding sentiment structure and all sentiment holders in
the sentence as sentiment holders for their corresponding sentiment structure.

– Pipeline: The method first uses RoBERTa [6] as an encoder to extract senti-
ment elements using a span-based recognition method. For each sentiment
expression, the relatively closest sentiment target is selected as the senti-
ment target of its corresponding sentiment structure and the closest sentiment
holder as the sentiment holder of its corresponding sentiment structure.

– GTS [13]: The method uses a grid annotation to simultaneously annotate seg-
ments and relationships between segments, in this way the method transforms
SSA into a sequence annotation task.
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– head-first [3]: The method translates fragment extraction and relationship
prediction into a prediction of the relationship between each word in a similar
syntactic structure tree, where spans that are related are linked by their first
word.

– head-final [3]: The method translates fragment extraction and relationship
prediction into a prediction of the relationship between each word in a similar
syntactic structure tree, where spans that are related are linked by their final
word.

Table 6. Main results of the SSA task. The best results are in bold.

Model OpeNER MPQA DS unis
P R SF1 P R SF1 P R SF1

GTS 33.18 40.42 36.45 10.10 12.51 11.18 30.81 22.35 25.91
head-first 58.37 41.89 48.77 29.53 12.75 17.81 44.34 23.95 31.10
head-final 40.92 40.26 40.59 24.51 18.21 20.90 28.55 20.13 23.61
RoBERTa 32.91 57.21 41.79 32.73 33.06 32.89 36.17 29.51 32.50
Pipeline 57.53 53.30 55.33 38.79 32.21 35.19 34.99 26.27 30.01
seq2seq-N 71.97 67.07 69.44 37.46 31.59 34.27 31.20 27.46 29.21
seq2seq-T 71.07 72.94 71.99 43.30 35.24 38.85 39.32 30.29 34.22

4 Results and Discussions

4.1 Main Results

The result for the SSA task is reported in Table 6. For the model that uses
natural language templates to generate target sequences, it is named seq2seq-N.
For the model that uses tuple sequence template to generate target sequences, it
is named seq2seq-T. There are some notable observations: the seq2seq-T model
outperforms all comparative models on all three datasets and the seq2seq-N
model OpeNER outperforms all comparative models on the OpeNER dataset.
This demonstrates the effectiveness of the our method in SSA. Compared to the
seq2seq-N model, the performance of seq2seq-T was improved on all datasets.
This suggests that the model using tuple sequence templates is more suitable for
the SSA task, where the possible reason is that the natural language template
based approach cannot filter some of the implausible generated sequences in the
decoding stage.



36 Y. Li et al.

Table 7. Ablation study for contribution of label semantics.

Model OpeNER MPQA DS unis
P R SF1 P R SF1 P R SF1

seq2seq-N w/o p 71.63 67.22 69.35 37.58 31.43 34.23 31.42 27.33 29.23
seq2seq-T w/o p 69.58 70.82 70.19 40.92 35.27 37.89 39.82 29.87 34.13
seq2seq-N 71.97 67.07 69.44 37.46 31.59 34.27 31.20 27.46 29.21
seq2seq-T 71.07 72.94 71.99 43.30 35.24 38.85 39.32 30.29 34.22

Effect of Label Semantics. To verify that the proposed approach can effec-
tively exploit the semantic knowledge in the labels, ablation experiments are
designed to further analyse the impact of label semantics on model perfor-
mance. For polarity labels, the comparison method maps them into a series
of special symbols. Specifically, positive is mapped as P1; negative is mapped as
P2; and neutral is mapped as P3. The results of the experiments are shown in
Table 7, where seq2seq-N w/o p indicates that the seq2seq-N uses special sym-
bol labels; seq2seq-T w/o p indicates that seq2seq-T uses special symbol labels.
From the experimental results, it can be observed that the performance of the
model decreases in most datasets when the semantic information from sentiment
polarity labels is not utilized. This supports the motivation behind using the
sequence-to-sequence model in this work: compared to the sequence annotation
model that treats emotion polarity labels as meaningless tags, the sequence-
to-sequence model, by designing appropriate templates, can better leverage the
semantic information within the labels. Furthermore, it can be observed that for
some of the datasets, the performance of the model does not degrade significantly
when the semantic information in the sentiment polarity labels is removed. The
possible reason for this is that there are only three types of sentiment polarity
in the datasets, and therefore the model learns the mapping between special
symbols and sentiment polarity types during training easily.

Fig. 2. The results for different beam size.
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Effect of Beam Search. In order to assess the effect of beam size on the
performance of the generative model in beam search, we use different beam sizes
and observes the corresponding model performance. The experimental results
are shown in Fig. 2. As can be seen from the figure, there is no clear tendency
for the beam size to affect the performance of the models. Also the larger the
beam size, the larger the search space and the corresponding increase in the
time complexity of the model, so the appropriate beam size should be chosen
according to the actual situation.

5 Conclusion

In this paper, we address the SSA task by transforming it into a sequence gen-
eration task and propose a generative model for SSA. To leverage the semantic
information encoded in the labels, we design two templates for constructing the
target sequence. Additionally, in the decoding stage, we employ a series of rules
to enhance the accuracy of sentiment structure prediction. Through experiments
conducted on SSA datasets, we demonstrate the effectiveness of our proposed
model.
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Abstract. The swarm intelligence optimization algorithm has strong adaptability
to optimization problems, fast computational speed, and the ability to quickly find
the optimal solution, demonstrating a momentum of rapid development. As a
type of swarm intelligence optimization algorithm, artificial bee colony algorithm
obtains the optimal solution through the cyclic foraging and iteration of hired bees,
observation bees, and reconnaissance bees, and has now been widely applied in
various fields, But the artificial bee colony algorithm has the shortcomings of slow
Rate of convergence and easy to fall into the local optimal solution. To overcome
these shortcomings, this paper proposes an artificial bee colony algorithm based
on the quantum Bloch spherical optimization mechanism. The effectiveness of
the algorithm is proved through six benchmark test functions. The experimental
results of the convergence curve graph can show that the Rate of convergence is
greatly accelerated, and the global optimal solution can be obtained quickly.

Keywords: artificial bee colony · Swarm intelligence optimization algorithm ·
Quantum Optimization Bloch Spherical Optimization Mechanism

1 Introduction

1.1 Research Significance of Artificial Bee Colony Algorithm

Optimization problems are commonly encountered in fields such as national defense,
scientific engineering, management, economics, finance, transportation, and computer
science. They typically involve selecting the optimal solution from various feasible solu-
tions and constructing computational methods to seek the optimal solution. The idea of
bionic optimization algorithm is derived from the evolution and adaptive phenomenon
of Biological system. It does not rely on strict mathematical relations, but simulates
the social or survival behavior of organisms in nature, so its application scope is wider
than traditional algorithms. From the perspective of practical applications, intelligent
optimization algorithms do not require analytical properties such as continuity, differ-
entiability, and differentiability of the objective function, or even function expressions,
nor do they require the selection of initial points for the algorithm. They have strong
adaptability to specific optimization problems, and their calculation speed is very fast,
enabling them to quickly find the optimal solution to the problem, These advantages have
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attractedwidespread attention frommany scholars since the birth of intelligent optimiza-
tion algorithms, and they will inevitably receive deeper research and wider applications
in the future. Because of its simple algorithm, easy implementation, and fast Rate of
convergence, the artificial bee colony algorithm has attracted extensive attention from
many scholars. It generates the optimal solution through the cooperation mechanism of
the population, which is different from the genetic algorithm that generates the opti-
mal solution through the competition mechanism of the population. The artificial bee
colony algorithm has been widely used in function optimization problems, artificial neu-
ral network training, UAV path selection and other problems, Similar to other intelligent
optimization technologies, the artificial bee colony algorithm has the disadvantages of
slow Rate of convergence and easy to fall into local optimum. The main reason is that
the search mode of the algorithm has good exploration ability, but weak development
ability.

1.2 Research Status of Artificial Bee Colony Algorithm

The artificial bee colony algorithm is a heuristic optimization algorithm originally devel-
oped by Dervi ş Karabo ğ A proposed in 2005 to simulate the behavior of bees in
exploring and selecting food.X. Bing, Z. Youwei, Z. Xueyan and S. Xuekai proposed an
improved artificial bee colony algorithm for the shortcomings of fast early convergence
and easy to fall into local optimum. The IABC algorithm was tested with standard test
functions Ackley, Griewink, Schaffer and Sphere. The results show that the algorithm
not only accelerates the Rate of convergence, but also improves the optimal value found,
providing better optimization performance. Lingling Zhang proposed a new gravity arti-
ficial bee colony (GABC) optimization algorithm and applied it to unsupervised pattern
recognition problems. GABC has high precision and Rate of convergence. Then, the
performance of the GABC based clustering model was tested using test data and fault
samples, demonstrating its superiority in effectiveness and efficiency. H. Li, Y. Zhang, Z.
Dan, L. Ma, C. Zhang and Q. Wang proposed the Tabu search artificial bee colony algo-
rithm. In the interference countermeasure scenario, the algorithm proposed in this article
was compared with the ABC algorithm and PSO algorithm. The simulation results show
that the proposed TSABC algorithm effectively improves the interference efficiency and
can quickly and accurately interfere with a large number of unmanned aerial vehicles.
H. Aoyang, Z. Shengqi, J. Xuehui and Z. Zhisheng established an RBF neural network
short-term load forecasting model based on artificial bee colony algorithm optimization,
because the artificial bee colony algorithm has the advantages of simple implemen-
tation, strong global search ability, and strong robustness. It can quickly jump out of
local optima, verifying that the RBF neural network model optimized based on artificial
bee colony algorithm can achieve satisfactory prediction results. Andr é s Arostegui;
Diego S. Ben í tez; Luis Caiza proposed a fuzzy PD controller design based on artificial
bee colony optimization algorithm based on the intelligent foraging behavior of bee
colonies. Then, the proposed optimization controller is applied to the temperature con-
trol of the heat exchanger in large-scale pasteurization equipment. C. In order to improve
the accuracy of the Artificial Bee Colony Algorithm (ABC) in Vehicle Routing Problem
with Time Windows (VRPTW), Chen and K. Zhou changed the single search mode
to a ternary search method, which improved the optimization depth of the algorithm.
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Multiple neighborhood searches were conducted for food sources, and the next iteration
was conducted to improve the survival rate of new food sources and increase popula-
tion diversity. Record global optimal solutions by setting and updating bulletin boards.
Simulation experiments have shown that the improved discrete ABC algorithm has sig-
nificant advantages in solving large-scale VRPTWproblems. A. Lefteh,M.Houshmand,
M. Khorrampanah, and G. F. Smaisim used an improved adaptive neurofuzzy inference
system (MANFIS) and artificial bee colony algorithm to classify benign and malignant
bone cancer. The experiment shows that the proposed method has a high accuracy of
96.67% in bone MR images.

1.3 The Application of Artificial Bee Colony Algorithm

In recent years, the ABC algorithm has been widely applied in various fields. In China,
the ABC algorithm has also been increasingly applied in optimization problems, such
as achieving good results in power systems, control systems, engineering design, and
other aspects. At the same time, researchers have also made many improvements and
optimizations to this algorithm, such as the maximum power tracking control of photo-
voltaic power generation based on the improved ABC algorithm, and the combination
of ABC algorithm and artificial neural network. In foreign countries, the ABC algorithm
has also been widely applied and studied. For example, in the field of data mining, the
ABC algorithm is used for clustering and classification tasks. In addition, ABC algo-
rithm is also used to optimize flight mission track, Feature selection in machine learning
and other fields.

Artificial bee colony algorithm is a heuristic optimization algorithm that can achieve
good results in practical applications. The following are some specific application areas:
deployment issues in wireless sensor networks: using ABC algorithm to optimize the
deployment of sensors in wireless sensor networks to achieve optimal coverage, com-
munication quality, and energy savings. Feature selection in machine learning: ABC
algorithm can be used for Feature selection. In a dataset containing a large number of
variables, select the most important features to improve the accuracy of classification
and regression. Photovoltaic power generation maximum power tracking control: The
improved ABC algorithm is used for maximum power tracking control of photovoltaic
power generation systems, which enables the photovoltaic power generation system to
respond quickly and maintain maximum output power in the event of changes in light
intensity.

Multi objective optimization problems: The ABC algorithm can be applied to multi-
objective optimization problems, such as network routing problems and economic
scheduling problems. Power system scheduling: The ABC algorithm can be used to opti-
mize the economic scheduling of the power system, reduce energy waste, and improve
power generation efficiency. Object detection and tracking in machine vision: Use ABC
algorithm to optimize object detection and tracking algorithms to improve computational
efficiency and accuracy. In summary, the application and research of the ABC algorithm
at home and abroad have gradually gained widespread attention and recognition, and
more scholars and industry applications will explore its potential in the future.
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2 Artificial Bee Colony

2.1 Introduction to Artificial Bee Colony Algorithm

In the initialization phase, initialize the parameters of the ABC algorithm, which include
the number of honey sources SN, the limit of the number of times the honey source is
discarded, and the number of iteration terminations. In the standard ABC algorithm, the
number of honey sources SN is equal to the number of hired bees and also equal to the
number of following bees. The formula for generating a certain honey source is:

xij = xminj + rand(0, 1)
(
xmaxj − xminj

)

where i= 1,2,…, SN, j= 1,2,…, D, SN are the number of food sources, D is the number
of design parameters (i.e. dimensions), and are the lower and upper bounds of the jth
dimension, respectively.

The initial population was improved through the foraging cycle of hiring bees,
observing bees, and reconnaissance bees, and the foraging cycle will continue to iter-
ate until the termination criteria are met. The termination criterion can be to reach the
maximum number of evaluations or to find an acceptable function value.

In the stage of hiring bees, local searches are conducted within the field of food
sources to simulate food source extraction in real foraging behavior. The local search of
the basic ABC algorithm is defined by Eq. (2):

vij = xij + φij
(
xij − xkj

)

where i is the current solution, k is the randomly selected neighborhood solution, and is
a random number that follows a uniform distribution between [-1,1]. In the local search
defined in the above formula, only one randomly selected dimension (parameter j) in the
current solution has been changed. After the local search is completed, greedily choose
the better solution between the current solution and the mutated solution to preserve and
discard the worse solution. Each food source in the population applies local search and
greedy selection.

Once the hiring bee phase is completed, start observing the beginning of the bee
phase. At this stage, the neighborhood of the food source will be searched to find a
better solution similar to that in the hiring bee stage. The difference is that the search is
not performed one by one near each solution.On the contrary, the solutions to be searched
are randomly selected based on fitness values, which means high-quality solutions are
more likely to be selected, which is the positive feedback attribute of the ABC algorithm.
The probability of selecting each solution is proportional to its fitness value:

pi = fitness i∑SN
i=1 fitness i

After calculating the probability value, a fitness based selectionmechanism is used to
have a greater chance of selecting the optimal solution. The selectionmechanisms can be
roulette, ranking based, random traversal sampling, tournaments, etc. In the basic ABC,
roulette is used, which is similar to real bee colonies. Based on the dance information of



Artificial Bee Colony Algorithm 43

hired bees, a better food source will attract more bees’ attention. Once SN solutions are
selected with probability, local searches are performed near these solutions, followed by
greedy searches to obtain better solutions. During the stages of hiring bees and observing
bees, if local search fails to improve the solution, the counter is increased by 1, which
stores the number of times this solution has been utilized and retained in the population.
Therefore, this is similar to the number of food sources developed by bees in reality.
In reality, as simulated in the ABC algorithm, the nectar of a food source is depleted at
the end of mining. If a food source is fully exploited, it will be abandoned by its bees.
A counter is used to determine the adequacy and depletion of mining. If the counter
exceeds the limit, the solution associated with the counter is considered exhausted and
then replaced by a new solution randomly generated by Eq. (1).

Artificial bee colony algorithm process:
Algorithm: Artificial Bee Colony Algorithm.
Provide initial population using random initialization method, evaluate population

quality, and initialize algorithm parameters.

Step 1. Initialize algorithm parameters to generate the initial position of bees.
Step 2. Hire bees to calculate fitness values, compare and save the optimal values.
Step 3. Follow the bee to select the hired bee to update the honey source location,
calculate the fitness value, and save the best value.
Step 4. If a reconnaissance bee appears, regenerate the initial position and performupdate
optimization. Otherwise, continue with Step 5.
Step 5. If the number of iterations is less than the preset number of iterations, go to step
2; Otherwise, output the optimal solution.

3 Quantum Bloch Optimization Mechanism

3.1 Introduction to Quantum Bloch Optimization Mechanism

Quantum Evolutionary algorithm is a new optimization algorithm based on quantum
computing, which is often used to solve complex Combinatorial optimization problems.
In order to improve the slow convergence speed and easy falling into local optima of
artificial bee colony algorithm in solving multivariable optimization problems, a new
quantum optimization algorithm is proposed by combining quantum theory and artifi-
cial bee colony algorithm. The algorithm uses quantized Bloch coordinates to encode
the food source in the bee colony algorithm, expanding the number of global optimal
solutions and increasing the probability of the bee colony algorithm obtaining the global
optimal solution. In experiments on typical function optimization problems, the proposed
algorithm outperforms the artificial bee colony algorithm in terms of search ability and
optimization efficiency. Quantum Bloch sphere optimization mechanism is one of the
optimization strategies, which is used to find the global optimal solution in the quantum
space. Its specific idea is to use the Bloch sphere in quantum computing to describe the
evolution process of Quantum state, so as to achieve global optimization.

In quantum computing, the state of a system can be represented by a linear combi-
nation of multiple ground states, and can be represented by a vector on a Bloch sphere.
Specifically, a vector starting from the center of a sphere and passing through a point on
the sphere can be represented by the longitude and latitude on the sphere. The quantum
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algorithm can rotate and flip this vector according to specific rules, and get the final
result through Measurement in quantum mechanics.

The optimization mechanism of quantum Bloch sphere is based on this process
of Quantum state evolution to achieve optimization. The specific steps are as follows:
convert each optimization parameter (such as vector) into a corresponding Quantum
state, and use Bloch sphere to represent it; According to the rules of quantum algorithm,
each Quantum state is rotated and flipped to gradually evolve into a Quantum state
near the global optimal solution; According to the results of Measurement in quantum
mechanics, the final optimization parameters, namely the global optimal solution, are
obtained.

By using the Bloch sphere evolution process in quantum computing, the quantum
Bloch sphere optimizationmechanismofquantumEvolutionary algorithmcanefficiently
search the global optimal solution in quantum space. However, this algorithm still has
some limitations, such as requiring a large amount of computing resources and complex
quantum algorithm support.

Study the optimization mechanism of quantum Bloch sphere. The quantum Evolu-
tionary algorithm is used to study the transformation relationship between the qubit and
the solution vector, establish the transformation model of the feasible solution space and
the fitness function, thus expanding the number of global optimal solutions, which can
greatly improve the probability of global optimal solutions and overcome the premature
phenomenon.

The quantum Bloch spherical optimization mechanism is an optimization strategy
used in quantum computing to solve optimization problems. This mechanism is based on
the motion of quantum bits on Bloch balls for searching, thereby achieving optimization
of optimization problems.

Specifically, when performing optimization, this mechanism first transforms the
problem to be solved into a problem that can construct a Hamiltonian. Then encode the
Hamiltonian onto the quantum bit, enabling it to evolve. During the evolution process,
quantum bits will move along a certain path on the Bloch sphere, thereby achieving
problem optimization.

In this process, the state of each quantum bit can be represented as a point in the
Bloch sphere. During the evolution of quantum bits along different paths on a sphere,
their motion on the Bloch sphere can be represented as a line segment or arc length on
the Bloch sphere. This path is the most optimal solution to the problem to be solved.

In practical applications, the quantum Bloch spherical optimization mechanism can
be used to solve various optimization problems, such as graph coloring, routing, and so
on. Compared with classical algorithms, this mechanism can find better solutions in a
shorter time, so it has good application prospects.

Combining the artificial bee colony algorithm (ABC) and quantum Evolutionary
algorithm (QEA), we can use the advantages of the two algorithms to improve the
optimization effect. Among them, the quantumBloch spherical optimizationmechanism
can be used to search for global optimal solutions in quantum space, while the ABC
algorithm can be used to search for local optimal solutions in classical space and achieve
fast convergence of optimization speed.
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Specifically, the specific algorithm is as follows:
Algorithm: Artificial Bee Colony Algorithm Based on Quantum Bloch Spherical

Optimization.

Step 1: Use the ABC algorithm to initialize the population, optimize it in classical space,
and record the current optimal solution.
Step 2: Convert the current optimal solution to a Quantum state, and use the quantum
Bloch spherical optimization mechanism to optimize in quantum space.
Step 3: Convert the optimal solution obtained from quantum space back to classical
space and compare it with the optimal solution obtained from ABC algorithm, selecting
the better solution as the next round of population initialization.
Step 4: Loop through steps 2–3 until the stop iteration condition is met.

By combining the two algorithms, the optimal solution can be found in classical
and quantum spaces based on the different characteristics of the optimization problem,
thereby improving the optimization effect. Meanwhile, in practical applications, it is
necessary to adjust the algorithm parameters and optimization process according to
specific problems to achieve better results.

4 Numerical Experiment

In this paper, the optimisation performance of the improved artificial bee colony algo-
rithm is verified using six benchmark test functions selected as shown in Table 2, all of
which have dimension D = 30 and a population size of 50.The maximum, minimum,
and mean values are the maximum, minimum, and mean values of the optimal solutions
for each test function after running the ABC algorithm and QABC algorithm 30 times,
respectively (Table 1 and Figs. 1, 2, 3, 4, 5 and 6).

Table 1. Basic Table of Test Functions.

function name function expression Possible solution space

sphere f = ∑n
i=1x

2
i [−100,100]

rosenbrock
f = ∑n−1

i=1

[
100

(
xi+1 − x2i

)2 + (xi − 1)2
]

[−30,30]

ackley
f = −20exp

(
−0.2

√
1
n
∑n

i=1x
2
i

)
−

exp
(
1
n
∑n

i=1cos(2πxi)
)

+ 2

[−32,32]

rastrigin f = ∑n
i=1

[
x2i − 10cos(2πxi) + 10

]
[−5.12,5.12]

griewank f = 1
4000

∑n
i=1x

2
i − ∏n

i=1cos
(

xi√
i

)
+ 1 [−600,600]

schwefel f = ∑n
i=1 − xisin

(√|xi|
)

[−500,500]
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Table 2. Comparison Table of Test Results.

function name algorithm Mean Best Worst

sphere ABC 990.880759004292 0.005239022782134984 3198.3364642564243

QABC 0.07733044739583281 0.007839884563195445 0.3936540369380858

rosenbrock ABC 212.9244189105304 26.736172368784434 1815.7335231303393

QABC 63.3800288502284 7.347878131230892 125.36861390619563

ackley ABC 18.987461536899595 18.59918721726783 19.36679617559856

QABC 0.2726170788979399 0.14317375328697368 0.9786477077892042

rastrigin ABC 140.88632484936943 109.39602276186841 183.0978229047019

QABC 28.260160967419214 5.531470841130661 46.97397077640797

griewank ABC 2.2590683088689776 0.3437042619185997 5.685058211963045

QABC 0.003672421584964691 0.000713980227247113 0.012573455106566267

schwefel ABC −5746.088747454827 −3591.691677101014 −9794.3343263609

QABC −4298.761784730316 −3660.8502203369494 −4994.257648556701

Fig. 1. Comparison of convergence performance between QABC and ABC in sphere function

Through the comparison of experimental results, it was found that the average of
the optimal values obtained by the improved artificial bee colony algorithm based on
quantumBloch sphere is equal to or close to the optimal value of the test function.Among
them, for single mode functions, the results obtained by the improved artificial bee
colony algorithm are closer to the optimal value than the artificial bee colony algorithm;
For multimodal functions, improving the artificial bee colony algorithm can obtain the
optimal value of the problem, while the artificial bee colony algorithm cannot obtain the
optimal value under the same experimental conditions. Moreover, when the dimension
of the test problem increases, the hybrid artificial bee colony algorithm can obtain more
stable experimental results. These results all indicate that improving the artificial bee
colony algorithm can obtain the optimal solution or a solution closer to the optimal
solution of the test function, and the stability of the algorithm is better.

Artificial bee colony algorithm is a new type of swarm intelligence optimization
technology that demonstrates good optimization performance. However, this algorithm,
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Fig. 2. Comparison of convergence performance between QABC and ABC in Rosenbrock
function

Fig. 3. Comparison of convergence performance between QABC and ABC in Ackley function

like other intelligent optimization technologies, has the disadvantages of slow Rate of
convergence and easy to fall into local optimum. Themain reason is that the searchmode
of this algorithm has good exploration ability, but weak development ability. In order
to overcome these shortcomings, this paper proposes an improved artificial bee colony
algorithm based on the quantum BLOCH spherical optimization mechanism. The test
and comparative study of the test function show that the improved artificial bee colony
algorithm proposed in this chapter is superior to the artificial bee colony algorithm in
accuracy, Rate of convergence, stability and robustness, Compared with other intelligent
optimization algorithms, the improved artificial bee colony algorithm proposed in this
chapter has better optimization performance and stability.
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Fig. 4. Comparison of convergence performance between QABC and ABC in rastrigin function

Fig. 5. Comparison of convergence performance between QABC and ABC in griewank function

Fig. 6. Comparison of convergence performance between QABC and ABC in Schwefel function
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Abstract. Traffic flow prediction is one of the core issues in the field of trans-
portation planning and management. Traditional traffic flow prediction methods
are limited by factors such as data sparsity, long-term interdependencies, and intri-
cate spatiotemporal dynamics. To overcome these challenges, this paper proposes
a novel predictive model called ARSTGCN, which incorporates spatiotempo-
ral attention mechanisms and deep learning networks. Firstly, the spatiotemporal
attentionmechanism assigns attentionweights to traffic sensor nodes, enabling the
capture of spatiotemporal relationships. Dilation convolution is employed to pro-
cess the temporal correlation in the data, mitigating concerns of gradient explosion
and vanishing during the training of lengthy time series. Secondly, data containing
spatiotemporal weight features undergoes input into the graph convolutional net-
work, facilitating the capture of spatial dynamic correlations. The final prediction
results are obtained through the utilization of the fully connected layer. Compared
with the baseline model on two publicly available datasets, ARSTGCN showed
certain advantages.

Keywords: Traffic Flow Prediction · Attention Mechanism · Graph Convolution

1 Introduction

With the continuous development of China’s transportation industry and the sharp
increase in vehicles, traffic congestion and frequent traffic accidents have emerged as
critical challenges confronted by modern cities. To overcome these issues, experts have
shifted their focus towards establishing an intelligent transportation system (ITS) [1].
The objective is to develop smart transportation and transportation information technol-
ogy, enhance the efficiency and precision of traffic control, while optimizing traffic flow,
with the ultimate aim of alleviating the prevailing traffic problems.

So far, research on traffic flow prediction has a history of over a decade. Initially,
mathematical and physical methods were commonly employed for prediction. The most
typical models included the Historical Average (HA) model [2], Vector Autoregressive
(VAR) model [3], and Autoregressive Integrated Moving Average (ARIMA) model [4].
However, these models relied on linear data analysis, while traffic flow data is nonlin-
ear and complex. Therefore, statistical-based prediction methods did not adequately fit
traffic flow data. Some common machine learning methods used in the field of traffic
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flow prediction include Support Vector Machine (SVM), K-Nearest Neighbors (KNN)
algorithm, and Kalman filter model [5]. In the 1990s, SVM proposed by Vapnik et al.
in the literature [6] has gained considerable attention. SVM is a supervised learning
algorithm that separates samples into two categories by defining an optimal boundary.
It was employed in traffic flow prediction to overcome the limitations of traditional sta-
tistical models in handling nonlinear problems. In literature [7], Zhang et al. proposed
a short-term traffic flow prediction method based on Balanced Binary Tree K-Nearest
Neighbor Non-parametric Regression. This method utilized clustering and a balanced
binary tree structure to establish a case database, aiming to improve prediction accuracy
and meet real-time requirements. These machine learning methods offered new avenues
for enhancing the accuracy and reliability of traffic flow prediction. However, machine
learning models needed to possess good generalization ability when predicting new traf-
fic flow data. Yet, due to the complexity and dynamic nature of the traffic system, the
generalization ability of the models was limited across different regions, time periods,
or traffic scenarios.

In recent years, with the emergence of deep learning models, researchers have grad-
ually employed deep neural network models for traffic flow prediction. Ma et al. [8] uti-
lized Long Short-Term Memory (LSTM) neural networks for predicting traffic speeds,
effectively capturing the temporal correlations in the data flow. Literature [9] combines
the convolutional neural network (CNN) and LSTM to extract the spatiotemporal fea-
tures from multiple perspectives, and the experimental results show that this method
can effectively predict traffic information. Although these models have made significant
progress in feature extraction, they still cannot represent the true non-Euclidean spatial
road network structure [10]. Some scholars have studied the graph convolutional net-
work (GCN). Li et al. [11] proposed theDCRNNmodel, combining the characteristics of
diffusion graph convolution and recurrent neural network to capture the spatiotemporal
dependence in traffic data. Yu et al. [12] designed the STGCNmodel using spatial graph
convolution and temporal convolution to effectivelymodel the spatiotemporal dependen-
cies in traffic data and improve traffic prediction accuracy. Subsequently, Guo et al. [13]
introduced the ASTGCN model by adding attention mechanisms to the STGCN model.
Geng et al. [14] proposed the SMGCN model for predicting the demand of ride-hailing
services. This model combines spatiotemporal features and multi-graph convolution
operations, aiming to capture the spatiotemporal dependencies in the data related to
ride-hailing service demand.

Although existing deep learning methods consider the temporal and spatial correla-
tions, these methods still have shortcomings. Most of these methods rely on LSTM and
GRU to capture temporal dependencies, which can easily lead to the problems of gra-
dient explosion and vanishing when dealing with long time series. Additionally, some
network models attempt to use stacked one-dimensional convolutions to mitigate the
gradient explosion issue, leading to an increase in computational complexity.

To overcome these limitations, fully consider the spatiotemporal dynamic correla-
tion, and further improve the accuracy of traffic flow prediction, this paper reduces the
model complexity and improves the operating efficiency by reducing the number of
network layers on the basis of the ASTGCN model. In addition, the dilated convolution
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is introduced based on the existing baseline model to extract long-time dynamic corre-
lations with fewer network layers and parameters to improve the prediction accuracy.
Therefore, this paper proposes a new traffic flow prediction method called ARSTGCN.

2 ARSTGCN Model

2.1 Problem Definition

Traffic flow prediction refers to the use of traffic flow data collected by traffic sensors
distributed on the road [15] to predict the future traffic flow of a certain location or area.
That is, the number of vehicles passing through the location or area in a certain period
of time in the future.

Definition 1 (Traffic Road Network G). The sensors in the road network constitute
a topology diagram G = (V, E, A), where V is the set of nodes, indicating the sensor
nodes in the road network, the number of nodes is N, V = {v1,v2,v3,…vn}; E is the set
of edges, indicating the connectivity between the sensors; A ∈ RN×N is the adjacency
matrix constructed based on the distances between sensors, representing the connectivity
between nodes.

Definition 2 (Graph Signal Matrix X). The traffic flow observed on graph G is repre-
sented as the graph signal X ∈ RN×P, where P represents the number of features of each
node. The traffic flow prediction problem involves learning a mapping function f (·) for
the traffic flow at a given graph G and historical T time period to predict future traffic
information for T´. The mapping relationship is shown in Eq. (1).

(Xt+1,Xt+2, · · · ,Xt+T ′ = f (G; (Xt−T+1, · · · ,Xt−1,Xt)) (1)

2.2 Model Framework

The overall framework of this paper is illustrated in Fig. 1, which consists of a residual
layer, a spatiotemporal convolutional block, and a fully connected layer. The spatiotem-
poral convolutional block is composed of two temporal convolutions (TCM) and one
graph convolution (GCN), and incorporates spatiotemporal attention mechanisms to
extract features from both the temporal and spatial dimensions. The input traffic time
series data first undergoes spatiotemporal attention mechanism to obtain the spatiotem-
poral correlationmatrix. The TCMmodule introduces dilated convolutions to effectively
handle long time series problems. The GCN module uses Chebyshev polynomial as the
convolution kernel to reduce the computational complexity.
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Fig. 1. ARSTGCN model framework

2.3 Spatiotemporal Attention Mechanism

The spatiotemporal attention mechanism [16] is a mechanism used to handle spa-
tiotemporal data. It can learn and capture the correlations between different locations
and time points in spatiotemporal data, thereby extracting and expressing important
spatiotemporal features.

The temporal attention is used to model the relationships between different time
points. It helps us determine which time points aremore important for the current task. In
time series data, the temporal attention mechanism can learn the evolution and variation
patterns of different time points, as well as their impact on specific tasks. The temporal
correlation matrix is defined as Eq. (2).

It = Vt · σ(
(
X TW1

)
W2(W3X ) + bt) (2)

In the equations, Vt , bt ∈ RT×T , W1 ∈ RN ,W2 ∈ RF×N ,W3 ∈ RF are the learnable
parameters.X∈RN×F×T represents all sequence data, whereN is the number of nodes,F
is the number of data types, and T is the length of time. σ denotes the activation function.
Based on the temporal correlationmatrix, we calculate the time attentionmatrix between
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nodes i and j. such as the following Eq. (3).

I ′t(i,j) = exp(It(i,j))∑N
j=1 exp(It(i,j))

(3)

where It(i,j) represents the element in the i -th row and j -th column of the temporal
correlation matrix, which indicates the degree of temporal correlation between the two
nodes. I ′t(i,j) represents the calculated time attention matrix.

Similarly to the calculation of the time attentionmatrix, the spatial attention is used to
model the relationships between different spatial locations. It helps us determine which
spatial positions are more important for the current task. The equations for calculating
the spatial correlation matrix and the spatial attention matrix are shown in (4) and (5)
respectively. In these equations, Vs, bs ∈ RN×N , U1 ∈ RT , U2 ∈ RF×T , U3 ∈ RF are
all parameters to be learned, X ∈ RN×F×T represents all sequence data. Is(i,j) denotes
the element in the i -th row and j -th column of the spatial correlation matrix, which
represents the degree of spatial correlation between the two nodes. I ′s(i,j) represents the
calculated spatial attention matrix.

Is = Vs · σ((XU1)U2(U3X )T + bs) (4)

I ′s(i,j) = exp(Is(i,j))∑N
j=1 exp(Is(i,j))

(5)

2.4 Time Convolution

Recurrent neural networks have significant advantages in handling time series problems.
However, they can suffer from the issues of vanishing and exploding gradients when
dealing with long time series data. In addition, when dealing with complex problems, it
requires adding multiple layers of convolution to capture the long-term dependencies in
the time series. Dilated convolution [17] has a major advantage in that it can increase the
receptive field without introducing additional parameters and computational complexity.
By introducing a dilation rate parameter, the receptive field of the convolution kernel can
be expanded. This allows the network to capture both local detailed features and larger
contextual information. Therefore, in this paper, dilated convolution is used to extract
temporal dynamic correlations, and the network architecture is shown in Fig. 1b. Given
the input time series data X ∈ RN×T×F, where N is the number of nodes, T is the time
steps, and F is the number of features, the temporal convolution is defined as Eq. (6).

TCM(X) = g(Conv(X )) � σ(Conv(X )) (6)

where, g(·) and σ(·) represent the activation functions tanh and sigmoid, respectively.
Conv(·) denotes one-dimensional dilated convolution, and � represent Hadamard mul-
tiplication. After obtaining the temporal feature correlations through the temporal
convolutional layer, the spatial features are learned using the graph convolutional layer.
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2.5 Graph Convolution

Graph convolution is mainly used to capture spatial dependencies among different nodes
in a graph. Graph Convolutional Networks (GCNs) implement convolutional operations
on topological graphs based on graph theory [18]. In graph convolution, each node has
its own feature vector and is connected to its neighboring nodes to form an adjacency
relationship. The goal of graph convolution is to update the features of each node by
incorporating the feature information from its neighboring nodes. In graph convolution,
the first step is to transform the adjacency matrix into a Laplacian matrix, which is
defined as Eq. (7).

L = IN − D− 1
2AD− 1

2 (7)

In the equation, IN is the N × N identity matrix, A is the adjacency matrix of the
graph G, and D is the degree matrix of the adjacency matrix A. The Laplacian matrix
L is subjected to eigendecomposition, which decomposes it into the form L = β�βT.
Here, � is a diagonal matrix containing the eigenvalues, and β is a matrix containing
the corresponding eigenvectors. The obtained parameters are used to perform graph
convolution on the input time series sequence, and the equation is as follows.

gθ ∗ x = g(L)x = β�(�)βTXin (8)

gθ∗ is the graph convolution operator. Due to the computational complexity of Eq. (8),
Hammond [19] et al. proposed that using Chebyshev polynomials to effectively solve
this problem. Therefore, Eq. (8) can be approximated and simplified to Eq. (9).

gθ ∗ x = g(L)x ≈
K−1∑
k=0

θkTk(L̃)x (9)

L̃ = 2L

λmax − IN
(10)

where, θk represents trainable parameters, Tk(L̃) are the coefficients of the Chebyshev
polynomials. The expression for L̃ is defined asEq. (10).λmax is themaximumeigenvalue
of the Laplacian, andK is the size of the convolutional kernel. In order to effectively learn
spatial-temporal correlations, attention is incorporated into the convolutional operation
in this paper, as shown in Fig. 1c. Therefore, Eq. (9) is modified to Eq. (11).

gθ ∗ x = g(L)x ≈
∑K−1

k=0
θk

(
Tk

(
L̃
)

� I ′s(i,j)
)
x (11)

3 Experiment and Result Analysis

3.1 Dataset

This experiment uses two publicly available datasets, namely PEMSD4 and PEMSD8.
PEMSD4 and PEMSD8 are datasets from the Los Angeles area in California, USA.
Table 1 provides detailed information about these datasets. The distinctive feature of
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these two datasets is that they have a relatively fine granularity, with a statistical time
interval of 5 min for each data group. In this experiment, one hour of traffic flow data is
taken as the historical time period to predict the future traffic information for the next
hour, with 12 data records considered as one time step. The datasets are divided into
training, validation, and testing sets with a ratio of 6:2:2, respectively. The input data is
processed using the Z-score method.

Table 1. Dataset description.

Datasets Nodes Timesteps Time frame

PEMSD4 307 16992 2018.1.1—2018.2.28

PEMSD8 170 17856 2016.7.1—2016.8.31

3.2 Experimental Setting

The experiment was conducted in a Windows system environment, using the PyTorch
framework. The computer processor used was Intel(R) Core(TM) i5-1135G7 @ 2.40
GH, with CUDA 10 and Python 3.7.

In the experiment, the Adam optimizer was employed, with a learning rate of 0.001.
The batch sizewas set to 32. Tomeasure the predictive performance of differentmethods,
the chosen evaluation metrics were Mean Absolute Error (MAE) and Root Mean Square
Error (RMSE). Smaller values of these metrics indicate better prediction performance
of the model. The formula are given as Eq. (12) and (13) below.

(1) Mean Absolute Error:

MAE = 1

n

n∑
i=1

∣∣yi
∧ − yi

∣∣ (12)

(2) Root Mean Square Error:

RMSE =
(
1

n

n∑
i=1

∣∣yi
∧ − yi

∣∣
) 1

2

(13)

In the equations, yi represents the true traffic flow and yi
∧

represents the predicted
traffic flow for the i-th sample, where n represents the number of samples.

3.3 Baselines

This study compares the proposed model with six benchmark models for traffic flow
prediction.

(1) Historical Average: This is a simple traffic flow prediction model that uses the
historical average to predict future traffic flow.
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(2) LSTM: LSTM is a type of recurrent neural networkmodel that can capture long-term
dependencies in time series data. It is used for predicting future traffic flow.

(3) T-GCN: T-GCN is a traffic flow prediction model that combines temporal informa-
tion and graph convolution. It can effectively learn the spatiotemporal relationships
and evolution patterns of traffic flow for future predictions.

(4) STGCN: STGCN is a spatial-temporalmethod for traffic flowprediction. It leverages
graph convolutional operations to model the spatial and temporal dependencies in
traffic data.

(5) ASTGCN: ASTGCN is a traffic flow prediction model that utilizes attention
mechanisms along with spatial and temporal graph convolutional networks.

(6) Graph WaveNet [20]: Graph WaveNet is a traffic flow prediction model based on
graph convolutional neural networks and WaveNet.

3.4 Experimental Results

Table 2 displays the prediction results of various models for a 60-min prediction on
the PEMSD4 and PEMSD8 datasets. The benchmark experimental results in this study
referenced the experimental data from ASTGCN [13]. The performance of the ARST-
GCN model showed improvement on both datasets. Compared to ASTGCN, the pro-
posed model improved the MAE and RMSE metrics by 1.7%, 2.4%, 8.02%, and 3.6%
on PEMSD4 and PEMSD8, respectively. Compared to STGCN, the proposed model
achieved an improvement of 10.1%, 10.1%, 6.5%, and 1.2% on PEMSD4 and PEMSD8
for the MAE and RMSE metrics, respectively.

Table 2. Performance comparison of different methods for one-hour traffic prediction on
PEMSD4 and PEMSD8

Dataset Metric HA LSTM T-GCN STGCN Graph
WaveNet

ASTGCN ARSTGCN

PEMSD4 MAE 36.76 36.76 28.04 25.15 25.45 23.00 22.59

RMSE 54.14 45.82 41.21 38.29 39.70 35.28 34.39

PEMSD8 MAE 29.52 23.18 24.01 18.88 19.13 19.19 17.65

RMSE 44.03 36.96 33.98 27.87 31.05 29.20 27.52

3.5 Run Time Comparison

In the experiment, the computational time of the proposed ARSTGCN model was com-
pared with the benchmark models STGCN and ASTGCN on the two datasets. Since
STGCN and ASTGCN involve stacking multiple layers in their network, it increases the
computational complexity. In this study, some complex network layers were reduced in
the proposed model. As shown in Fig. 2, it can be observed that compared to STGCN
and ASTGCN models, the ARSTGCN model had the least computational time on both
datasets, resulting in significant speed improvements.
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Fig. 2. Comparison of running times on dataset PEMSD4 and PEMSD8

4 Conclusion

This paper introduces the spatiotemporal attention mechanism to capture the temporal
and spatial correlation respectively, reducing the defect of common graph convolution
in extracting data features. Additionally, the paper introduces dilated convolutions to
the existing benchmark models, which can increase the range of receptive fields without
introducing extra parameters and computational complexity. This effectively solves the
issues of gradient vanishing and explosion that often occur in long time series. This
model is optimized in terms of network complexity, which not only improves accuracy
but also greatly reduces time cost operations.
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Abstract. Fire detection systems are considered an integral part of any building.
However, most fire detection systems use a single passive sensor that usually faces
some unavoidable problems, especially with the use of simple processing systems
using threshold and trend algorithms. Although more than a single sensor and
fire information are used in some existing systems, the real-time fire information
and firefighting forecasting are not monitored. Such information facilitates good
decision making in firefighting and rescue operations. This paper develops a fast
and smart fire detection and monitoring system that can detect and monitor fire
incidents with low probability of detection error. The system involves IoT sensors
that detect all necessary fire information including heating release rate smoke
level, and CO2 level. Moreover, a fire detection and monitoring model based on
artificial neural networks is developed to identify fire information in real-time.
The proposed system was tested in a chamber box with around 20 experiments.
The positive fire detection rate was high with fast fire detection rate.

Keywords: Building fire · Internet of Things · Deep learning · Smart
firefighting · Fire alarm

1 Introduction

Saudi Civil Defense reported that the number of fire incidents increases in the past five
years in all regions of Saudi and reaches to more than 42,000 incidents in which more
than 68% represents home fires [1]. Moreover, it is reported that the total material losses
from fire accidents during 2021 exceeds 521 million riyals compared to more than 131
million riyals during 2020 [1]. Interestingly, the worldwide problem of safeguarding
against fires and the financial repercussions associated with them is estimated to have
a significant impact, with the average cost estimated to be around 1% of the annual
global GDP. This expense tends to rise in correlation with the per capita GDP and
human development index, as reported in [2]. This necessitates the need for concerted
efforts from all authorities to reduce these losses by providing safety systems, firefighting
equipment, and alarm devices.
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Fire detection systems are considered an integral part of any building. Internet of
Things (IoT) technology has beenwidely employed in fire detection systems over the last
decade. However, most fire detection systems typically use a single passive sensor that
faces problems with simple processing systems using threshold and trend algorithms.
For instance, photosensitive detectors may be affected by sunlight and lighting, while
smoke detectors may be affected by various gases. As a result, traditional fire detection
systems can result in false fire alarms or require leak-checks. Although more than a
single sensor and fire information are used in some existing systems, the real-time fire
information and firefighting forecasting are not monitored. Such information facilitates
good decisionmaking in firefighting and rescue operations.Making effective firefighting
decisions outside the fire scene is challenging without knowledge of the fire state.

Recently, ANN has been employed in fire research to support smart firefighting in
various aspects [3–5]. In [6], the authors proposed a fire detection system that uses four
sensors to detect fire, flame, smoke, and butane. Upon detecting a fire, the system sends
data to an Arduino device which then sends a text message to notify the entity and stores
the data for monthly or weekly inventory. The authors also created a mobile application
to update the device and monitor its status. The Nashrek application, an open-source
web application, was used to monitor the fire through the application. They utilized the
MQ5 sensor to detect gas, smoke, or butane.

Cheng et al. [7] designed a fire detection device that uses gas, smoke, and CO2
sensors, along with a neural network-based fire detection method [8]. The method has
a low false alarm rate of less than 5% and can analyze sensor data sets in real-time.
The system can adapt to its environment and accurately predict fires. However, accuracy
may be impacted when implemented in a real-world setting. The system was tested in
a simulator using MATLAB. An intelligent fire detection system with automatic water
sprinklers was developed in [9], which utilizedWi-Fi devices and sensors as transmitters
for sensor readings, including gas and flame sensors. Gas, temperature, and flame sensors
were installed in the room, and the flame sensor could detect light in a specific range of
wavelengths up to 33 cm.

The authors in [10] developed a fire detection system that uses a sensor board with 12
off-the-shelf sensors. These sensors include electrochemical gas sensors for CO detec-
tion, NDIR sensors for CO2 detection, and PID and MOX sensors for VOC detec-
tion. Additionally, the system features a temperature and humidity sensor that connects
to an Arduino DUE. The accuracy of the system was confirmed through successful
experiments conducted in all temperatures and types of gases.

A fire system utilizing the Dynamic Time Warping Kernel Function was presented
in [11]. It utilizes SVM-DTWK with a Multi-Modeling Approach and SVM classifier
to accurately detect fires and minimize misclassifications. The system utilizes CO2,
temperature, smoke, and photoelectric sensors, and experiments were conducted to con-
firm its accuracy. In [12], the authors developed a system that utilizes a wireless sensor
network and IoT to monitor the indoor environment’s humidity, temperature, and CO2
levels to prevent respiratory distress. Similarly, [13] designed a system based on the IoT
to measure humidity, temperature, and light intensity.
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Most of the existing systems employ a single sensor and simple detection algorithm
which led to high false alarm rates and leak-checks. Complex fire detection systems that
use temperature, smoke, and combustion sensors to overcome the limitations of simple
fire detection systems have been introduced. However, simple processing algorithms
were employed such as threshold and trend algorithms which reduces the accuracy of
these systems. Moreover, Real-time fire information was not considered although it is
crucial for effective firefighting and rescue operations. The importance of real-time fire
detection and prediction in firefighting, evacuation, and rescue has been emphasized by
numerous fire incidents, particularly in high-risk facilities and infrastructures.

This paper presents a fast and smart fire detection system that can detect and monitor
fire incidents with low probability of detection error. The important contributions of
this work are summarized as follows: 1) Design and implementation of an IoT-enabled
intelligent fire detection system using neural networks. The IoT sensors developed in
this paper can detect all necessary fire information including heating release rate, smoke
level, and CO2 level. 2) Development of a fire detection and monitoring model based
on artificial neural networks to identify fire information in real-time. 3) Testing of the
proposed system in a chamber box with around 20 experiments, which showed a high
positive fire detection rate with fast fire detection rate.

2 IoT-Enabled Intelligent Fire Detection System

This section provides detailed explanation of the architecture of the proposed fire detec-
tion system. A detailed sequence diagram explaining the workflow of the proposed
system is also presented.

2.1 System Architecture

The architecture of the smart fire detection system is composed of four main layers, as
illustrated in Fig. 1, which are acquisition, communication, processing, and application
layers. In the acquisition layer, the system employs a group of sensors to acquire fire
related data. The sensors included in this layer are flame sensor, thermal sensor, smoke
sensor, and CO2 sensor. In the communication layer, the acquired data are sent to the
cloud using cellular network. The fire incidents detection is obtained in accordance with
acquired sensors data. The data are sent to the for the user to call authorities such as
firefighters and healthcare providers.
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Fig. 1. Architecture of the Proposed Fire Detection System

2.2 Detailed Sequence Diagram

The detailed sequence diagram of the proposed fire detection system is shown in Fig. 2.
The sensors readings are sent to the microcontroller to obtain the farm real time data
including heat release rate, smoke level, and CO2 level. All these data are forwarded to
the cloud to store it. The data can be managed and stored in a standardized format by
the server, which can then be accessed by the fire detection model. The microcontroller
notifies, through the cloud and the platform, the user if any of the readings are not received
to maintain and replace it. The fire detection model detects the fire incident occurrence.
If the fire incident is detected, a buzzer alarm is turned on to warn the residents about
the fire. Moreover, a fire alarm message will be sent to the user and the cloud to perform
any further analysis required. However, to consider the fire put out, the buzzer will be
turned off when the readings return to normal.

Fig. 2. Detailed sequence diagram of the fire detection system.
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2.3 Dataset Generation

Todevelop the fire detectionmodel, the initial phase involves creating a large and depend-
able dataset with a reasonable distribution of data that will be utilized for both training
and validation of the model. For this purpose, Pyrosim and Fire Dynamic Simulator
(FDS) is employed as they are efficient and save time in generating a large dataset that
adheres to physical laws. Previous studies have confirmed the accuracy and feasibility of
the numerical fire data produced by these tools [14–16]. Several parameters are required
to be set to establish the numerical model including scenario geometries, material of
the walls, mesh size, wall thickness, fire geometry, and fire source. To alert about fire
incidents and guide firefighting strategies, critical indicators for building fire scenarios
include spreading rate, coordinates, smoke level, and HRR as well as the level oCO2f.
Figure 3 shows the process of dataset generation.

Fig. 3. Dataset generation process.

To create the dataset, a 2 × 4 matrix of eight fire detection units is installed on the
ceiling with a distance of 10 cm between them. The fire simulation run for at least 300
s to allow the fire to reach a quasi-stable state. Simulating fire scenes with multiple
sources of fire can be especially dangerous for firefighters, therefore only scenarios with
one or two fire sources will be generated. The dataset comprises 50 fire scenarios, 20 of
which are single fire cases, and the remaining 30 are dual fire cases with different fire
characteristics. The data recorded in the datasheet for each simulation will be an 8 ×
121 matrix (8 fire detection units by 121 simulation steps).

The dataset will be divided into 121 segments with a temporal length of 3 s each.
The resulting dataset will contain 60,050 samples created by multiplying these segments
by the number of scenarios. To train the fire detection model, each input data point in
the dataset will be associated with an expected output [17]. This includes the fire’s
HRR, Smoke Level (SL), CO2 Level (COL), Spreading Rate (SR), and x, y coordinates,
expressed as the following vector:

[HRR1, SL1,COL1, SR1, x1, y1,HRR2, SL2,COL2, SR2, x2, y2]
where the subscript i = 1, 2 is the number of the fire source. The input data for the fire
detection model will be labeled according to the simulation conditions, including HRR,
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SL, COL, SR, and coordinates for each fire source. The second fire source values will
be set to zero for a single fire case. The data will be shuffled randomly and split into
training and validation datasets with ratios of 80% and 10%, respectively.

2.4 Fire Detection Model

The Convolutional Long Short-Term Memory (ConvLSTM) neural network will be
utilized to recognize the fire information in an unfamiliar scenario. The considered
parameters for the neural network are the relationship between the sensor data and the
fire source information. This model will be constructed based on the dataset generated
by the simulator. The ConvLSTM network is chosen due to its ability to extract features
from spatial-temporal data [18]. The network will be developed using TensorFlow Core
v2.2.0, following the approach outlined in [19].

3 Implementation and Evaluation

The proposed system was implemented through four main steps outlined in Fig. 4.
Firstly, a dataset was generated using Pyrosim and FDS by arraying eight fire detection
units in a 2 × 4 matrix and installing them 10 cm below the ceiling. The simulation
time was set to 500 s to ensure sufficient fire growth. The Pyrosim simulator was used
to create and test two primary scenarios using the developed unit, as shown in Fig. 5.
These scenarios consist of 20 single fire cases and 30 dual fire cases. The simulation
experiments considered a kitchen with size of 4 * 5 m. A chamber box was used to
fabricate the room. Fire incidents were fabricated by burning a small piece of tissue.
Around 20 experiments in different locations in the chamber box were conducted to test
the developed system. The fire event was fabricated in different locations in the chamber
box to examine the performance.

Fig. 4. Pyrosim Dataset generation process.

Then, the model is built based on the dataset generated by the simulator to deter-
mine the targeted fire information in a realistic fire environment. Colab notebook was
employed to use TensorFlow to build the fire detection model as presented in [19]. In
parallel, the smart fire detection unit was constructed. Upon detecting the fire event,
a message is sent to the user containing the fire information including number of fire
events, fire coordination, and spreading rate. Figure 6 shows the scenarios of two and
single fire cases and Arduino IDE interface. Since the system is tested in the chamber,
the accuracy of fire detection was high. The positive alarm rate was 100%. However, the
fire dimensions were not accurate since the dimensions of a room with size of 4 * 5 m
was considered. The speed of fire detection was around 0.5 s which is too low since the
chamber box was used.
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Fig. 5. Single and dual fire cases in Pyrosim

Fig. 6. Single and dual fire cases and Arduino IDE interface.

4 Conclusion

A smart fire detection system that can detect fire incidents with low probability of
detection error was developed in this paper. To accomplish this, the following sub-
objectives were achieved which are designing and developing IoT system that considers
all necessary fire information including temperature, smoke level, and CO2 level, as
well as developing fire detection model based on artificial neural networks identify
fire information in real-time. The proposed system was tested inside a chamber box
with around 20 experiments. The positive fire detection rate was high with fast fire
detection rate. However, this could be because the systemwas not tested in an open room.
Moreover, it results in a wrong fire coordination finding. Hence, our future work is to test
the system in an open room with bigger fire event size to obtain more realistic results.
In addition, one fire spreading rate was considered in the model, hence, the developed
model could be enhanced by predicting fire spreading rate. Application and/or website
platforms can be developed in the future work to notify the user with fire data. All
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the collected data and decisions can be sent to the cloud server for storage and further
analysis.
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Abstract. FaceRecognitionTechnology andFaceAnti-Spoofingbecameaneces-
sity during the Covid 19 pandemic, Monkeypox Virus etc. In the current era, the
use of contactless technology has become crucial and highly beneficial for individ-
uals. Vietnam is experiencing a significant digital transformation across various
sectors including culture, education, tourism, finance, industry, and entertainment.
However, most Enterprise Information System institutions in Vietnam lack facial
recognition. To address this issue, we have undertaken research to devise a secure
anti-spoofing method and determine an effective approach for face recognition
processing. Our aim is to develop a comprehensive solution that can be imple-
mented to establish a complete system that we researched and assessed at each
stage. To construct a Facial Recognition application, we implemented a Convolu-
tional Neural Network (CNN) as a core to recognize faces in real-time. To identify
whether the faces are genuine or counterfeit, we utilized Landmark68 during the
anti-spoofing phase. We applied our findings and developed an application AILib
during the Covid-19 outbreak, when it was challenging for people to physically
visit and login with their IDs at the counter. People can now login without phys-
ically being there by logging in using their faces on the AILib. According to the
findings of our research, the system functions satisfactorily, with an ideal level
of accuracy of 98.42%. Furthermore, we discovered that the optimal threshold
value for identifying Asian faces in our face recognition test was determined to
be 0.4, while varying threshold values were determined for different face types.
For anti-spoofing, during the facial anti-spoofing test, the best threshold value for
left, right and front was d < −50, d < −150 and d > −50 respectively, and the
right value is d > −50 and in comparison, with state-of-the-art methods is pretty
good. The program has a high level of practicality, significantly advancing the
groundbreaking application of artificial intelligence to enhance people’s quality
of life and safety.
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1 Introduction

Face recognition technology (FRT) is a biometric picture capturing tool that’s utilized
for either identity verification or to recognize an individual to associate them absolutely
to their recorded information [1]. For instance, it is frequently employed at the entrances
of airport security checkpoints. Although this particular use has its benefits in terms of
improved efficiency, its effectiveness relies on the system’s processing capability and its
specific application [2]. Attendance access control is where face recognition technology
finds its widest application in terms of its implementation design [3], security [4] and
finance, The areas where face recognition technology is utilized include logistics, retail,
smartphones, transportation, education, real estate, government administration, enter-
tainment promotion, and network information security [5–7] and Additional sectors are
starting to incorporate face recognition technology. In the realmof security, both the early
detection of suspicious incidents and the tracking of suspects can be effectively carried
out with the aid of facial recognition [8]. In the field of face recognition technologies
and related technologies, there are several stages of development, three of which will be
discussed here. The first stage is the Early Algorithm Stage, which includes Principal
Component Analysis (PCA) and Linear Discriminant Analysis (LDA) [9]. Among these
algorithms, PCA is widely recognized as the most commonly used method for reduc-
ing data dimensionality [10–13]. The second stage, known as the Artificial Features
and Classifiers Stage, incorporates various techniques such as Support Vector Machine
(SVM), Adaboost, Small Samples, and Neural Networks. On the other hand, the final
stage, Deep Learning, is a subset of machine learning that has revolutionized the face
recognition industry. Unlike previous stages that require feature extraction, deep learning
can automatically identify the necessary features for categorization during the training
process. This advancement has had a profound impact on the field of face recognition
[14]. Convolutional Neural Network (CNN) falls under one of the categories of face
recognition technology. CNN incorporates elements such as localized perception areas,
shared weights, and downsampling of facial images to enhance the model structure by
leveraging the data’s locality and other distinctive characteristics [15]. Some image pro-
cessing techniques also involve canny edge detection algorithms, quite useful to detect
wide range of edges in images [9].

Anti-spoofing refers to the measures taken to counteract spoofing attacks, which
involve manipulating data in an attempt to impersonate someone else and gain unautho-
rized access [16]. The IJCB 2011 competition, which focused on countering 2D facial
spoofing attacks, took place recently [17] was a significant group effort for identifying
efficient methods for non-intrusive spoofing detection. Multi-modal analysis [18–20],
challenge-response technique [21], and multispectral imaging [22] all offer effective
ways to distinguish between real and fake faces, However, their practicality is limited
due to the requirement for user interaction or specialized imaging requirements. Hence,
there is a strong desire to incorporate anti-spoofing techniques into existing face authen-
tication systems that eliminate the need for user cooperation and can utilize standard
imaging equipment. One key aspect in verifying the authenticity of a face is the detec-
tion of eye blinks, and there are various automated methods available for identifying
eye blinks in video frames. Typically, the Viola Jones [23] The operator is employed to
detect facial features and landmarks, followed by the utilization of adaptive thresholding
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to calculate the optical flow surrounding the eyes. Ultimately, by employing a correlation
matching template for both open and closed eyes, the eye’s motion is estimated.

Since early 2020, the COVID-19 pandemic, triggered by the emergence of the novel
SARS-CoV-2 coronavirus, has afflicted the world. Throughout this prolonged period of
the pandemic, contactless applications can be implemented by leveraging Face Recogni-
tion Technology [24–27]. Amidst the ongoing pandemic, the utilization of Face Recog-
nition technology proves highly beneficial. It eliminates the need for physical presence
of students for authentication and allows teachers to mark attendance without having to
touch fingerprint scanners. Thang Long University in Vietnam has taken the initiative
to test this technology for attendance purposes in classrooms. Their specific face recog-
nition technology, known as “TLnet,” automatically identifies and records the faces of
students in class [28]. Similarly, Vconnex smart home company launched its face recog-
nition smart lock product which involves face recognition login but lacks security of
being spoofed [29]. However, these particular application lacks the capability to prevent
face spoofing.

Moreover, in the majority of Enterprise Information System institutions in Viet-
nam, facial recognition and anti-spoofing technology are not implemented, resulting in
employees needing their identity cards to check-in instead of using their faces which is
not contact less application; therefore, dangerous during pandemic times. After carefully
examining these issues, we have put forth our research proposal to develop a compre-
hensive system. Our aim was to investigate and evaluate suitable methods for facial
recognition processing and secure anti-spoofing measures. We utilized a Convolutional
Neural Network (CNN) as the core component for building a real-time Facial Recog-
nition application that detects faces, and incorporated Landmark68 for anti-spoofing to
determine the authenticity of a face.

During the Covid-19 pandemic, when physical presence was challenging for people
to log in with their IDs at the counter or entrance of Enterprise Information System Insti-
tutions, we implemented our research findings and created a user-friendly application
called AILib. Now, people can log in to AILib using their faces, eliminating the need to
be physically present. The system collects user facial data to enhance the accuracy of
face recognition.

Based on our research results, the systemhas demonstrated satisfactory performance,
achieving an optimal accuracy level of 98.42%. Furthermore, we discovered that the best
threshold value for Asian faces during face recognition testing was 0.4, while different
values applied to other face types. For anti-spoofing, the optimal threshold values for
left, right, and front faces were found to be d < −50, d < −150, and d > −50, respec-
tively. This algorithm can be practically applied, making a significant contribution to
the innovative application of Artificial Intelligence in improving people’s lives, making
them safer and more secure.

This paper presents several noteworthy contributions:

a) Creation of a comprehensive system: The authors have developed and implemented
a robust system called AILib, which combines facial recognition technology with
reliable anti-spoofing measures. This innovative solution allows users to log in using
their faces, eliminating the need for physical presence. Particularly during times like
Covid-19 and Monkeypox outbreaks, this feature proves advantageous.
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b) Utilization ofConvolutionalNeuralNetwork (CNN) for face recognition: The authors
have successfully incorporated CNN as the main component in their real-time face
recognition application. This cutting-edge deep learning approach effectively detects
crucial facial features without any human intervention.

c) Implementation of Face Landmark/Landmark68 for anti-spoofing: To ensure
authenticity and prevent spoofing, the authors have employed the Face Land-
mark/Landmark68 technique. By analyzing facial landmarks, this system prompts
users to perform random actions, making it extremely challenging for fake videos to
be used for authentication.

d) Determination of optimal threshold values: Through extensive testing and analysis,
the authors have identified ideal threshold values for both face recognition and anti-
spoofing across different types of faces. For Asian faces specifically, a threshold value
of 0.4 was found to be most effective for face recognition. Additionally, values such
as d < −50 for left pose, d < −150 for right pose, and d > −50 for front pose were
discovered to enhance anti-spoofing measures.

e) Practical implementation in real-world scenarios: The proposed system has been
successfully implemented and rigorously tested in various real-world environments.
These practical demonstrations showcase its potential to greatly improve people’s
lives by offering a secure and convenient authentication method.

2 Methodology

The proposed methodology’s architecture as you can see in Fig. 1 comprises several key
components. Let’s take a closer look:

Front-end Client:

• This is a web-based interface that enables user interaction.
• It captures the user’s face using the camera on their device.
• The captured face image is then sent to the back-end server for further processing.

Back-end Server:

• Upon receiving the user’s face image from the front-end client, it begins real-time
face detection using the Tiny Face Detector Model.

• Facial features are extracted from the detected face utilizing a Deep Convolutional
Neural Network (CNN).

• These facial features are encoded into a vector representation, which is then matched
with existing face encodings in the database.

• Additionally, it employs the Face Landmark/Landmark68 approach to detect and
locate specific facial points such as eyes, nose, and mouth relative to the overall face
structure.

• As an added security measure against spoofing attempts, users are prompted to
perform random facial expressions like smiling or looking left/right.

Face Database:

• This component serves as a repository for storing and managing facial encodings of
registered users.
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Fig. 1. Proposed Methodology Architecture

• During the face recognition process, these encodings are compared for identification
purposes.

Anti-Spoofing Verification:

• To ensure authenticity, this feature measures distances between specific facial points
(e.g., point 36 and point 18, point 45 and point 25) in order to detect any noticeable
facial movements or changes.

• It analyzes various aspects of facial expressions and movements to verify user
authentication.

AILib Application:

• This application provides a user-friendly platform for secure logins.
• Instead of relying on physical presence, users can conveniently log in using their

unique facial features.
• Furthermore, regular collection of user facial data helps enhance accuracy over time.

3 Face Recognition Process

3.1 Face Detection

Face detection is amethod used to identify the position and dimensions of a person’s face
within a digital image. It is the initial and crucial step in the process of face recognition.
In our research, we utilized the Tiny Face Detector Model to achieve real-time face
detection [30]. When it comes to clients with limited resources and mobile devices, our
preferred face detector is the Tiny FaceDetector. It is highly suitable formobile platforms
and web applications due to its exceptional mobility and compatibility. Additionally, in
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the realm of automated vehicle research for object detection, the Tiny Yolo V2 model
has been employed. This model incorporates depth-wise separable convolutions instead
of the conventional convolutions used in Yolo [25, 31].

One of the most widely used and well-known DL networks is the Convolutional
Neural Network (CNN) [32, 33]. DL’s current popularity can be attributed to CNN,
which surpasses its predecessors by autonomously identifying crucial features without
the need for human intervention. This ability has made CNN the favored choice and the
primary reason behind its widespread adoption. In a variety of fields, such as computer
vision [34], audio processing [35], face recognition [36], etc., CNNs have been widely
used.

3.2 Face Encoding Process

After receiving the image, the system undergoes the Face Encoding Process, where it
analyzes the image, extracts facial features, and represents them in a vector format.
This process involves training the system by examining sets of three face images at
a time. It generates 128 measurements that capture various facial characteristics such
as color, size, slant of eyes, and the distance between eyebrows. To enhance accuracy,
slight modifications are made to the neural network, ensuring that the measurements
for Image 1 and Image 2 are closer together, while the measurements for Image 2 and
Image 3 are further apart. This step is repeated millions of times for millions of images
featuring thousands of individuals, allowing the network to consistently generate reliable
128 measurements for each person. Consequently, any set of ten different pictures of the
same person should yield the same set of measurements [37].

4 Face Anti-Spoofing Method

4.1 Face Landmark/Landmark68

Facial Landmark refers to the identification of the eye, nose, andmouth’s location relative
to the overall facial structure. We will search for the primary points that constitute the
object’s shape within an image. This process consists of two steps: 1. Locating the face
within the image, and 2. Detecting the facial structures. Although the face contains
numerous key points, our focus will be on essential ones, namely the mouth, right
eyebrow, left eyebrow, left eye, right eye, nose, and jaw. The systemwill utilize the “dlib”
library as its foundation [38]. As shown in Fig. 2 below, this method will determine 68
key points that follow the (x, y) coordinates.

As the human face consists of 68 distinct points, any changes in the position of these
points will result in a corresponding change in the distance between them. In our system,
we leverage this method to prompt users to smile, look left, and look right. We introduce
these requirements randomly to prevent users from creating fake videos. To calculate
and identify facial movement, we utilize landmark data obtained through an API based
on the “dlib” library’s landmark. This library can detect the flow of 68 key points with
(x, y) coordinates that constitute the human face. Figure 3 illustrates the three poses:
frontal, left yaw, and right yaw.
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Fig. 2. 68 key points in human face

Fig. 3. Face Change Position

Using the face landmark API, we possess the x and y coordinates of 68 essential
points on a person’s face, each point having a unique value. By measuring the distance
between these points, we can detect facial movement accurately. We use Euclidean
distance [39] to calculate the distance between each point.

d(p, q) =
√
(q1− p1)2 + (q2− p2)2

Based on Euclidean distance, we can define when the face looks in front of the
camera, turn left and turn right to check that the user in front of camera is a real person.

4.2 Face Expression

Two commonly employed approaches for comprehending human emotions involve the
analysis of physical or sensory signals. Physical signals include facial expressions,
speech, and gestures, while sensory signals contribute to the expression of six fun-
damental emotions [40]. We can detect the status of human expressions using landmarks
and then use this information for various purposes, one of them is anti-spoofing as well.
We will use Euclidean distance formula [39] to calculate distance changing from one
point to other on facial landmark data to get the facial expression.

5 Proposed Process of Application

In summary, we utilized the Tiny Face Detector Model to detect faces in real-time. Once
an image is received, the system begins analyzing it to extract facial features, trans-
forming them into a vector representation. This involved training a Deep Convolutional
Neural Network (DCNN) to generate precise measurements of facial features.
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The training dataset consisted of three types of images: two images of the same
person, two images of different people, and one image of a completely different person.
After training, the network became proficient in generating 128 measurements for each
person. The person’s image stored in the database is then compared with the face image
sent by the web client.

Additionally, we employed the Face Landmark/Landmark 68 approach to determine
the position of the eyes, nose, and mouth relative to the face. This method involves
two steps: first, locating the face in the image, and second, detecting the facial features.
By determining the (x, y) coordinates, we establish 68 points on the human face. Any
changes in these points will result in changes in the distances between them. To measure
these distances, we utilized the Euclidean distance formula [39] in order to determine
the authenticity of the user in front of the camera, we employ facial expression analysis
to observe any changes.

Within our system, we have incorporated this method as an additional measure by
randomly requesting the user to smile, look left, or look right. This approach prevents
users from being able to falsify these actions in a video. Within our system, as depicted
in Fig. 4, the initial step involves the user accessing the checking client. At this stage,
the user will be prompted to gaze into the camera. Subsequently, the client will capture
an image and transmit it to the back-end server.

Fig. 4. System Use Case Diagram

This image will be passed to convolutional neural the network model is utilized for
training purposes and subsequently, the system encodes the input image to extract facial
measurements and compares them with the existing face encodings in the dataset. If
the input image matches a pre-existing image, it proceeds to an anti-spoofing process.
The user is then prompted to smile or perform a random expression, and once the
facial expression is captured, the system verifies the anti-spoofing measures and allows
successful login into the user’s account on the AILib platform.
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6 Results

6.1 Technologies Used

Our system has been specifically designed to incorporate face recognition and anti-
spoofing measures. We have implemented face matching in various environments with
different lighting conditions. For the front-end and back-end development, we utilized
HTML, CSS, and JavaScript to create the web front-end, Python to build the back-end
API, Flask as the web framework, and SQLite for storing user information. To enable
face-related functionalities such as face detection, landmark68, face expression, and
gender recognition, we employed NodeJS along with TensorFlow.js and face-api.js. To
ensure accurate face detection and to prevent fake faces,we utilized theTiny face detector
model and landmark68. Additionally, the system underwent two stages of testing: the
face recognition test and the face anti-spoofing test.

6.2 The Best Threshold for Application

6.2.1 Face Recognition Threshold Value

To determine the optimal threshold value for face recognition, we conducted two primary
steps in a face recognition test: true authentication tests and false acceptance authenti-
cation tests. These tests aimed to identify the ideal threshold value and measure the time
taken for face recognition. Each individual underwent verification by comparing images
captured with various cameras under different lighting conditions. The face recognition
time was assessed through 30 trials for each combination of templates and lighting con-
figurations. We tested threshold values of 0.6, 0.55, 0.5, 0.45, and 0.4, repeating each
test 100 times to determine the optimal value specifically for Asia Face.

During each trial, the system captured a single frame of face video, loaded the
corresponding digital template, searched for a face, and compared it to the existing
dataset to find a match. If a match was found, the trial saved the current accuracy before
proceeding to the next image in the dataset. The trial concluded once all the subject’s
face images were scanned, and the highest accuracy achieved was recorded. If no match
was found after scanning all the subject’s images, the trial stopped and returned a success
message stating “not found.” In Fig. 4, the system displays the name of the user along
with their accuracy and other relevant details when a face match is found.

We performed ten tests using the threshold test case, and for European faces, a
tolerance of 0.6 yielded the best results, successfully recognizing individuals with only
one to three pictures per subject. However, when applying face recognition to Asia Face,
this approach was inaccurate. Table 1 presents the results recorded for face recognition
with Asian Face. The system incorrectly recognized the input image when the threshold
was set to 0.5 or 0.6. Setting the threshold below 0.5 yielded better results with no
incorrect subject identifications. However, in some cases, we were unable to match any
subject with a threshold value below 0.45.

We strive to ensure consistency by conducting the tests in the same environment.
According to the findings in Table 1, the system with a tolerance of 0.4 is determined to
be the most suitable for Asian faces. Figure 5 shows a successful user interface of our
research implementation in AILib App.
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Table 1. Detect Asian Face with threshold (W- Wrong, R- Right, NF- Not Found)

Threshold 0.6 0.55 0.5 0.45 0.4 0.35 0.3 0.25 0.2 0.1

Result W R W R R R R NF NF R

R W W R R R R NF R NF

W W R R R R NF R NF R

R W R R R R NF R R NF

W R R R R R R R R R

W R R W R R R R NF R

W W W R R NF R NF R NF

W W W R R R R R R R

W W R R R R R R R NF

W W W R R R R R R R

Fig. 5. System Encoding Face, performing anti-spoofing and displaying result

6.2.2 Face Anti-Spoofing Threshold Value

During the face anti-spoofing test, three digital templateswere employed: the left face, the
right face, and the smile face. These trials were conducted to assess the distance between
various points on the face. Whenever the face position changed during a trial, the system
recorded the values of each facial point within the 68-landmark model, including the
distances between point 36 and point 18, point 45 and point 25, and point 63 and point
67.

Based on this, we have conducted calculations to determine the required distance
for performing face anti-spoofing. Upon successful spoof checking, the Library Client
application appears and displays the recognized user. In our testing, we performed ten
trials using the threshold test case, and a tolerance of 0.6 yielded the best results for
European faces. For each subject, successful face recognition was achieved with just
one to three pictures. However, when it comes to Asian faces, the face recognition
results were inaccurate.
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Table 2. Value of d

Left Front (Smile) Right

Value of d −160 −78 −28

−167 −58 −14

−164 −56 5

−178 −98 −39

−171 −65 −41

−156 −61 −20

−167 −91 −44

−157 −68 −34

−173 −65 −31

−155 −103 −15

−160 −102 −47

−165 −67 −20

−153 −74 −45

−175 −91 −46

−185 −96 −31

−188 −97 −43

−173 −67 −36

−175 −106 −18

−178 −90 −42

−151 −89 −46

In the face anti-spoofing test case, we measured the distance between point 36 and
point 18, as well as the distance between point 45 and point 25. We then conducted
tests to determine if we could detect the orientation of the face (left or right). As a
result of this test case, we obtained three values: “l” represents the value between 36
and 18, “r” represents the value between 45 and 25, and “d” represents the difference
between “l” and “r”. After conducting ten tests, we recorded values corresponding to a
face perpendicular to the camera (smile), a face looking left, and a face looking right.
All these values are presented in Table 2.

After conducting 20 tests, we discovered that a front-facing face has a value of “d”
less than−50, a left-facing face has a value of “d” less than−150, and a right-facing face
has a value of “d” greater than −50. These results are quite favorable when compared
to state-of-the-art methods.
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7 Conclusion

Our extensive research aimed to develop a comprehensive system involved meticulous
evaluation at each stage, focusing on identifying an appropriate facial recognition pro-
cessing method and implementing a robust anti-spoofing technique. Our efforts were
fruitful, resulting in the creation of the AILib application, which was particularly useful
during the Covid-19 pandemic. People can now securely login by logging into AILib
using their facial features, eliminating the need for physical presence—a particularly
advantageous feature during pandemics such as Covid-19 and Monkeypox.

To enhance the accuracy of face recognition, our system collects user facial data.
Based on our research findings, the system exhibits satisfactory performance, achieving
an optimal accuracy level of 98.42%.Furthermore,we determined that the ideal threshold
value for Asian faces during face recognition tests is 0.4, while different thresholds apply
to other facial types. Regarding anti-spoofing, our facial anti-spoofing test identified
threshold values of d < −50 for the left pose, d < −150 for the right pose, and d > −
50 for the front pose.

Further improvements to our system’s training and face recognition speed can be
achieved by utilizing a client machine and a back-end server. This algorithmic solution
holds practical applications and contributes significantly to the pioneering field of Artifi-
cial Intelligence, thereby promoting a better and safer way of life. Our research presents
a valuable opportunity to modernize existing traditional login/authentication systems by
providing users with a convenient and secure means of accessing and protecting their
data.
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Abstract. Recently, load forecasting based on machine learning and artificial
intelligence has shown great promise. As an individual with high power load, the
accurate load forecasting of the special transformer users can guide the planning
of future power generation and transmission, which is the key to ensuring the
safe, stable and efficient running of the power system. However, most forecast-
ing models do not consider the actual power consumption data of users and the
power load characteristics of different types of users, and their application practi-
cability and stability are insufficient. In this paper, we present a load forecasting
syncretic model based on user unsupervised classification. Firstly, in the unsu-
pervised classification of users, multiple features and similarities are introduced
at the same time to realize the primary classification of special users. Secondly,
with two time series clustering methods as the core, the secondary classification of
special users is realized. Finally, different time series forecasting models are used
for the power load curve characteristics of different user categories. Ourmodel has
achieved the best results in multiple metrics (RMSE: 0.359, MSE: 0129, MAE:
0.079, CR: 0.881), which can effectively improve the stability and accuracy of the
load forecasting of the special transformer users.

Keywords: Special Transformer Users · Load Forecasting · Unsupervised
Classification · Autoformer

1 Introduction

With the advancement of new power system construction [4] and the continuous devel-
opment of market-oriented power production and consumption, the construction of new
power systems faces numerous challenges and opportunities. In the context of new
power systems, accurate load forecasting plays a crucial role. It not only aids power
generation entities in formulating generation plans and scheduling maintenance but also
assists grid operators in price determination and electricity dispatch, guiding user power
consumption patterns and maintaining stable grid operations.

With the advancement of artificial intelligence, power load forecasting has become
a crucial component in the operation and planning of power systems. Presently, there
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are five main approaches to load forecasting: econometric modeling, machine learning,
deep learning, model ensemble, and cluster-based forecasting. Among these, econo-
metric modeling methods [1, 12, 23, 26], exemplified by the ARIMA, forecast future
sequence values based on the weak stationarity and differential properties of time series
data. Machine learning methods [2, 16, 27, 29] utilize manual feature engineering and
linear regression to forecast future sequence values. Deep learning methods [3, 15, 17,
20–22] utilize neural networks to automatically extract features for load forecasting.
Model ensemble methods [7, 13, 18, 32] combine the characteristics of multiple time
series forecasting models to enhance the accuracy of load forecasting. Cluster-based
forecasting methods [8, 14, 24] use time series clustering results to forecast power loads
for different clusters of users, reducingmodel training and inference cost. However, these
methods do not fully consider the real-world power data and the load characteristics of
different user categories, leading to limitations in practicality and stability. Additionally,
the model construction methodologies of these methods could be further optimized, and
there is room for improvement in accuracy.

To address the aforementioned issues, this paper initially preprocesses the power load
data of special transformer users [5]. It introduces methods for handling missing values
and outliers. Furthermore, an unsupervised user classificationmethod is proposed, incor-
porating features like coefficient of variation [31], Hamming distance [25], DTW [19]
and K-Shape [9] calculations to achieve primary and secondary user classifications. By
leveraging power load curve characteristics, users are effectively divided into different
categories, resolving the challenge posed by the complex and diverse power usage pat-
terns among users and improving load forecasting stability. Subsequently, a multi-model
fusion method is introduced, combining exponential smoothing, rule-based model, and
the Autoformer. This approach adapt different forecasting models to different categories
of special transformer users, selecting models based on the characteristics of power
load curve data. This enhances load forecasting accuracy by adapting forecasting of the
unique features of different power load patterns.

2 The Proposed Approach

This paper provides an approach for power load forecasting of special transformer users
(see Fig. 1). The specific steps are as following:

(1) Designing Imputation and Outlier Handling Methods: Developing imputation
method for missing values and method for handling outliers based on the char-
acteristics of the collected real-world power load data, ensuring the usability of
data.

(2) Unsupervised User Classification Model: Utilizing an unsupervised user classifica-
tion model, involving two rounds of classification and clustering processes. This
methodology divides a substantial number of special transformer users into distinct
user categories based on power load characteristics.

(3) LoadForecastingProcess:Building upon the unsupervised user classification results,
during the load forecasting for a large number of users, the model training and load
forecasting are executed solely for a single user category at a given time.
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(4) Multi-model Fusion Approach: Following a multi-model fusion approach, dis-
tinct time series forecasting models are selected according to the power load
characteristics of various user categories.

Fig. 1. Diagram of the load power forecasting technology of special transformer users

3 Data Preprocessing

In the power load forecasting of special transformer users, data preprocessing plays a
crucial role throughout the entire process. It enhances the practicality of real-world data
and directly influences the effectiveness of next tasks, including unsupervised user clas-
sification and multi-model fusion forecasting. This paper focuses on the preprocessing
of special transformer users’ power load data, which consists of two major modules: the
missing value imputation module and the outlier handling module.

3.1 Missing Value Imputation

In the new power system, the consumption power load data of special transformer users
are collected through a user data collection platform. In practical application scenarios,
there is a probabilistic occurrence of datamissing at various stages such as data collection,
transmission, and storage. By performing statistical analysis on the collected data from
all users, the overall missing rate of data is found to be 2.70%. The data missing situation
is illustrated in Fig. 2. In this figure, the horizontal axis represents the date, the vertical
axis represents special transformer users, and the heatmap value indicates the missing
status of the 96-point data for a day. A value of 0 indicates all missing, while a value of
1 indicates no missing.
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Fig. 2. Heatmap for missing load data

Within the user data collection platform, power loaddata is collected in a standardized
96-point format, which means data is collected every 15 min, resulting in 96 data points
collected each day. In this data format, imputation of missing values in power load data
involves two methods: direct linear interpolation method and daily linear interpolation
method.

Direct Linear Interpolation. In the process of direct linear interpolation, missing data
points in the power load data are directly filled using linear interpolation [28], resulting
in imputed values that align with the data’s inherent trend. This method utilizes a lin-
ear function, employing known data points before and after the missing data points to
calculate a linear interpolation and fill these points.

Daily Linear Interpolation. During the process of daily linear interpolation, missing
data points in the power load data are filled using linear interpolation on a daily basis.
The imputed values obtained through this process align with the daily trend of the data.
Specifically, a linear function is employed by utilizing known data points from the same
position in the before and after days. This daily linear interpolation is used to fill in the
missing data points at the same position.

3.2 Outlier Handling

Anomalies in power load data deviate from the normal power consumption patterns and
may arise from abnormal events or behaviors, such as data collection errors, data entry
mistakes, power outages, power theft, or irregular metering incidents. Anomalies stand
out significantly from the other data points in terms of distribution, values, or periodic
patterns. Anomalies in the power load data curve are illustrated in Fig. 3.
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Fig. 3. The outliers of power load data

Sequence Sliding Window Detection. In sequence sliding window detection, the pro-
cess involves sliding a window over the original sequence to detect outlier within each
windowed subsequence. This process is performed iteratively, and the outliers from
various windowed subsequences are combined eventually. The detection process is
illustrated in Fig. 4.

Fig. 4. Flow diagram of sequence sliding window

Handling of Outliers. After completing the detection of outlier in the whole sequence
data, the outliers are covered by considering them as missing value using the missing
value imputation method described above.
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4 Unsupervised User Classification

Unsupervised user classification [30] based on power load data, identifies special and
abnormal categories of special transformer users, classifies these users with the same
power consumption behavior (power load curve characteristics) into the same category,
provides label inputs of user categories for next load forecasting tasks, and provides the
basis for power load forecasting model construction. Ultimately, on the basis of ensuring
the global stability of load forecasting, it reduces the cost of model training and inference
for a large number of users.

The unsupervised user classification contains two steps: primary classification, using
the power load data as input, dividing the users into five user categories; secondary
classification, based on the two-times clusters to achieve the clustering of annual periodic
users and daily periodic users, and dividing users with the same seasonality and trends
into the same type. The unsupervised user classification process is shown in Fig. 5.

Fig. 5. Flow diagram of user unsupervised classification

4.1 Five User Categories

By analyzing the power consumption pattern and power load curve characteristics of a
large number of special transformer users, users are set into five user categories.

Flat-Type Users. Classification is performed based on the power load sequence, which
first determines whether the user is a flat-type or not. Flat-type users have basically
the same power load value at any point in time, and the power load curve is basically
maintained as a horizontal line.
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Zero-Pattern Users. In the rest users, it is determined whether the user’s power load
sequence is a zero-pattern. Zero-pattern users only have power loads at certain times of
the year and have very similar load curve profiles, such as agricultural users only use
power at certain planting and harvesting period.

Annual Periodic Users. If it is not a zero-pattern user, then determine whether the
user’s power load sequence is an annual periodic. The power load curve of the annual
periodic users takes the year as a cycle, and the power load curve on the same date in
each year is very close, such as commercial users.

Daily Periodic Users. If the user is not a annual-periodic, then determine whether the
user’s power load sequence is daily-periodic. The load curve of daily-periodic users have
a certain periodicity on a daily or weekly cycle. For example, factory users and so on.

Random Users. If the user’s power load sequence does not satisfy any of these flat-
type, zero-pattern, annual periodic and daily periodic, it means that the sequence does
not match the established load curve characteristics, and therefore the user is judged to
be a random user.

4.2 Subsequent User Clustering

After the above classification of the five user categories, there is still a problem of incon-
sistent power load curve characteristics for annual-periodic users and daily-periodic
users. The power load curve characteristics of these users under the same category may
differ greatly, and it is difficult to use a global model to achieve load forecasting for
all users at the same time with a high accuracy rate. Therefore, a secondary classifica-
tion, user clustering, is needed for the two categories of users, and the subsequent user
clustering steps are as follows:

Step 1: Primary clustering. DBSCAN clustering model is performed based on the
users, and a part of the anomalous user are obtained by density clustering, which are
independent of other users’ load curve and are clustering into cluster 0.

Step 2:Secondary clustering. Eliminate the sampleswith the cluster 0 from the users,
and then perform the second K-Shape clustering. K-Shape clustering will be based on
the power load curves of different users according to the similarity of curve shapes, and
will clustering the same users of curve shape under the same cluster.

4.3 User Classification Results

After the above twice classification and twice clustering, unsupervised classification of
a large number of special transformer users can be achieved. Using the numbers 1–5 to
denote flat-type, zero-pattern, annual periodic, daily periodic and random, respectively,
then the final classification result labels are shown in Table 1.
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Table 1. Unsupervised user classification result labels

User Category User Category Index Labels

Flat-Type Users 1 C1

Zero-Pattern Users 2 C2

Annual Periodic Users 3 C3
0

C3
1

. . . . . .

C3
N .Class

Daily Periodic Users 4 C4
0

C4
1

……

C4
N .Class

Random Users 5 C5

5 Multi-Model Fusion Forecasting

After the aforementioned unsupervised user classification, a large number of special
transformer users are assigned to user categories. Within each user category, the users
exhibit similar load curve characteristics. Therefore, it is necessary to select different
forecasting models that cater to the distinct load curve characteristics.

5.1 Flat-Type Users

Flat-Type Users, whose power load remains relatively constant at any given time point.
Intuitively, this means that the load curve does not significantly change over time and
remains essentially a flat line. From an objective perspective, this can be understood as
a weak stationarity property of the time series, where any time interval of the load curve
exhibits a similar autocovariance [34], indicating time invariance of the autocovariance
with respect to time shifts.

Based on the characteristics of the power load curve for flat-type users, the
exponential smoothing is chosen as the load forecasting model.

Exponential Smoothing. Exponential smoothing is a model where the smoothed value
for any given period is a weighted sum of the current observed value and the previous
smoothed value. Exponential smoothing assigns different weights to observations at dif-
ferent points in time, giving higher weight to newer observations and lower weight to
older observations. This allows the latest trends to be quickly reflected in the exponen-
tial smoothing forecasting. Exponential smoothing model includes single exponential
smoothing, double exponential smoothing, and triple exponential smoothing [33].

Single Exponential Smoothing. In single exponential smoothing, the forecast value for
the next period is equal to a weighted sum of the current actual value and the current
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forecast value. This method is suitable for time series forecasting with no significant
trends or seasonality.

Double Exponential Smoothing. Double exponential smoothing is a further smoothing
of the single exponential smoothing method and is suitable for time series forecasting
with a linear trend and no seasonality.

Triple Exponential Smoothing. Triple exponential smoothing is a further smoothing of
the double exponential smoothing method and is suitable for time series forecasting with
trends and seasonality.

Flat-Type Load Forecasting. Due to the fact that the power load curve for flat-type
users remains essentially a flat line without significant trends or seasonality, the single
exponential smoothingmethod is chosen as the power load forecastingmodel for flat-type
users.

5.2 Zero-Pattern Users

Zero-Pattern Users, also known as intermittent users, exhibit power load during certain
periods of the year, with a consistent power load pattern that closely repeats annually.
However, their power load values are zero for the remaining time. Based on the character-
istics of the power load curve for zero-pattern users, a combination of single exponential
smoothing forecasting in annual periodicity and triple exponential smoothing forecast-
ing in daily periodicity is chosen. The two forecasting results are weighted and summed
to obtain the final power load forecasting result.

5.3 Annual Periodic Users

Annual periodic users are characterized by power load curves that follow an annual peri-
odicity, with the curve characteristics on the same date in each year being very similar.
After segmenting users into this category, they can be further divided into subcategories.
Within the same subcategory, the power load curves exhibit similar trends and season-
ality, while still adhering to the annual periodicity. Therefore, by using a single global
power load forecasting model for the users within the same subcategory, both the sta-
bility of power load forecasting and the reduction of training and inference costs can be
ensured.

Autoformer Model. Based on the characteristics of the power load curve of annual
periodic users, the Autoformer time series forecasting model [10] is chosen. Autoformer
is a long sequence forecasting model based on deep factorization architecture and auto-
correlation mechanism. The reasons for selecting this model are as follows:

(1) It can take data of multiple users within the same subcategory as model inputs
simultaneously, resulting in a single global model, thereby reducing the training and
inference costs.

(2) When data of multiple users are trained together, the model can learn the trend and
seasonality information of each user’s power load data separately.
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(3) It can convert information such as date into static features to be used as inputs for
model training and inference.

Annual Periodic Load Forecasting. The specific steps for conducting load forecasting
for annual periodic users are as follows:

(1) The power load data for users labeled as subcategory C3
0 is converted into matrix

format Xu, k where u represents users and k represents the power load curve.
(2) The power load data Xu, k is transformed into the input format of Autoformer, and

multiple user data are simultaneously used as inputs for model training, resulting in
the power load forecasting global model Model30 .

(3) Using themodelModel30 simultaneous power load forecasting inference is performed
for all users labeled as C3

0 resulting in the forecast value for users within the specific
subcategory.

(4) The user datawith the subcategory labelC3
1 , C

3
2 , . . . . . . ,C

3
N .Class for annual periodic

users are individually processed through steps 1) to 3), resulting in forecast power
load results for users within each specific subcategory.

5.4 Daily Periodic Users

Daily Periodic Users are characterized by power load curves that follow a daily (or
weekly) periodicity, with very similar power load curve characteristics on each day (or
week). After segmenting daily periodic users continuously, we obtain different subcat-
egories. Within the same subcategory, the power load curves of users exhibit similar
trends and seasonality while adhering to the daily (or weekly) periodic pattern. There-
fore, using a single global power load forecasting model for the users within the same
subcategory can ensure power load forecasting stability while reducing the training and
inference costs.

For power load forecasting of daily periodic users, the same long time series fore-
casting model, Autoformer, is chosen. The reasons for this selection and the specific
steps are the same as those for annual periodic users.

5.5 Random Users

Random users are characterized by power load curves that do not exhibit clear trends or
periodic patterns. Therefore, the neural network model Autoformer, which has stronger
capabilities in feature extraction and representation, is chosen. Autoformer has shown
the best performance in long sequence forecasting task.
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6 Experimental Analysis

6.1 Overview of Dataset

The selected dataset consists of power load data for 1,677 special transformer users from
an power province company. The time range covers five years from January 1, 2017,
to December 31, 2021, with a time resolution of 15 min. The dataset is divided into a
training set (from January 1, 2017 to December 31, 2020) and a test set (from January 1,
2021 to December 31, 2021) based on the time dimension. The dataset then undergoes
data preprocessing, unsupervised user classification, multi-model fusion forecasting,
and analysis of experimental results in sequence.

6.2 Unsupervised User Classification

After data preprocessing and performing unsupervised user classification on all 1,677
special transformer users, we obtained the following classification results: 189 users
classified as Flat-Type Users, 65 users classified as Zero-Pattern Users, 492 users classi-
fied as Annual Periodic Users, 751 users classified as Daily Periodic Users and 180 users
classified as Random Users. One user was selected from each of the five user categories,
and the power load data for these users were visualized and analyzed. The results align
with the predefined characteristics of power load curves, as shown in Fig. 6.

Fig. 6. Load curves for five user categories

The Annual Periodic Users were further categorized, resulting in user classification
labels C3

0 ,C
3
1 , C

3
2 , . . . . . . ,C

3
N .Class. Similarly, the Daily Periodic Users were catego-

rized, resulting in user classification labels C4
0 ,C

4
1 , C

4
2 , . . . . . . ,C

4
N .Class. For the results

of user subcategorization, the power load data was visualized and analyzed in terms of
curves. The analysis demonstrated that users within the same subcategory exhibit similar
power load curve characteristics, including similar trends and seasonality patterns, as
shown in Fig. 7.
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Fig. 7. Load curves for different user categories

6.3 Multi-Model Fusion Forecasting

Evaluation Metrics. In this paper, the evaluation for power load forecasting are
assessed using four metrics: mean absolute error (MAE), mean squared error (MSE),
root mean squared error (RMSE), and accuracy (CR [11]).

Experimental Results Comparison. After completing the data preprocessing, the
proposed unsupervised user classification method and multi-model fusion forecasting
method are utilized to obtain the load forecasting results. Subsequently, the comparison
analysis models, namely LightGBM [6], DeepAR, and Autoformer, are used to obtain
power load forecasting results for the five user categories and the entire users.

Data Preprocessing and Unsupervised User Classification. Based on the data prepro-
cessing method and unsupervised user classification method, the Autoformer model is
used to forecast the power load for each of the five user categories. The RMSE is then
calculated, considering the forecasting for all five user categories together. As a com-
parison group for unsupervised user classification, the power load is directly forecasted
for the entire users. The comparison of the power load forecasting results can be found
in the row information of Table 2.

Meanwhile, the last two columns of Table 2 represent the comparison between load
forecasting results obtained from power data without preprocessing and load forecasting
results obtained from preprocessed power data.
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Table 2. Supervised vs. Unsupervised classification

User Category Autoformer (RMSE)

Data Without
Preprocessing

Data With Preprocessing

Unsupervised
User Classification

Flat-Type 0.361 0.359

Zero-Pattern 0.643 0.642

Annual Periodic 0.380 0.377

Daily Periodic 0.313 0.305

Random 0.442 0.442

Overall Result 0.371 0.367

Entire Users – 0.421 0.416

Analysis of the results in the above table reveals the following conclusions:

(1) Data preprocessingmethods can improve the effectiveness of load forecasting results
and enhance the practicality of real-world data from special transformer users.

(2) The unsupervised user classificationmethod, which divides users with similar trends
and periodic patterns into groups before performing load forecasting, can enhance
the stability of subsequent forecasting task.

Multi-Model Fusion Forecasting. Based on the multi-model fusion forecasting method,
incorporating the aforementioned data preprocessing and unsupervised user classifi-
cation results, load forecasting is performed using the LightGBM, DeepAR, and Auto-
formermodels. The results are comparedwith themulti-model fusion forecastingmethod
proposed in this paper. The comparison of evaluation metrics for load forecasting of the
five user categories is presented in Table 3, while the comparison of evaluation metrics
for overall results is shown in Table 4.

Analysing the comparison of the evaluation metrics in Table 3, it can be seen that
the multi-model fusion forecasting method proposed in this paper generally outperforms
the comparison model in the forecast results of the five user categories.

By calculating the comprehensive evaluation metrics for the five user categories
from Table 3, we obtain a comparison of the evaluation metrics for the overall results
in Table 4. It can be observed that using the multi-model fusion forecasting method
proposed in this paper yields better results than the comparison model in all evaluation
metrics. Specifically, the four evaluation metrics show improvements of at least 2.23%,
4.65%, 11.39%, and 0.8%, respectively.
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Table 3. Comparison of different models for five categories

Metric Model

User Category LightGBM DeepAR Autoformer Proposed

RMSE flag-type 0.456 0.375 0.359 0.369

zero-pattern 0.736 0.704 0.642 0.574

annual periodic 0.395 0.382 0.377 0.374

daily periodic 0.310 0.309 0.305 0.293

random 0.508 0.496 0.442 0.442

MSE flag-type 0.208 0.175 0.129 0.136

zero-pattern 0.541 0.511 0.412 0.330

annual periodic 0.156 0.151 0.142 0.140

daily periodic 0.096 0.095 0.093 0.086

random 0.258 0.213 0.195 0.195

MAE flag-type 0.116 0.097 0.068 0.047

zero-pattern 0.340 0.313 0.258 0.180

annual periodic 0.099 0.091 0.099 0.098

daily periodic 0.052 0.058 0.062 0.055

random 0.159 0.133 0.124 0.124

CR flag-type 0.855 0.801 0.570 0.896

zero-pattern 0.735 0.753 0.765 0.823

annual periodic 0.882 0.882 0.884 0.885

daily periodic 0.901 0.894 0.874 0.886

random 0.849 0.859 0.864 0.864

Table 4. Comparison of different models for total users

Metric Model

LightGBM DeepAR Autoformer Proposed

RMSE 0.401 0.383 0.367 0.359

MSE 0.161 0.149 0.135 0.129

MAE 0.096 0.090 0.088 0.079

CR 0.873 0.866 0.810 0.881
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7 Conclusion

This paper introduces a power load forecasting approach specifically tailored for special
transformer users. Firstly, a data preprocessing method is proposed to solve the missing
value and outliers in the real-world datasets.

Secondly, an unsupervised user classification approach is proposed, consisting of five
user categories method and subsequent user clusteringmethod. Users with similar power
load curve characteristics are grouped into the same category, forming the foundation
for dataset partitioning in subsequent load forecasting task, effectively improving result
stability.

Next, a multi-model fusion forecasting approach is presented. By combining distinct
time series forecastingmodel and considering the power load curve attributes of different
user categories, this method employs various models for load forecasting, including
exponential smoothing, rule-based models, and the Autoformer. This strategy enhances
forecast accuracy significantly.

Lastly, experimental validation is performed using real power load data from an
power province company. Through comparative analysis of experimental results, the
following conclusions are drawn:

• The proposed data preprocessing approach effectively addresses missing value and
outlier issues in special transformer users. It ensures accuracy in subsequent tasks
and strengthens the usability of real-world data.

• The introduced unsupervised user classification approach effectively groups users
with similar power load curve characteristics, forming the basis for dataset par-
titioning in power load forecasting task. This effectively enhances forecast result
stability.

• The multi-model fusion forecasting approach, combining different time series
forecasting models, tailored to power load curve characteristics of users, which
significantly improves forecast accuracy.

• By combining the unsupervised user classification and multi-model fusion forecast-
ing, a single global power load forecastingmodel is used for userswithin the same sub-
category. This approach, while ensuring stable and accurate load forecasting results,
substantially reduces model training and inference costs.
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Abstract. This paper comprehensively explores a spectrumofAI patterns tailored
for edge computing, including regular, branched, circular, serial, concurrent, cas-
cade, input fusion, hierarchical, and ensemble patterns. As edge devices grapple
with limited resources and the need for real-time decision-making, these patterns
offer structured methodologies for efficient data processing, adaptive decision-
making, and enhanced accuracy. Through in-depth analyses of each pattern’s char-
acteristics, approaches, and implementations, the pattern model equips users with
a systematic understanding of the diverse strategies available for orchestrating AI
workflows in edge computing environments, paving the way for improved system
design, scalability, and performance across a myriad of application domains.

Keywords: Pattern · AI · edge computing · edge AI · classification · single task ·
multiple tasks · mixed run · regular · branched · circular · serial · concurrent ·
cascade · input fusion · hierarchical · ensemble

1 Introduction

In today’s hyper-connected world, the rapid proliferation of Internet of Things (IoT)
devices, 5G networks, and cloud computing has brought about an unprecedented surge
in data generation and consumption. As traditional centralized computing architectures
struggle to keep pace with the deluge of data, a revolutionary paradigm has emerged
to address the challenges of latency, bandwidth, and security – Edge Computing. The
concept of Edge Computing marks a pivotal shift in how we process and analyze data,
moving computation closer to the source of data generation, and redefining the landscape
of modern computing.

Edge Computing represents an ingenious solution that redistributes computational
tasks from a centralized cloud infrastructure to the “edge” of the network, where data is
produced and consumed. By leveraging a decentralized network of edge nodes, compris-
ing smart devices, gateways, and micro-data centers, Edge Computing optimizes data
processing, storage, and analytics in close proximity to the data’s origin. This approach
not onlyminimizes the inherent drawbacks of latency and bandwidth bottlenecks but also
empowers industries and individuals with real-time insights and actionable intelligence.

While edge computing holds the potential to transform the landscape of distributed
computing, several significant barriers and obstacles hinder its widespread adoption and
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implementation. The key headaches and constraints in edge computing include hetero-
geneous infrastructure, limited resources, data management and distribution, scalability
and load balancing, security and privacy concerns, interoperability and standards, net-
work connectivity and reliability, edge node management and maintenance, and regu-
latory and legal considerations. These challenges arise due to the unique characteristics
of edge computing environments, which involve distributed nodes, varied resources,
and real-time data processing. Understanding these barriers is essential to address them
effectively and realize the full potential of edge computing.

As edge computing continues to evolve, it becomes further imperative to confront
the challenges that arise in order to fully exploit its capabilities. Ding et al. articulated a
Dagstuhl perspective, outlining the roadmap for edge AI [1]. Tziouvaras and Foukalas
expounded upon three distinct Edge AI techniques tailored for industrial IoT scenar-
ios [2]. Wu et al. presented a novel Edge-AI-driven framework, seamlessly integrating
efficient mobile network design with facial expression recognition. This architecture
utilizes an edge-cloud joint inference model to achieve low-latency inferences [3]. Raith
et al. proposed a comprehensive framework facilitating the definition, execution, and
analysis of distributed load testing experiments for benchmarking edge-cloud clusters
[4]. In a related context, Le et al. introduced BrainyEdge, an AI-enabled framework
designed specifically for IoT edge computing [5]. Additionally, Narayanan et al. put forth
a pioneering approach that fuses pipeline-parallel training with traditional intra-batch
parallelism, accelerating system convergence [6].

Tackling complex barriers and obstacles requires innovative solutions. One such
approach is the utilization of patterns, or best practices, that offer standardized and proven
solutions to common challenges faced in edge computing. Implementing well-designed
patterns can enhance the scalability, efficiency, security, and resilience of edge computing
systems, thus enabling the realization of their full potential across various domains. In our
view, it is imperative to take a pattern approach for edge computing due to the immaturity,
complication, inconsistency, fragmentation, and compliance in this domain. To the best
of our knowledge, no published work exists today that comprehensively classifies and
analyzes edge patterns with in-depth evaluations of strengths, weaknesses, applicability,
and best practices.

We will delve into a pattern model in the next section. Section 3 to 5 will cover
individual patterns in the EdgeAI space. Section 6 provides the best practices of applying
these patterns, followed by the conclusion in Sect. 7.

2 Pattern Model

In the past few decades, a plethora of patterns has emerged across various fields. These
range from the seminal 23 design patterns introduced by the Gang of Four [7] to pat-
terns encompassing technology strategies [8], cloud-native methodologies [9], and even
Kubernetes deployment [10]. While some of these existing patterns can be directly
applied to edge computing with minimal adaptations, others can be combined and repur-
posed to be indirectly employed in the context of edge. Certain patterns may necessitate
substantial revisions to suit the unique demands of edge computing.
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Moreover, certain patterns can be extrapolated or enhanced by existing ones to tai-
lor methods specifically to fit edge requirements. Entirely novel patterns have been
devised to address the distinctive challenges that arise in the realm of edge computing.
To systematically organize this diverse array of patterns, we introduce a comprehen-
sive pattern model categorized into modules: AI, Composite, Clustering, Edge-native,
Sense-response, and Segmentation (referred to as ACCESS).

The AI module in ACCESS consists of the Edge AI patterns, which are a set of
reusable solution designs and guidelines that describe how to implement AI applications
on edge devices. These patterns can help improve the performance, latency, security, and
flexibility of AI applications in edge computing. AI patterns improve performance by
processing data locally on edge devices, reducing latency and improving responsive-
ness of AI applications, and enhance security by processing data closer to the source,
making it difficult for attackers to access sensitive data. AI patterns increase flexibility
by allowing applications to be deployed closer to end users, improving the performance
and responsiveness of AI applications.

We further itemize the patterns in the AI module, as illustrated in Fig. 1.

• Single Task: Regular, Branched, and Circular
• Multiple Tasks: Serial, Concurrent, and Cascade
• Mixed Run: Input Fusion, Hierarchical, and Ensemble

Fig. 1. Edge AI Pattern Structure

The documentation of a technology pattern should provide a high-level overview of
the pattern, including its purpose, benefits, and limitations. The documentation should
also be clear and concise, so that it can be easily understood by awide range of audiences.
To make it consistent, we use a standardized format to document patterns: Realization,
Example, Description, Approach, and Name (REDAN).

• Name: a term by which a pattern is designated and distinguished from others
• Description: an overview of a pattern and intended use
• Approach: the techniques to apply a pattern to solve a problem
• Realization: the tools and steps involved to implement a pattern
• Example: a specific use case or case study of a pattern
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3 Single Task

3.1 Regular Execution

Description
The Regular Execution pattern involves deploying AI models and algorithms directly on
edge devices or edge servers, enabling real-time data processing, analysis, and decision-
making at the network’s edge. Instead of sending all data to a centralized cloud for
processing, edge computing leverages local computational resources to performAI tasks,
reducing latency, bandwidth usage, and ensuring timely responses in latency-sensitive
applications.

Approach
The approach of the Regular Execution pattern in edge computing requires specialized
software and hardware components. AI models must be optimized for edge deploy-
ment, with consideration given to the unique resource constraints of edge devices. Tech-
niques like model quantization, pruning, and utilization of lightweight architectures are
essential to achieve efficient AI processing on the edge. Edge computing platforms and
frameworks facilitate the deployment and management of AI models at the edge. These
platforms provide the necessary runtime environments, libraries, and interfaces for edge
AI execution. The selection of appropriate edge devices or edge servers is crucial for
the successful implementation of edge AI. Devices with sufficient computational power,
memory, and energy efficiency are preferred.

Realization
The implementation of the Regular Execution pattern consists of the following steps:

• Data Collection: Edge devices capture data from various sensors or devices in their
proximity. This data can include sensor readings, video streams, audio recordings, or
any other form of sensory input.

• Data Preprocessing: The rawdata collected at the edgemay need preprocessing before
feeding it into AI models. Preprocessing involves data cleaning, feature extraction,
normalization, or any other data transformation necessary to make it suitable for AI
analysis.

• Inference at the Edge: AI models are deployed on the edge devices or edge servers
to perform real-time inference on preprocessed data. Inference involves using the AI
model to predict, classify, or make decisions based on the input data.

• Local Decision-Making: The model’s output is used for local decision-making at the
edge, without the need to send data to the central cloud. This localized decision-
making enables rapid responses and reduces dependency on cloud connectivity.

• Data Aggregation (Optional): In certain cases, the edge devices may aggregate pro-
cessed data and send it to the central cloud for further analysis or to train centralized
AI models for better accuracy and insights.

Example
A smart traffic light system demonstrates an effective use of the Regular Execution
pattern. In this system, cameras collect data on traffic flow. This data is then processed
locally on edge devices to detect traffic congestion via an AI model. If the traffic is
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determined to be congested, the edge devices can send a message to a controller to
request that the traffic lights be adjusted. Once confirmed, the system then adjusts the
traffic lights to improve traffic flow.

3.2 Branched Execution

Description
The Branched Execution pattern involves making decisions and branching out the exe-
cution of AI tasks based on specific conditions or criteria. This pattern enables dynamic
adaptation ofAIworkflows, allowing different sequences of tasks to be executed depend-
ing on the outcomes of intermediate steps. Branched Execution is well-suited for sce-
narios where diverse actions are required based on varying data conditions or specific
events.

Approach
The Branched Execution pattern approach involves evaluating conditions or triggers
at different points in the AI workflow. Based on these conditions, the flow splits into
different branches, each leading to a unique sequence of AI tasks. This approach requires
decision-making logic to determine the appropriate path to follow, depending on the
situation.

Realization
The implementation of the Branched Execution pattern has the following key aspects:

• Data Ingestion: Raw data is collected from IoT devices and ingested into the edge
server using communication protocols like MQTT, CoAP, or HTTP.

• Data Preprocessing: The incoming data is preprocessed to clean, transform, and
normalize it using libraries such as Pandas, NumPy, or scikit-learn.

• Condition Evaluation: Based on specific conditions, triggers, or rules, a decision is
made to determine which path the flow should take. This condition can be evaluated
using programming constructs or AI model outputs.

• Branched AI Tasks: Depending on the condition, the flow branches into different
paths, each involving a sequence of AI tasks tailored to the specific condition. These
tasks can include model inference, analytics, or data transformations.

• Result Aggregation and Post-Processing: The outputs from different branches are
aggregated, and post-processing steps are performed to generate the final result or
action. Post-processing may involve combining predictions or generating alerts.

Example
In an edge-enabled smart agriculture system, IoT sensors monitor soil moisture levels
in different fields. An AI system then determines whether irrigation is required based
on the collected data. Soil moisture data is collected from IoT sensors and sent to the
edge server using MQTT. Raw soil moisture readings are normalized and transformed
into meaningful moisture percentages. A decision is made to evaluate if irrigation is
required. The condition might be a moisture threshold, along with the prediction from a
rain forecast ML model.

In this example, the Branched Execution pattern is used to determine whether irri-
gation is needed based on soil moisture levels. Depending on the moisture condition,
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the flow either branches into irrigation actions or concludes without any action. This
dynamic decision-making approach optimizes water usage in agriculture and showcases
how AI flows can adapt to changing conditions at the edge.

3.3 Circular Execution

Description
TheCircular Execution pattern involves the repetitive execution of a set ofAI taskswithin
a loop or circular structure. This pattern is used when AI tasks need to be performed
iteratively or when constant monitoring and analysis is required to adapt to changing
conditions. The loop structure allows AI systems to continuously process data, update
models, and make decisions in real-time.

Approach
In theCircular Execution pattern, the approach revolves around setting up a loop structure
that iterates through a sequence of AI tasks. The loop can be based on a fixed number
of iterations, predefined conditions, or continuous monitoring of data. The pattern’s
design ensures that the AI tasks are executed repeatedly, facilitating real-time updates
and adjustments.

Realization
The implementation of theCircular Execution pattern includes the following key aspects:

• Data Preprocessing: The incoming data is preprocessed to prepare it for AI analysis,
including cleaning, transformation, and normalization using libraries like Pandas,
NumPy, or scikit-learn.

• Loop Initialization: The loop is initiated, setting up the conditions for the iterative
execution of AI tasks.

• AI Tasks Execution: Within each iteration of the loop, AI tasks such as model
inference, data analytics, or decision-making are performed based on the current
data.

• Loop Condition Evaluation: After each iteration, the condition for loop continuation
is evaluated. This condition might involve checking convergence, reaching a specific
time threshold, or monitoring certain data attributes.

• Iteration Control: If the loop condition is met, the loop continues to the next iteration.
If not, the loop terminates, and the final results or actions are generated.

Example
In an industrial IoT setting, machinery health is monitored using sensors. Predic-
tive maintenance techniques are applied to determine maintenance needs and avoid
unplanned downtime. Sensor data is collected from industrial machines and sent to the
edge server using MQTT. Raw sensor readings are preprocessed to extract relevant fea-
tures and normalize values. The loop is initiated to continuously monitor machine health
and predict maintenance needs. AI models analyze sensor data to predict potential fail-
ures or maintenance requirements. Data analytics are performed to identify trends or
anomalies. Decisions are made based on AI model outputs and data analysis results.

In this example, the Circular Execution pattern is employed to enable predictive
maintenance. By continuously monitoring machine health and analyzing sensor data
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within a loop structure, the AI system can proactively detect potential failures and ini-
tiate maintenance actions before they escalate into unplanned downtime. This pattern
exemplifies how AI flows can be adapted for real-time decision-making and continuous
adaptation in edge computing environments.

4 Multiple Tasks

4.1 Serial Flow

Description
The Serial Flow pattern involves a sequential and linear execution of multiple artificial
intelligence (AI) tasks on edge devices or edge servers. In this pattern, each AI task
is performed one after the other, where each AI model is processed independently of
the others. The pattern is characterized by its straightforward and deterministic nature,
making it suitable for applications where a predefined sequence of AI operations is
required.

Approach
TheSerial Flowpattern is employed in edge computing environments for sequential anal-
ysis. The AI tasks need to be performed in a specific order to achieve the desired results.
For instance, in natural language processing, tasks like text tokenization, part-of-speech
tagging, and sentiment analysis need to be executed sequentially to provide meaningful
insights. The dependency between tasks may also require the output of one AI task prior
to the kickoff of next task, and subsequent tasksmay rely on the information derived from
the previous steps. In addition, edge devices may have limited computational resources,
making parallel processing impractical. In such cases, executing tasks in a serial manner
allows for efficient resource utilization to accommodate the constraints.

Realization
The implementation of the Serial Flow pattern consists of the following steps:

• Data Ingestion: The first step in the Serial AI Flow pattern is data ingestion, where
raw data is collected from IoT devices or sensors. Tools like MQTT, CoAP, or HTTP
can be used for efficient and lightweight data communication between edge devices
and the edge server.

• Data Preprocessing: After data ingestion, the raw data is preprocessed to clean, nor-
malize, and transform it into a format suitable for AI analysis. Python libraries like
NumPy, Pandas, and scikit-learn are commonly used for data preprocessing tasks.

• AI Model Inference in Sequence: The next step involves AI model inference, where
the preprocessed data is sequentially fed into multiple trained machine learning or
deep learning models. Libraries like TensorFlow, PyTorch, or Keras can be used to
deploy and execute AI models on edge devices.

• Post-Processing and Decision Making: Once the AI models produce predictions or
insights, post-processing is performed to interpret the results and make decisions
based on predefined rules or thresholds.
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Example
In a smart retail scenario, a customer walks into a retail store and picks up a shirt to
try, triggering AI models to be executed in a sequential order. The first model detects
the shirt and identifies its style and material via a pre-trained model, such as YOLOv4.
The second model predicts the price of the shirt based on its fabric, color, and other
factors, using a machine learning model similar to linear regression. The third model
recommends similar shirts to the customer based on their past purchase history and the
store inventory.

4.2 Concurrent Flow

Description
The Concurrent Flow pattern involves the simultaneous execution of multiple AI tasks
on edge devices or edge servers. Unlike the Serial Flow pattern, where tasks are exe-
cuted sequentially, the Concurrent Flow pattern leverages the capabilities of multiple
processing units to perform independent AI tasks concurrently. This pattern is employed
to maximize resource utilization, reduce processing time, and achieve higher throughput
in edge computing environments.

Approach
The Concurrent Flow pattern utilizes parallelism to divide AI tasks into independent
sub-tasks, which are then distributed across available processing units. Each processing
unit executes its assigned sub-task independently, in parallel with other units, enabling
efficient utilization of computational resources.

Realization
The implementation of the Concurrent Flow pattern has the following key aspects:

• Data Ingestion: Raw data is collected from IoT devices or sensors and ingested into
the edge server using communication protocols like MQTT, CoAP, or HTTP.

• Parallel Data Preprocessing: The raw data is divided into multiple batches, and
each batch is independently preprocessed by separate processing units. Parallel data
preprocessing is implemented using parallel processing libraries in programming
languages such as Python’s multiprocessing module.

• AI Model Parallelism: To perform AI model inference in parallel, the AI model is
replicated, and each replica processes a separate batch of preprocessed data. Frame-
works likeTensorFlow’s distributed trainingormodel parallelism inPyTorch facilitate
AI model parallelization.

• Aggregation and Post-Processing: The outputs from different AI model replicas are
aggregated and combined to produce a unified result. Post-processing may involve
further filtering or merging to generate the final output.

Example
In a smart city surveillance system, numerous cameras are deployed to monitor various
areas. Object detection is performed in real-time to identify and track objects of interest,
such as vehicles, pedestrians, or suspicious peoples. Video streams from surveillance
cameras are sent to the edge server using MQTT or other communication protocols. The
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incoming video streams are split into multiple segments, and each segment is indepen-
dently preprocessed for noise reduction and frame extraction. The Python multiprocess-
ing module is used to parallelize data preprocessing. The object detection AI model is
replicated into several instances, and each instance processes a separate video segment
in parallel. The models run simultaneously separate processors. The outputs from all
model replicas are combined to generate a unified object detection output, which is then
used to trigger alerts, track objects, or analyze traffic patterns.

The Concurrent Flow pattern is applied in this example to achieve real-time object
detection on multiple video streams from surveillance cameras. By dividing the video
streams into segments and processing them in parallel, the edge server can efficiently
utilize its processing units, significantly reducing inference time and enabling responsive
surveillance operations in a smart city environment.

4.3 Cascade Flow

Description
The Cascade Flow pattern in edge computing involves a sequential arrangement of
multiple AI models, where the output of one model serves as the input to the next model
in a cascading manner. This pattern is employed to achieve ordered processing, where
each AI model specializes in a particular aspect of data analysis, leading to enhanced
accuracy and efficiency in complex tasks.

Approach
The Cascade Flow pattern focuses on creating a pipeline of AImodels that work together
in a sequential manner. The output of each model is carefully processed and prepared to
serve as input to the subsequent model, allowing for specialized analysis and decision-
making at different stages of the pipeline.

Realization
The implementation of the Cascade Flow pattern includes some key aspects:

• Data collection: IoT devices or sensors collect raw data. This data can be in the form
of sensor readings, images, audio, or video.

• Sequential AI Model Deployment: Multiple AI models are deployed sequentially in
a cascading manner. Each model focuses on a specific analysis or task.

• Data Preprocessing and Transformation: The output of each model is preprocessed
and transformed to match the input requirements of the subsequent model, including
feature extraction, normalization, or formatting.

• AI Model Inference: The preprocessed data from the previous stage is fed into the
next AI model in the sequence for further analysis and processing.

• Result Aggregation and Post-Processing: The final output of the last AI model in
the cascade is generated by aggregating the results from the entire pipeline. Post-
processing steps may involve filtering, decision-making, or visualization.

Example
In medical image diagnosis, the Cascade Flow pattern is used to analyze medical images
progressively, starting from identifying basic features to diagnosing complex conditions.
Medical images, such as X-rays or MRIs, are collected from medical devices and sent
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to the edge server for analysis. The Object Detection stage detects and localizes objects
of interest (e.g., organs, anomalies). The Feature Extraction stage extracts detailed fea-
tures from the detected objects. The Disease Classification stage classifies the medical
condition based on the extracted features. Each model analyzes the data at its individual
stage, contributing to the overall diagnostic process. The final diagnosis is determined by
aggregating information fromallmodels and applyingmedical guidelines and thresholds.

The Cascade Flow pattern is suitable for tasks that require a multi-level analysis
approach, where each stage of the cascade performs a specialized analysis contributing
to the final outcome. This pattern showcases how edge computing can orchestrate a
sequence of AI models to progressively process and analyze data, enabling accurate and
context-aware decision-making in real-time applications.

5 Mixed Run

5.1 Input Fusion

Description
The Input Fusion pattern in edge computing involves combining data from multiple
sensors to create a comprehensive and accurate representation of the environment or
object being observed. This pattern leverages the strengths of different sensors to enhance
the quality of information andmakemore informed decisions. Input fusion is particularly
valuable in scenarios where individual sensors might provide limited or noisy data, but
their combination leads to improved insights.

Approach
The Input Fusion pattern follows an approach where data from various sensors is col-
lected, synchronized, and integrated. The fusion process involves merging data streams,
aligning timestamps, and applying algorithms to extract meaningful insights. The goal
is to provide a holistic view that is richer and more reliable than what each individual
sensor could provide.

Realization
The implementation of the Input Fusion pattern includes the following key aspects:

• Data Collection: Data is collected frommultiple sensors, which can include cameras,
LIDAR, ultrasonic sensors, GPS, accelerometers, gyroscopes, and more.

• Data Synchronization:Data streams fromdifferent sensors are synchronized to ensure
that measurements are processed chronologically.

• Sensor Calibration: Sensor calibration is performed to correct biases, errors, and
inconsistencies in sensor measurements.

• DataFusionAlgorithms:Various data fusion algorithms are applied to integrate sensor
data. These can include techniques like Kalman filtering, particle filtering, Bayesian
inference, or neural networks.

• Information Extraction: The fused data provides a comprehensive view of the
observed phenomenon, resulting in enhanced accuracy, reduced noise, and improved
situational awareness.
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Example
In autonomous vehicle navigation, the Input Fusion pattern is used to combine data
from diverse sensors to accurately determine the vehicle’s position and orientation. The
autonomous vehicle is equipped with various sensors, and sensor data is synchronized
using precise timestamps to ensure alignment between measurements. Sensor calibra-
tion corrects inaccuracies in sensor measurements due to factors like sensor biases or
environmental conditions. Kalman filtering is applied to combine GPS and IMU (Inertial
Measurement Unit) data for real-time vehicle positioning. LIDAR and camera data are
used to detect obstacles and identify road features. Fused sensor data provides accurate
vehicle localization, enabling the vehicle to navigate safely andmake real-time decisions
based on its surroundings.

The Input Fusion pattern is essential for enhancing the accuracy and reliability of data
in edge computing scenarios. By combining data from multiple sensors, edge systems
can gain amore holistic understanding of the environment, leading to improved decision-
making andperformance.This pattern demonstrates how input fusion canbe instrumental
in achievingmore capable edge computing applications, such as in autonomous vehicles,
robotics, and industrial automation.

5.2 Hierarchical Conduit

Description
The Hierarchical Conduit pattern involves organizing AI tasks and processes in a
hierarchical structure, where higher-level tasks encapsulate and coordinate lower-level
tasks. This pattern is used to manage complex AI workflows by breaking them down
into manageable subtasks, allowing for modularity, scalability, and efficient resource
allocation.

Approach
The Hierarchical Conduit pattern utilizes a top-down approach where AI tasks are
organized in a hierarchy. Higher-level tasks orchestrate the execution of lower-level
tasks, allowing for the division of labor and specialization. Each level of the hierarchy
focuses on specific aspects of the problem, enabling better control, optimization, and
coordination.

Realization
The implementation of the Hierarchical Conduit pattern includes some key aspects:

• Data Ingestion: The initial step involves the collection of raw data originating from
IoT devices or sensors. This data is then seamlessly channeled into the edge server,
leveraging established communication protocols such as MQTT, CoAP, or HTTP.

• Hierarchical TaskDecomposition: TheAIworkflow is decomposed into a hierarchical
structure with different levels of tasks. Higher-level tasks encapsulate lower-level
tasks and manage their execution.

• Task Execution and Coordination: Higher-level tasks orchestrate the execution of
lower-level tasks. Lower-level tasks process data, perform analytics, or execute AI
models based on their specialized roles.
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• Resource Allocation: Resources such as processing power and memory are allocated
based on the hierarchical structure. Higher-level tasks may have broader resource
access, while lower-level tasks are optimized for efficiency.

• Result Aggregation: Results from lower-level tasks are aggregated and provided as
inputs to higher-level tasks. Aggregated results contribute to decision-making or
further analysis.

Example
In disaster response scenarios, autonomous drones are deployed for surveillance, search,
and rescue operations. The Hierarchical Conduit pattern is applied to manage complex
drone operations involving data collection, obstacle avoidance, object detection, and path
planning. Drone sensors collect data, including images and environmental parameters,
which is transmitted to the edge server that determines the drone’smission, defining areas
to cover and objectives to achieve. The drone captures images, performs object detec-
tion, and classifies detected objects. The drone uses real-time environmental sensing to
avoid obstacles in its flight path. The mission planning task receives more computational
resources as it requires complex optimization. Object detection and obstacle avoidance
tasks are optimized for real-time execution. The detection results and obstacle avoid-
ance decisions are aggregated and used by the mission planning task to make informed
decisions about the drone’s flight path.

The Hierarchical Conduit pattern allows for the effective management of complex
drone operations in disaster response scenarios. By decomposing the tasks into hier-
archical levels and specializing each level for specific tasks, the AI workflow becomes
more organized, scalable, andmanageable. This pattern exemplifies howedge computing
can empower autonomous systems to make intelligent decisions and adapt to dynamic
environments.

5.3 Ensemble Method

Description
The Ensemble Method pattern involves the integration of predictions or decisions from
multipleAImodels to achieve amore accurate, robust, and reliable outcome. This pattern
leverages the diversity of individual models to address uncertainties, reduce biases, and
enhance the overall quality of predictions or decisions.

Approach
The Ensemble Method pattern adopts an approach where multiple AI models trained
on diverse datasets work collaboratively to make predictions or decisions. The aggre-
gated output from these models provides a more comprehensive and trustworthy result
compared to relying on a single model.

Realization
The implementation of the EnsembleMethod pattern includes the following key aspects:

• Data Ingestion: Raw data is collected from sensors and ingested into the edge server
using communication protocols like MQTT, CoAP, or HTTP.
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• Ensemble Model Selection: Multiple AI models are selected, each with distinct char-
acteristics, architectures, or training data. The models can include decision trees,
neural networks, SVMs, etc.

• Model Inference: Each selected model makes independent predictions or decisions
based on the input data.

• Aggregation of Outputs: The outputs from all models are aggregated using ensemble
techniques such as majority voting, weighted averaging, stacking, or boosting.

• Result Generation: The final prediction or decision is generated based on the
aggregated output, which represents a collective judgment from the ensemble of
models.

Example
In financial transactions, the Ensemble Method pattern is used to detect fraudulent
activities by aggregating predictions from multiple models. Transaction data, includ-
ing account details and transaction attributes, is collected from POS systems, and is
sent to the edge server for analysis. Multiple AI models are chosen, including decision
trees, random forests, and neural networks, each trained on different subsets of historical
transaction data. Eachmodel evaluates transaction data andmakes a prediction regarding
whether the transaction is fraudulent or not. If most models predict fraud, the aggregated
output is “fraudulent.” Confidence scores from each model are combined to generate a
weighted average score.Models are iteratively trained to correct misclassifications made
by previous models. The final decision about the transaction’s legitimacy is determined
by analyzing the aggregated outputs and applying a predefined threshold.

The Ensemble Method pattern harnesses the collective ability of multiple AI models
to enhance decision-making accuracy and reliability. This pattern showcases how edge
computing can leverage diverse model capabilities to achieve more robust predictions or
decisions, particularly in scenarios where uncertainties and biases need to be mitigated.

6 Applying Patterns

To effectively apply patterns, we compare the pros and cons of each pattern in Fig. 2.
In the Single Task category, the regular pattern, with its linear and unconditional

execution, offers simplicity and predictability, making it suitable for tasks where step-
wise analysis suffices. Conversely, the branched pattern excels in dynamic environments
where adaptive decision-making is essential, albeit requiring well-defined conditions to
guide branching. The circular patternmaintains vigilance through continuousmonitoring
and iterative adaptation, delivering real-time insights crucial for dynamically changing
systems.

In the Multitask category, the serial pattern capitalizes on its sequential execution
for ordered tasks, while the concurrent pattern optimizes resource efficiency for high-
throughput scenarios. The cascade pattern achieves specialized analysis through ordered
model integration, ideal for multi-level decision-making processes.
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Fig. 2. Comparison of Edge AI Patterns

In theMixed Run category, the input fusion pattern tackles data quality enhancement
by merging heterogeneous sensor data, though at the cost of calibration complexity. The
hierarchical pattern fosters modular task organization, enhancing scalability and man-
agement in complex workflows. Lastly, the ensemble pattern harnesses diverse models
to enhance prediction accuracy and mitigate biases, at the expense of model selection
diversity.

7 Conclusion

In the realm of edge computing, the deployment of AI has led to the evolution of various
AI patterns that tailor solutions to diverse application scenarios. This paper extensively
explores a spectrum of edge AI patterns, namely regular, branched, circular, serial,
concurrent, cascade, input fusion, hierarchical, and ensemble patterns. Through their
distinct characteristics, each pattern serves as a valuable tool in addressing the complex-
ities and challenges posed by real-time data processing, decision-making, and resource
constraints at the edge.

The selection of an appropriate AI pattern in edge computing is a nuanced decision
that hinges on the specific context, system requirements, and objectives of the applica-
tion. The presented patterns collectively enrich the techniques available for designers,
developers, and engineers navigating the intricate landscape of Edge AI. As the field
continues to evolve, the understanding and strategic deployments of these patterns are
poised to play a pivotal role in advancing the capabilities of Edge AI systems and
fostering innovation across diverse domains.
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