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Abstract. The provision of medical care is an essential component of human
existence. As a result of the vast amount of psychiatric data included within the
healthcare industry, machine learning models were utilized in order to efficiently
deliver conclusions regarding heart disease prediction. The adoption of methods
derived from machine learning enables the reliable classification of individuals
according to whether or not they are healthy. The framework used in this study
can understand the basics of effectively evaluating a patient’s risk profile from
features of clinical data. The aforementioned model was developed by utilizing
both machine learning and deep learning in tandem with one another. Heart dis-
ease is widely acknowledged as one of the primary contributors to death rates
across the globe. Large amounts of clinical data are stored in the many biomedical
instruments and computer systems that are found in hospitals. Therefore, hav-
ing a solid understanding of the data around heart disease is quite crucial if one
wishes to increase the accuracy of their predictions. There have been a lot of
experimental evaluations of the performance of models that have been developed
using classification algorithms and relevant features that have been selected using
a variety of different approaches to feature selection. The exploratory investiga-
tion used a dataset on heart illness to test four different classification strategies.
These strategies were random forest, support vector machine, k-nearest neighbor,
and convolutional neural network. The accuracy of machine learning algorithms
utilized in the proposed work is Support Vector Machine 85.18%, Random Forest
92.5%, K-NN 74.07% and Convolutional Neural Network 85.18%
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1 Introduction

The World Health Organization estimates that 17.9 million lives are lost annually due
to cardiovascular disease [1]. It also predicts that the number of deaths from cardio-
vascular disease will grow to about 30 million by the year 2040 [2]. Heart disease can
be attributed to a number of factors, including obesity, excessive cholesterol, a rise in
triglyceride levels, hypertension, and more [3]. There are a number of common tests
used by doctors to diagnose cardiovascular disease [4]. These include an ECG (echocar-
diogram), cardiac magnetic resonance imaging (MRI), a stress test (exercise stress test),
and a nuclear cardiac stress test. Numerous computer technologies, such as those used to
access patients’ medical information and conduct research, can be utilized to accurately
diagnose individuals and detect this disease in its early stages, before it has the chance
to harm them [5]. Several different machine learning and deep learning models may
be utilized in the direction of diagnose the condition as well as categories or forecast
the consequences [6]. There are strategies for developing prediction models, as well as
techniques for conducting in-depth analyses of patient data, which may be utilized to
enhance the precision of such projections [7]. On the other hand, the expense of diag-
nosing and treating cardiovascular illness is so high that it is out of reach for the vast
majority of people [8]. Using data mining techniques can help find signs of heart disease
early and for less money. This will result in a reduction in the overall cost of diagnosis
and treatment [9].

The use of machine learning techniques in the detection and classification of heart
illness has been studied in prior studies [10]. Nevertheless, the focus of these studies is
on the individual effects of particular machine learning approaches rather than on the
optimization of these procedures utilising optimised methodologies [11]. In addition,
very few researchers make an effort to apply hybrid optimization approaches for the
purpose of improving the accuracy ofmachine learning classifications [12]. Themajority
of the research that has been proposed and published makes use of optimised approaches
like Particle Swarm Optimization and Ant Colony Optimization in conjunction with a
particular machine learning technique like SVM, KNN, or Random Forest [13].

2 Literature Survey

Masethe, H. D. et al. [1] proposed amodel, it comprised both the selection of features and
the verification of presence of duplicates in the data. The model utilized both machine
learning and deep learning methods in order to provide an accurate forecast of heart
illness. The machine learning strategy incorporated linear model selection, one of its
components being the use of linear regression. The KNN classifier was used for the
purpose of concentrating on the neighbour selection technique. After that, a tree-based
technique known as the Decision Tree Classifier was utilised. Finally, the random forest
classifier, one of the most commonly used ensemble algorithms, was employed. A Sup-
port Vector machine was utilised both for determining whether or not the data had a high
dimensionality and for managing it. The sequential modelling approach was utilised for
the Deep Learning model. This study’s findings suggest that, machine learning algo-
rithms fared better. In the past, many academics have argued that ML should be used
even when the dataset is small, but this article shows that this is true.
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Ramprakash, P et al. [2] uses Artificial Neural Networks and Deep Neural Network
Algorithms in this model. Trainest-hold-out approval conspire is used in the suggested
model for model approval. Train-test validation, which specifies that 80% of the infor-
mation is used for preparation and 20% is used for testing, was implemented using the
80–20 rule. The sklearn package is used to slice up the data for use in both the testing
and training phases. Out of a total of 303 samples, 242 examples were chosen and used
to create the model, while the other 61 samples were used as testing information to
evaluate the model’s execution. Predictive models may be evaluated using a variety of
metrics, including accuracy, sensitivity, specificity, and the Matthews correlation coef-
ficient (MCC). If there are heart-related difficulties, this system returns a value of 1;
otherwise, it returns a value of 0. This model’s main drawback is that its precision is
lower than that of other models. In the trials, it was found that the proposed method
improved prognosis accuracy. Patients with heart disease will be able to be identified
with the help of this research.When a patient is anticipated to have a favourable outcome,
their reports and data can be examined in detail. In the future, a genetic algorithmmay be
applied to improve accuracy. In addition to a patient’s family history of heart disease, this
information may also be included in the dataset, which increases the model’s accuracy.

Shah, D. et al. [3] implemented SVM, Decision Tree, Nave Bayes, and Random
Forest algorithms in their work. These include deep neural networks and artificial intel-
ligence (AI). TheWeka DataMining Tool is used to create this model. Clustering, classi-
fication, regression, visualisation, and feature selection are among the usual data mining
activities that may be performed using the programme. It makes it simple to import data
in the form of files, URLs, or databases. Computer-Structured Query Language (CSV).
In the confusion matrix, true positive, accuracy, recall, and false negative are all anal-
ysed and shown in an easy-to-understand fashion. Each model has been analysed for its
performance in terms of precision, recall, ROC (Receiver Operating Characteristic), and
percent accuracy. Table IV displays the models’ correctness in terms of performance. A
ROC value of less than 0.80 is typically regarded as “GOOD,” whereas a ROC value of
less than 0.77 is seen as “FAIR”. The model with the ROC value closest to 1 is regarded
to be the most accurate.

Gavhane A et al. [4] proposed the decision tree and Ada-Boost algorithm model.
Examples, diverse algorithms, and techniques for evaluation are some of the elements
employed in a given piece of work. Using this strategy, you’ll be taught by a teacher. For
illness datasets and medical characteristics, the Kaggle warehouse is used. A person’s
risk of developing heart disease may be estimated using this collection of data. Training
and testing sets are further subdivided. Attributes of the dataset utilised in this proposed
research are 14. If “target,” an independent variable, is correctly predicted, then a person
is healthy or has heart disease.

3 Proposed Architecture

The term “architectural design” refers to the graphic representation of a collection of
architectural ideas, including “principles,” “elements,” and “components. [14]” It is an
imaginative process in which the aim is to provide a structure for the system that satisfies
both the functional and non-functional requirements of the system [15]. Because it is an
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artistic process, the activities that take place inside it vary widely depending on the kind
of system that is being created, the educational background and professional experience
of the system architect, and the needs of the system [16]. Figure 1 shows the proposed
architecture.

Fig. 1. Proposed Architecture

3.1 System Flow Diagram

A System flow diagram, often known as an SFD, is a diagram that displays the many
types of data that will be input into and output from a system, in addition to showing
where the information will come from, where it will go, and where it will be stored [17].
Flowdiagram is also used as a synonym for flowchart and, occasionally, as a counterpoint
to flowchart [18]. Flow diagrams are used to organize and arrange a complicated system,
as well as to illustrate the underlying structure of the parts and how they interact [19].
The phrase “flow diagram” has multiple implications in theory and practice. The terms
“flowchart” and “flow diagram” are frequently used interchangeably in the context of a
process depiction The user will have to enter the required values, which will be taken as
input. The data from the input is then retrieved which will be used for classification of
the result (Fig. 2).
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Fig. 2. System Flow Diagram of the proposed system

4 Results and Discussion

Kaggle provided the dataset that was utilised for the development of this suggested
system. The databases make up this data collection, which was compiled in 1988 and
dates back to that year. It has 76 properties, including the attribute that was predicted.
However, all of the published tests only relate to employing a selection of 14 of those
features. In this situation, the patient’s heart disease status is the aim. It is integer valued
with 0= no disease and 1= disease. The goal is included as one of the 1329 rows and 14
columns that make up the dataset. The thirteen characteristics of the dataset will serve
as the data, while the target column will serve as the label. The dataset does not have
any empty values (also known as null values).

The following are the results obtained using machine learning algorithms like SVM,
Random Forest, KNN, and Deep Learning Algorithms like CNN. The proposed model
predicts the accuracy as well as gives the graphical representation of the algorithms
for a given ratio of test and training data so that comparison can be done and the best
algorithm can be obtained for the heart disease dataset.
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Fig. 3. User Interface of the proposed system

The above Fig. 3 shows the user interface of the proposed system where the user can
see the predicted accuracy for various ratios of test and training data as well as a plot
graph for the same. The customized predict allows the user to choose the required ratio
of the split and also plot a graph for the same.

Fig. 4. Accuracy comparison of SVM, RF, KNN and CNN for 10% testing and 90% training data

The above Fig. 4 shows the predicted accuracy of SVM, RF, KNN and CNN for 10%
testing and 90% training data.
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Fig. 5. Graph comparison of SVM, RF, KNN and CNN for 10% testing and 90% training data

The above Fig. 5 depicts the graphical representation of SVM, RF, KNN, and CNN
for 10% testing and 90% training data. The Y axis is the accuracy of the respective
algorithm, and the graph is plotted comparing the actual and predicted accuracy.

The following Figs. 6 and 8 show the predicted accuracy of SVM, RF, KNN, and
CNN for 20% testing and 80% training data and 20% testing and 80% training accuracy,
respectively, and Figs. 7 and 9 give the graphical representations for the respective ratio
of the data.

Fig. 6. Accuracy comparison of SVM, RF, KNN and CNN for 20% testing and 80% training data
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Fig. 7. Graph comparison of SVM, RF, KNN and CNN for 10% testing and 90% training data

Fig. 8. Accuracy comparison of SVM, RF, KNN and CNN for 30% testing and 70% training data

Figure 10 shows the customised prediction accuracy of SVM, RF, KNN, and CNN
algorithms. The snapshot contains the accuracy for a ratio of 60% test and 40% train
data. However, the dropdown button “Customized Predict” allows the user to choose the
desired ratio accordingly (Fig. 11).
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Fig. 9. Graph comparison of SVM, RF, KNN and CNN for 30% testing and 70% training data

Fig. 10. Accuracy comparison of SVM, RF, KNN and CNN for customized 60% testing and 40%
training data where the user can customize other values accordingly
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Fig. 11. Graph comparison of SVM, RF, KNN and CNN for customized testing and training data
where the user can customize other values accordingly

5 Conclusion

Using the accuracy of the algorithms, this system seeks to provide a useful framework for
comparing them. The SVM, Random Forest, KNN, and CNN, a deep learning method,
can all be predicted with reasonable accuracy by the system. We feed the system various
ratios of training and testing data to see how accurate it performs. We then visualise the
difference between the system’s actual performance and what we projected it would be.
An algorithm based on performance-based algorithms for heart disease datasets and a
certain ratio of data has been presented.We discovered that machine learning techniques
such as the Random Forest algorithm outperformed all others in our study. In the past,
many academics have argued that ML should be used even when the dataset is small, but
this article shows that this is true. Machine learning and deep learning data graphs are
used to make comparisons. Outliers must be identified and isolated using the Isolation
Forest approach. This technique is used to locate outliers in datasets with Gaussian
distributions, which were also discovered throughout the analysis process. The problem
here is that the dataset has a small sample size. Deep learning and machine learning
may both benefit greatly from huge datasets. Deep learning may be used in conjunction
with several additional improvements and a larger dataset to achieve more promising
outcomes.
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