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Abstract. The Geosocial networks integrate geographical location information
into traditional social networks, bridging the gap between people’s real-life expe-
riences and the virtual world. As a significant application of geosocial networks,
location recommendation suggests places that individuals may find interesting,
offering valuable references for their travels and greatly enhancing their lives.
Consequently, the challenge of recommending relevant locations to users from
a vast pool of geographic options has become a prominent topic in academic
research. Collaborative filtering algorithms stand as one of the classic solutions
in the field of recommendations. While they partially address the problem of
information overload, they often encounter a common obstacle known as the cold
start problem. To overcome this issue, this study makes two primary contribu-
tions: Firstly, it proposes the utilization of Markov chains to mitigate the cold start
problem. Secondly, it introduces a hybrid recommendation model called HMGR
for location-based recommendations, which effectively enhances the accuracy of
suggestions. We evaluate the efficacy of the Markov chain and HMGR model
through extensive experimentation. The results demonstrate that the implemen-
tation of Markov chains successfully alleviates the cold start problem, and our
HMGR model significantly improves the precision of recommendations.

Keywords: Geographical Location · Collaborative Filtering · Markov Chain ·
Cold Start

1 Introduction

In the context of information overload [1, 2], users are faced with an overwhelming
amount of information and options, making it difficult to accurately find the desired
information or make the best choices. In such a situation, both probabilistic relational
database hypothesis querying [3] and recommendation systems can help users more
effectively obtain useful information and address uncertainty.However, recommendation
systems have clear advantages in dealing with information overload. They have the
capability to provide personalized recommendations based on users’ historical behavior
and interests. This means that users will receive content that matches their preferences
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and needs, greatly enhancing the efficiency and satisfaction of information retrieval.
Recommendation systems can leverage image processing techniques [4, 5] to extract
content features from images that users post on social media. Furthermore, they can fully
utilize users’ historical data for personalized recommendations. By analyzing users’
behavior data, such as click history, purchase records, search history, comments, and
favorites, recommendation systems can gain deep insights into users’ preferences, habits,
and needs, further increasing user satisfaction and click-through rates.

However, recommendation systems face a significant challenge in practical appli-
cations, known as the cold-start problem [6]. The cold-start problem refers to the lack
of sufficient historical data for new users or new items, making it difficult for the rec-
ommendation system to accurately predict their preferences. In real-world applications,
new users and items are inevitable and may occur frequently. If the recommendation
system cannot effectively address the cold-start problem, these new users and items will
not receive personalized recommendations, which can lower user experience and the
utility of the recommendation system.

Additionally, recommendation accuracy is of utmost importance for the value of
a recommendation system. Accurate recommendations not only increase user trust in
the recommendation system but also significantly improve user satisfaction and click-
through rates. On the contrary, poor recommendation accuracy may lead to user dis-
satisfaction and even prompt users to discontinue using the recommendation service,
resulting in potential economic losses for businesses. Therefore, improving recommen-
dation accuracy is a key goal in recommendation system research, especially in highly
competitivemarket environments,where precise recommendations are essential for gain-
ing a competitive advantage. While some new solutions have shown promising results
in addressing the cold-start problem and improving accuracy in recent years, there are
still limitations that need to be further addressed.

The core idea of content-based recommendation systems [7] is to utilize item content
information for personalized recommendations, which builds upon the advancements
in information filtering technology. By employing machine learning techniques, these
systems can extract user preferences from the descriptive features of the items, thereby
alleviating the cold-start problem without relying solely on user ratings. However, it is
worth noting that many existing content-based recommendation methods [8–10] face
challenges in uncovering users’ latent interests and encounter difficulties in accurately
extracting item features, which can ultimately lead to lower recommendation accuracy.

In order to uncover a user’s potential interests, a collaborative filtering recommen-
dation [11] was proposed. This method assumes that users with similar interests may
have similar preferences toward similar items. The core idea is to use a neighbor-based
recommendation algorithm that leverages similarity measures between users or items
and historical behavior data [12]. However, traditional collaborative filtering recommen-
dation systems are facing challenges due to the exponential growth of data from various
applications and services, leading to issues like the cold-start problem [6]. To address
the cold-start problem and enhance recommendations, researchers have explored utiliz-
ing user social relationships for recommendation [13–15]. Friend recommendations can
increase trust and help alleviate the cold-start problem. However, the collaborative fil-
tering algorithm is vulnerable to data bias, as it tends to favor popular items that receive
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more attention and evaluations. This bias can lead to recommendation results that are
biased towards these popular items, overlooking individualized preferences.

To enhance recommendation efficiency, hybrid recommendation [16] approaches
have been proposed [17–19]. The main objective of hybrid recommendation algorithms
is to leverage the strengths of various recommendation algorithms while mitigating their
limitations. By integrating different approaches, hybrid recommendations can effectively
address the cold-start problem and provide diverse recommendations. However, it is
important to acknowledge that current hybrid recommendation methods may encounter
challenges such as increased complexity, longer recommendation times, and difficulties
in achieving a balanced integration. Despite these challenges, hybrid recommendation
techniques have demonstrated promising results in improving overall recommendation
performance.

Considering the limitations of previous approaches, we propose a hybrid model for
geolocation recommendation, namely HMGR. In our model, we first assess the user’s
historical data volume. If the user is identified as new, the systememploys aMarkov chain
for personalized recommendations. Conversely, for existing users, collaborative filtering
is utilized for recommendation generation. Through extensive simulation experiments,
we have observed that HMGR effectively addresses the challenges associated with the
cold-start problem and significantly improves the accuracy of recommendation results.

We summarize our proposedHMGRmodel based on the following three key aspects.

(1) We mitigate the cold start problem in geolocation-based recommendations by
utilizing Markov chains.

(2) We propose a hybrid recommendation model called HMGR for geolocation-based
recommendations, which combines the use of Markov chains and collaborative
filtering.

(3) Conduct extensive experiments to evaluate the efficiency and effectiveness of the
HMGR model, along with a thorough analysis.

The remaining sections of this paper are structured as follows: Sect. 2 provides an
overview of related research. Section 3 introduces the essential preliminary knowledge.
Section 4 describes the construction of our proposed model. In Sect. 5, we present the
experimental evaluation. Finally, Sect. 6 summarizes the findings and conclusions of
this study.

2 Related Work

Traditional recommendation algorithms can be classified into three main categories:
content-based recommendation algorithms [7], collaborative filtering recommendation
algorithms [11], and hybrid recommendation algorithms [16].

2.1 Content-Based Recommendation

Content-based recommendation, as the name implies, is amethod that recommends items
based on their similarity in terms of content. It can be considered one of the founding
approaches in recommendation algorithms, as it relies on the premise that items with
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similar content to a user’s previously preferred items are likely to be of interest [20].
The concept of content-based recommendation originated from research in information
retrieval [7]. With the rapid advancement of information retrieval and the widespread
adoption of applications like email, content-based recommendation has found extensive
application in the field. Content-based recommendation primarily involves the descrip-
tion of item content features and user profiles (such as interests and preferences). It
efficiently filters and selects more valuable information, offering several advantages
such as high recommendation efficiency, not requiring user evaluations or additional
information, and mitigating the cold-start problem associated with new items [8–10].

For example, literature [9] proposes a content-based recommendation system model
is proposed. This model tackles the cold start problem by employing content-based
methods, which involves making recommendations for new users or new items during
the recommendation process. Moreover, the model takes into account the incorporation
of features like security, reliability, and transparency in career recommendation, assisting
students inmaking informed career choices. However, despite these advancements, these
studies still encounter challenges, such as limited diversity in recommended content and
complexities in extracting multiple item features.

2.2 Collaborative Filtering Recommendation

In order to address the issue of extracting multiple-item features, collaborative filtering
recommendation has emerged as an alternative approach [21]. The core principle of col-
laborative filtering is similarity, which involves categorizing users and items based on
their similarity andmaking recommendations accordingly.Collaborative filtering recom-
mendation has found widespread application in various domains, including e-commerce
[22], session recommendation [23], and article recommendation [24]. In collaborative
filtering, two extensively studiedmethods are user-based collaborative filtering and item-
based collaborative filtering [25]. User-based approaches predict user ratings based on
the similarity of rating behaviors among users, while item-based approaches predict
user ratings based on the similarity between predicted items and the actual items cho-
sen by users. Due to the distinct principles of these two methods, their performances
vary in different application scenarios. User-based recommendations tend to be more
socialized, reflecting the popularity of items within the interest group to which the user
belongs, while item-based recommendations are more personalized, reflecting the user’s
individual interest preferences.

In collaborative filtering recommendation, the cold-start problem is also present,
and many researchers have proposed several solutions to address it. For example, Zhang
et al. [26] identified the significant impact of different datasets, user attributes, the num-
ber of nearest neighbors, and the number of items on recommendation results. They
developed an optimized user-based collaborative filtering recommendation system that
tackles the issue of varying user rating scales by standardizing the original user data. By
incorporating weighted user attributes and linear combinations with user rankings, they
enhanced the overall user similarity. Experimental results demonstrated that this algo-
rithm successfully mitigated the influence of cold-start problems and provided accurate
recommendations.
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2.3 Hybrid Recommendation

Due to the inherent limitations of individual recommendation algorithms, a hybrid rec-
ommendation has emerged as an approach to improve the overall recommendation per-
formance by combining different models to complement their shortcomings [18, 19,
27]. Hybrid recommendation models blend two or more recommendation algorithms,
thereby mitigating issues such as user cold-start and item cold-start, and overcoming the
limitations of single algorithms.

For example, Zhang et al. [27] proposed a hybrid recommendation algorithm based
on collaborative filtering and video genetics. The algorithm first constructs a user-item
matrix, calculates user similarity, and performs clustering using k-means to generate
a recommendation list. By analyzing the genetic structure of videos and combining
style preferences and regional preferences, genetic preferences are formed. The weights
of these genetic preferences are determined through linear regression. The objects are
then ranked based on their degree of genetic preference, and the top-ranked objects
are selected as the final recommendations. The algorithm combines the recommen-
dation results from collaborative filtering and video genetics by assigning weights to
each recommendation. However, they encounter issues such as high complexity and
computational overhead.

Fig. 1. System model

3 Preliminaries

Markov chain, named after the Russian mathematicianMarkov, is a mathematical model
that represents a stochastic process. It is used to study the behavior and predict the future
states of a system based on the current state, assuming that the future states only depend
on the present state and are independent of the past states. This modeling technique is
widely used in various fields, including probability theory, statistics, physics, computer
science, and economics, to analyze and understand the dynamics of complex systems
with probabilistic transitions.

Definition 1: Markov Chain. AMarkov chain is a stochastic process that satisfies the
property that the state of the system at time t + 1 depends only on the state at time t. It is
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characterized by theMarkov property, which states that the future states are independent
of the past states given the present state. In other words, the state transitions in a Markov
chain arememoryless, and the probability of transitioning to a future state depends solely
on the current state.

4 Construction of HMGR

Definition 2: Critical Queue Length (CQL). Once the user geolocation queue length
reaches a specific threshold, the accuracy of the collaborative filtering recommendation
algorithm begins to outperform that of the Markov chain recommendation.

The system model is depicted in Fig. 1. Initially, the system learns from a large
dataset of user-profiles and check-in histories obtained from offline data. During the
learning phase, two algorithms, namely the Markov chain algorithm and collaborative
filtering recommendation algorithm, are applied to generate recommendations for users.
By comparing the accuracy of these two algorithms, the system aims to determine the
threshold point CQL where the Markov chain algorithm’s accuracy starts to become
lower than that of the collaborative filtering recommendation system. Subsequently, the
system models this threshold point CQL and incorporates it into the decision-making
process. When an online user interacts with the system and provides their check-in
history, the system compares the length of the user’s check-in history with the value
of CQL. Based on this comparison, the system distinguishes between new users and
existing users. If the length of the user’s check-in history is less than or equal to CQL,
the system identifies the user as a new user and employs the Markov chain algorithm to
recommend items. Conversely, if the length of the user’s check-in history exceeds CQL,
the system recognizes the user as an existing user and utilizes the collaborative filtering
recommendation algorithm to provide personalized recommendations.

4.1 Markov Chain in HMGR

Markov chains rely primarily on the current location of the user and the probabilities
of transitioning between locations, rather than relying heavily on extensive historical
data. In cold start scenarios, where there is limited data for personalized user modeling,
Markov chains can utilize the available data to predict the user’s next potential location
and provide reasonably accurate recommendations. Therefore, Markov chains can be
used to recommend geographical locations. Specifically, the predictive power ofMarkov
chains can be leveraged to offer recommendations for new users.

Below, we present the pertinent definitions of Markov chains in our HMGR model.
Definition 3: State Pair. A state pair refers to the transition from one geographical

location state to another. It represents the change in the geographical location, where the
transition from state li to state lj is denoted as li → lj.

Definition 4: State Transition Probability. In the context of geolocation, a transition
from one geolocation state to another is referred to as a geolocation state transition. This
process captures the relationship between state transitions and time as geolocation states
change over time. The likelihood of a geolocation transitioning from one state to another
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over a specific time period is quantified as the state transition probability, as illustrated
in Formula 1.

Pij = C(li → lj)

C
(1)

where C(li → lj) represents the number of occurrences in which the geographical
location transitions from state i to state j in the user’s interaction with the geographical
location queue, while C represents the total number of transitions for state li.

Definition 5: Transition Probability Matrix. In the context of user geographical loca-
tion states, where there are n possible states denoted by {l1, l2, l3, · · · , ln}, the transition
probability from state li to state lj is represented as pij. These transition probabilities are
combined to form a transition probability matrix, as shown in Formula 2.

P =
⎛
⎜⎝

p11 · · · p1n
...

. . .
...

pm1 · · · pmn

⎞
⎟⎠ (2)

Typically, a standard Markov chain model can be represented using a triplet. How-
ever, in this paper, we employ a modified Markov chain model that is represented using
a quadruplet, as depicted in Formula 3.

MC < L,P,Mt,Q > (3)

where L represents the set of states in the model, denoted as L = {l1, l2, l3, · · · , ln},
where n represents the number of states. P represents the state transition matrix, denoted
as P = [pij]n×n. The element pij represents the probability of transitioning from state li
at time t to state lj at time t+ 1.Mt represents the probability distribution of a user’s state
at time t, denoted as Mt = {m1,m2,m3, · · ·mn}, where mi is the probability of being
at li. Q represents the set of geographical locations that the user has not visited before,
denoted as Q = {q1, q2, q3, · · · , qm}, where m represents the set of unvisited locations.

The performance of a Markov chain recommendation system relies on the accurate
calculation of state transition probabilities. If the state definitions are not precise or
there are errors in the calculation of transition probabilities, it may lead to a decline
in the system’s performance. Therefore, the calculation of state transition probabilities
is crucial. In our HMGR model, we use a typical Markov chain that utilizes the state
transition matrix based on the current geographical location at time t to predict the
user’s geographical location at time t + 1. This approach helps us address the cold start
problem, where limited data for personalized user modeling is available. By computing
the probability distribution Mt for the user’s current geographical location, we can use
Formula 4 to calculate the state transition probability distribution Mt+1 for the user at
time t + 1.

Mt+1 = Mt × P (4)

In our HMGR model, the Markov chain begins by collecting the user’s historical
geographical location data and organizing it into a time series. Each specific location
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within the sequence is treated as a state. By analyzing the user’s historical sequence of
geographical locations, we calculate the probabilities of transitioning between adjacent
locations, capturing the likelihood of moving from one location to another. It’s worth
noting that our approach utilizes a one-step Markov chain, where each geographic loca-
tion transition occurs in a single step from one location to another. This simplification
allows us to effectively model and predict user behavior in the context of geographic
location recommendations. Finally, we compute the probability distribution Mt+1 and
compare it to the set Q of geographical locations the user has not visited yet, thereby
predicting the user’s geographic location in the next time step.

The following Example 1 demonstrates the recommendation process using Markov
chains in HMGR.

Table 1. User behavior trajectory.

User Trajectory

u1 l1 → l2 → l3 → l1 → l3

u2 l2 → l3

u3 l1→ l2 → l1

Example 1: As shown in Table 1. In the table, u1, u2, u3 represents three users,
L = {l1, l2, l3} represents three sets of geographic locations, and l1 → l2, l2 → l3,
l3 → l1, l1 → l3 represents the state pairs. According to Formula 1, we can calculate
p12 = 2/3, p13 = 1/3, p21 = 1/3, p23 = 2/3, p31 = 1 and p32 = 0. Therefore, we

obtain the state transition matrix P =
⎛
⎝

0 2/3 1/3
1/3 0 2/3
1 0 0

⎞
⎠.

Here, we set the probability of transitioning to the current location as zero. After
obtaining the transition probability matrix, we can calculate the initial state probability
distribution for the geographic location of user u2 at time t. Given that the geographic
location of user u2 at time t is l3, the initial state probability distribution of the user’s
state as Mt = (0 0 1 ). Next, we can calculate the geographic location state transition

probabilities for Mt+1 = (1 0 0 ) using Formula 4.
Upon analyzing the results, it becomes evident that the HMGR model employs a

Markov chain to predict user u2’s level of interest in different geographical locations.
The model indicates an interest level of 1 for location l1, 0 for location l2, and 0 for
location l3. Furthermore, when compared to the set Q = {l1}, the prediction suggests
that the most probable destination for user u2 in the next stage is l1.

4.2 Collaborative Filtering in HMGR

In cases where users have limited historical data, Markov chains can provide relatively
accurate recommendations. Markov chains primarily rely on the current location of the
user and the transition probabilities between locations, rather than relying heavily on
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extensive historical data. This enables Markov chains to predict the user’s next poten-
tial location using the available data and offer reasonably accurate recommendations.
However, the Markov chain model may not fully capture user preferences and personal-
ized needs, as it only considers transition probabilities and lacks direct consideration of
user interests and other contextual information. On the other hand, collaborative filtering
algorithms can leverage user similarities and abundant historical behavior data to predict
locations that users may like. Therefore, when users have a rich amount of historical
data, collaborative filtering recommendations usually achieve higher recommendation
accuracy.

In traditional collaborative filtering, there is a bias in the recommendation results
due to imbalanced user interactions with geographical locations. The interactions tend
to favor highly active users and popular locations, leading to a biased recommendation.
The overwhelming interactions from active users and popular places overshadow other
potentially relevant locations. This bias undermines the diversity of recommendations,
making the recommendation system resemble more of a search engine rather than a
personalized system.

A User-IIF algorithm [28] has been proposed in the literature to effectively address
the issue of popularity bias, where popular items tend to become evenmore popularwhile
less popular items are overlooked. In the context of geographical location recommenda-
tion, it is assumed that users exhibit similar behavior towards different locations. In our
HMGRmodel, we havemade slightmodifications to its definition in order tomitigate the
impact of popular locations. The algorithm introduces a modification to the user similar-
ity calculation.We have further refined its definition to eliminate the influence of popular
geographical locations. The calculation formula is presented as Formula 5.

wij =
∑

l∈N (i)∩N (j)
1

ln(1+N (l))√
N (i) × N (j)

(5)

where N (i) represents the set of geographical locations that user i has provided positive
feedback on. N (j) represents the set of geographical locations that user j has provided
positive feedback on. l represents the set of geographical locations for which both user
i and user j have provided positive feedback. N (l) represents the set of users who have
given positive feedback on the geographical locations in set l.

After obtaining the similarity between users, the collaborative filtering recommen-
dation algorithm recommends the geographical locations visited by the K most similar
users to the target user. This recommendation is determined using Formula 6.

Score(u, i) =
∑

v∈S(u,k)∩N (i)

wij × rvi (6)

where S(u, k) represents the top k users who have the closest interests to user u. N (i)
is the set of users who have interacted with geographical location i. wuv denotes the
similarity of interests between user u and user v. rvi represents the interest of user v in
geographical location i. Since single-action implicit feedback data is used, all rvi values
are considered as 1.

The recommendation process of collaborative filtering is as follows: Firstly, collect
the historical behavior data of users regarding geographical locations. Then, calculate
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the similarity between users to select the top K users who are most similar to the target
user. These selected users are referred to as candidate users. Finally, based on the degree
of association between the candidate users and the target user, considering factors such
as locations already viewed by the target user, sort and filter the recommendation results
to obtain the final recommendations.

The following Example 2 demonstrates the recommendation process using collabo-
rative filtering in HMGR.

Example 2:We continue to use the data from Table 1 to predict the next geographical
location that user u3 is likely to visit. After calculating the similarity between users using
Formula 5, we obtained the following similarity values: w31 = 0.67, w32 = 0.29. In this
example, assuming K = 1, the candidate user is u1. By comparing the historical data of
users u2 and u3, we found that user u2 has previously visited location l3, while user u3
has not visited l3 yet. Next, using Formula 6, we calculated the Score(u3, l3) = 0.67,
and therefore, we recommend geographical location l3 to user u3.

5 Experiments

In the experiment, we conducted a comparative study of collaborative filtering recom-
mendation, Markov Chain recommendation, and our HMGR recommendation model
using evaluation metrics such as accuracy, recall rate, and F-value. These solutions were
implemented in Java language on a personal computer equipped with an AMD Ryzen 7
5800HCPU and 16GBRAM.We utilized the Foursquare dataset, which contains offline
data for location recommendation. Specifically, we selected user geographical location
interaction sequences from different areas of New York, USA. 80% of the data was used
as the training set, and 20% of the data was used as the test set, for constructing the user
similarity matrix and conducting recommendation evaluations.

Let Ru represent the list of recommended geographical locations calculated by the
model based on user behavior in the training set, and Tu represent the list of geographical
locations that the user will actually visit in the future based on the test set. The primary
evaluation method is as follows:

(1) Precisionmeasures the proportion of accurately recommended geographical loca-
tions among the samples predicted as other locations. This metric calculates the ratio of
correctly classified positive samples to the total number of samples classified as positive
by the classifier. It indicates howmany locations in the predicted recommendation list are
actually visited by the user in the future. The precision is calculated using Formula 7.

Precision =
∑

u∈U Ru ∩ Tu∑
u∈U Ru

(7)

(2) Recall measures the proportion of correctly recommended locations among the
recommended results. This metric reflects how many of the locations that the user will
actually visit in the future are accurately predicted by the recommendation algorithm. It
is calculated by dividing the number of correctly classified positive samples by the total
number of actual positive samples. The recall can be computed using Formula 8.

Recall =
∑

u∈U Ru ∩ Tu∑
u∈U Tu

(8)



58 R. Wen et al.

(3) The F1 score, also known as the balanced F-score, is a metric that balances both
precision and recall, providing an overall measure of the model’s performance. It can
be seen as the harmonic mean of precision and recall. The F1 score is calculated using
Formula 9.

F1 = 2 × Precision × Recall

Precision + Recall
(9)

5.1 Determining the Recommendation Length L

Based on Fig. 2, Fig. 3 and Fig. 4, the HMGR model demonstrates improved accuracy
compared to the individual collaborative filtering and Markov chain models. The recall
rate of the HMGR model initially falls between the collaborative filtering and Markov
chain recommendations, but as the number of recommended locations increases, the
HMGR model surpasses both collaborative filtering and Markov chain recommenda-
tions. The F1 score of the HMGR model consistently falls between collaborative fil-
tering and Markov chain recommendations. As the number of recommended locations
increases, the accuracy also improves. Therefore, we set the recommendation length to 5.
When the recommendation length is 5, the F1 score of ourHMGRmodel is slightly lower
than that of the collaborative filtering, but this difference can be considered negligible.

As the recommended length increases, the decline in precision, recall, and F1 score
can be attributed to the presence of varying quality of recommended locations within
longer recommendation lists. Lower-quality recommendations may be mixed with high-
quality ones, which can adversely affect the precision and recall of the recommendations.
The F1 score serves as a comprehensive metric that takes into account both precision
and recall, providing an assessment of the overall model performance. When precision
and recall decrease, the F1 score naturally decreases as well.

Fig. 2. Precision Fig. 3. Recall

5.2 Solution to the Cold-Start Problem

As shown in Fig. 2, our proposed HMGR model achieves significantly higher preci-
sion compared to the Markov Chain and Collaborative Filtering recommendations when
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the recommendation length is set to 5. This indicates that our HMGR model effec-
tively addresses the cold-start problem, where limited user data is available for accurate
recommendations. By combining the strengths of the Markov Chain and Collabora-
tive Filtering approaches, the HMGR model provides more accurate and personalized
recommendations even in scenarios with sparse user history.

In the HMGR model, we combine the Markov chain and collaborative filtering rec-
ommendation methods. When the user’s historical data is limited, the Markov chain can
provide relatively higher recommendation accuracy. The Markov chain primarily relies
on the transition probabilities between the user’s current and future locations, rather
than relying on extensive historical data. In such cases, the Markov chain can effectively
predict the user’s next likely location and offer accurate recommendations. However,
the Markov chain model has limitations in capturing user preferences and personalized
needs since it only considers transition probabilities and overlooks user interests and
contextual information. On the other hand, collaborative filtering algorithms can lever-
age the similarity between users and their extensive historical behavior data to predict
locations that a user is likely to prefer. Thus, when users have abundant historical data,
collaborative filtering algorithms generally provide higher recommendation accuracy.
Our HMGR model combines both approaches, leading to improved accuracy in rec-
ommendations. By leveraging the strengths of both the Markov chain and collaborative
filtering, we can provide more accurate and personalized recommendations to users,
overcoming the limitations of each individual method.

Fig. 4. F1-score Fig. 5. User queue length

5.3 The Determination of New Users

As shown in Fig. 5. When the length of the user queue is less than 6, the accuracy
of the Markov chain is higher than that of collaborative filtering. However, when the
length exceeds 6, the accuracy of the Markov chain is lower than that of collaborative
filtering. This suggests that for users with a relatively short history of interactions (queue
length < 6), the Markov chain approach performs better in terms of recommendation
accuracy. On the other hand, for users with a longer history of interactions (queue length
> 6), collaborative filtering yields higher accuracy in recommendations. Therefore, the
HMGRmodel takes into account the length of the user queue to determinewhether a user
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is considered new or existing and accordingly selects the appropriate recommendation
method to provide accurate and personalized recommendations.

This is because the Markov chain recommends geographic locations to users based
on probabilistic transitions, without directly considering user interests. As the user queue
length increases, the accuracy of the Markov chain does not necessarily improve. On the
other hand, collaborative filtering recommendation utilizes users’ historical visit data to
observe their preferences and the likelihood of revisiting specific geographic locations.
As the user queue gradually grows, the user similarity matrix becomes more refined,
resulting in increased accuracy.Whendeterminingwhether a user is new,we can compare
the user queue length at which the accuracy of collaborative filtering recommendation
surpasses that of the Markov chain through testing.

6 Conclusion

In this paper, we present a novel and efficient hybrid recommendation algorithm, the
HMGR model. By combining the Markov chain algorithm with collaborative filtering,
the HMGRmodel successfully overcomes the limitations of traditional recommendation
methods, especially in terms of handling cold-start issues and providing personalized
recommendations. The experimental results demonstrate that theHMGRmodel achieves
significant improvements in various scenarios and exhibits outstanding performance in
terms of accuracy and efficiency. Of particular significance is the HMGR model’s inno-
vative approach to address the cold-start problem in collaborative filtering recommen-
dations. By leveraging the Markov chain algorithm to predict users’ latent interests, the
HMGR model can deliver effective recommendation services even for new users in the
system. For emerging recommendation systems, solving the cold-start problem is criti-
cal, and the remarkable performance of the HMGR model brings renewed hope in this
aspect. However, we also acknowledge that there is still room for further refinement in
the HMGRmodel. Future research could explore more intricateMarkov chain models to
enhance the accuracy of predicting changes in users’ interests. Additionally, integrating
other recommendation algorithms into the HMGR model presents an enticing avenue
for further enhancing the recommendation system’s overall performance.

In conclusion, this study firmly establishes the effectiveness and potential of the
HMGR model in the user geolocation recommendation system. By blending the power
of the Markov chain and collaborative filtering methods, we successfully address the
cold-start problem and substantially improve the recommendation system’s accuracy.
We believe that this research will offer valuable insights for the ongoing development
and enhancement of recommendation systems, providing users with more personalized
and precise geolocation recommendation services.
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