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Abstract. Due to the limited availability of labelled data in many
real-world scenarios, we have to resort to data from other domains
to improve models’ performance, which prompts the advancement of
research regarding the cross-domain few-shot image classification task.
In this paper, we systematically review existing cross-domain few-shot
image classification algorithms published in recent years. We catego-
rize these algorithms into data-augmentation and feature-alignment
paradigms and present their recent progress. We summarize three
commonly-used cross-domain datasets for benchmarking few-shot image
classification tasks and relevant scenarios. Finally, we outline existing
limitations and future perspectives.
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1 Introduction

Over the last decade, deep learning (DL) [30] has achieved excellent results on
many application scenarios, including computer vision [20], natural language pro-
cessing [14], etc. Traditional DL methods are not effective in tasks with limited
training data. In contrast, humans can leverage their accumulated knowledge to
quickly learn the characteristics of unfamiliar things with a limited amount of
data. To address this issue, researchers have introduced the concept of Few-Shot
Learning (FSL) [57]. FSL aims to mimic the human learning process and achieve
better generalization performance by using a limited number of training sam-
ples in scenarios where data is scarce. Recently, Few-Shot Image Classification
(FSIC) [57] algorithms have demonstrated better classification accuracy than
humans in image classification. However, these remarkable outcomes are limited
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to scenarios where there is only a slight difference between the distribution of
the training data and the test data. For situations where there is a sizeable dis-
tributional difference between the training and test data, the model will suffer
significant performance degradation due to the discrepancy between the dif-
ferent domains. Researchers have thus formalized the Cross-Domain Few-Shot
Image Classification (CDFSIC) [7], along with its corresponding classification
algorithms to investigate the challenges in cross-domain few-shot learning.

[ CDFSIC Background ]
/ CDFSICBases | /  CDFSICMethod
ESIC Data Augmentation

Data Scarcity Extra Data Data Generation
= Feature Alignment
Cross-Domain Network Architecture Training Strategy
K R Graph Neural Networks Parameter Fine-tuning
Domain Shift Model Ensembling [Contrastive Learning ]
Attention Mechanism Data Normalization
K / Dropout
4 L 4
[ CDFSIC Dataset & Application ]
[ Limitations & Future Research Directions ]

Fig. 1. The framework of survey.

This paper presents a thorough and systematic review of CDFSIC. As shown
in Fig. 1, the survey is structured as follows. First, following the introduction
of CDFSIC in this section, we present the preliminaries of CDFSIC in Sect. 2,
which includes the definitions of FSIC and Cross-Domain problems. We then
provide a summary of the current CDFSIC methods, including an introduction
to standard datasets and applications. Finally, we discuss the limitations and
challenges of CDFSIC that may present future research opportunities.

2 Preliminaires of CDFSIC

2.1 Few-Shot Image Classification

Few-Shot Learning (FSL) [57] is a machine learning technique that involves
training a model to achieve strong generalization performance using only a lim-
ited number of training examples. One of the most widely-used benchmark for
evaluating FSL algorithms is Few-Shot Image Classification (FSIC), which has
numerous realistic applications [57].
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A FSIC task can be defined as Drsic = {Dtrains Drest }, Where{y | (x,y) €
Dirain} N{y | (x,9) € Diest} = 0, i.e., the test and train datasets do not contain
common labels. Following [29], most recent works on FSIC employ the standard
N-way K-shot (M-query) episodic task learning.

Specifically, for each FSIC task, we sample n episodic tasks {Ty,...,T,}
from Dyyain as training episodes, and m episodic tasks {T1,..., T} from Diegt
as testing episodes. Each episodic task T; consists of a support set T° and a
query set TiQ. From a dataset, each episodic tasks randomly samples N cat-
egories respectively, with each category sampling K image-label pairs (z,y),
Tis = {(mk,yk)}kN:XlK for support set, and each category sampling M image-
label pairs (z,y), TZQ = {(xk,yk)}kN:XlM for query set. Both Diain and Diest
samples the support and query sets following the above configuration, except

that the Dy provides no labels for the query set, namely, TZQ = {(xx) fc\’:XlM .

2.2 The Cross-Domain Problem

Blanchard et al. [3] formally presented the Cross-Domain (CD) problem in
machine learning, while Torralba et al. [47] brought research attention to the
cross-domain problem in computer vision tasks. They investigated the perfor-
mance of classification models by thorough evaluation on six popular benchmark
datasets. Their experiments showed that the intrinsic dataset bias introduced by
the domain gap will lead to poor generalization performance.

A domain is defined as a joint distribution P(X,Y") [70] of the input (data)
space X and output (label) space Y. For the Cross-Domain problem, the source-
domain distribution Ps(X,Y) and the target-domain distribution Pr(X,Y)
are notably different. Moreover, the data of target domain is not available
during the model training process. Most of the research has focused on the
multi-source scenario, which presupposes the availability of several distinct yet
relevant domains. Specifically, given K similar but distinct source domains,
S = {Sp = {(z*,y*)}}E |, each domain is represented by a joint distribu-
tion P(X,Y). Note that P%(X,Y) is dissimilar to P% (X,Y), with k # & for
k. k' € {1,---,K}. The joint distribution corresponding to the target domain
is denoted as Pr(X,Y). In addition, Pr(X,Y) is also dissimilar to P¥(X,Y),
where k € {1,--- ,K}.

The cross-domain few-shot image classification (CDFSIC) problem, first
introduced by Chen et al. [7], poses challenges of both Cross-Domain and Few-
Shot Image Classification, including a scarce sample size and considerable differ-
ences between the training and testing data distributions. The models trained
under CDFSIC would thus require stronger generalization capabilities than tra-
ditional FSIC models for better adaptation to novel target domains.

3 CDFSIC Algorithm

In general, CDFSIC faces two challenges: data scarcity and domain shift. Based
on these challenges, the current approach of CDFSIC can be categorized into
two camps: data augmentation and feature alignment methods.
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3.1 Data Augmentation Methods

Data augmentation [45], commonly utilized in deep learning methods, can miti-
gate the possibility of overfitting, which may happen when the training dataset
has a limited number of samples, while having low diversity. Recently, some
researchers employ additional larger datasets (e.g., ImageNet [12]) as training
data to augment the FSIC task. This technique aims to learn valuable fea-
tures from a varied dataset with higher diversity [18]. Additionally, data gen-
eration [45] is another popular data augmentation technique. Based on these
approaches, we categorize data augmentation methods into two: extra data and
data generation.

Extra Data. As part of their work, Chen et al. [7] introduced the first bench-
mark dataset for the CDFSIC task, namely MinilmageNet — CUB. They
employed Minilmagenet [52] as the source domain, which is relatively similar
to the target domain, CUB [53].

Real-world CDFSIC scenarios involve domains that differ greatly in data
volume and distribution. Addressing this issue, Guo et al. [18] proposed a
broader CDFSIC baseline than previous work. Employing ImageNet as the
source domain, they conduct experiments on four datasets with varying degrees
of similarity to the natural image based on 3 orthogonal criteria: 1) existence of
perspective distortion, 2) the semantic content, and 3) color depth. Experiments
showed that the accuracy of CDFSIC methods is dependent on the degree of
similarity between the source and target domain. While Chen et al. [7] proposed
a 2-stage training approach (pretrain — metatrain), Hu et al. [24] introduced
a 3-stage training pipeline (pretrain — metatrain — finetune). Hu et al. also
evaluated the effectiveness of various feature extraction networks and showed
that Vision Transformer [27] performs better than standard convolutional net-
works [37] and residual networks (ResNets) [20].

Compared to traditional FSIC approaches, methods that leverage extra data
are useful but computationally demanding. Therefore, data generation methods
that are less computationally intensive have been introduced for the CDFSIC
task.

Data Generation. Data generation refers to generating new labeled data
through commonly-used data synthesis techniques, such as MixUp [63], geo-
metric transformations [45], etc.

Fu et al. [16] propose a feature-wise domain adaptation module called Feature
Distribution Matching (FDM) to guide the MixUp process. FDM measures the
discrepancy between the feature distributions of the source and target domain
and encourages the model to generate synthetic samples that are more simi-
lar to the target domain. Zhang et al. [64] and Deng et al. [13] apply rotation
transformations to images and predict the rotation angle in the pretrain phase.
Mazumder et al. [34] proposed the composite rotation auxiliary task as a data
generation method for the CDFSIC task. This method involves two levels of rota-
tion on the image: first, rotating patches within the image (inner rotation); and
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then rotating the entire image (outer rotation) before assigning a rotation class
to the transformed image for the model to learn to predict via self-supervision.

Although data generation methods require less computing effort and are easy
to implement, they face limitations in significantly improving classification accu-
racy since the generated samples are derived from the original dataset. Therefore,
while data generation methods may be used to boost accuracies of the CDFSIC
task, their performance is relatively limited when compared to methods that
utilize additional training data.

3.2 Feature Alignment Methods

To address data scarcity issue in CDFSIC, data augmentation based method
essentially enhances the diversity of samples by expanding the sample space. To
handle the problem of domain shift [56] in CDFSIC, feature alignment methods
aims to align the features extracted from the source domain with those extracted
from the target domain. We summarize the existing feature alignment based
method by casting them into two categories: network architecture design and
training strategy improvement.

Network Architecture Design. Network architecture design refers to design-
ing or refining the model structure to enhance the ability of the model to general-
ize the source domain feature characteristics to the target domain. We summarize
the existing network architecture design methods as follows:

— Graph Neural Networks (GNN) [44] are widely used in graph analysis
due to their better scalability and interpretation comparing to traditional
graph learning algorithms, such as, Graph Signal Processing, Random Walk
and Matrix Factorization. In FSIC, researchers usually take an image as a
node of the GNN, while the similarity of image pairs is considered as an
edge of the GNN [43]. GNN-based methods parameterize the metric function
in FSIC task, allowing a closer fit to the realistic metric function between
image pairs. A number of excellent works have emerged in traditional FSIC
tasks [28,43,59], and CDFSIC.

To alleviate the issue of information loss with the increasing number of the
GNN layer and improve the graph-structured data features representation
quality, Liu et al. [33] propose a geometric algebra graph neural network
(GA-GNN) that maps graph nodes to a high-dimensional geometric algebraic
space, allowing for a better measurement of the discrepancy between image
pairs. Chen et al. [8] introduce a Flexible Graph Neural Network (FGNN)
that adaptively selects the node feature dimensions to enhance the rele-
vance between image pairs. Most current methods for domain alignment focus
on utilizing local spatial information while neglecting the strong correspon-
dence of non-local spatial information (non-local relationships). Accordingly,
Zhang et al. [67] present a Dual Graph Cross-domain Few-shot Learning (DG-
CFSL) framework to learn the domain distribution properties and mitigate



8

S. Deng et al.

the domain shift, specifically, optimize the dual graph, feature graph and
distribution graph simultaneously to achieve domain alignment.

The fundamental concept of the CDFSIC methods based on GNNs is to itera-
tively update the node features and deduce the relationships between nodes.
It features strong interpretability [43] and exhibits great classification per-
formance, but demands significant computational and memory resources. As
every two images require the construction of an edge, the memory and com-
putational cost will increase quadratically with the number of samples during
inference. Therefore, in CDFSIC tasks, GNN-based method still suffer from
the aforementioned limitations that merits further research and improvement.
Model Ensembling [42] is considered as the state-of-the-art solution for
many machine learning challenges, aiming to merge multiple models in some
way (e.g., voting, averaging, stacking, etc.) to extract their strengths and
improve the generalization performance of the final model.

Liu et al. [31] have put forth a proposal for the CDFSIC task, which involves
using an ensemble model with feature transformation. Specifically, they sug-
gested constructing a prediction model by performing diverse feature trans-
formations after extracting features using a network. While Liu et al. [31]
ensemble the feature extractor, Adler et al. [1] integrate from the classifier
perspective. In CDFSIC, domain shifts can cause a significant divergence in
high-level concepts between the source and target domain. However, low-level
concepts, such as image edges, may still retain relevance and applicability.
To tackle the challenge, Adler et al. [1] introduce a novel approach called
Cross-domain Hebbian Ensemble Few-shot learning (CHEF) that utilizes an
ensemble of Hebbian learners, which operate on different layers of a deep
neural network to merge representations. Through the fusion process, CHEF
facilitates the transfer of useful low-level features while accommodating high-
level concept shifts.

In CDFSIC tasks, ensemble of multiple models trained across different scenar-
ios can equip algorithms with diverse knowledge of various scenes, effectively
addressing the issue of limited generalization ability of models. However, it is
important to note that the training of ensembles incurs significant computa-
tional and storage costs that increase linearly with the number of scenarios.
The Attention Mechanism [5] in neural networks draws inspiration from
the physiological perception of the environment by humans. For example,
our visual system tends to selectively focus on certain parts of the visual
field while disregarding irrelevant information. Similarly, in various natural
language scenarios, some parts of the input to the model are more important
than others. The attention mechanism allows for the selective processing of
model features, enhancing the model’s generalization performance.

Hou et al. [22] propose a novel attention module to tackle the problem of gen-
eralization to novel classes, known as the Cross Attention Module (CAM).
The CAM generates cross attention maps for each pair of class feature and
query sample feature, with the aim of highlighting the relevant object regions
and enhancing the discriminative power of the extracted features. The innova-
tive method shows promising results in improving the performance of various
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computer vision tasks, particularly in scenarios where generalization to new
categories is required. Ye et al. [62] introduce an innovative attention method
to customize instance embeddings for a given classification task using a set-to-
set function. This approach generates task-specific embeddings that are also
highly discriminative. To determine the most effective set-to-set functions,
they conducted empirical investigations on several variations and discovered
that the Transformer [27] was the best option. This is because the Trans-
former inherently satisfies the key properties required for the desired model.
According to Liu et al. [32], model ensemble is an effective method for tack-
ling the CDFSIC task. However, when combining models trained on different
domains, it is important to take into account that the ratio of model param-
eter weights should not be equal in the final model. To address this issue,
they propose a task-adaptive model weight method, which involves fixing the
parameters of all feature extractors after training on the source domain, and
subsequently training an attention structure. Sa et al. [41] present a simple
and effective model for Attentive Fine-Grained Recognition (AFGR). They
introduce a residual attention module (RAM) [54] that is integrated into
the feature encoder of the residual network. This module enhances various
semantic features linearly, enabling the metric function to locate fine-grained
feature information better in an image.

Attention mechanism has been demonstrated effective to enhance the inter-
pretability of CDFSIC algorithms and improve the semantic representation
capabilities of models. As such, we believe that there is still considerable
untapped potential for its application in this field. One potential future
research direction is to explore the combination of attention mechanism
with feature disentanglement [40] to propose more sophisticated and effec-
tive attention mechanisms. By doing so, we can further improve the accuracy
and interpretability of CDFSIC methods.

Training Strategy Improvement. Training strategy improvement refers to
improving the model performance during the model training process to align
the source domain features with the target domain features. We summarize the
existing training strategies as follows:

— Parameter Fine-tuning [23] is a machine learning technique that involves
modifying the parameters of a pretrained model to adapt it to a new dataset
while focusing on a specific task.

Chen et al. [7] propose two simple baselines, which provides the first evidence
of the powerful capabilities of fine-tuning in CDFSIC. Similarly, Guo et al. [18]
use a straightforward fine-tuning approach but differed from Chen et al. [7]
by fixing the low-dimensional feature layer of the feature extractor dur-
ing fine-tuning on the target domain on the last three layers. Meanwhile,
Cai et al. [4] propose a meta fine-tuning mechanism, which utilizes a meta-
learning [15] approach to initialize the weights that need to be fine-tuned,
rather than directly fine-tuning an incompletely pretrained model. Reinitial-
ization [65] has been widely explored in the natural language field, especially
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in the BERT [14] model. Oh et al. [35] propose a method for CDFSIC that
involves re-initializing the final residual block of the feature extractor before
fine-tuning on the target domain. This is done after supervised training on
the source domain. This approach reduces learning bias towards the source
domain by simply re-initializing specific layers for a given domain, providing
a fresh perspective for fine-tuning on CDFSIC.

Fine-tuning the parameters of a model can rapidly assist it in adapting to
new scenarios and effectively align the features of both the source and target
domains, making it a crucial technique for tackling cross-domain issues. In
the case of CDFSIC tasks, there is still ample scope for further research in
parameter fine-tuning.

Contrastive Learning. In recent years, a new paradigm of Self-Supervised
Learning (SSL) [26] called Contrastive Learning (CL) [36] has emerged as an
effective tool for unsupervised learning. CL generates a similarity distribution
of data by comparing pairs of samples, and adjusts the model parameters
accordingly. By optimizing the contrastive loss [19], the model is encouraged
to extract more similar features from pairs of samples in the same class, while
features from pairs of samples in different classes are encouraged to be more
disperse.

Zhang et al. [66] employ the AmdimNet [6] as backbone for training, which
utilizes contrastive loss maximization on the mutual information between
two new views generated from the same image. Das et al. [10] propose a
Contrastive Learning and Feature Selection System (ConFeSS) for CDFSIC.
ConFeSS optimizes in pretrain stage by contrastive loss and fine-tunes using
sample pairs with masked relevant classification features to addresses the
issue of overfitting and achieves improved performance. In order to mitigate
overfitting, Das et al. [11] propose a new fine-tuning method that relies on
contrastive loss. This approach utilizes unlabelled examples from the source
domain as distractors, which serves to repurpose them and prevent overfitting.
In the CDFSIC, the use of contrastive loss can enhance model’s ability to
generalize by effectively leveraging the representation in unlabelled data to
pull together intra-class samples and push apart inter-class ones. As a result,
contrastive loss holds practical value in realistic scenarios where ample unla-
belled data is available. However, due to the absence of explicit supervision,
contrastive loss is susceptible to problems such as slow convergence and insta-
bility, necessitating further investigation.

Data Normalization [46] is a crucial technique in data processing that
involves mapping data into a common scale. It is especially important when
dealing with data from different sources, as it allows for easier comparison
and analysis. In the context of CDFSIC, images from the source and target
domains usually exhibit significant differences in terms of style, color, and
quality. These differences could have a negative impact on the model’s ability
to generalize well to new data.

Wang et al. [55] and Xu et al. [58] both normalize the extracted image fea-
tures before classification to reduce the discrepancy between samples from
the source and target domains. However, they employ different normaliza-
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tion techniques. Wang et al. [55] standardize the feature vectors using 1, 2,
3, and co p-norms, while Xu et al. [58] use two learnable parameters -, 8

F;(”ng) + 3, where F' refer to the
image feature, p(-) and o(-) denote the mean and standard deviation calcu-
lated at the channel level for each sample. Yazdanpanah et al. [60,61] and
Tseng et al. [49] make improvements to the Batch Normalization (BN) Layer
in the feature extraction network. According to Yazdanpanah et al. [61], the
use of trainable parameters in the BN layer of convolutional neural networks
will lead to a shift in the distribution of batch data, while also improving
the convergence rate during training on the source domain. However, it may
not generalize well to the target domain, which can limit classification per-
formance. To address the issue, Yazdanpanah et al. [61] replaced the BN
layer in the convolutional network with a Feature Normalization (FN) layer,
FN (h.) = \h/“%?ﬁ;, Here, h. denotes batch data feature, pu. and o, are the

for Instance Normalization IN(F) = ~

first and second moments [38] of h.. In contrast to the BN layer, the FN
layer discards the trainable parameters for shifting and scaling. In their sub-
sequent work, Yazdanpanah et al. [60] propose that the parameters within the
BN layer are trained using source domain data, leading to a potential mis-
match between the internal BN parameters and the data distribution during
inference caused by domain shift. To tackle the issue, they introduce a Visual
Domain Bridge (VDB) that replaces the statistical mean and variance of the
target domain data with those of the source domain, generating a transformed
data feature, then fine-tune the model using the transformed feature to allevi-
ate the mismatch between the BN layer’s internal parameters and the target
domain’s data distribution. Tseng et al. [49] propose adding a Feature-Wise
Transformation (FWT) layer after the BN layer in convolutional neural net-
works to simulate feature distributions in different domains, improving the
generalization ability of the feature extractor.

Data normalization is crucial for improving image classification accuracy. It
helps the model converge in cross-domain scenarios and aligns the feature
distributions of the source and target domains by reducing distribution dis-
crepancies. Therefore, data normalization is a practical method to enhance
the generalization ability of the model in CDFSIC task.

Dropout is a commonly-used technique in deep learning to regularize train-
ing. Hinton et al. [21] point out that over-parameterization of the model can
easily lead to overfitting, while dropout can effectively alleviate overfitting
and to some extent act as regularization, improving the performance of the
network.

According to Huang et al. [25], dropout can be a useful technique in CDF-
SIC. By dropping out the activations of the most important features in the
training data, the network is forced to activate the second most important
features that are related to the labels. This approach can effectively unlock
the potential of the network, leading to enhanced generalization performance.
Tu et al. [50] propose a simple and effective dropout-style method to enhance
model trained on low-complexity concepts from the source domain. The app-
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roach involves sampling multiple sub-networks by dropping neurons or fea-
ture maps to create a diverse set of models with varied features for the target
domain. The most suitable sub-networks are selected to form an ensemble for
target domain learning. This method enables the model to generalize better
to the target domain, where it may encounter novel and complex concepts.
In conclusion, dropout can effectively alleviate overfitting on CDFSIC task
without increasing computational or memory overhead.

4 CDFSIC Dataset and Application

4.1 Standard Datasets

Currently, in CDFSIC, the datasets used in different literature are not entirely
consistent. Table 1 shows three commonly-used benchmark datasets.

Table 1. Standard Dataset of CDFSIC

Dataset Published In | Code/Data Link

MinilmageNet — CUB [7] | ICLR 19 https://github.com/wyharveychen/CloserLookFewShot
BSCDFSL [18] ECCV 20 https://github.com/IBM/cdfsl-benchmark
Meta-Dataset [48] ICLR 20 https://github.com/google-research /meta-dataset

MinilmageNet — CUB and BSCDFSL are widely-used datasets in recent
works. Due to the late release of MetaDataset, there are only a few works eval-
uated on this dataset.

4.2 CDFSIC Application

CDFSIC algorithms have already found applications in various fields, including
medical imaging such as X-ray images [9], skin disease images [17], and satellite
remote sensing images [2] as well as hyperspectral images [68]. Moreover, we
foresee that CDFSIC algorithms have immense potential in other domains, such
as aerospace, cultural heritage preservation, and public safety.

5 Limitations and Future Research Directions

In recent years, there are some advancements in addressing the problem of CDF-
SIC, particularly on challenges related to data scarcity and domain shift between
source and target domain. However, despite these developments, there are still
other limitations that need to be overcome in this field.
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5.1 Limitations of the Current FSIC Settings

Currently, FSIC tasks generally follow N-way K-shot (M-query) setting, where
N refers to the number of image categories in a sub-task, and K refers to the
number of samples in each category contained in the support set. N-way K-shot
setting is reasonable for real-world scenarios because the number of samples
for each category in the support set can be artificially set when creating the
dataset. However, in testing phase, the number of samples for each category in
the query set may not be the same, denoted by M. Furthermore, we cannot
predict the distribution of the query data easily, nor can we assume that it is
evenly distributed among each category.

Veilleux et al. [51] propose to use Dirichlet Distribution to simulate imbal-
anced sample distribution for each category in the query set of a sub-task, making
it closer to real-world scenarios. We believe that addressing imbalanced FSIC is
an important area of future research.

5.2 Theoretical Insights

In the field of CDFSIC, current state-of-the-art algorithms are usually developed
through empirical exploration, without sufficient theoretical guidance. For tra-
ditional FSIC tasks, various theoretical derivations have been proposed [15,39].
However, for CDFSIC, current research merely combines traditional FSIC
naively with cross-domain techniques. Therefore, there is an urgent need for
future research that provides theoretical support for CDFSIC.

5.3 Cross-Hardware CDFSIC

In addition to the CDFSIC issues mentioned above, Zhao et al. [69] further
explore the cross-hardware scenario of FSIC, optimizing the inference latency of
the model on hardware devices such as GPUs, ASICs, and IoT platforms. As
cross-domain scenarios do not require training and testing data to have consistent
distributions, we anticipate that it is even more necessary for CDFSIC algorithms
to optimize performance for hardware in order to meet its wider application
prospects.

6 Conclusion

In the field of image classification, research on FSIC has recently extended to
CDFSIC. This paper provides a detailed overview of the current state of research
on CDFSIC, while analyzing the challenges faced by such research and providing
a perspective on its future prospects.
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