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Preface

The 2023 International Congress on Big Data (BigData 2023) aimed to provide an
international forum to formally explore various business insights into all kinds of value-
added “services”. Big Data is a key enabler in exploring business insights and economics
of services.

BigData 2023 was a member of the Services Conference Federation (SCF). SCF
2023 had the following 10 collocated service-oriented sister conferences: 2023 Inter-
national Conference on Web Services (ICWS 2023), 2023 International Conference on
Cloud Computing (CLOUD 2023), 2023 International Conference on Services Com-
puting (SCC 2023), 2023 International Conference on Big Data (BigData 2023), 2023
International Conference on AI & Mobile Services (AIMS 2023), 2023 International
Conference on Metaverse (Metaverse 2023), 2023 International Conference on Inter-
net of Things (ICIOT 2023), 2023 International Conference on Cognitive Computing
(ICCC 2023), 2023 International Conference on Edge Computing (EDGE 2023), and
2023 International Conference on Blockchain (ICBC 2023).

This volume presents the accepted papers for BigData 2023, held in Hawaii and
as a virtual conference, during September 23–26 2023. BigData 2023’s major topics
included but were not limited to: Big Data Architecture, Big Data Modeling, Big Data
as a Service, Big Data for Vertical Industries (Government, Healthcare, etc.), Big Data
Analytics, BigDataToolkits, BigDataOpenPlatforms, EconomicAnalysis, BigData for
Enterprise Transformation, Big Data in Business Performance Management, Big Data
for Business Model Innovations and Analytics, Big Data in Enterprise Management
Models and Practices, Big Data in Government Management Models and Practices, and
Big Data in Smart Planet Solutions.

We received 27 submissions, and accepted 16 papers. Eachwas reviewed and selected
by at least three independent members of the BigData 2023 International Program Com-
mittee in a single-blind review process. We are pleased to thank the authors whose
submissions and participation made this conference possible. We also want to express
our thanks to the Organizing Committee and Program Committee members, for their
dedication in helping to organize the conference and reviewing the submissions. We
appreciate your great contributions as volunteers, authors, and conference participants
in the fast-growing worldwide services innovations community.

September 2023 Shunli Zhang
Bo Hu

Liang-Jie Zhang
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Conference Sponsor – Services Society

The Services Society (S2) is a non-profit professional organization that has been cre-
ated to promote worldwide research and technical collaboration in services innovations
among academia and industrial professionals. Its members are volunteers from industry
and academia with common interests. S2 is registered in the USA as a “501(c) orga-
nization”, which means that it is an American tax-exempt nonprofit organization. S2
collaborates with other professional organizations to sponsor or co-sponsor conferences
and to promote an effective services curriculum in colleges and universities. S2 initiates
and promotes a “Services University” program worldwide to bridge the gap between
industrial needs and university instruction.

The Services Sector accounted for 79.5% of the GDP of the USA in 2016. The
Services Society has formed 5 Special Interest Groups (SIGs) to support technology and
domain specific professional activities.

• Special Interest Group on Services Computing (SIG-SC)
• Special Interest Group on Big Data (SIG-BD)
• Special Interest Group on Cloud Computing (SIG-CLOUD)
• Special Interest Group on Artificial Intelligence (SIG-AI)
• Special Interest Group on Metaverse (SIG-Metaverse)



About the Services Conference Federation (SCF)

As the founding member of the Services Conference Federation (SCF), the first Inter-
national Conference on Web Services (ICWS) was held in June 2003 in Las Vegas,
USA. Meanwhile, the First International Conference on Web Services - Europe 2003
(ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003was an
extended event of the 2003 International Conference on Web Services (ICWS 2003) in
Europe. In 2004, ICWS-Europe was changed to the European Conference on Web Ser-
vices (ECOWS), which was held in Erfurt, Germany. Sponsored by the Services Society
and Springer, SCF 2018 and SCF 2019 were held successfully in Seattle and San Diego,
USA. SCF 2020 and SCF 2021 were held successfully online and in Shenzhen, China.
SCF 2022 was held successfully in Hawaii, USA. To celebrate its 21st birthday, SCF
2023 was held on September 23–26, 2023, in Honolulu, Hawaii, USA with Satellite
Sessions in Shenzhen, Guangdong, China.

In the past 20 years, the ICWS community has been expanded fromWeb engineering
innovations to scientific research for the whole services industry. The service delivery
platforms have been expanded tomobile platforms, Internet of Things, cloud computing,
and edge computing. The services ecosystem has gradually been enabled, value added,
and intelligence embedded through enabling technologies such as big data, artificial
intelligence, and cognitive computing. In the coming years, all transactionswithmultiple
parties involved will be transformed to blockchain.

Based on technology trends and best practices in the field, the Services Confer-
ence Federation (SCF) will continue serving as the conference umbrella’s code name
for all services-related conferences. SCF 2023 defined the future of New ABCDE
(AI, Blockchain, Cloud, BigData & IOT) and enters the 5G for Services Era. The
theme of SCF 2023 was Metaverse Era. We are very proud to announce that SCF
2023’s 10 co-located theme topic conferences all centered around “services”, while
each focused on exploring different themes (web-based services, cloud-based services,
Big Data-based services, services innovation lifecycle, AI-driven ubiquitous services,
blockchain-driven trust service-ecosystems, industry-specific services and applications,
and emerging service-oriented technologies).

– Bigger Platform: The 10 collocated conferences (SCF 2023) were sponsored by
the Services Society, which is the world-leading not-for-profit organization (501
c(3)) dedicated to the service of more than 30,000 worldwide Services Computing
researchers and practitioners. A bigger platform means bigger opportunities for all
volunteers, authors, and participants. Meanwhile, Springer provided sponsorship to
best paper awards and other professional activities. All the 10 conference proceedings
of SCF 2023 will be published by Springer and indexed in ISI Conference Proceed-
ings Citation Index (included inWeb of Science), Engineering Index EI (Compendex
and Inspec databases), DBLP, Google Scholar, IO-Port, MathSciNet, Scopus, and
ZBlMath.



xii About the Services Conference Federation (SCF)

– Brighter Future: While celebrating the 2023 version of ICWS, SCF 2023 highlighted
the Second International Conference onMetaverse (METAVERSE 2023), which cov-
ered immersive services for all vertical industries and area solutions. Its focus was on
industry-specific services for digital transformation. This will lead our community
members to create their own brighter future.

– Better Model: SCF 2023 will continue to leverage the invented Conference
Blockchain Model (CBM) to innovate the organizing practices for all the 10 theme
conferences. Senior researchers in the field are welcome to submit proposals to serve
as CBM Ambassador for an individual conference to start better interactions during
your leadership role in organizing future SCF conferences.
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A Survey on Cross-Domain Few-Shot
Image Classification

Shisheng Deng1,2, Dongping Liao3, Xitong Gao1(B), Juanjuan Zhao1,
and Kejiang Ye1

1 Shenzhen Institute of Advanced Technology, Chinese Academy of Sciences,
Shenzhen 518000, China

{ss.deng, xt.gao, jj.zhao,kj.ye}@siat.ac.cn
2 University of Chinese Academy of Sciences, Beijing 100049, China

3 University of Macau, Macau SAR 999078, China
yb97428@um.edu.mo

Abstract. Due to the limited availability of labelled data in many
real-world scenarios, we have to resort to data from other domains
to improve models’ performance, which prompts the advancement of
research regarding the cross-domain few-shot image classification task.
In this paper, we systematically review existing cross-domain few-shot
image classification algorithms published in recent years. We catego-
rize these algorithms into data-augmentation and feature-alignment
paradigms and present their recent progress. We summarize three
commonly-used cross-domain datasets for benchmarking few-shot image
classification tasks and relevant scenarios. Finally, we outline existing
limitations and future perspectives.

Keywords: Deep Learning · Few-shot Image Classification ·
Cross-Domain

1 Introduction

Over the last decade, deep learning (DL) [30] has achieved excellent results on
many application scenarios, including computer vision [20], natural language pro-
cessing [14], etc. Traditional DL methods are not effective in tasks with limited
training data. In contrast, humans can leverage their accumulated knowledge to
quickly learn the characteristics of unfamiliar things with a limited amount of
data. To address this issue, researchers have introduced the concept of Few-Shot
Learning (FSL) [57]. FSL aims to mimic the human learning process and achieve
better generalization performance by using a limited number of training sam-
ples in scenarios where data is scarce. Recently, Few-Shot Image Classification
(FSIC) [57] algorithms have demonstrated better classification accuracy than
humans in image classification. However, these remarkable outcomes are limited

S. Deng and D. Liao—Equal contribution.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Zhang et al. (Eds.): BigData 2023, LNCS 14203, pp. 3–17, 2023.
https://doi.org/10.1007/978-3-031-44725-9_1
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4 S. Deng et al.

to scenarios where there is only a slight difference between the distribution of
the training data and the test data. For situations where there is a sizeable dis-
tributional difference between the training and test data, the model will suffer
significant performance degradation due to the discrepancy between the dif-
ferent domains. Researchers have thus formalized the Cross-Domain Few-Shot
Image Classification (CDFSIC) [7], along with its corresponding classification
algorithms to investigate the challenges in cross-domain few-shot learning.

CDFSIC Background

CDFSIC Bases CDFSIC Method
FSIC

Data Scarcity

Cross-Domain
Domain Shift

Data Augmentation
Extra Data                       Data Generation

Feature Alignment
Network Architecture           Training Strategy
Graph Neural Networks                       
Model Ensembling
Attention Mechanism                          

CDFSIC Dataset & Application

Limitations & Future Research Directions

Parameter Fine-tuning 
Contrastive Learning 
Data Normalization
Dropout

Fig. 1. The framework of survey.

This paper presents a thorough and systematic review of CDFSIC. As shown
in Fig. 1, the survey is structured as follows. First, following the introduction
of CDFSIC in this section, we present the preliminaries of CDFSIC in Sect. 2,
which includes the definitions of FSIC and Cross-Domain problems. We then
provide a summary of the current CDFSIC methods, including an introduction
to standard datasets and applications. Finally, we discuss the limitations and
challenges of CDFSIC that may present future research opportunities.

2 Preliminaires of CDFSIC

2.1 Few-Shot Image Classification

Few-Shot Learning (FSL) [57] is a machine learning technique that involves
training a model to achieve strong generalization performance using only a lim-
ited number of training examples. One of the most widely-used benchmark for
evaluating FSL algorithms is Few-Shot Image Classification (FSIC), which has
numerous realistic applications [57].
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A FSIC task can be defined as DFSIC = {Dtrain,Dtest}, where{y | (x, y) ∈
Dtrain} ∩ {y | (x, y) ∈ Dtest} = ∅, i.e., the test and train datasets do not contain
common labels. Following [29], most recent works on FSIC employ the standard
N -way K-shot (M -query) episodic task learning.

Specifically, for each FSIC task, we sample n episodic tasks {T1, . . . , Tn}
from Dtrain as training episodes, and m episodic tasks {T1, . . . , Tm} from Dtest

as testing episodes. Each episodic task Ti consists of a support set TS
i and a

query set TQ
i . From a dataset, each episodic tasks randomly samples N cat-

egories respectively, with each category sampling K image-label pairs (x, y),
TS

i = {(xk, yk)}N×K
k=1 for support set, and each category sampling M image-

label pairs (x, y), TQ
i = {(xk, yk)}N×M

k=1 for query set. Both Dtrain and Dtest

samples the support and query sets following the above configuration, except
that the Dtest provides no labels for the query set, namely, TQ

i = {(xk)}N×M
k=1 .

2.2 The Cross-Domain Problem

Blanchard et al. [3] formally presented the Cross-Domain (CD) problem in
machine learning, while Torralba et al. [47] brought research attention to the
cross-domain problem in computer vision tasks. They investigated the perfor-
mance of classification models by thorough evaluation on six popular benchmark
datasets. Their experiments showed that the intrinsic dataset bias introduced by
the domain gap will lead to poor generalization performance.

A domain is defined as a joint distribution P (X,Y ) [70] of the input (data)
space X and output (label) space Y . For the Cross-Domain problem, the source-
domain distribution PS(X,Y ) and the target-domain distribution PT (X,Y )
are notably different. Moreover, the data of target domain is not available
during the model training process. Most of the research has focused on the
multi-source scenario, which presupposes the availability of several distinct yet
relevant domains. Specifically, given K similar but distinct source domains,
S = {Sk = {(xk, yk)}}K

k=1, each domain is represented by a joint distribu-
tion P k

S (X,Y ). Note that P k
S (X,Y ) is dissimilar to P k′

S (X,Y ), with k �= k′ for
k, k′ ∈ {1, · · · ,K}. The joint distribution corresponding to the target domain
is denoted as PT (X,Y ). In addition, PT (X,Y ) is also dissimilar to P k

S (X,Y ),
where k ∈ {1, · · · ,K}.

The cross-domain few-shot image classification (CDFSIC) problem, first
introduced by Chen et al. [7], poses challenges of both Cross-Domain and Few-
Shot Image Classification, including a scarce sample size and considerable differ-
ences between the training and testing data distributions. The models trained
under CDFSIC would thus require stronger generalization capabilities than tra-
ditional FSIC models for better adaptation to novel target domains.

3 CDFSIC Algorithm

In general, CDFSIC faces two challenges: data scarcity and domain shift. Based
on these challenges, the current approach of CDFSIC can be categorized into
two camps: data augmentation and feature alignment methods.
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3.1 Data Augmentation Methods

Data augmentation [45], commonly utilized in deep learning methods, can miti-
gate the possibility of overfitting, which may happen when the training dataset
has a limited number of samples, while having low diversity. Recently, some
researchers employ additional larger datasets (e.g., ImageNet [12]) as training
data to augment the FSIC task. This technique aims to learn valuable fea-
tures from a varied dataset with higher diversity [18]. Additionally, data gen-
eration [45] is another popular data augmentation technique. Based on these
approaches, we categorize data augmentation methods into two: extra data and
data generation.

Extra Data. As part of their work, Chen et al. [7] introduced the first bench-
mark dataset for the CDFSIC task, namely MiniImageNet → CUB. They
employed MiniImagenet [52] as the source domain, which is relatively similar
to the target domain, CUB [53].

Real-world CDFSIC scenarios involve domains that differ greatly in data
volume and distribution. Addressing this issue, Guo et al. [18] proposed a
broader CDFSIC baseline than previous work. Employing ImageNet as the
source domain, they conduct experiments on four datasets with varying degrees
of similarity to the natural image based on 3 orthogonal criteria: 1) existence of
perspective distortion, 2) the semantic content, and 3) color depth. Experiments
showed that the accuracy of CDFSIC methods is dependent on the degree of
similarity between the source and target domain. While Chen et al. [7] proposed
a 2-stage training approach (pretrain → metatrain), Hu et al. [24] introduced
a 3-stage training pipeline (pretrain → metatrain → finetune). Hu et al. also
evaluated the effectiveness of various feature extraction networks and showed
that Vision Transformer [27] performs better than standard convolutional net-
works [37] and residual networks (ResNets) [20].

Compared to traditional FSIC approaches, methods that leverage extra data
are useful but computationally demanding. Therefore, data generation methods
that are less computationally intensive have been introduced for the CDFSIC
task.

Data Generation. Data generation refers to generating new labeled data
through commonly-used data synthesis techniques, such as MixUp [63], geo-
metric transformations [45], etc.

Fu et al. [16] propose a feature-wise domain adaptation module called Feature
Distribution Matching (FDM) to guide the MixUp process. FDM measures the
discrepancy between the feature distributions of the source and target domain
and encourages the model to generate synthetic samples that are more simi-
lar to the target domain. Zhang et al. [64] and Deng et al. [13] apply rotation
transformations to images and predict the rotation angle in the pretrain phase.
Mazumder et al. [34] proposed the composite rotation auxiliary task as a data
generation method for the CDFSIC task. This method involves two levels of rota-
tion on the image: first, rotating patches within the image (inner rotation); and
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then rotating the entire image (outer rotation) before assigning a rotation class
to the transformed image for the model to learn to predict via self-supervision.

Although data generation methods require less computing effort and are easy
to implement, they face limitations in significantly improving classification accu-
racy since the generated samples are derived from the original dataset. Therefore,
while data generation methods may be used to boost accuracies of the CDFSIC
task, their performance is relatively limited when compared to methods that
utilize additional training data.

3.2 Feature Alignment Methods

To address data scarcity issue in CDFSIC, data augmentation based method
essentially enhances the diversity of samples by expanding the sample space. To
handle the problem of domain shift [56] in CDFSIC, feature alignment methods
aims to align the features extracted from the source domain with those extracted
from the target domain. We summarize the existing feature alignment based
method by casting them into two categories: network architecture design and
training strategy improvement.

Network Architecture Design. Network architecture design refers to design-
ing or refining the model structure to enhance the ability of the model to general-
ize the source domain feature characteristics to the target domain. We summarize
the existing network architecture design methods as follows:

– Graph Neural Networks (GNN) [44] are widely used in graph analysis
due to their better scalability and interpretation comparing to traditional
graph learning algorithms, such as, Graph Signal Processing, Random Walk
and Matrix Factorization. In FSIC, researchers usually take an image as a
node of the GNN, while the similarity of image pairs is considered as an
edge of the GNN [43]. GNN-based methods parameterize the metric function
in FSIC task, allowing a closer fit to the realistic metric function between
image pairs. A number of excellent works have emerged in traditional FSIC
tasks [28,43,59], and CDFSIC.
To alleviate the issue of information loss with the increasing number of the
GNN layer and improve the graph-structured data features representation
quality, Liu et al. [33] propose a geometric algebra graph neural network
(GA-GNN) that maps graph nodes to a high-dimensional geometric algebraic
space, allowing for a better measurement of the discrepancy between image
pairs. Chen et al. [8] introduce a Flexible Graph Neural Network (FGNN)
that adaptively selects the node feature dimensions to enhance the rele-
vance between image pairs. Most current methods for domain alignment focus
on utilizing local spatial information while neglecting the strong correspon-
dence of non-local spatial information (non-local relationships). Accordingly,
Zhang et al. [67] present a Dual Graph Cross-domain Few-shot Learning (DG-
CFSL) framework to learn the domain distribution properties and mitigate
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the domain shift, specifically, optimize the dual graph, feature graph and
distribution graph simultaneously to achieve domain alignment.
The fundamental concept of the CDFSIC methods based on GNNs is to itera-
tively update the node features and deduce the relationships between nodes.
It features strong interpretability [43] and exhibits great classification per-
formance, but demands significant computational and memory resources. As
every two images require the construction of an edge, the memory and com-
putational cost will increase quadratically with the number of samples during
inference. Therefore, in CDFSIC tasks, GNN-based method still suffer from
the aforementioned limitations that merits further research and improvement.

– Model Ensembling [42] is considered as the state-of-the-art solution for
many machine learning challenges, aiming to merge multiple models in some
way (e.g., voting, averaging, stacking, etc.) to extract their strengths and
improve the generalization performance of the final model.
Liu et al. [31] have put forth a proposal for the CDFSIC task, which involves
using an ensemble model with feature transformation. Specifically, they sug-
gested constructing a prediction model by performing diverse feature trans-
formations after extracting features using a network. While Liu et al. [31]
ensemble the feature extractor, Adler et al. [1] integrate from the classifier
perspective. In CDFSIC, domain shifts can cause a significant divergence in
high-level concepts between the source and target domain. However, low-level
concepts, such as image edges, may still retain relevance and applicability.
To tackle the challenge, Adler et al. [1] introduce a novel approach called
Cross-domain Hebbian Ensemble Few-shot learning (CHEF) that utilizes an
ensemble of Hebbian learners, which operate on different layers of a deep
neural network to merge representations. Through the fusion process, CHEF
facilitates the transfer of useful low-level features while accommodating high-
level concept shifts.
In CDFSIC tasks, ensemble of multiple models trained across different scenar-
ios can equip algorithms with diverse knowledge of various scenes, effectively
addressing the issue of limited generalization ability of models. However, it is
important to note that the training of ensembles incurs significant computa-
tional and storage costs that increase linearly with the number of scenarios.

– The Attention Mechanism [5] in neural networks draws inspiration from
the physiological perception of the environment by humans. For example,
our visual system tends to selectively focus on certain parts of the visual
field while disregarding irrelevant information. Similarly, in various natural
language scenarios, some parts of the input to the model are more important
than others. The attention mechanism allows for the selective processing of
model features, enhancing the model’s generalization performance.
Hou et al. [22] propose a novel attention module to tackle the problem of gen-
eralization to novel classes, known as the Cross Attention Module (CAM).
The CAM generates cross attention maps for each pair of class feature and
query sample feature, with the aim of highlighting the relevant object regions
and enhancing the discriminative power of the extracted features. The innova-
tive method shows promising results in improving the performance of various
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computer vision tasks, particularly in scenarios where generalization to new
categories is required. Ye et al. [62] introduce an innovative attention method
to customize instance embeddings for a given classification task using a set-to-
set function. This approach generates task-specific embeddings that are also
highly discriminative. To determine the most effective set-to-set functions,
they conducted empirical investigations on several variations and discovered
that the Transformer [27] was the best option. This is because the Trans-
former inherently satisfies the key properties required for the desired model.
According to Liu et al. [32], model ensemble is an effective method for tack-
ling the CDFSIC task. However, when combining models trained on different
domains, it is important to take into account that the ratio of model param-
eter weights should not be equal in the final model. To address this issue,
they propose a task-adaptive model weight method, which involves fixing the
parameters of all feature extractors after training on the source domain, and
subsequently training an attention structure. Sa et al. [41] present a simple
and effective model for Attentive Fine-Grained Recognition (AFGR). They
introduce a residual attention module (RAM) [54] that is integrated into
the feature encoder of the residual network. This module enhances various
semantic features linearly, enabling the metric function to locate fine-grained
feature information better in an image.
Attention mechanism has been demonstrated effective to enhance the inter-
pretability of CDFSIC algorithms and improve the semantic representation
capabilities of models. As such, we believe that there is still considerable
untapped potential for its application in this field. One potential future
research direction is to explore the combination of attention mechanism
with feature disentanglement [40] to propose more sophisticated and effec-
tive attention mechanisms. By doing so, we can further improve the accuracy
and interpretability of CDFSIC methods.

Training Strategy Improvement. Training strategy improvement refers to
improving the model performance during the model training process to align
the source domain features with the target domain features. We summarize the
existing training strategies as follows:

– Parameter Fine-tuning [23] is a machine learning technique that involves
modifying the parameters of a pretrained model to adapt it to a new dataset
while focusing on a specific task.
Chen et al. [7] propose two simple baselines, which provides the first evidence
of the powerful capabilities of fine-tuning in CDFSIC. Similarly, Guo et al. [18]
use a straightforward fine-tuning approach but differed from Chen et al. [7]
by fixing the low-dimensional feature layer of the feature extractor dur-
ing fine-tuning on the target domain on the last three layers. Meanwhile,
Cai et al. [4] propose a meta fine-tuning mechanism, which utilizes a meta-
learning [15] approach to initialize the weights that need to be fine-tuned,
rather than directly fine-tuning an incompletely pretrained model. Reinitial-
ization [65] has been widely explored in the natural language field, especially
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in the BERT [14] model. Oh et al. [35] propose a method for CDFSIC that
involves re-initializing the final residual block of the feature extractor before
fine-tuning on the target domain. This is done after supervised training on
the source domain. This approach reduces learning bias towards the source
domain by simply re-initializing specific layers for a given domain, providing
a fresh perspective for fine-tuning on CDFSIC.
Fine-tuning the parameters of a model can rapidly assist it in adapting to
new scenarios and effectively align the features of both the source and target
domains, making it a crucial technique for tackling cross-domain issues. In
the case of CDFSIC tasks, there is still ample scope for further research in
parameter fine-tuning.

– Contrastive Learning. In recent years, a new paradigm of Self-Supervised
Learning (SSL) [26] called Contrastive Learning (CL) [36] has emerged as an
effective tool for unsupervised learning. CL generates a similarity distribution
of data by comparing pairs of samples, and adjusts the model parameters
accordingly. By optimizing the contrastive loss [19], the model is encouraged
to extract more similar features from pairs of samples in the same class, while
features from pairs of samples in different classes are encouraged to be more
disperse.
Zhang et al. [66] employ the AmdimNet [6] as backbone for training, which
utilizes contrastive loss maximization on the mutual information between
two new views generated from the same image. Das et al. [10] propose a
Contrastive Learning and Feature Selection System (ConFeSS) for CDFSIC.
ConFeSS optimizes in pretrain stage by contrastive loss and fine-tunes using
sample pairs with masked relevant classification features to addresses the
issue of overfitting and achieves improved performance. In order to mitigate
overfitting, Das et al. [11] propose a new fine-tuning method that relies on
contrastive loss. This approach utilizes unlabelled examples from the source
domain as distractors, which serves to repurpose them and prevent overfitting.
In the CDFSIC, the use of contrastive loss can enhance model’s ability to
generalize by effectively leveraging the representation in unlabelled data to
pull together intra-class samples and push apart inter-class ones. As a result,
contrastive loss holds practical value in realistic scenarios where ample unla-
belled data is available. However, due to the absence of explicit supervision,
contrastive loss is susceptible to problems such as slow convergence and insta-
bility, necessitating further investigation.

– Data Normalization [46] is a crucial technique in data processing that
involves mapping data into a common scale. It is especially important when
dealing with data from different sources, as it allows for easier comparison
and analysis. In the context of CDFSIC, images from the source and target
domains usually exhibit significant differences in terms of style, color, and
quality. These differences could have a negative impact on the model’s ability
to generalize well to new data.
Wang et al. [55] and Xu et al. [58] both normalize the extracted image fea-
tures before classification to reduce the discrepancy between samples from
the source and target domains. However, they employ different normaliza-
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tion techniques. Wang et al. [55] standardize the feature vectors using 1, 2,
3, and ∞ p-norms, while Xu et al. [58] use two learnable parameters γ, β

for Instance Normalization IN(F ) = γ F−μ(F )
σ(F ) + β, where F refer to the

image feature, μ(·) and σ(·) denote the mean and standard deviation calcu-
lated at the channel level for each sample. Yazdanpanah et al. [60,61] and
Tseng et al. [49] make improvements to the Batch Normalization (BN) Layer
in the feature extraction network. According to Yazdanpanah et al. [61], the
use of trainable parameters in the BN layer of convolutional neural networks
will lead to a shift in the distribution of batch data, while also improving
the convergence rate during training on the source domain. However, it may
not generalize well to the target domain, which can limit classification per-
formance. To address the issue, Yazdanpanah et al. [61] replaced the BN
layer in the convolutional network with a Feature Normalization (FN) layer,
FN (hc) = hc−μc√

σ2
c+ε

, Here, hc denotes batch data feature, μc and σc are the

first and second moments [38] of hc. In contrast to the BN layer, the FN
layer discards the trainable parameters for shifting and scaling. In their sub-
sequent work, Yazdanpanah et al. [60] propose that the parameters within the
BN layer are trained using source domain data, leading to a potential mis-
match between the internal BN parameters and the data distribution during
inference caused by domain shift. To tackle the issue, they introduce a Visual
Domain Bridge (VDB) that replaces the statistical mean and variance of the
target domain data with those of the source domain, generating a transformed
data feature, then fine-tune the model using the transformed feature to allevi-
ate the mismatch between the BN layer’s internal parameters and the target
domain’s data distribution. Tseng et al. [49] propose adding a Feature-Wise
Transformation (FWT) layer after the BN layer in convolutional neural net-
works to simulate feature distributions in different domains, improving the
generalization ability of the feature extractor.
Data normalization is crucial for improving image classification accuracy. It
helps the model converge in cross-domain scenarios and aligns the feature
distributions of the source and target domains by reducing distribution dis-
crepancies. Therefore, data normalization is a practical method to enhance
the generalization ability of the model in CDFSIC task.

– Dropout is a commonly-used technique in deep learning to regularize train-
ing. Hinton et al. [21] point out that over-parameterization of the model can
easily lead to overfitting, while dropout can effectively alleviate overfitting
and to some extent act as regularization, improving the performance of the
network.
According to Huang et al. [25], dropout can be a useful technique in CDF-
SIC. By dropping out the activations of the most important features in the
training data, the network is forced to activate the second most important
features that are related to the labels. This approach can effectively unlock
the potential of the network, leading to enhanced generalization performance.
Tu et al. [50] propose a simple and effective dropout-style method to enhance
model trained on low-complexity concepts from the source domain. The app-
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roach involves sampling multiple sub-networks by dropping neurons or fea-
ture maps to create a diverse set of models with varied features for the target
domain. The most suitable sub-networks are selected to form an ensemble for
target domain learning. This method enables the model to generalize better
to the target domain, where it may encounter novel and complex concepts.
In conclusion, dropout can effectively alleviate overfitting on CDFSIC task
without increasing computational or memory overhead.

4 CDFSIC Dataset and Application

4.1 Standard Datasets

Currently, in CDFSIC, the datasets used in different literature are not entirely
consistent. Table 1 shows three commonly-used benchmark datasets.

Table 1. Standard Dataset of CDFSIC

Dataset Published In Code/Data Link

MiniImageNet → CUB [7] ICLR 19 https://github.com/wyharveychen/CloserLookFewShot

BSCDFSL [18] ECCV 20 https://github.com/IBM/cdfsl-benchmark

Meta-Dataset [48] ICLR 20 https://github.com/google-research/meta-dataset

MiniImageNet → CUB and BSCDFSL are widely-used datasets in recent
works. Due to the late release of MetaDataset, there are only a few works eval-
uated on this dataset.

4.2 CDFSIC Application

CDFSIC algorithms have already found applications in various fields, including
medical imaging such as X-ray images [9], skin disease images [17], and satellite
remote sensing images [2] as well as hyperspectral images [68]. Moreover, we
foresee that CDFSIC algorithms have immense potential in other domains, such
as aerospace, cultural heritage preservation, and public safety.

5 Limitations and Future Research Directions

In recent years, there are some advancements in addressing the problem of CDF-
SIC, particularly on challenges related to data scarcity and domain shift between
source and target domain. However, despite these developments, there are still
other limitations that need to be overcome in this field.

https://github.com/wyharveychen/CloserLookFewShot
https://github.com/IBM/cdfsl-benchmark
https://github.com/google-research/meta-dataset
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5.1 Limitations of the Current FSIC Settings

Currently, FSIC tasks generally follow N -way K-shot (M -query) setting, where
N refers to the number of image categories in a sub-task, and K refers to the
number of samples in each category contained in the support set. N -way K-shot
setting is reasonable for real-world scenarios because the number of samples
for each category in the support set can be artificially set when creating the
dataset. However, in testing phase, the number of samples for each category in
the query set may not be the same, denoted by M . Furthermore, we cannot
predict the distribution of the query data easily, nor can we assume that it is
evenly distributed among each category.

Veilleux et al. [51] propose to use Dirichlet Distribution to simulate imbal-
anced sample distribution for each category in the query set of a sub-task, making
it closer to real-world scenarios. We believe that addressing imbalanced FSIC is
an important area of future research.

5.2 Theoretical Insights

In the field of CDFSIC, current state-of-the-art algorithms are usually developed
through empirical exploration, without sufficient theoretical guidance. For tra-
ditional FSIC tasks, various theoretical derivations have been proposed [15,39].
However, for CDFSIC, current research merely combines traditional FSIC
naively with cross-domain techniques. Therefore, there is an urgent need for
future research that provides theoretical support for CDFSIC.

5.3 Cross-Hardware CDFSIC

In addition to the CDFSIC issues mentioned above, Zhao et al. [69] further
explore the cross-hardware scenario of FSIC, optimizing the inference latency of
the model on hardware devices such as GPUs, ASICs, and IoT platforms. As
cross-domain scenarios do not require training and testing data to have consistent
distributions, we anticipate that it is even more necessary for CDFSIC algorithms
to optimize performance for hardware in order to meet its wider application
prospects.

6 Conclusion

In the field of image classification, research on FSIC has recently extended to
CDFSIC. This paper provides a detailed overview of the current state of research
on CDFSIC, while analyzing the challenges faced by such research and providing
a perspective on its future prospects.
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Abstract. Accurately forecasting the COVID-19 spread across all states
is crucial for implementing effective measures to control its transmission
and minimize its impact. Since the virus’ spread in one state can signif-
icantly affect other states over time through connections between them,
a graph structure with temporal data is needed to capture the interde-
pendence of COVID-19 spread among the states in the United States. In
forecasting tasks that involve complex spatial and temporal dependen-
cies, it is crucial to ensure that the model captures these dependencies
accurately. In this study, we implemented an Attention Temporal Graph
Convolutional Network based model for COVID-19 mortality long-term
prediction which can effectively capture these dependencies. This model
incorporates attention that enables us to weigh the significance of differ-
ent time points and focus on the most informative data, including both
adjacent and distant time points that capture the temporal dynamics
accurately. For capturing spatial dependencies, we assessed the impact
of using Pearson’s correlation and Mutual Information to establish con-
nections between highly dependent states. Our experiments showed that
our model, particularly when utilizing mutual information, outperformed
the existing baselines and the models that only consider neighboring
states resulting in lower sMAPE and MAE values. This emphasizes the
importance of selecting the appropriate technique for accurate COVID-
19 forecasting in each state. Furthermore, our model achieved the second-
highest performance among the forecasting models submitted to the Cen-
ters for Disease Control and Prevention.
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1 Introduction

The first case of COVID-19 in the United States (US) was reported in the state
of Washington on January 20, 2020. Since then, the virus has spread rapidly
across all 50 states, resulting in over 104 million confirmed cases and 1 million
deaths as of May 4, 2023 [1]. The availability of daily and weekly COVID-19 data
from various countries and states has provided opportunities to develop improved
time-series models. Several statistical and machine learning (ML) models [2–4]
have been used for COVID-19 forecasting. These methods either use the epidemic
data of a single region to predict the future trend of the epidemic situation
or establish a generalized model to predict the trend of all regions. Extensive
research [5,6] has confirmed the highly contagious nature of the virus, and these
studies have identified factors that contribute to its rapid spread across regions.
Consequently, the spread of COVID-19 within a particular state can exert a
substantial influence on neighboring states over time. This influence arises from
various interconnected factors such as travel, trade, and social connections. To
accurately forecast the spread of the virus in a particular state, it is important to
consider the graph structure to capture these interconnections between states.

Recent studies [7–9] have developed spatiotemporal Graph Neural Networks
(GNNs) that operate on graphs, representing regions as nodes and capturing spa-
tial and temporal dependencies between them. In forecasting tasks that involve
complex spatial and temporal dependencies, it is crucial to ensure that the model
captures both types of relationships accurately. These GNNs combine Graph
Convolutional Networks (GCNs) to capture spatial dependencies and Recur-
rent Neural Networks (RNNs) or their variants to model temporal dependencies.
RNNs process sequential data over time, and their hidden states carry the latest
information from the past. However, this sequential processing can restrict the
model’s access to global information present throughout the input sequence. To
address this issue, Attention mechanisms offer a solution by allowing the model
to focus on relevant parts of the sequence and assign different weights, providing
a means to learn and leverage global correlations. We utilize an attention-based
model from PyTorch Geometric Temporal library (PyGT) [10] to capture global
information for COVID-19 weekly mortality prediction.

Another crucial aspect of GNN-based models is to accurately capture
strong connections between different regions. Many existing GNN-based mod-
els [9,11,12] for epidemic prediction rely on data such as mobility or social
connections to establish connections between regions and capture spatial depen-
dencies. However, acquiring and utilizing such data can pose challenges related
to data availability, privacy, and accuracy. In contrast, we utilize both correlation
and mutual information (MI) to capture both linear and nonlinear dependencies
between the state’s features. For instance, our approach shows a high correlation
between Ohio and Illinois, which suggests there is a strong linear relationship
between the deaths or confirmed cases in these two states. Specifically, it suggests
that as deaths or confirmed cases increase in one state, they tend to increase in
the other state as well. This relationship can be seen in Fig. 1.

The contributions of our proposed method are as follows:
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Fig. 1. Rescaled Deaths and Confirmed Cases in Ohio and Illinois indicating a strong
linear relationship

1. We use the Attention Temporal Graph Convolutional Network (A3T-GCN)
model from PyGT on the state graph for COVID-19 forecasting. The complete
model allowed us to capture both local and global information about all the
regions in the model, allowing us to capture temporal dependencies effectively.

2. We use correlation and MI to capture both linear and nonlinear dependen-
cies and establish connections between highly dependent states in a graph,
allowing us to effectively capture spatial dependencies. We use these graphs
in the A3T-GCN model and compare these techniques with A3T-GCN based
on adjacent states (states that share a border). We also compare our best
models with the baselines.

3. We compared and achieved the second-highest performance among the fore-
casting models submitted to the Centers for Disease Control and Prevention
(CDC).

2 Related Work

Several studies have applied statistical, ML, and deep learning methods to pre-
dict COVID-19 forecasting based on various clinical, laboratory, and epidemio-
logical data. Infectious disease prediction is often modeled as a time-series predic-
tion problem in many studies, so many time-series methods have been studied [3].
Chimmula et al. [2] analyzed the important factors and applied a Long Short
Term Memory (LSTM) model to forecast the patterns and probable end date
of the COVID-19 pandemic in Canada and also around the world. Cramer et
al. [13] conducted a study that evaluates the effectiveness of both individual and
ensemble probabilistic forecasts for predicting COVID-19 mortality in the US.
The study focuses on evaluating the accuracy and reliability of these forecasts
to provide insights into the effectiveness of different forecasting methods. Their
work has been used by CDC for COVID-19 cases and death forecasts.

Kapoor et al. [7] presented a forecasting method for COVID-19 cases using
a spatiotemporal GNN that aims to capture the intricate dynamics involved
in disease modeling by incorporating mobility data. In their proposed model,
nodes in the graph represent county-level human mobility, spatial edges depict
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inter-regional interactions, and temporal edges account for the evolution of node
features over time. Panagopoulos et al. [9] introduced MPNN-TL, a GNN for
COVID-19 dynamics across four European countries. By integrating mobility
data and reported cases, the model aims to comprehend complex transmission
patterns. It recognizes the vital role of mobility patterns in the disease’s spread,
emphasizing the significance of a graph-based representation for studying trans-
mission dynamics and its impacts. Fritz et al. [14] proposed a fusion approach
that combines GNN with epidemiological models to forecast the infection rate
of COVID-19. The study utilized data from Facebook, including mobility and
association information, as well as structural and spatial details of cities and
districts in Germany. Cao et al. [15] developed StemGNN, a model for multi-
variate time series that captures inter and intra-temporal correlations using the
Graph Fourier Transform (GFT) and Discrete Fourier Transform (DFT). With a
graph structure representing different countries, the study evaluated the model’s
performance in forecasting confirmed cases across multiple horizons.

3 Methodology

In this work, we utilized the A3T-GCN model from PyGT on the state graph to
predict COVID-19 outcomes. This model allowed us to effectively consider both
local and global information from all regions, capturing temporal dependencies.
To capture both linear and nonlinear dependencies and establish connections
between highly dependent states, we incorporated correlation and MI. By inte-
grating these graphs into the A3T-GCN model, we compared its performance
with the version that only considered adjacent states. Our evaluation showed
a significant improvement when using different association techniques beyond
adjacency. In this section, we will discuss the PyGT library, the model archi-
tecture with a customized dataset, and the association techniques used for the
model.

3.1 PyGT

PyGT is an extension library for PyTorch Geometric. It is specifically designed
for handling spatiotemporal data, such as dynamic graphs where edges and nodes
change over time. PyGT includes various tools for creating, manipulating, and
visualizing temporal graphs, as well as implementing GNN architectures for spa-
tiotemporal data. This library provides several data iterators. We use Static-
GraphTemporalSignal which is used when the underlying graph is fixed, but
the features on each node or edge change over time. This data iterator provides
an efficient way to iterate over temporal snapshots of a graph in batches. The
library also comes with a train-test splitter that creates temporal splits of the
data using a fixed split ratio and some benchmark datasets. In addition to that, it
includes several types of existing Neural network models that operate on graphs.
We use the model A3T-GCN which is based on the paper “A3T-GCN: Attention
Temporal Graph Convolutional Network for Traffic Forecasting” [16].
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3.2 A3T-GCN

We implement an A3T-GCN (the second version of A3T-GCN) based model
which is capable of handling batches. Our objective with this model is to use
past values of COVID-19 deaths and confirmed cases to predict the weekly death
counts for each state. This model, shown in Fig. 2, is a combination of GCN and
Gated Recurrent Unit (GRU) and features an attention mechanism.

Fig. 2. Customized PyGT dataset based A3T-GCN architecture

The library requires a customized PyTorch Geometric-based dataset that is
tailored to the problem of predicting COVID-19 deaths for the states. To achieve
this, we define an adjacency matrix (based on adjacent states as an example
in this figure) and a feature matrix with information on timesteps, number of
states, and features. These matrices are passed to the model expanded from the
A3T-GCN [16] paper as shown in Fig. 2.

1. Adjacency Matrix: A graph G = (V,E) defines the graph structure of the
US states where each node v ∈ V represents a state in the US and each
edge e ∈ E represents the edge between two states. This whole information
is defined by an adjacency matrix A ∈ RN×N with N vertices (states in our
case) and all the rows i and columns j are indexed by the states. The entry
in i and j of the matrix, denoted by A[i, j], represents the weight or degree
of interdependence between state i and state j.
We use correlation and MI described in the next section to construct the
matrices based on the degree of dependency between pairs of states. The
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procedure involves calculating the correlation and MI scores between the
variables. We consider all pairs of states with a score greater than a cer-
tain threshold to be highly dependent and connect them in the adjacency
matrix. Conversely, we set the weight of the edge to zero for all pairs of states
with the scores below the threshold, indicating that they are not strongly
interconnected.

2. Feature Matrix: COVID-19 deaths and confirmed cases are shown as the
features of the nodes represented by a feature matrix X ∈ RN×F , where N is
the number of states and F is the number of features. These features change
over time, Xt is the features matrix at time t. We passed the historical val-
ues of all the features Xt−n, ·,Xt−1,Xt along with the adjacency matrix A
through the StaticGraphTemporalSignal iterator which returns PyTorch
Geometric Data object for a single time period i.e., a week, which represents
a snapshot of the graph for that time period. These temporal snapshots rep-
resent different feature values for the same underlying graph structure and
are passed as historical inputs to the GCN layers of the A3T-GCN model,
which perform computations on the graph structure and associated features
to produce output representations of the hidden state.

GCN. In a GCN, each node in the graph is associated with a feature vector, and
the goal is to learn a new set of feature vectors that capture the relationships
in the graph through a message-passing process. Specifically, at each layer of
the GCN, the feature vector of each node is updated by taking a weighted sum
of the feature vectors of its neighbors, where the weights are learned by the
network. This weighted sum is then combined with the feature vector of the
node itself to produce a new feature vector. This enables the model to capture
spatial dependencies. A two-layer GCN model [17] can be defined in (1) below:

f(X,A) = σ(A Sigmoid (A X W0) W1) (1)
A = D′−.5A′D′−.5 (2)
A′ = A + IN (3)

Here X is a feature matrix and A is an adjacency matrix defined above, A
defined in (2) is a preprocessing step, where A′ is an adjacency matrix with
self connectivity defined in (3), IN is an identity matrix, D′ is a degree matrix.
W0 ∈ RK×H is a weight matrix from the input layer to the hidden unit layer
where K is the length of time and H is hidden unit numbers, and W1 ∈ RH×T is
a weight matrix from the hidden layer to the output layer, where T is the length
of forecasted points. f(X,A) ∈ RN×T is the output of the GCN model of the
length T . The updated vectors are then passed to GRU.

GRU. GRUs have two gates, namely an update gate and a reset gate. The
update gate determines how much of the previous hidden state should be retained
for the current time step, and the reset gate controls how much of the new input
should be incorporated into the new hidden state.
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In our case, the gated mechanism of GRU allows them to capture the mor-
tality information at the current moment while retaining the variation trends
of historical COVID information. As a result, this model can effectively capture
the dynamic temporal variation features of COVID data.

Attention. The Attention model, which is a modified version of the Encoder-
Decoder model, was initially developed for use in neural machine translation
tasks [18]. In this particular study, a soft Attention model was employed to
determine the importance of COVID information at each moment. This infor-
mation was then used to calculate a context vector that captured the overall
trends in the COVID mortality state, which could be utilized for predicting
future mortality conditions.

In order to calculate the weight of each hidden state, a scoring function is
designed, followed by an attention function that computes the context vector to
capture the global COVID data variation information.

ei = W2(W1H + d1) + d2 (4)

ai =
exp(ei)∑n

k=1 exp(ek)
(5)

Ct =
n∑

i=1

ai × hi (6)

Here H is the set of hidden states {h1, h2, . . . , hn}, W1 and d1 are the weight
and deviation of the first layer and W2 and d2 are the weight and deviation of
the second layer. The context vector Ct ∈ RN×T captures global COVID data
information and lastly, a linear layer is used to produce the final output results.
In this study, a Feed Forward Neural Network (FFNN) was used instead of a
scoring function to determine the weight of each hidden state resulting from the
GRU.

3.3 Correlation

Correlation is used to measure the linear relationships between the variables.
However, it does not measure the strength of a nonlinear relationship between
variables. Figure 3a shows the adjacency matrix based on correlation. To connect
the states/nodes, we only selected those with high correlation coefficients.

3.4 MI

MI [19] measures the mutual dependence between two random variables. It mea-
sures the amount of information that one random variable provides about the
other random variable. It can measure both linear and nonlinear relationships
between two random variables. MI is derived from the definition of entropy and
is defined as:

I(X;Y ) =
∑

x∈X

∑

y∈Y

P (x, y) log
P (x, y)

P (x)P (y)
(7)



Graph Convolutional Network for COVID-19 Forecasting 25

Fig. 3. Association matrices

Let X and Y be two random variables over the space X × Y . I(X;Y ) is
the MI calculated between the two variables, P (X,Y ) is their joint distribution
and P (X) and P (Y ) is the marginal distribution of X and Y , respectively.
The MI score is greater than or equal to zero. If it is zero, it means that the
two variables are independent, i.e., knowing the value of one variable does not
provide any information about the other variable. If the MI score is greater than
zero, the two variables are dependent, and the larger the MI score, the stronger
the dependence.

Figure 3b shows the MI-based matrix. To create edges between the states, we
only selected those with high MI scores. Additionally, we rescaled the MI values
by dividing each value by its maximum.

For both techniques, we experimented with different thresholds and selected
the ones that yielded the best results. We used 0.6 for correlation and 0.85 for MI
which preserved the strong connections between states while discarding weaker
ones that fell below the threshold. For creating a weighted graph, we assigned
the scores as edge weights for connected edges and assigned 0 for disconnected
ones. Figure 4 shows how the graph changes based on the association techniques.

4 Experiments and Results

4.1 Data and Code

The weekly dataset used for this study is available on GitHub https://github.
com/scalation/data/blob/master/COVID-State/2023-05-02-17-53-
19-State_Weekly.csv. It contains 19 columns and 8819 rows corresponding to
weekly reporting for each region in the US from April 18th, 2020, to March 11th,
2023. We only consider the data for states and drop other regions. For features,
we use Confirmed and Deaths because other features have missing values.

The data was extracted from the COVID-19 Dataset by COVID-19 Data
Repository by the Center for Systems Science and Engineering (CSSE) at

https://github.com/scalation/data/blob/master/COVID-State/2023-05-02-17-53-19-State_Weekly.csv
https://github.com/scalation/data/blob/master/COVID-State/2023-05-02-17-53-19-State_Weekly.csv
https://github.com/scalation/data/blob/master/COVID-State/2023-05-02-17-53-19-State_Weekly.csv
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Fig. 4. Connection between states with different association techniques

Johns Hopkins University [20] (JHU) https://github.com/CSSEGISandData/
COVID-19. Daily data were cumulative and produced some negative values
when converted to non-cumulative, for instance, Maryland’s dataset showed 1140
deaths on 04/30/2020 and 1080 on 05/01/2020 which resulted in -60 deaths
on May 1st, 2020. To resolve this issue, we opted to aggregate the data on
a weekly basis instead. Once converted, we removed the initial missing val-
ues and divided the dataset into an 80/20 split using the PyGT Temporal
Signal Train-Test Split for training and testing, which returns train and test
data iterators. We employed the sliding window approach for model training,
where each window consisted of 114 weeks in the training set and forecasted 4
weeks in the testing set. We then shifted the window by 1week and repeated
the process until the end of the dataset. Moreover, for CDC comparison, the
data was extracted from https://covid.cdc.gov/COVID-DATA-TRACKER/?
submenu-select=national-lab#datatracker-home. Our code is available on:
https://www.github.com/Subasranaa/COVID-19-A3T-GCN2.

4.2 Implementation Details

We implemented our model in Python using PyTorch [21] and PyGT. The hyper-
parameters shown in Table 1 are fine-tuned using grid search. The activation
function is ReLU, 100 epochs, and a 1e-4 learning rate using the ADAM opti-
mizer. We used the mean squared error (MSE) as the loss function. The data
were standardized (subtracting the mean and dividing by the standard deviation)
and transformed back to the original data scale for evaluation. The model was
evaluated on the symmetric mean absolute percentage error (sMAPE) and the
mean absolute error (MAE). sMAPE measures the absolute difference between
the actual and forecast values normalized by absolute values of both [22]. It is a
bounded metric where 0% indicates a perfect model with no errors, while 200%
indicates an erroneous model of opposite actual and forecast values [23]. The

https://github.com/CSSEGISandData/COVID-19
https://github.com/CSSEGISandData/COVID-19
https://covid.cdc.gov/COVID-DATA-TRACKER/?submenu-select=national-lab#datatracker-home
https://covid.cdc.gov/COVID-DATA-TRACKER/?submenu-select=national-lab#datatracker-home
https://www.github.com/Subasranaa/COVID-19-A3T-GCN2
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sMAPE is calculated using (8)

sMAPE =
200
n

n∑

t=1

|yt − ŷt|
|yt| + |ŷt| (8)

where yt is the true value, and ŷt is the forecast value. MAE measures the mean
absolute error between the actual and forecast values.

Statistical and ML Baselines. To compare our A3T-GCN model, we
employed several baselines. Auto-Regressive(1) (AR) model is sufficient when
the future is mainly dependent only on the most recent value. SARIMA is a time
series forecasting model that combines AR, integrated (I), and moving average
(MA) components to capture the patterns and seasonality in data. LSTM is
designed to process and retain information over long sequences, enabling it to
capture and learn from long-term dependencies in data. It uses a gating mecha-
nism to selectively remember or forget information based on relevance. GRU is
similar to LSTM but has fewer gates, making it faster to compute and easier to
train. FFNN is where information flows in one direction, from the input layer
through hidden layer(s) to the output layer, without any loops. We experimented
with these models using various hyperparameters as shown in Table 1.

Table 1. Optimal hyperparameters for A3T-GCN and all the baselines. A3T-GCN,
LSTM, GRU, and FFNN hyperparameters are listed in the sequence of [past values,
batch size, hidden dimensions, learning rate]. FFNN utilized ELU and Tanh activation
functions and four linear layers.

Virginia Georgia Illinois Pennsylvania Kentucky

A3T-GCN [6,16,4,0.0001] [6,16,2,0.0001] [6,16,32,0.0001] [6,16,2,0.0001] [6,16,16,0.0001]
SARIMA (6, 0, 1)× (0, 1, 1)10 (3, 1, 2)× (1, 0, 1)10 (0, 1, 0)× (1, 1, 1)10 (4, 0, 0)× (5, 1, 1)10 (3, 1, 1)× (1, 1, 1)10

LSTM [6,16,256,0.0006] [6,16,32,0.0006] [6,16,128,0.0006] [6,16,256,0.0006] [6,16,512,0.0006]
GRU [6,16,128,0.0007] [6,16,512,0.0007] [6,16,64,0.0007] [6,16,256,0.0007] [6,16,128,0.0007]
FFNN [4,16,256,0.0004] [4,16,32,0.0004] [4,16,32,0.0004] [4,16,16,0.0004] [4,16,512,0.0004]

Maryland Massachusetts Minnesota Ohio Washington
A3T-GCN [6,16,8,0.0001] [6,16,32,0.0001] [6,4,32,0.0001] [6,16,16,0.0001] [6,16,32,0.0001]
SARIMA (0, 1, 2)× (1, 0, 1)10 (1, 1, 0)× (0, 0, 2)10 (1, 1, 1)× (0, 0, 1)10 (2, 0, 0)× (0, 1, 2)10 (4, 0, 1)× (0, 0, 1)10

LSTM [6,16,8,0.0006] [6,16,128,0.0006] [6,16,64,0.0006] [6,16,256,0.0006] [6,16,512,0.0006]
GRU [6,16,512,0.0007] [6,16,32,0.0007] [6,16,4,0.0007] [6,16,512,0.0007] [6,16,256,0.0007]
FFNN [4,16,16,0.0004] [4,16,32,0.0004] [4,16,32,0.0004] [4,16,16,0.0004] [4,16,16,0.0004]

4.3 Results Analysis

Comparison of A3T-GCN Models Using Adjacent, Correlation, and
MI Matrices. We implemented five A3T-GCN models using Adjacent, Correla-
tion, MI, Correlation with adjacent (Corr_Adj), and MI with adjacent (MI_Adj)
matrices. The reason behind this is each state was showing different trends when
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they were connected to different states based on their relation. We are using the
adjacent-based A3T-GCN model as the baseline here to compare it with other
association technique-based models. Tables 2 and 3 show sMAPE and MAE
results respectively, of 1week, 2 weeks, 3 weeks, and 4 weeks ahead forecast
for our best models and the baseline in this case.

Virginia, Ohio, Pennsylvania, and Washington demonstrate improved out-
comes when using the MI-based A3T-GCN model, suggesting that quantifying
the interdependence among these states through MI yields favorable results.
The MI_Adj-based model gives us the best results for Georgia, Kentucky, Mas-
sachusetts, and Minnesota indicating that the involvement of neighboring states
is significant for these particular states. For instance, in the case of Georgia, 21
more states got added along with adjacent states using MI which improved the
predictions, showing a strong impact of linear and nonlinear dependencies with
other states.

In the case of Maryland and Illinois, the Corr_Adj-based model shows supe-
rior performance than all the other models indicating that correlation plays an
important role in them. Here adding correlated states led to superior results
instead of just using adjacent states, our models give a slightly higher MAE
score for Maryland even though it has a lower sMAPE score when we compare
it with the adjacent-based model. Moreover, we also get competitive scores for
Arizona, Iowa, Michigan, New York, Texas, and Indiana with sMAPEs as 25.52,
28.74, 26.87, 26.90, 25.25, and 27.53, respectively by using MI. Overall, using
these association techniques over using only adjacent states shows significantly
better performance in terms of forecasting.

Table 2. sMAPE results for 1-week, 2-weeks, 3-weeks, and 4-weeks ahead forecast for
the states using Adjacent states-based A3T-GCN (Adjacent) and Correlation/MI-based
A3T-GCN models (A3T-GCN). The lower the sMAPEs, the better the forecasting
performance.

Virginia Georgia Illinois Pennsylvania Kentucky
Weeks Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN

1 39.96 13.02 22.82 15.07 23.12 11.38 88.93 17.14 20.74 14.28
2 45.36 12.58 27.50 13.77 21.57 9.37 90.10 28.46 19.14 12.37
3 48.41 11.14 33.24 17.77 16.98 10.81 91.32 15.89 16.53 11.23
4 53.60 13.55 22.27 26.38 19.93 14.66 95.40 23.07 14.75 11.83
Average 18.36 12.57 26.46 18.25 20.40 11.56 47.24 21.14 17.79 12.43

Maryland Massachusetts Minnesota Ohio Washington
Weeks Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN
1 23.47 14.11 15.44 13.65 18.38 12.31 16.16 14.81 28.27 12.90
2 18.87 14.34 17.16 13.91 14.10 12.04 18.16 6.52 27.31 13.95
3 14.45 18.04 18.09 13.33 21.43 14.35 16.26 7.28 30.05 13.90
4 15.83 23.34 20.84 13.45 19.45 13.94 16.59 14.63 31.79 12.77
Average 18.16 17.46 17.88 13.58 18.34 13.16 16.79 10.81 29.35 13.38
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Table 3. MAE results for 1-week, 2-weeks, 3-weeks, and 4-weeks ahead forecast for
the states using Adjacent states-based A3T-GCN (Adjacent) and Correlation/MI-based
A3T-GCN models (A3T-GCN). The lower the MAEs, the better the forecasting per-
formance.

Virginia Georgia Illinois Pennsylvania Kentucky
Weeks Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN

1 32.76 12.36 27.10 17.38 18.55 9.11 46.32 19.92 12.94 10.35
2 36.37 11.84 34.41 15.76 16.05 7.27 47.59 30.70 11.78 8.65
3 38.81 10.61 43.93 20.69 12.78 8.52 48.63 18.90 10.91 7.86
4 42.57 12.81 26.31 32.69 15.49 11.64 52.66 29.60 10.68 8.27
Average 37.63 11.90 32.94 21.63 15.72 9.13 48.80 24.78 11.58 8.78

Maryland Massachusetts Minnesota Ohio Washington
Weeks Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN Adjacent A3T-GCN
1 9.53 5.75 14.46 8.70 7.70 5.99 13.99 11.34 19.11 8.62
2 7.75 5.90 15.65 8.87 6.14 5.83 15.63 5.14 18.33 9.32
3 5.81 7.90 15.90 8.47 9.09 7.00 14.20 5.85 20.69 9.22
4 6.62 10.71 19.25 8.56 9.20 6.83 14.48 12.14 22.20 8.52
Average 7.43 7.57 16.32 8.65 8.03 6.41 14.57 8.62 20.08 8.92

Baselines Comparison. In this work, we compare our best-performing A3T-
GCN models against the baselines. Figure 5 displays the average results of
sMAPE and MAE for our best A3T-GCN models and the baselines across the
states. A3T-GCN achieves a 52.96% reduction in sMAPE and a 46.84% reduc-
tion in MAE compared to AR and a 37.99% reduction in sMAPE and a 36.32%
reduction in MAE compared to SARIMA. Although LSTM performs slightly bet-
ter than A3T-GCN for Maryland, when considering the average results across
all states, A3T-GCN demonstrates a 15.86% lower sMAPE and a 16.26% lower
MAE. Compared to GRU, A3T-GCN achieves a 22.55% lower sMAPE and a
26.72% lower MAE, despite GRU outperforming in the case of Massachusetts
and Minnesota (for MAE only). Finally, when compared to FFNN, A3T-GCN
shows a 35.03% lower sMAPE and a 38.51% lower MAE.

This is likely due to the model’s use of Attention, GCN, and GRU, which
can capture non-linear dependencies and temporal relationships between distant
data points. In contrast, AR and SARIMA may not be able to capture these non-
linear dependencies and relationships, leading to lower performance. The findings
also highlight that relying solely on historical data from a single state may not be
sufficient for accurately predicting deaths, as the interactions and relationships
between different states can impact the results. Therefore, it is crucial to consider
these relationships in the model, which A3T-GCN can capture. This becomes
particularly significant when dealing with time series data. While LSTM, FFNN,
and GRU performed well, their limitations in capturing these relationships might
have hindered their performance for some states.

CDC Analysis. We compared our best A3T-GCN models with the models
submitted to CDC for the states. The evaluation of these models was based
on the sMAPE definition, and Table 4 shows the average sMAPE score for all
states, excluding Virginia and Pennsylvania because the data for those two states
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Fig. 5. Average of prediction results of the best A3T-GCN and the baselines

was unavailable. We limited our selection to only those models with matching
forecasting dates. A3T-GCN ranked second overall, outperforming most other
models. In addition, our model demonstrated superior performance for Ohio, as
depicted in Fig. 6.

Fig. 6. A3T-GCN comparison with CDC models for Ohio using sMAPE

5 Conclusion and Future Work

Our work highlights the importance of accurately capturing both spatial and
temporal dependencies in COVID-19 forecasting. The MI and correlation-based
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Table 4. Comparison of A3T-GCN with the models forecast submitted to CDC using
sMAPE

Model sMAPE Model Method

JHU-IDD [24] 82.67 Metapopulation Susceptible-
Exposed-Infected-Recovered (SEIR)
model

LUcompUncertLab [25] 66.33 A Bayesian Vector Auto Regression
model

Microsoft [26] 53.1 SEIR model on a spatiotemporal
network

USC [27] 48.82 Discrete heterogeneous rate model

ESG [28] 36.04 Fitting reported data to multiple
skewed gaussian distributions

Masaryk 35.59 ARIMA models with outlier
detection applied to transformed
series

UCSD-NEU [29] 26.54 Age-structured metapopulation
model with deep learning

JHU-APL [30] 25.73 Metapopulation SEIR model

Karlen [31] 23.33 Discrete time difference equations

MOBS [32] 21.3 Metapopulation, age-structured
Susceptible-Latent-Infected-Removed
(SLIR) model

GT-DeepCOVID [33] 20.22 Deep Learning

BPagano [34] 15.97 Susceptible-Infected-Recovered (SIR)
model

Ensemble [35] 14.28 Combination of several forecasts

A3T-GCN 13.82 Our Model

Columbia [36] 10.51 Metapopulation SEIR model

A3T-GCN model proposed in this work addresses this challenge by leveraging the
attention mechanism to focus on the most informative data that includes both
recent and distant data points to capture temporal dependencies and correlation
and MI to capture the spatial dependencies effectively. We found utilizing MI
to be the most effective technique to create the graph that the model uses for
the US state’s weekly mortality predictions. Our model outperforms the existing
baselines and fairly competes with the models adopted by CDC.

Future work can explore various association techniques for COVID-19 fore-
casting and extend the study to other diseases with complex spatiotemporal
dynamics. Further research can focus on separate state-specific models, consid-
ering inherent differences and inter-state impacts. Overall, this work has the
potential to provide accurate COVID-19 forecasting for spatiotemporal data,
aiding in implementing effective measures to control the virus’s spread.
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Abstract. The Internet of Things (IoT) and Artificial Intelligence of
Things (AIoT) are emerging as promising paradigms for enabling ubiqui-
tous and intelligent applications across various domains. However, man-
aging and utilizing the massive and heterogeneous data generated by
IoT and AIoT devices poses significant challenges for traditional data
management systems. In this paper, we present a new data manage-
ment paradigm called IoT Lakehouse, which aims to integrate the best
practices of data warehouse and data lake to provide a unified, scalable
and efficient platform for IoT and AIoT data. We define the concept
and characteristics of IoT Lakehouse, and compare it with other existing
data management paradigms. We present a refercence architecture and
key technologies of IoT Lakehouse, and discuss how it supports various
needs and scenarios of AIoT. We also analyze the main challenges and
future directions of IoT Lakehouse research and development.

Keywords: Lakehouse · AIoT · Data Platform

1 Introduction

The Internet of Things (IoT) is a network of interconnected devices that can
sense, communicate and act on the physical and cyber world. IoT has been widely
applied in various domains, such as smart city, smart home, smart health, smart
agriculture, smart manufacturing, etc., to provide innovative and convenient
services for human beings. According to a report by Statista [7], the number of
IoT devices worldwide is expected to reach 75.44 billion by 2025, generating a
huge amount of data.

However, the data generated by IoT devices are often massive, heterogeneous,
complex and dynamic, which pose significant challenges for traditional data man-
agement systems. For example, how to efficiently store and access the IoT data
with different formats, schemas and quality? How to process and analyze the
IoT data with different latency, granularity and complexity requirements? How
to ensure the security and privacy of the IoT data in a distributed and open
environment?
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To address these challenges, a new paradigm called Artificial Intelligence of
Things (AIoT) has emerged, which aims to integrate artificial intelligence (AI)
techniques with IoT devices to enable intelligent and autonomous applications.
AIoT can enhance the capabilities of IoT devices in terms of perception, cogni-
tion, decision making and action. AIoT can also provide insights and value from
the IoT data through various methods, such as machine learning, deep learn-
ing, computer vision, natural language processing, etc. According to a report by
MarketsandMarkets [1], the global AIoT market size is projected to grow from
USD 5.1 billion in 2019 to USD 16.2 billion by 2024, at a compound annual
growth rate (CAGR) of 26.0%. However, managing and utilizing the data for
AIoT applications also poses new challenges for traditional data management
systems. For example, how to support the data lifecycle of AIoT applications
from data collection to data consumption? How to enable the collaboration and
interoperability of AIoT devices and applications? How to balance the trade-offs
between edge computing and cloud computing for AIoT data processing and
analysis?

To counter these issues, a new data management paradigm called Lakehouse
[20] can offers a best solution, which aims to integrate the best practices of
data warehouse and data lake to provide a unified, scalable and efficient plat-
form for IoT and AIoT data. Data warehouse is a centralized repository that
stores structured and curated data for business intelligence and analytics. Data
lake is a distributed repository that stores raw and diverse data for exploratory
analysis and machine learning. IoT Lakehouse combines the advantages of both
paradigms to support both structured and unstructured data, both batch and
stream processing, both schema-on-write and schema-on-read, both descriptive
and predictive analytics.

In this paper, we discuss the concept, characteristics of Lakehouse for IoT. We
also compare Lakehouse with other existing data management paradigms in IoT.
Furthermore we propose a reference architecture for IoT Lakehouse and discuss
how Lakehouse supports various needs and scenarios of AIoT applications. We
also analyze the main challenges and future directions of IoT Lakehouse research
and development.

The rest of this paper is organized as follows: Sect. 2 introduces the concept
and characteristics of IoT Lakehouse, and then compares IoT Lakehouse with
other data management paradigms. Section 3 introduces the proposed architec-
ture and enabling technologies of IoT Lakehouse. Sectionn 4 discusses how IoT
Lakehouse supports various needs and scenarios of AIoT applications. Sectionn 5
analyzes the main challenges and future directions of IoT Lakehouse research and
development. Section 6 concludes this paper.

2 The IoT Lakehouse

2.1 Concept and Characteristics of IoT Lakehouse

IoT Lakehouse is a new data management paradigm that aims to integrate the
best practices of data warehouse and data lake to provide a unified, scalable and
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efficient platform for IoT and AIoT data. An IoT Lakehouse is a data manage-
ment system that supports both structured and unstructured data, both batch
and stream processing, both schema-on-write and schema-on-read, both descrip-
tive and predictive analytics for IoT and AIoT applications.

The main characteristics of IoT Lakehouse are:

– Unified: IoT Lakehouse provides a single platform that can store and manage
both structured and unstructured data from various sources and formats,
such as sensors, cameras, RFID tags, smartphones, etc. IoT Lakehouse also
provides a unified interface that can support both SQL and NoSQL queries,
as well as various programming languages and frameworks for data processing
and analysis.

– Scalable: IoT Lakehouse can scale horizontally and vertically to handle the
massive and dynamic data generated by IoT and AIoT devices. IoT Lake-
house can leverage distributed computing technologies such as Hadoop, Spark,
Kafka, etc., to enable parallel and distributed data processing and analysis.
IoT Lakehouse can also leverage cloud computing technologies such as AWS,
Azure, Google Cloud, etc., to provide elastic and on-demand resources for
data storage and computation.

– Efficient: IoT Lakehouse can optimize the performance and cost of data man-
agement for IoT and AIoT applications. IoT Lakehouse can use various tech-
niques such as compression, partitioning, indexing, caching, etc., to reduce
the storage space and query latency of data. IoT Lakehouse can also use var-
ious techniques such as materialized views, incremental updates, delta lake,
etc., to ensure the consistency and quality of data. IoT Lakehouse can also
use various techniques such as query optimization, query federation, query
rewriting, etc., to improve the efficiency and accuracy of data analysis.

– Flexible: IoT Lakehouse can support both schema-on-write and schema-on-
read for data management. Schema-on-write means that the data is validated
and transformed according to a predefined schema before being stored in
the system. Schema-on-read means that the data is stored in its raw form
without any schema validation or transformation, and the schema is applied
only when the data is read from the system. Schema-on-write can ensure
the quality and consistency of data, while schema-on-read can enable the
exploration and discovery of data.

– Versatile: IoT Lakehouse can support both descriptive and predictive ana-
lytics for IoT and AIoT applications. Descriptive analytics means that the
system can provide reports and dashboards that summarize the past or cur-
rent state of the data. Predictive analytics means that the system can provide
models and algorithms that predict the future or unknown state of the data.
Descriptive analytics can help users understand what happened or what is
happening in the data, while predictive analytics can help users understand
why it happened or what will happen in the data.
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2.2 Comparison with Other Data Management Paradigms

IoT Lakehouse is not the first nor the only data management paradigm for IoT
and AIoT applications. There are other existing paradigms [15] that have been
proposed or adopted in practice, such as data warehouse, data lake, data mesh,
etc. In this subsection, we compare IoT Lakehouse with these paradigms in terms
of their definitions, advantages and disadvantages, as Table 1 shown.

Table 1. The Comparison with Other Data Management Paradigms

Data
Management
Paradigm

Description Advantages Disadvantages

Data
warehouse

Centralized
repository

The quality
and
consistency of
data

Costly and
inflexible

Data mesh Decentralized
and
distributed
architecture

Autonomy
and agility of
data
producers and
consumers

Challenges of
data
governance,
discovery,
integration
and quality
across
different
domains or
teams

IoT lakehouse Hybrid
paradigm
support
structured and
unstructured
data

Both batch
and stream
processing

Complex and
challenging to
design and
implement

Data Warehouse [10]: A data warehouse is a centralized repository that stores
structured and curated data for business intelligence and analytics.A data ware-
house follows a schema-on-write approach, which means that the data is vali-
dated and transformed according to a predefined schema before being stored in
the system. A data warehouse also follows a batch processing approach, which
means that the data is processed periodically in large batches. Its advantages is
that a data warehouse can ensure the quality and consistency of data, as well
as provide fast and reliable queries for descriptive analytics. The disadvantages
are that a data warehouse can be costly and complex to build and maintain,
as well as inflexible and rigid to accommodate new or changing data sources or
formats. A data warehouse also cannot support unstructured or semi-structured
data, nor stream processing or predictive analytics.
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Data Mesh [13]: A data mesh is a decentralized and distributed architecture
that treats data as a product that can be owned and managed by different
domains or teams. A data mesh follows a schema-on-write approach for each
data product, which means that the data is validated and transformed according
to a domain-specific schema before being stored in the system. A data mesh also
follows a stream processing approach, which means that the data is processed
continuously and incrementally. Its advantages are that a data mesh can enable
the autonomy and agility of data producers and consumers, as well as provide
real-time and contextualized data for descriptive and predictive analytics. And
the disadvantages are that a data mesh can introduce the challenges of data
governance, discovery, integration and quality across different domains or teams.
A data mesh also requires a high level of collaboration and coordination among
data producers and consumers.

IoT Lakehouse: An IoT Lakehouse is a hybrid paradigm that combines the
best practices of data warehouse and data lake to provide a unified, scalable
and efficient platform for IoT and AIoT data. An IoT Lakehouse follows both
schema-on-write and schema-on-read approaches, which means that the data
can be stored in both structured and unstructured forms, and the schema can
be applied either before or after the storage. An IoT Lakehouse also follows
both batch and stream processing approaches, which means that the data can
be processed both periodically and continuously. Its advantages are that an IoT
Lakehouse can support both structured and unstructured data, both batch and
stream processing, both schema-on-write and schema-on-read, both descriptive
and predictive analytics for IoT and AIoT applications. The disadvantages are
that an IoT Lakehouse can be complex and challenging to design and implement,
as well as requires a balance between the trade-offs of different approaches. An
IoT Lakehouse also needs to address the issues of data quality, security, privacy,
scalability, interpretability, etc.

3 A Reference Architecture and Enabling Technologies
for IoT Lakehouse

IoT Lakehouse is a new data management paradigm for AIoT that combines
the benefits of data lakes and data warehouses. It enables scalable, efficient, and
unified analytics on diverse and massive IoT data sources. In this chapter, we
present a reference architecture and technologies of IoT lakehouse, based on the
following principles:

Data is stored in its native format in a central data lake that supports various
data types and structures, such as sensor data, video data, text data, etc. Data is
processed and transformed using various computing frameworks, such as batch
processing, stream processing, and ad hoc query, to support different analytics
needs and latency requirements. Data is exposed and consumed through various
service layers that provide SQL APIs and declarative dataframe APIs for easy
access and integration with applications and tools. Data is governed and secured
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Fig. 1. A Reference Architecture for IoT Lakehouse.

using metadata management, caching management, access control, encryption,
etc.

As the Fig. 1 shown, the lakehouse architecture consists of six layers from
bottom to top: IoT collection layer, IoT platform layer, storage layer, comput-
ing layer, service layer, and application layer. The following table describes the
components and functions of each layer:

3.1 IoT Collection Layer

This layer collects data from various IoT sources using different data formats
and protocols. Some of the technologies that are used in this layer are:

– Sensors: These are devices that measure physical quantities, such as tempera-
ture, humidity, pressure, etc., and convert them into electrical signals. Sensors
can be wired or wireless, passive or active, analog or digital, etc.

– Cameras: These are devices that capture images or videos of the surrounding
environment. Cameras can have different resolutions, frame rates, lenses, etc.

– Text Sources: These are sources that generate text data, such as documents,
emails, social media posts, etc. Text data can have different languages, for-
mats, styles, etc.
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– Data Compression: This is a technique that reduces the size of data by remov-
ing redundant or irrelevant information. Data compression can improve the
efficiency and speed of data transmission and storage.

– Data Encryption: This is a technique that protects the confidentiality and
integrity of data by transforming it into an unreadable form using a secret
key. Data encryption can prevent unauthorized access and modification of
data.

– Data Validation: This is a technique that checks the quality and accuracy
of data by applying rules or criteria. Data validation can detect and correct
errors or anomalies in data.

3.2 IoT Platform Layer

This layer connects and manages the IoT devices and their data using various
software platforms and services [17]. Some of the technologies that are used in
this layer are:

– Device Management: This is a service that handles the registration, authen-
tication, configuration, monitoring, and control of IoT devices. It can also
perform firmware updates, device diagnostics, device grouping, etc.

– Protocol Adaptation: This is a service that adapts different communication
protocols used by IoT devices, such as MQTT, CoAP, HTTP, etc. It can also
perform protocol conversion, message routing, message filtering, etc.

– Rule Management: This is a service that defines and executes rules or actions
based on IoT data or events. It can also perform event processing, complex
event processing (CEP), event-driven architecture (EDA), etc.

– IoT Platforms: These are software platforms that provide end-to-end solutions
for connecting, managing, and analyzing IoT data. They typically include fea-
tures such as device management, protocol adaptation, rule management,
data ingestion, data processing, data visualization, and data integration.
Some of the popular IoT platforms are Azure IoT Hub, AWS IoT Core, Google
Cloud IoT Core, IBM Watson IoT Platform, etc.

3.3 Storage Layer

This layer stores all kinds of IoT data in its native format in a central data lake
using various storage technologies and services. Some of the technologies that
are used in this layer are:

– Metadata Management: This is a service that manages the metadata of the
data lake, such as schema, lineage, quality, etc. It can also provide cataloging,
indexing, searching, and discovery features. Some of the technologies that are
used for metadata management for lakehouse are:1) Delta Lake [6]: This is an
open source project that provides a metadata layer for data lakes. Delta Lake
tracks which files are part of different table versions and offers rich manage-
ment features like ACID-compliant transactions, time travel, schema enforce-
ment and evolution, and data validation. 2)Unity Catalog [5]: This is a unified
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governance solution for lakehouse that provides a unified data access layer and
a centralized mechanism for managing data governance and access controls.
Unity Catalog supports three-tier namespacing (catalog.database.table) for
organizing and granting access to data. It also supports external locations
and storage credentials as securable objects. 3)Apache Atlas [14]: This is an
open source project that provides scalable governance for data lakes. Apache
Atlas enables metadata management and governance across different data
platforms and processes. It also provides lineage tracking, impact analysis,
data classification, and security integration.

– Caching Management: This is a service that manages the caching of fre-
quently accessed or hot data for faster access and lower latency. It can also
provide caching policies, eviction strategies, and consistency guarantees. The
typical solution to lakehouse is Alluxio [16] which is widely used to caching
for improving the efficiency to data lake files and enabling the separations of
storage and computing.

– Data Lake Storage: This is a storage technology that stores the raw or pro-
cessed IoT data in its native format using a distributed file system or object
storage. It can also provide encryption, access control, auditing, and firewall
features. Some of the popular data lake storage technologies are Azure Data
Lake Storage (ADLS), Amazon Simple Storage Service (S3), Hadoop Dis-
tributed File System (HDFS), etc. The major management framworks for
data lake are Delta [2], Iceberg [4] and Hudi [3], which are contructed at the
upper of these data lake storage and provide the management of table format.

3.4 Computing Layer

This layer transforms and analyzes IoT data stored in the data lake using various
computing frameworks and tools. Some of the technologies that are used in this
layer are:

– Batch Processing [19]: This is a computing framework that processes large
volumes of IoT data in batches using frameworks such as Spark or Hadoop.
It can also perform data quality, data cleansing, and data enrichment tasks.

– Stream Processing [8]: This is a computing framework that processes real-
time or near-real-time IoT data streams using frameworks such as Flink or
Kafka Streams. It can also perform event processing, complex event processing
(CEP), event-driven architecture (EDA), etc.

– Ad hoc Query [18]: This is a computing framework that executes interactive
queries on IoT data using frameworks such as Presto or Hive. It can also
perform SQL queries, OLAP queries, BI queries, etc.

3.5 Service Layer

This layer exposes and consumes IoT data from the data lake using various APIs
and interfaces. Some of the technologies [20] that are used in this layer are:
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– SQL APIs: These are APIs that provide SQL interfaces for accessing and
analyzing IoT data using standard or extended SQL syntax. They can also
provide JDBC/ODBC drivers, RESTful APIs, GraphQL APIs, etc.

– Declarative Dataframe APIs: These are APIs that provide declarative inter-
faces for accessing and analyzing IoT data using dataframe abstractions and
operations. They can also provide Python APIs, R APIs, Scala APIs, Java
APIs, etc.

3.6 Application Layer

This layer provides various functionalities and applications for the end users and
customers to interact with the IoT data and analytics. Some of the technologies
that are used in this layer are:

– Business Intelligence (BI): This is a technology that provides tools and meth-
ods for analyzing, visualizing, and reporting IoT data. It can also provide
dashboards, charts, graphs, tables, etc.

– Reporting: This is a technology that provides tools and methods for generat-
ing and delivering reports based on IoT data. It can also provide templates,
formats, schedules, etc.

– Data Science: This is a technology that provides tools and methods for apply-
ing scientific methods and techniques to IoT data. It can also provide statis-
tics, mathematics, machine learning, etc.

– Machine Learning (ML): This is a technology that provides tools and methods
for creating and applying models that can learn from IoT data and make
predictions or decisions. It can also provide supervised learning, unsupervised
learning, reinforcement learning, etc.

4 The Applications of IoT Lakehouse

4.1 Industrial IoT

Industrial IoT (IIoT) [12] refers to the use of IoT technologies in industrial sec-
tors, such as manufacturing, logistics, energy, healthcare, etc. IIoT can enable
various use cases, such as predictive maintenance, quality control, remote mon-
itoring, asset optimization, fleet management, etc. IIoT can also generate large
volumes and varieties of data from sensors, cameras, machines, devices, etc.

IoT lakehouse can provide a powerful solution for building and scaling IIoT
applications on a single platform. It can store and process various types of data
in its native format, such as sensor data, video data, text data, etc. It can
also provide batch processing, stream processing, and ad hoc query capabilities
for different analytics needs and latency requirements. It can also expose and
consume data through SQL APIs and declarative dataframe APIs for easy access
and integration with applications and tools.

For example, a manufacturing company can use IoT lakehouse to collect
and analyze data from its shop floor machines and devices. It can use batch
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processing to perform data quality, data cleansing, and data enrichment tasks on
the raw data. It can use stream processing to perform real-time event processing
and complex event processing on the data streams. It can use ad hoc query to
execute interactive queries on the data using SQL or dataframe syntax. And it
can also use SQL APIs and declarative dataframe APIs to access and analyze
the data using BI tools or ML models. By using IoT lakehouse, the company can
improve its operational efficiency, product quality, and customer satisfaction.

4.2 Smart City

Smart city [9] refers to the use of IoT technologies to enhance the quality and
performance of urban services, such as transportation, energy, water, waste man-
agement, public safety, etc. Smart city can enable various use cases, such as
traffic management, smart parking, smart lighting, smart metering, smart waste
management, smart surveillance. Smart city can also generate large volumes and
varieties of data from sensors, cameras, vehicles, devices, etc.

IoT lakehouse can provide a powerful solution for building and scaling smart
city applications on a single platform. It can store and process various types of
data in its native format, such as sensor data, video data, text data, etc. It can
also provide batch processing, stream processing, and ad hoc query capabilities
for different analytics needs and latency requirements of smart city. It can also
expose and consume data through SQL APIs and declarative dataframe APIs
for easy access and integration with applications and tools.

For example, a city government can use IoT lakehouse to collect and analyze
data from its traffic cameras and sensors. It can use batch processing to perform
data quality, data cleansing, and data enrichment tasks on the raw data. It can
use stream processing to perform real-time event processing and complex event
processing on the data streams of smart city applications. It can use ad hoc query
to execute interactive queries on the data using SQL or dataframe syntax. It can
also use SQL APIs and declarative dataframe APIs to access and analyze the
data using BI tools or ML models. By using IoT lakehouse, the city government
can improve its traffic efficiency, safety, and sustainability.

4.3 Healthcare IoT

Healthcare IoT [9] refers to the use of IoT technologies to improve the quality
and efficiency of healthcare services, such as diagnosis, treatment, monitoring,
prevention, etc. Healthcare IoT can enable various use cases, such as remote
patient monitoring, telemedicine, wearable devices, smart pills, smart implants,
etc. Healthcare IoT can also generate large volumes and varieties of data from
sensors, cameras, devices, medical records, etc.

IoT lakehouse can provide a powerful solution for building and scaling health-
care IoT applications on a single platform. It can store and process various types
of data in its native format, such as wearable sensor data, video data, medi-
cal text data, etc. It can also provide batch processing, stream processing, and
ad hoc query capabilities for different analytics needs latency requirements of
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heathcare IoT data. It can also expose and consume data through SQL APIs
and declarative dataframe APIs for easy access and integration with medical
applications.

For instance, a healthcare provider can use IoT lakehouse to collect and
analyze data from its wearable devices and medical records. It can use batch
processing to perform data quality, data cleansing, and data enrichment tasks
on the raw medical data. It can use stream processing to perform real-time event
processing and complex event processing on the data streams. It can use ad hoc
query to execute interactive queries on the data using SQL for heatlh application
developers. By using IoT lakehouse, the healthcare provider can greatly enhance
its patient care, outcomes, and satisfaction.

5 Chanllenges and Future Directions of IoT Lakehouse

IoT Lakehouse is a new data management paradigm that combines the advan-
tages of data lakes and data warehouses for AI-enabled IoT applications. IoT
Lakehouse allows analytics on the most complete and up-to-date data from var-
ious sources, such as sensors, devices, applications, and enterprise systems. It
also supports collaborative data science and machine learning on large-scale
data using open source frameworks and libraries. However, IoT Lakehouse also
faces several challenges and opportunities for future research and development.
Some of these challenges are:

– Data quality and governance: How to ensure the reliability, consistency, secu-
rity, and privacy of data across different sources and formats in IoT Lake-
house? How to implement effective data governance policies and mechanisms
for data access, sharing, and usage in IoT Lakehouse? a typical solution is to
use metadata management, data cataloging, data lineage, data quality assess-
ment, data masking, encryption, anonymization, access control, auditing, and
compliance tools to ensure data quality and governance in IoT Lakehouse.

– Data integration and transformation: How to efficiently ingest, process, trans-
form, and store data from heterogeneous and dynamic IoT sources in IoT
Lakehouse? How to handle the complexity, diversity, velocity, and volume of
IoT data in IoT Lakehouse? For these challenges, we can use scalable, dis-
tributed, parallel, streaming, batch, or hybrid data processing frameworks
such as Apache Spark or Apache Flink to integrate and transform data from
various IoT sources in IoT Lakehouse, and use schema inference, schema evo-
lution, schema validation, schema registry, or schema-on-read techniques to
handle diverse and evolving data formats in IoT Lakehouse.

– Data analysis and AI: How to leverage the latest advances in data analysis
and AI techniques for IoT applications in IoT Lakehouse? How to optimize
the performance, scalability, and cost of data analysis and AI workloads in
IoT Lakehouse? How to enable interoperability and compatibility of different
data analysis and AI frameworks and tools in IoT Lakehouse? Large lan-
guage model, such as GPT 4 [11], can be imported to help assist to perform
data analysis and AI tasks on large-scale data in IoT Lakehouse. Also we
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can use auto-scaling, auto-tuning, auto-termination, or serverless technolo-
gies to optimize the performance, scalability, and cost of data analysis and
AI workloads in IoT Lakehouse, and leverage common APIs or interfaces such
as Apache Arrow or MLflow to enable interoperability and compatibility of
different data analysis and AI frameworks and tools in IoT Lakehouse.

– Data value and monetization: How to measure and maximize the value of data
in IoT Lakehouse? How to create new business models and revenue streams
based on data in IoT Lakehouse? How to balance the trade-offs between data
value and data cost in IoT Lakehouse? Using data valuation methods such
as market-based approach or income-based approach to measure the value
of data in IoT Lakehouse. A candidate solution is to use data monetization
strategies such as selling or licensing data products or services based on data
in IoT Lakehouse, and use cost optimization techniques such as tiered storage
or compression to balance the trade-offs between data value and data cost in
IoT Lakehouse.

Some of the possible future directions for IoT Lakehouse are:

– Developing new architectures, algorithms, methods, and systems for address-
ing the challenges and opportunities in IoT Lakehouse.

– Exploring new use cases and domains for applying IoT Lakehouse such as
industrial IoT (IIoT), smart cities (SC), healthcare (HC), transportation
(TR), energy (EN), etc.

– Benchmarking and evaluating the performance, effectiveness, efficiency, and
impact of IoT Lakehouse solutions for different scenarios and requirements.

– Establishing standards, best practices, guidelines, and frameworks for design-
ing implementing operating and managing IoT Lakehouse solutions.

6 Conclusions

In this paper, we have surveyed the IoT Lakehouse, a new data management
paradigm that combines the advantages of data lakes and data warehouses for AI-
enabled IoT applications. We have discussed the main characteristics, benefits,
and challenges of IoT Lakehouse, as well as some of the existing solutions and
frameworks that support it. We have also presented a reference architecture for
IoT Lakehouse, and identified some of the future directions and opportunities for
research and development in IoT Lakehouse. We believe that IoT Lakehouse is a
promising and emerging paradigm that can enable scalable, reliable, and efficient
data analysis and AI for various IoT use cases and domains. We hope that
this paper can provide a comprehensive overview and reference for researchers,
practitioners, and students who are interested in IoT Lakehouse.
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Abstract. The Geosocial networks integrate geographical location information
into traditional social networks, bridging the gap between people’s real-life expe-
riences and the virtual world. As a significant application of geosocial networks,
location recommendation suggests places that individuals may find interesting,
offering valuable references for their travels and greatly enhancing their lives.
Consequently, the challenge of recommending relevant locations to users from
a vast pool of geographic options has become a prominent topic in academic
research. Collaborative filtering algorithms stand as one of the classic solutions
in the field of recommendations. While they partially address the problem of
information overload, they often encounter a common obstacle known as the cold
start problem. To overcome this issue, this study makes two primary contribu-
tions: Firstly, it proposes the utilization of Markov chains to mitigate the cold start
problem. Secondly, it introduces a hybrid recommendation model called HMGR
for location-based recommendations, which effectively enhances the accuracy of
suggestions. We evaluate the efficacy of the Markov chain and HMGR model
through extensive experimentation. The results demonstrate that the implemen-
tation of Markov chains successfully alleviates the cold start problem, and our
HMGR model significantly improves the precision of recommendations.

Keywords: Geographical Location · Collaborative Filtering · Markov Chain ·
Cold Start

1 Introduction

In the context of information overload [1, 2], users are faced with an overwhelming
amount of information and options, making it difficult to accurately find the desired
information or make the best choices. In such a situation, both probabilistic relational
database hypothesis querying [3] and recommendation systems can help users more
effectively obtain useful information and address uncertainty.However, recommendation
systems have clear advantages in dealing with information overload. They have the
capability to provide personalized recommendations based on users’ historical behavior
and interests. This means that users will receive content that matches their preferences
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and needs, greatly enhancing the efficiency and satisfaction of information retrieval.
Recommendation systems can leverage image processing techniques [4, 5] to extract
content features from images that users post on social media. Furthermore, they can fully
utilize users’ historical data for personalized recommendations. By analyzing users’
behavior data, such as click history, purchase records, search history, comments, and
favorites, recommendation systems can gain deep insights into users’ preferences, habits,
and needs, further increasing user satisfaction and click-through rates.

However, recommendation systems face a significant challenge in practical appli-
cations, known as the cold-start problem [6]. The cold-start problem refers to the lack
of sufficient historical data for new users or new items, making it difficult for the rec-
ommendation system to accurately predict their preferences. In real-world applications,
new users and items are inevitable and may occur frequently. If the recommendation
system cannot effectively address the cold-start problem, these new users and items will
not receive personalized recommendations, which can lower user experience and the
utility of the recommendation system.

Additionally, recommendation accuracy is of utmost importance for the value of
a recommendation system. Accurate recommendations not only increase user trust in
the recommendation system but also significantly improve user satisfaction and click-
through rates. On the contrary, poor recommendation accuracy may lead to user dis-
satisfaction and even prompt users to discontinue using the recommendation service,
resulting in potential economic losses for businesses. Therefore, improving recommen-
dation accuracy is a key goal in recommendation system research, especially in highly
competitivemarket environments,where precise recommendations are essential for gain-
ing a competitive advantage. While some new solutions have shown promising results
in addressing the cold-start problem and improving accuracy in recent years, there are
still limitations that need to be further addressed.

The core idea of content-based recommendation systems [7] is to utilize item content
information for personalized recommendations, which builds upon the advancements
in information filtering technology. By employing machine learning techniques, these
systems can extract user preferences from the descriptive features of the items, thereby
alleviating the cold-start problem without relying solely on user ratings. However, it is
worth noting that many existing content-based recommendation methods [8–10] face
challenges in uncovering users’ latent interests and encounter difficulties in accurately
extracting item features, which can ultimately lead to lower recommendation accuracy.

In order to uncover a user’s potential interests, a collaborative filtering recommen-
dation [11] was proposed. This method assumes that users with similar interests may
have similar preferences toward similar items. The core idea is to use a neighbor-based
recommendation algorithm that leverages similarity measures between users or items
and historical behavior data [12]. However, traditional collaborative filtering recommen-
dation systems are facing challenges due to the exponential growth of data from various
applications and services, leading to issues like the cold-start problem [6]. To address
the cold-start problem and enhance recommendations, researchers have explored utiliz-
ing user social relationships for recommendation [13–15]. Friend recommendations can
increase trust and help alleviate the cold-start problem. However, the collaborative fil-
tering algorithm is vulnerable to data bias, as it tends to favor popular items that receive
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more attention and evaluations. This bias can lead to recommendation results that are
biased towards these popular items, overlooking individualized preferences.

To enhance recommendation efficiency, hybrid recommendation [16] approaches
have been proposed [17–19]. The main objective of hybrid recommendation algorithms
is to leverage the strengths of various recommendation algorithms while mitigating their
limitations. By integrating different approaches, hybrid recommendations can effectively
address the cold-start problem and provide diverse recommendations. However, it is
important to acknowledge that current hybrid recommendation methods may encounter
challenges such as increased complexity, longer recommendation times, and difficulties
in achieving a balanced integration. Despite these challenges, hybrid recommendation
techniques have demonstrated promising results in improving overall recommendation
performance.

Considering the limitations of previous approaches, we propose a hybrid model for
geolocation recommendation, namely HMGR. In our model, we first assess the user’s
historical data volume. If the user is identified as new, the systememploys aMarkov chain
for personalized recommendations. Conversely, for existing users, collaborative filtering
is utilized for recommendation generation. Through extensive simulation experiments,
we have observed that HMGR effectively addresses the challenges associated with the
cold-start problem and significantly improves the accuracy of recommendation results.

We summarize our proposedHMGRmodel based on the following three key aspects.

(1) We mitigate the cold start problem in geolocation-based recommendations by
utilizing Markov chains.

(2) We propose a hybrid recommendation model called HMGR for geolocation-based
recommendations, which combines the use of Markov chains and collaborative
filtering.

(3) Conduct extensive experiments to evaluate the efficiency and effectiveness of the
HMGR model, along with a thorough analysis.

The remaining sections of this paper are structured as follows: Sect. 2 provides an
overview of related research. Section 3 introduces the essential preliminary knowledge.
Section 4 describes the construction of our proposed model. In Sect. 5, we present the
experimental evaluation. Finally, Sect. 6 summarizes the findings and conclusions of
this study.

2 Related Work

Traditional recommendation algorithms can be classified into three main categories:
content-based recommendation algorithms [7], collaborative filtering recommendation
algorithms [11], and hybrid recommendation algorithms [16].

2.1 Content-Based Recommendation

Content-based recommendation, as the name implies, is amethod that recommends items
based on their similarity in terms of content. It can be considered one of the founding
approaches in recommendation algorithms, as it relies on the premise that items with
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similar content to a user’s previously preferred items are likely to be of interest [20].
The concept of content-based recommendation originated from research in information
retrieval [7]. With the rapid advancement of information retrieval and the widespread
adoption of applications like email, content-based recommendation has found extensive
application in the field. Content-based recommendation primarily involves the descrip-
tion of item content features and user profiles (such as interests and preferences). It
efficiently filters and selects more valuable information, offering several advantages
such as high recommendation efficiency, not requiring user evaluations or additional
information, and mitigating the cold-start problem associated with new items [8–10].

For example, literature [9] proposes a content-based recommendation system model
is proposed. This model tackles the cold start problem by employing content-based
methods, which involves making recommendations for new users or new items during
the recommendation process. Moreover, the model takes into account the incorporation
of features like security, reliability, and transparency in career recommendation, assisting
students inmaking informed career choices. However, despite these advancements, these
studies still encounter challenges, such as limited diversity in recommended content and
complexities in extracting multiple item features.

2.2 Collaborative Filtering Recommendation

In order to address the issue of extracting multiple-item features, collaborative filtering
recommendation has emerged as an alternative approach [21]. The core principle of col-
laborative filtering is similarity, which involves categorizing users and items based on
their similarity andmaking recommendations accordingly.Collaborative filtering recom-
mendation has found widespread application in various domains, including e-commerce
[22], session recommendation [23], and article recommendation [24]. In collaborative
filtering, two extensively studiedmethods are user-based collaborative filtering and item-
based collaborative filtering [25]. User-based approaches predict user ratings based on
the similarity of rating behaviors among users, while item-based approaches predict
user ratings based on the similarity between predicted items and the actual items cho-
sen by users. Due to the distinct principles of these two methods, their performances
vary in different application scenarios. User-based recommendations tend to be more
socialized, reflecting the popularity of items within the interest group to which the user
belongs, while item-based recommendations are more personalized, reflecting the user’s
individual interest preferences.

In collaborative filtering recommendation, the cold-start problem is also present,
and many researchers have proposed several solutions to address it. For example, Zhang
et al. [26] identified the significant impact of different datasets, user attributes, the num-
ber of nearest neighbors, and the number of items on recommendation results. They
developed an optimized user-based collaborative filtering recommendation system that
tackles the issue of varying user rating scales by standardizing the original user data. By
incorporating weighted user attributes and linear combinations with user rankings, they
enhanced the overall user similarity. Experimental results demonstrated that this algo-
rithm successfully mitigated the influence of cold-start problems and provided accurate
recommendations.
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2.3 Hybrid Recommendation

Due to the inherent limitations of individual recommendation algorithms, a hybrid rec-
ommendation has emerged as an approach to improve the overall recommendation per-
formance by combining different models to complement their shortcomings [18, 19,
27]. Hybrid recommendation models blend two or more recommendation algorithms,
thereby mitigating issues such as user cold-start and item cold-start, and overcoming the
limitations of single algorithms.

For example, Zhang et al. [27] proposed a hybrid recommendation algorithm based
on collaborative filtering and video genetics. The algorithm first constructs a user-item
matrix, calculates user similarity, and performs clustering using k-means to generate
a recommendation list. By analyzing the genetic structure of videos and combining
style preferences and regional preferences, genetic preferences are formed. The weights
of these genetic preferences are determined through linear regression. The objects are
then ranked based on their degree of genetic preference, and the top-ranked objects
are selected as the final recommendations. The algorithm combines the recommen-
dation results from collaborative filtering and video genetics by assigning weights to
each recommendation. However, they encounter issues such as high complexity and
computational overhead.

Fig. 1. System model

3 Preliminaries

Markov chain, named after the Russian mathematicianMarkov, is a mathematical model
that represents a stochastic process. It is used to study the behavior and predict the future
states of a system based on the current state, assuming that the future states only depend
on the present state and are independent of the past states. This modeling technique is
widely used in various fields, including probability theory, statistics, physics, computer
science, and economics, to analyze and understand the dynamics of complex systems
with probabilistic transitions.

Definition 1: Markov Chain. AMarkov chain is a stochastic process that satisfies the
property that the state of the system at time t + 1 depends only on the state at time t. It is
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characterized by theMarkov property, which states that the future states are independent
of the past states given the present state. In other words, the state transitions in a Markov
chain arememoryless, and the probability of transitioning to a future state depends solely
on the current state.

4 Construction of HMGR

Definition 2: Critical Queue Length (CQL). Once the user geolocation queue length
reaches a specific threshold, the accuracy of the collaborative filtering recommendation
algorithm begins to outperform that of the Markov chain recommendation.

The system model is depicted in Fig. 1. Initially, the system learns from a large
dataset of user-profiles and check-in histories obtained from offline data. During the
learning phase, two algorithms, namely the Markov chain algorithm and collaborative
filtering recommendation algorithm, are applied to generate recommendations for users.
By comparing the accuracy of these two algorithms, the system aims to determine the
threshold point CQL where the Markov chain algorithm’s accuracy starts to become
lower than that of the collaborative filtering recommendation system. Subsequently, the
system models this threshold point CQL and incorporates it into the decision-making
process. When an online user interacts with the system and provides their check-in
history, the system compares the length of the user’s check-in history with the value
of CQL. Based on this comparison, the system distinguishes between new users and
existing users. If the length of the user’s check-in history is less than or equal to CQL,
the system identifies the user as a new user and employs the Markov chain algorithm to
recommend items. Conversely, if the length of the user’s check-in history exceeds CQL,
the system recognizes the user as an existing user and utilizes the collaborative filtering
recommendation algorithm to provide personalized recommendations.

4.1 Markov Chain in HMGR

Markov chains rely primarily on the current location of the user and the probabilities
of transitioning between locations, rather than relying heavily on extensive historical
data. In cold start scenarios, where there is limited data for personalized user modeling,
Markov chains can utilize the available data to predict the user’s next potential location
and provide reasonably accurate recommendations. Therefore, Markov chains can be
used to recommend geographical locations. Specifically, the predictive power ofMarkov
chains can be leveraged to offer recommendations for new users.

Below, we present the pertinent definitions of Markov chains in our HMGR model.
Definition 3: State Pair. A state pair refers to the transition from one geographical

location state to another. It represents the change in the geographical location, where the
transition from state li to state lj is denoted as li → lj.

Definition 4: State Transition Probability. In the context of geolocation, a transition
from one geolocation state to another is referred to as a geolocation state transition. This
process captures the relationship between state transitions and time as geolocation states
change over time. The likelihood of a geolocation transitioning from one state to another
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over a specific time period is quantified as the state transition probability, as illustrated
in Formula 1.

Pij = C(li → lj)

C
(1)

where C(li → lj) represents the number of occurrences in which the geographical
location transitions from state i to state j in the user’s interaction with the geographical
location queue, while C represents the total number of transitions for state li.

Definition 5: Transition Probability Matrix. In the context of user geographical loca-
tion states, where there are n possible states denoted by {l1, l2, l3, · · · , ln}, the transition
probability from state li to state lj is represented as pij. These transition probabilities are
combined to form a transition probability matrix, as shown in Formula 2.

P =
⎛
⎜⎝

p11 · · · p1n
...

. . .
...

pm1 · · · pmn

⎞
⎟⎠ (2)

Typically, a standard Markov chain model can be represented using a triplet. How-
ever, in this paper, we employ a modified Markov chain model that is represented using
a quadruplet, as depicted in Formula 3.

MC < L,P,Mt,Q > (3)

where L represents the set of states in the model, denoted as L = {l1, l2, l3, · · · , ln},
where n represents the number of states. P represents the state transition matrix, denoted
as P = [pij]n×n. The element pij represents the probability of transitioning from state li
at time t to state lj at time t+ 1.Mt represents the probability distribution of a user’s state
at time t, denoted as Mt = {m1,m2,m3, · · ·mn}, where mi is the probability of being
at li. Q represents the set of geographical locations that the user has not visited before,
denoted as Q = {q1, q2, q3, · · · , qm}, where m represents the set of unvisited locations.

The performance of a Markov chain recommendation system relies on the accurate
calculation of state transition probabilities. If the state definitions are not precise or
there are errors in the calculation of transition probabilities, it may lead to a decline
in the system’s performance. Therefore, the calculation of state transition probabilities
is crucial. In our HMGR model, we use a typical Markov chain that utilizes the state
transition matrix based on the current geographical location at time t to predict the
user’s geographical location at time t + 1. This approach helps us address the cold start
problem, where limited data for personalized user modeling is available. By computing
the probability distribution Mt for the user’s current geographical location, we can use
Formula 4 to calculate the state transition probability distribution Mt+1 for the user at
time t + 1.

Mt+1 = Mt × P (4)

In our HMGR model, the Markov chain begins by collecting the user’s historical
geographical location data and organizing it into a time series. Each specific location
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within the sequence is treated as a state. By analyzing the user’s historical sequence of
geographical locations, we calculate the probabilities of transitioning between adjacent
locations, capturing the likelihood of moving from one location to another. It’s worth
noting that our approach utilizes a one-step Markov chain, where each geographic loca-
tion transition occurs in a single step from one location to another. This simplification
allows us to effectively model and predict user behavior in the context of geographic
location recommendations. Finally, we compute the probability distribution Mt+1 and
compare it to the set Q of geographical locations the user has not visited yet, thereby
predicting the user’s geographic location in the next time step.

The following Example 1 demonstrates the recommendation process using Markov
chains in HMGR.

Table 1. User behavior trajectory.

User Trajectory

u1 l1 → l2 → l3 → l1 → l3

u2 l2 → l3

u3 l1→ l2 → l1

Example 1: As shown in Table 1. In the table, u1, u2, u3 represents three users,
L = {l1, l2, l3} represents three sets of geographic locations, and l1 → l2, l2 → l3,
l3 → l1, l1 → l3 represents the state pairs. According to Formula 1, we can calculate
p12 = 2/3, p13 = 1/3, p21 = 1/3, p23 = 2/3, p31 = 1 and p32 = 0. Therefore, we

obtain the state transition matrix P =
⎛
⎝

0 2/3 1/3
1/3 0 2/3
1 0 0

⎞
⎠.

Here, we set the probability of transitioning to the current location as zero. After
obtaining the transition probability matrix, we can calculate the initial state probability
distribution for the geographic location of user u2 at time t. Given that the geographic
location of user u2 at time t is l3, the initial state probability distribution of the user’s
state as Mt = (0 0 1 ). Next, we can calculate the geographic location state transition

probabilities for Mt+1 = (1 0 0 ) using Formula 4.
Upon analyzing the results, it becomes evident that the HMGR model employs a

Markov chain to predict user u2’s level of interest in different geographical locations.
The model indicates an interest level of 1 for location l1, 0 for location l2, and 0 for
location l3. Furthermore, when compared to the set Q = {l1}, the prediction suggests
that the most probable destination for user u2 in the next stage is l1.

4.2 Collaborative Filtering in HMGR

In cases where users have limited historical data, Markov chains can provide relatively
accurate recommendations. Markov chains primarily rely on the current location of the
user and the transition probabilities between locations, rather than relying heavily on
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extensive historical data. This enables Markov chains to predict the user’s next poten-
tial location using the available data and offer reasonably accurate recommendations.
However, the Markov chain model may not fully capture user preferences and personal-
ized needs, as it only considers transition probabilities and lacks direct consideration of
user interests and other contextual information. On the other hand, collaborative filtering
algorithms can leverage user similarities and abundant historical behavior data to predict
locations that users may like. Therefore, when users have a rich amount of historical
data, collaborative filtering recommendations usually achieve higher recommendation
accuracy.

In traditional collaborative filtering, there is a bias in the recommendation results
due to imbalanced user interactions with geographical locations. The interactions tend
to favor highly active users and popular locations, leading to a biased recommendation.
The overwhelming interactions from active users and popular places overshadow other
potentially relevant locations. This bias undermines the diversity of recommendations,
making the recommendation system resemble more of a search engine rather than a
personalized system.

A User-IIF algorithm [28] has been proposed in the literature to effectively address
the issue of popularity bias, where popular items tend to become evenmore popularwhile
less popular items are overlooked. In the context of geographical location recommenda-
tion, it is assumed that users exhibit similar behavior towards different locations. In our
HMGRmodel, we havemade slightmodifications to its definition in order tomitigate the
impact of popular locations. The algorithm introduces a modification to the user similar-
ity calculation.We have further refined its definition to eliminate the influence of popular
geographical locations. The calculation formula is presented as Formula 5.

wij =
∑

l∈N (i)∩N (j)
1

ln(1+N (l))√
N (i) × N (j)

(5)

where N (i) represents the set of geographical locations that user i has provided positive
feedback on. N (j) represents the set of geographical locations that user j has provided
positive feedback on. l represents the set of geographical locations for which both user
i and user j have provided positive feedback. N (l) represents the set of users who have
given positive feedback on the geographical locations in set l.

After obtaining the similarity between users, the collaborative filtering recommen-
dation algorithm recommends the geographical locations visited by the K most similar
users to the target user. This recommendation is determined using Formula 6.

Score(u, i) =
∑

v∈S(u,k)∩N (i)

wij × rvi (6)

where S(u, k) represents the top k users who have the closest interests to user u. N (i)
is the set of users who have interacted with geographical location i. wuv denotes the
similarity of interests between user u and user v. rvi represents the interest of user v in
geographical location i. Since single-action implicit feedback data is used, all rvi values
are considered as 1.

The recommendation process of collaborative filtering is as follows: Firstly, collect
the historical behavior data of users regarding geographical locations. Then, calculate
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the similarity between users to select the top K users who are most similar to the target
user. These selected users are referred to as candidate users. Finally, based on the degree
of association between the candidate users and the target user, considering factors such
as locations already viewed by the target user, sort and filter the recommendation results
to obtain the final recommendations.

The following Example 2 demonstrates the recommendation process using collabo-
rative filtering in HMGR.

Example 2:We continue to use the data from Table 1 to predict the next geographical
location that user u3 is likely to visit. After calculating the similarity between users using
Formula 5, we obtained the following similarity values: w31 = 0.67, w32 = 0.29. In this
example, assuming K = 1, the candidate user is u1. By comparing the historical data of
users u2 and u3, we found that user u2 has previously visited location l3, while user u3
has not visited l3 yet. Next, using Formula 6, we calculated the Score(u3, l3) = 0.67,
and therefore, we recommend geographical location l3 to user u3.

5 Experiments

In the experiment, we conducted a comparative study of collaborative filtering recom-
mendation, Markov Chain recommendation, and our HMGR recommendation model
using evaluation metrics such as accuracy, recall rate, and F-value. These solutions were
implemented in Java language on a personal computer equipped with an AMD Ryzen 7
5800HCPU and 16GBRAM.We utilized the Foursquare dataset, which contains offline
data for location recommendation. Specifically, we selected user geographical location
interaction sequences from different areas of New York, USA. 80% of the data was used
as the training set, and 20% of the data was used as the test set, for constructing the user
similarity matrix and conducting recommendation evaluations.

Let Ru represent the list of recommended geographical locations calculated by the
model based on user behavior in the training set, and Tu represent the list of geographical
locations that the user will actually visit in the future based on the test set. The primary
evaluation method is as follows:

(1) Precisionmeasures the proportion of accurately recommended geographical loca-
tions among the samples predicted as other locations. This metric calculates the ratio of
correctly classified positive samples to the total number of samples classified as positive
by the classifier. It indicates howmany locations in the predicted recommendation list are
actually visited by the user in the future. The precision is calculated using Formula 7.

Precision =
∑

u∈U Ru ∩ Tu∑
u∈U Ru

(7)

(2) Recall measures the proportion of correctly recommended locations among the
recommended results. This metric reflects how many of the locations that the user will
actually visit in the future are accurately predicted by the recommendation algorithm. It
is calculated by dividing the number of correctly classified positive samples by the total
number of actual positive samples. The recall can be computed using Formula 8.

Recall =
∑

u∈U Ru ∩ Tu∑
u∈U Tu

(8)
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(3) The F1 score, also known as the balanced F-score, is a metric that balances both
precision and recall, providing an overall measure of the model’s performance. It can
be seen as the harmonic mean of precision and recall. The F1 score is calculated using
Formula 9.

F1 = 2 × Precision × Recall

Precision + Recall
(9)

5.1 Determining the Recommendation Length L

Based on Fig. 2, Fig. 3 and Fig. 4, the HMGR model demonstrates improved accuracy
compared to the individual collaborative filtering and Markov chain models. The recall
rate of the HMGR model initially falls between the collaborative filtering and Markov
chain recommendations, but as the number of recommended locations increases, the
HMGR model surpasses both collaborative filtering and Markov chain recommenda-
tions. The F1 score of the HMGR model consistently falls between collaborative fil-
tering and Markov chain recommendations. As the number of recommended locations
increases, the accuracy also improves. Therefore, we set the recommendation length to 5.
When the recommendation length is 5, the F1 score of ourHMGRmodel is slightly lower
than that of the collaborative filtering, but this difference can be considered negligible.

As the recommended length increases, the decline in precision, recall, and F1 score
can be attributed to the presence of varying quality of recommended locations within
longer recommendation lists. Lower-quality recommendations may be mixed with high-
quality ones, which can adversely affect the precision and recall of the recommendations.
The F1 score serves as a comprehensive metric that takes into account both precision
and recall, providing an assessment of the overall model performance. When precision
and recall decrease, the F1 score naturally decreases as well.

Fig. 2. Precision Fig. 3. Recall

5.2 Solution to the Cold-Start Problem

As shown in Fig. 2, our proposed HMGR model achieves significantly higher preci-
sion compared to the Markov Chain and Collaborative Filtering recommendations when
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the recommendation length is set to 5. This indicates that our HMGR model effec-
tively addresses the cold-start problem, where limited user data is available for accurate
recommendations. By combining the strengths of the Markov Chain and Collabora-
tive Filtering approaches, the HMGR model provides more accurate and personalized
recommendations even in scenarios with sparse user history.

In the HMGR model, we combine the Markov chain and collaborative filtering rec-
ommendation methods. When the user’s historical data is limited, the Markov chain can
provide relatively higher recommendation accuracy. The Markov chain primarily relies
on the transition probabilities between the user’s current and future locations, rather
than relying on extensive historical data. In such cases, the Markov chain can effectively
predict the user’s next likely location and offer accurate recommendations. However,
the Markov chain model has limitations in capturing user preferences and personalized
needs since it only considers transition probabilities and overlooks user interests and
contextual information. On the other hand, collaborative filtering algorithms can lever-
age the similarity between users and their extensive historical behavior data to predict
locations that a user is likely to prefer. Thus, when users have abundant historical data,
collaborative filtering algorithms generally provide higher recommendation accuracy.
Our HMGR model combines both approaches, leading to improved accuracy in rec-
ommendations. By leveraging the strengths of both the Markov chain and collaborative
filtering, we can provide more accurate and personalized recommendations to users,
overcoming the limitations of each individual method.

Fig. 4. F1-score Fig. 5. User queue length

5.3 The Determination of New Users

As shown in Fig. 5. When the length of the user queue is less than 6, the accuracy
of the Markov chain is higher than that of collaborative filtering. However, when the
length exceeds 6, the accuracy of the Markov chain is lower than that of collaborative
filtering. This suggests that for users with a relatively short history of interactions (queue
length < 6), the Markov chain approach performs better in terms of recommendation
accuracy. On the other hand, for users with a longer history of interactions (queue length
> 6), collaborative filtering yields higher accuracy in recommendations. Therefore, the
HMGRmodel takes into account the length of the user queue to determinewhether a user
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is considered new or existing and accordingly selects the appropriate recommendation
method to provide accurate and personalized recommendations.

This is because the Markov chain recommends geographic locations to users based
on probabilistic transitions, without directly considering user interests. As the user queue
length increases, the accuracy of the Markov chain does not necessarily improve. On the
other hand, collaborative filtering recommendation utilizes users’ historical visit data to
observe their preferences and the likelihood of revisiting specific geographic locations.
As the user queue gradually grows, the user similarity matrix becomes more refined,
resulting in increased accuracy.Whendeterminingwhether a user is new,we can compare
the user queue length at which the accuracy of collaborative filtering recommendation
surpasses that of the Markov chain through testing.

6 Conclusion

In this paper, we present a novel and efficient hybrid recommendation algorithm, the
HMGR model. By combining the Markov chain algorithm with collaborative filtering,
the HMGRmodel successfully overcomes the limitations of traditional recommendation
methods, especially in terms of handling cold-start issues and providing personalized
recommendations. The experimental results demonstrate that theHMGRmodel achieves
significant improvements in various scenarios and exhibits outstanding performance in
terms of accuracy and efficiency. Of particular significance is the HMGR model’s inno-
vative approach to address the cold-start problem in collaborative filtering recommen-
dations. By leveraging the Markov chain algorithm to predict users’ latent interests, the
HMGR model can deliver effective recommendation services even for new users in the
system. For emerging recommendation systems, solving the cold-start problem is criti-
cal, and the remarkable performance of the HMGR model brings renewed hope in this
aspect. However, we also acknowledge that there is still room for further refinement in
the HMGRmodel. Future research could explore more intricateMarkov chain models to
enhance the accuracy of predicting changes in users’ interests. Additionally, integrating
other recommendation algorithms into the HMGR model presents an enticing avenue
for further enhancing the recommendation system’s overall performance.

In conclusion, this study firmly establishes the effectiveness and potential of the
HMGR model in the user geolocation recommendation system. By blending the power
of the Markov chain and collaborative filtering methods, we successfully address the
cold-start problem and substantially improve the recommendation system’s accuracy.
We believe that this research will offer valuable insights for the ongoing development
and enhancement of recommendation systems, providing users with more personalized
and precise geolocation recommendation services.
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Abstract. The protection and utilization legal system of data is of fundamental
importance in contemporary digital age. Existing research a have a problem of
essentialism of theoretical thought, which hinders researchers and legislators from
exploring the institutional framework that matches the reality of digital society
according to the inherent differences of data concepts, the process of data practice,
the application and value tradeoffs in this process. On the basis of criticizing the
essentialism perspective taken by recent studies, this article takes non-essential
Perspective for thinking legal systemof data protection andutilization, andpursuits
creative data utilization. It proposes a data usufruct operating within an expanded
framework of right to human dignity, which might provide a new way of thinking
data protection-utilization law that could balance the basic morality of the digital
age and the national digital economic policy.

Keywords: Data protection–utilization · Essentialism · The management of data
value production · Extended personality rights

1 Introduction

The “protection-utilization” legal system of data is the pillar of the legal governance
system of digital society. People often divide the protection of data rights and interests
from the rational use of data, but the two are actually thewhole. It is impossible to separate
the rules that protect the rights and interests of data from the rules of data sharing and
utilization. The “protection-utilization” legal system of data is a rule system that discards
the fundamental difference between the protection of data rights and interests and the
rational use of data and provides rule of law support for data flow in the context of
digital economy. The study of “protection-utilization” legal system of data is the overall
investigation of this rule system.

At present, the research on the “protection-utilization” legal system of data is limited
by the institutional logic of essentialism, so it is difficult to respond to the complexity of
data practice. As a mode of knowledge production, “essentialism” refers to the cognitive
path of obtaining conclusions, judgments or other types of knowledge by applying this
“essence” to concrete experience from the “essence” of universal sharing of things.
Existing studies often put the data under the existing institutional framework by defining
the essential characteristics of the data. The institutional logic of “protection-utilization”
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of data shows a strong tendency of essentialism. However, it is difficult for researchers
to deduce “how to protect and utilize data” on the basis of scientific understanding of
“what data is”.

In order to avoid the solidification of thinking caused by the institutional logic of
essentialism, we need to realize that the essence of data is not in itself, but in the pro-
cess of utilization. In the face of the interest pattern created by the use of data, it is
considered that the legal system should proceed from the legal interests and distribute
rights, obligations and responsibilities among different subjects. The legal interests of
“protection-utilization” legal system of data are constructed from the evaluation of data
value production. To define the legal interests arising from the use of data is to manage
the production of data value. On the basis of managing data value production, construct
a “data usefulness legal system that operates within the expanded personality protection
framework and encourages innovative value production”, or can respond to the legal
problem of constructing “protection-utilization” legal system of data.

2 Research Objects and Basic Concepts

The protection and utilization of the data contains the two aspects of value, one is the
individual value that data protection points to, for instance, the protection of personal
privacy, whether it regards privacy as a free right not to be peeped by the government
or society, or as the individual’s freedom to choose and act independently, in essence, it
points to the protection of individual values. The second is the economic value pointed
by data. Economic life brought by the development and prosperity of the rich material
life greatly promote the political, cultural, legal, and so on various aspects of social life of
prosperity, but when too pursuit of economic value, or absolute economic value, what it
brings is that capital operates out of control in accordance with its logic, which is bound
to erode other social values, that is, the values of other social life will be forced to make
concessions and economic values. It includes the value of the individual. Individual
value and economic pursuit are in an either-or situation, but this is not what a good
social development expects. Therefore, it is necessary to build a new value environment-
the pursuit of multiple values, limit the disorder of utilization through protection, and
promote better protection through utilization. In the multiple value evaluation system,
whether to achieve the protection of individual value or the pursuit of economic value,
the goal is the same, in order to pursue creative value and integrate the two or even
multiple values to achieve the construction of multiple values.

Currently, a lot of studies on the “protection - utilization” legal system of data try
to project its functions to the existing institutional framework by defining the essential
characteristics of the data. This path of “essentialism” does not apply to the complex
problems faced by the “protection-utilization” legal system of data. Before criticizing
the essentialist institutional logic of “protection-utilization” of data, we need to recog-
nize the characteristics and limitations of essentialism and its institutional logic itself.
Essentialism has at least three basic presupposition: (1) the same type of things exist
by some common attributes (which he attributes is incidental), is an essential part of
naming, alleged or define things [1]; (2) the attribute of things there is a “hard core” of
the content, will not be different with historical process and the situation changes; (3)
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as to the nature of property or other let a priori determines the specific presentations in
the experience things to rule out the unique needs of thinking “application”.

Although essentialism is an importantway for people to understand theworld, society
and self, its effectiveness as a mode of knowledge production has been criticized by
many scholars. First of all, some scholars do not believe that the concept has a general
meaning. Second, the essence of things is not constant, and the “hard core” content that
advocates excluding change is actually out of the wrong understanding of the concept of
essence. Finally, the essential stipulation of empirical judgment is also challenged. Thus,
it can be seen that the three basic presuppositions of the essentialist mode of knowledge
production all have inherent limitations at the philosophical level.

3 Problems and Current Situation

As an important way of knowledge production in the study of law, essentialism can effec-
tively maintain a stable and logical legal system, but it will also lead to the mechanical
rigidity of legal practice and cannot meet the practical needs of data governance [2]. The
“protection-utilization” legal system of data based on the concept, nature, basic princi-
ples and specific framework of data is inherent because it involves three propositions
related to essentialism-- the universal implication of the concept, the self-referential
nature of legal elements, and the inherent stipulation of the legal system.

The institutional logic based on the concept of data and its limitations. The essentialist
institutional logic of data “protection-utilization” is reflected in the following belief of
some scholars, that is, if the connotation of data is not defined in a scientific way, it
cannot be effectively regulated at the legal level. The understanding of data in legal
research mainly includes “bit theory”, “file theory” and carrier theory, only taking the
carrier theory as an example. This theory defines data as a bit form represented by a
combination of 0 and 1 on the basis of binary circulating on computers and networks
[3]. Jurists choose this definition mainly to distinguish it from the information stored
in traditional media, in order to take the data stored and processed by computer as a
unique object of study. Scholars seem to explore its legal regulation from the nature and
definition of data, but in fact they realize that there is a profound difference between
the “protection-utilization” of data in the computer context and the privacy protection
in the non-computer background. Thus, the former is treated as a new problem under
the current technological conditions. Therefore, the clarification of the connotation of
data science is not the logical starting point of “protection-utilization” legal system of
data but is “selected” from many definitions according to the needs of legal research
and legal evaluation. Thus, it can be seen that the essentialist institutional logic based
on the scientific definition of data lacks a certain degree of authenticity. It is precisely
because it conceals the real process of “selecting” the scientific connotation of data,
the universal concept of data does not fully specify the different data that need to be
treated differently in legislation. For the need of comprehensive regulation, a lot of
legislation covers a wider range of objects in the definition of data, which conflicts with
the theoretical starting point.

Institutional logic based on the nature of data and its limitations. The institutional
logic has at least three limitations: first, the existing academic summary of the nature
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of the data cannot cover any possible situation, that is to say, not all data are “non-
competitive” and “non-exclusive”. Secondly, if we start from the “non-specificity” and
“non-independence” of the data and deny the data as the object of civil law, this institu-
tional logic will cover up the real process of data replication and evaluation. Finally, this
essentialist institutional logic does not realize that it is the “application” that determines
the nature of the data, not the nature of the data.

Institutional logic based on basic principles and its limitations. In addition to the sci-
entific connotation and essential attribute of data, the institutional logic of essentialism
may also stipulate the attribution of data rights on the premise of basic principles such as
“labor empowerment theory” or “Coase theorem”. Unlike Locke’s property, people can
use data without occupying the original data set by copying. Therefore, the demand of
individualization or even exclusive possession is not the hard demand of using data, but
more important to explore the institutional framework to promote the common prosper-
ity of mankind through the use of data. Secondly, the application of labor empowerment
theory out of context will cause researchers to ignore the real process of value produc-
tion and trade-off. Without the analysis of the value production process, it is impossible
to determine the applicability of the labor empowerment theory. Compared with land
and other traditional property, the data does not have a relatively definite value produc-
tion path. While it creates huge economic value, it also causes value derogation due to
external negative effects such as consumption manipulation, privacy invasion, informa-
tion cocoon house, human participation and the marginalization of decision-making [4].
Therefore, apart from the real process of value production and trade-off, the application
of labor empowerment theory in an essentialist way may cover up the complexity of the
problem. Finally, the institutional exploration with the labor empowerment theory as the
logical starting point masks the key role of “application” in the process of theoretical
construction.

The institutional logic starting from the specific legal framework and its limitations.
In the face of data as a new item, the most common way of regulation is to bring it into
the existing legal framework. As long as it is consistent with the constitutive elements of
the regulatory object of the legal framework, the data can be regarded as the same kind of
object into the scope of effectiveness of the specific legal framework. However, because
legislators did not foresee the mode of production of data value in the digital age when
formulating these legal frameworks, the coincidence of these constituent elements with
data is only an accidental phenomenon. it is difficult to overcome the inherent limitations
of essentialist institutional logic by adhering to the mode of thinking that meets the
elements. On the one hand, large amounts of data can’t really meet the constituent
elements required by these legal frameworks, thus can not be incorporated into the
protection of specific legal frameworks. On the other hand, the constituent elements of
different legal frameworks may create unnecessary internal cuts to data sets. Secondly,
the practice of anchoring to a single legal framework according to the guidelines of
the constituent elements may obscure the complexity of the production process of data
value. Finally, from the data protection proposition of trade secrets, we can see that the
key to comparing data to trade secrets is not its constituent elements, but the application
focus of weighing the production of data value. Along the path of essentialism, people
tend to get caught up in the laborious work of screening a large number of unstructured
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data sets in experience with constitutive elements, and it is difficult to pay attention to
more fundamental problems.

4 From Essentialism to Non-essential Perspective of Protection
and Utilization of Data

As an important way of knowledge production in legal research, essentialism can effec-
tivelymaintain a fairly stable and logical legal system, but it will also lead to themechan-
ical rigidity of legal practice and cannot meet the practical needs of data governance.
[2].

The criticism of essentialism does not mean moving towards the position of anti-
essentialism. This will destroy people’s perceptions about the “protection-utilization”
of data and push the legal system into an abyss of total uncertainty [5]. The serious
criticism of the logic of the essentialist system is based on the needs of practical seeking
to break the old, fixed formula in the formation of legal knowledge, so that people
can focus on the practical form pointed to the “protection-utilization” legal system of
data. The digital economy rooted in data “protection-utilization” is a creative economy,
and the development of data value does not follow the past stable model. This creative
value production has led to the continuous changes in the interest pattern of all parties
and possible legal status. Starting from existing legal frameworks, it is either difficult
to support the creative nature of the digital economy, or it is impossible to respond to
complex and diverse situations. In view of this, the research “protection-utilization” legal
system of data needs to anchor a new foundation to meet the needs of researchers to
judge legal issues in the context of a creative economy. The institutional logic of critical
essentialism is to establish this foundation or practice form: the production management
of data value.

4.1 Utilization of Data: A New Perspective

Starting from the use of data is the first step to break away from the essentialist way of
thinking and reconstruct the institutional logic of “protection-utilization”. According to
the above analysis, to think about the “protection-utilization” legal system of data from
the nature of data is to make the fresh data in the process of utilization into a “mummy of
data concept” [6]. This seems to be the worship and worship of the nature of data science
by legal people, but it actually blots out the life shown in the process of data utilization.
For example,many legal researchers believe that in order to study the ownership of data, it
is necessary to clarify the difference between data and information: the exercise of similar
portability belongs to the data problem, while the platform collects personal information
without the consent of the user. There is a certain theoretical basis for this distinction,
and “data issues” pay attention to the security of the system and the integrity of data;
and “information issues” focus on reducing the scope of being known and circulating
for personal information. However, this “basis” cannot be understood according to the
nature of the data itself, but can only be regarded as supported, changes, or hindered
some kind of data utilization, and a certain subject is necessary. In other words, the real
difference is not the essence of data, but the practical form of data utilization. For the
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“protection-utilization” legal system of research data, paying attention to data use is far
more important than questioning its essence.

4.2 Production of Data Value: The Necessary Background

Starting from the real-life process of human material production that ensures that peo-
ple can produce from the social structure [7], reconstruct the institutional logic of
“protection-utilization” of data. This investigation refused to preset the premise of essen-
tialism, but from the reality before. This premise is people. In this perspective, data
utilization is not an abstract activity, but an activity that is understood in the relationship
between data and people themselves. People are constantly customizing the use of data
according to their own standards, and their experiences with data and the real world are
also shaping the people as subjects and their scales. Thus, Data utilization is a process
of constantly converging the use of data with human needs, that is, the process of pro-
ducing its value. The people concerned by the “protection-utilization” legal system of
data are the realistic people who live in the society. This requires researchers’ thinking
must be based on the social background of realizing value production through transac-
tions and systematic operations, and keep two insights in mind: (1) Some value mode
of production in the socialization process deviation due to distorted human scale direc-
tion;(2) Differential different value production methods compete for dominant position
in the social field. The “protection-utilization” legal system of data inevitably affects the
distribution pattern of data value production methods.

In the most universal sense, the production can be divided into two conflicting ways:
people-oriented multi-value production and economic efficiency-centered value pro-
duction. The former uses “data utilization” as a means to enhance human cognition,
judgment and action, and promote human development and prosperity. Because of the
diversity of human existence, the use of people-oriented data requires the pursuit of
different social, aesthetic or ethical values according to individual needs in different sit-
uations. The “fuzziness” and “friction” which inevitably lead to inefficiency in the use
of data are essential to this value mode of production in some cases [8]. Under the social
conditions where economic efficiency-centered value production occupies a dominant
position in most fields, people-oriented value production is in jeopardy. However, the
technical design of encryption technology and embedded value still tries to enable peo-
ple to better control their own information and data by changing the mode of economic
operation and technical conditions. And set up the final line of defense for people to
control their lives in the control network of capital, technology and power [9].

On the other hand, although the value production centered on economic efficiency
takes digital products and services as the basis to meet human needs, it does not regard
this satisfaction as the goal of data utilization. The main manifestation of this value
mode of production is that institutions with equipment, large databases and professional
data analysis technology mine commercially valuable information in order to improve
products and services. Although the economic value production of data is the social
labor of users, the analysis of data engineers, and the operation and maintenance of
platform corporate employees, the products and services generated in the final analysis
are not available for workers and wider public, so beginning to the existence of dis-
sidents [10]. With the development of data processing and the prosperity of platform
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economy, digital capital gradually takes the lead in the whole process of data value, even
by constructing false digital demand, to control users as producers of data value and con-
sumers of data goods from the material level to the spiritual level. This kind of economic
efficiency-centered data value production and people-oriented data utilization compete
with each other, which together constitute the necessary background for understanding
the “protection-utilization” legal system of data.

4.3 Managing Data Value Producing: The Application Focus

The “protection-utilization” legal system of data cannot only stay at the level of under-
standing the social process of data value production. Instead, it must be settled to a
constructive and evaluated application level. As an integral part of cultural practice, the
legal system cannot be satisfiedwith the scientific understanding of the realistic order but
should integrate “interest” and “knowledge” [11]. challenge the realistic order by stan-
dardizing the existing interest pattern. The historical legitimacy of the values guaranteed
and pursued by law such as justice, freedom and goodness lies in the contents that have
not yet been realized in the realistic order [12]. Therefore, the "protection-utilization”
legal system of data can only make a diagnosis and choice between consolidating the
order dominated by digital capital and power and promoting the ideal prospect of a dig-
ital society that promotes the development of multiple endowments of human beings.
And take the regulation of each data utilization behavior as an intervention in the real
order, in order to construct a basic social order that meets the normative requirements
in the context of the rapid development of digital technology. If we ignore the norma-
tive requirements of realizing individual autonomy, self-determination and subjectivity
under the new conditions of digitalization and intelligence, and do not mention creating
space for individuals to live in a fair, rational and transparent digital environment and
realize the free development of personality, the personal data protection legal system is
out of the question.

The application of “protection-utilization” legal system of data is to manage the
production of data value, so that data utilization can produce desirable value combina-
tions. The metaphor of management behavior means that the institutional “protection-
utilization” legal system of data is regarded as an actor who promotes a specific value
combination through judgment and decision-making in the ever-changing information
current of complex world facts [13]. Data utilization supports a series of social processes
full of liquid operation, such as flow, sharing, tracking, interaction, screen reading, remix-
ing and so on. Legal evaluation needs to be the same dynamic and should be close to
the management behavior that can respond to changes in situation. With the characteris-
tics of liquid governance. The fact that data value production is creative means that the
interest pattern may change beyond what legislators have imagined with data utilization,
which requires “protection-utilization” not only to determine specific situations based on
a priori rules, but to develop such rules from the reality created by data utilization actions.
Norms can only be presented in the process of things [14], and the role of managers can
highlight the importance of this fact more than the role of traditional legislators. Thus
it can be seen that the starting point of thinking about the “protection-utilization” legal
system of data is to regard society as a whole of data value production, and to support
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social practices that can produce desirable value combinations by means of empower-
ment, licensing, supervision and judicial adjudication in the dynamic process of data
utilization [15].

As the focus of application, the production management of data value integrates
the legislative activities, rule interpretation and other types of institutional practice of
the “protection-utilization” legal system of data into a coherent system. The protection
and utilization of data in the intelligent society is not a piecemeal or trivial problem,
but involves the fundamental problem of maintaining human freedom, autonomy and
autonomy through subjective construction under the new technological conditions. The
“protection-utilization” legal system of data is not a governance tool for competing for
special goals in independent battlefields, but a grand narrative supported by several sce-
narios. If “protection-utilization” cannot be regarded as a “meaningful whole”, it will
be impossible to construct a consistent legal system to respond to the omni-directional
challenges posed by the digital society to human life at an invisible level. The appli-
cation of data value production management can provide the ultimate significance for
all the practices of the “protection-utilization” legal system of data. The integration of
personality interests and property rights and interests, empowerment and supervision
path, public law protection and private law protection, constitution and general legal
framework is the key to bring digital utilization into the track of normative review and
rule of law.

5 Human-Centered Innovative Value Production: The Ends

The management of data value production should be based on a belief in the legal
practice of “protection-utilization” of the whole data, and [16] to prove the purpose,
goal or principle of data value production management. It is hard to define this belief
system from inside the legal system, and exploring this issue inevitably involves the
debate on the basic principles of justice and the pursuit of values in the digital age.
Before entering the discussion of the specific legal framework, it is necessary to go deep
into the debate of political philosophy and clarify the belief basis of management data
value production from four levels.

5.1 Maintaining Subjectivity of Human Beings

As the dominant technology category in the digital society, data utilization must first
support the purpose of the technology itself. On the basis of eliminating all kinds of
misunderstandings of modern social concepts, German philosopher Oswald Spengler
traced technology back to the source of “survival strategy to support the will to pow-
er” [17]. As a kind of purposeful action, technology has its real existence only when
it is produced creatively to counter the hostile environment. But as this action evolved
from struggle and conquest with nature to plunder, enslavement and manipulation of
the world, technology began to betray its purpose. Data may also be involved in the
technological rebellion in new ways. As a typical way of contemporary data utilization,
algorithmic governance does not regard people as practical, empirical, present individ-
uals with complex emotions, but as fragments in a large number of scattered personal
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data in an atomized way. The architecture that provides the basic conditions for the use
of such data focuses on the impersonal and fragmented collection of digital traces in
daily life and communication only for the sake of prediction [18]. Individuals as moral
actors or subjects are in jeopardy in this digital architecture that has evolved to support
the widespread use of data.

Subjectivity is a normative category that limits the destructive effects of capital
control and technological betrayal in modern society. In the aspect of law, subjectivity
is expressed as the basic principles of “safeguarding human dignity” and “ensuring
the free development of personality”. Under the technological conditions of the digital
society, the core of this personality interest is to “effectively defend against the possible
personality intervention of others, so as to freely participate in social life and realize
the free development of personality” The EU countries represented by Germany put the
“right to self-determination of information” into the list of general personality rights,
which is a typical way to protect subjectivity at the legal level [19]. Although, Although
the human dominant position in the digital age can be maintained to a certain extent in
the way of general personality rights and interests, the metaphor of “management” has
the following additional value. (1) It can highlight the importance of value tradeoff. Even
in the “inviolable areas” of “safeguarding private life”, it is a tradeoff to regard the values
of “inviolable freedom” and “human dignity” as absolute priority over other competitive
principles [20]. The metaphor of management is more helpful to avoid treating the
“protection-utilization” of data as a simple process in which the rules apply. (2) Can
understand and meet the institutional needs of maintaining subjectivity from a broader
level. The digital architecture can avoid the general personality rights protection model
with the rule of informed consent as the core. Regarding “maintaining the status of human
subjectivity without being weakened” as the management goal is conducive to flexibly
mobilizing a variety of institutional resources, making legal governance embedded in
the review and supervision of architectural design, and improving the situation of human
freedom and dignity in the digital age as a whole.

5.2 Encourage Pluralistic and Innovative Utilization

On the premise that the status of human subjectivity will not be weakened and the
realization of internal goals in the field of maintenance, it is necessary to consider
whether data practice is conducive to innovating lifestyles in a diversified way. On the
one hand, the use of diversitymeans that, first of all, it does not follow theway customized
by the existing economic system (although it needs to rely on the economic system to
cash in its mechanisms). Instead, the value of data is mined in the way prescribed in
the fields of social, aesthetic, justice, culture and ethics. On the other hand, the creative
use of data is not primarily about technology but refers to the innovative utility of data
use: it can either release a way of life suppressed by the economic system or develop
unprecedented life practices. These two aspects are inseparable, and the multiple use of
data value can usually enrich people’s social lifestyle. Promoting the common prosperity
of mankind through the use of data is the ideal goal of the digital society [22].

If the use of data can be accompanied by the innovation of lifestyle, it should take
precedence over the practice stipulated by the existing social and economic system
in the tradeoff of the system of “protection-utilization” of data. This claim needs to
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be morally defended. Cybernetics and complexity theory are the weakest and most
defensible paths. In the view of cybernetics theorists, the world as a whole obeys the
second law of thermodynamics: chaos is increasing and order is decreasing. In areas
where human society can make progress, the increase of local order can always be
achieved [23]. In order to maintain the order of human life in a diverse environment,
social systems must have the necessary diversity [24]. The innovation of life style is
the source of complexity within human society as a system, in order to provide the
necessary diversity to cope with the environment. However, the dominant structure of
the existing social system, such as the business model, will always inhibit the innovation
of people’s way of life. The Internet and digital technologiesmake large enterprisesmore
capable of defining and shaping people’s needs and interests, and continue to promote
the colonization of business models to the living world. Even if there is data utilization
beyond the established model, as long as the dominant model or framework refuses to
interact with it, data utilization with the potential for innovative lifestyles can be easily
excluded from the social system [25]. As an important part of the social system regulator,
the “protection-utilization” legal system of data should give priority to the use of data
in innovative life styles in order to weaken the exclusion of social systems and promote
the diversification of life styles.

5.3 Pursuing Economic Value: Benefits Most General Ones

On the premise of meeting the above three management objectives, the economic value
created by the data utilization should benefit the most general public, especially those
who are most disadvantaged in the digital society. Compared with the traditional market
economic system which relies on contract and competition mechanism based on clear
property rights, data utilization should be regarded as a more extensive cooperative
undertaking. In the process of data generation, the activities of users provide important
materials and power. In allocating the value created by the data utilization, everyone’s
interests should be included in a mutually beneficial structure so that the results of data
value production are generally shared by the public.

Levying digital service tax is an important way to achieve this goal of value distri-
bution. The main factor that hinders the use of data to benefit the general public is the
digital gap: the differences in the information and communication technology in terms
of ownership, skills, and application make some groups cannot share the benefits of the
development of the digital economy, resulting in serious inequality. When the inequality
caused by the digital divide exceeds a certain limit, the open opportunities for some peo-
ple to use data for self-development will be reduced [26], thus thwarting themanagement
goal of developing multiple values of data through the outbreak of creativity at the micro
level. Therefore, it is necessary to make use of the economic benefits created by data as
the goal of public sharing and settle on the group benefits in the most disadvantageous
position of the digital society. There are two institutional paths towards this goal: either
to ban the use of data that is not conducive to such groups from the source of value
production, or to restore competitive neutrality through the levy of digital services tax.
The shaping of the redistribution of benefits can better accommodate the social environ-
ment of multiple use of data. There is no moral justification for the choice of these two
paths, but only a tradeoff. Even without considering the technical difficulties in practice,
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compared with the source prohibition, levying digital service tax can reduce the direct
intervention of public authorities in the use of data and avoid excessive inhibition on
the vitality of market subjects. Levying digital service tax is a better way to balance the
moral requirements and policy objectives of value distribution.

6 Reconstruction of Data Protection - Utilization Legal System

The production of managing data value with the goal of innovation is the logical anchor
of the “protection-utilization” legal system of data. The subject who practices in a play-
ful way on the basis of autonomy is the source of innovative data value production. The
intrinsic purpose of the field can provide normative guidance in the field of innovation.
Tilt protection creative data utilization can provide direct institutional support for this
process. Achieving universal benefits through redistribution can to some extent repair the
inhibition of innovation caused by the dominant economic and social structure. In order
to achieve this management goal, the specific system should create an environment that
encourages innovative data value production. For this reason, this paper puts forward a
kind of “data usefulness rules operating within the framework of extended personality
rights and interests protection”, which promotes the realization of the goal of innova-
tive data value production management on the basis of implementing non-essentialism
institutional logic.

6.1 Extended Framework of Personality Rights

In modern society, the subject is conceived as an individual who can choose freely,
act independently and assume corresponding responsibilities. This concept of subject
continues to the understanding and construction of data rights and interests in the con-
temporary legal system. In view of the fact that creative practice usually occurs in the
process of direct encounter between man and nature, under the premise that the social
environment leaves room for this encounter, the autonomy of the subject will naturally be
accompanied by creative achievements. Therefore, the legal systemwith the autonomous
subject as the core can promote the prosperity of human creative practice.

If the legal system in the digital age wants to achieve the same goal, it cannot
stop at ensuring the autonomy of the subject. Computer algorithms have changed the
medium of human practice in the digital age. The data presented by natural facts can
be converted into code into calculation only if it is neatly organized under the carefully
compiled category. Even if there is the slightest cognitive inconsistency between reality
and code, prediction-oriented computing can bridge this gap through selective cognition
and achieveoverall unity [27]. Therefore, the artificial classification schemeandontology
structure have been embedded in the algorithm.When digital devices driven by computer
algorithms infiltrate into all aspects of people’s lives through interconnection, it makes
code and software become the medium of cognition and action, thus cutting off people’s
encounter with the physical world. The technical architecture built by digital devices has
even become the law of cyberspace, determining what people can and cannot do [28].
Only by creating new measures and possibilities can we continue to create new things
and values. For regulating digital technology, the system of protecting personality rights
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and interests needs to shift from ensuring the autonomy of the subject to paying attention
to its creative possibility.

This shift requires the “protection-utilization” legal system of data to expand the
protection of personality rights and interests to supplement the shortcomings of tradi-
tional privacy protection and data self-determination. “expansion” mainly refers to the
environment that gives the subject the guarantee of peace of life and the qualification
of autonomy of the will to actually maintain these functions of the subject, especially
to support creative practice. Subject is a completely abstract concept, which should be
understood as the product of the interaction between creative self and social shaping fac-
tors. Only when this interaction can be realized without self-inhibition can creative value
continue to emerge. Thus, it can be seen that the self-subject has media and social depen-
dence. Because the algorithm logic only focuses on the statistical correlation between
elements, but cannot be understood by ordinary individuals, digital media will actually
affect the interaction between the self and the social environment. When people lack
the understanding of digital architecture, it is difficult to bypass the restrictions imposed
by the dominant value production model and creatively use data in a game way. When
the digital architecture reduces the rich contingency under natural conditions because
of the inherent artificial structure, the probability of people opening up new practice
patterns due to the accident or accident of the environment is also reduced. Therefore,
researchers should not only focus on people’s data privacy and control, but also pay
attention to the conditions needed to enable subjects to innovate data value production
in a game and emerging way. And make the “protection-utilization” legal system of
data pay attention to the design and operation practices that realize and maintain this
condition. Therefore, the protection of data personality rights and interests should move
from the traditional defensive and controlling traditional means to the “expanded per-
sonality rights protection” framework of constructing the creative practice conditions of
the subject.

The “protection-utilization” legal system of data can realize the attention to the
technical conditions of the “extended personality rights and interests protection” in two
ways: (1) the governance of the embedded technical framework, and (2) the proposition
of the availability of traditional media. Embedded supervision of digital architecture
is the most direct way to achieve embedded governance. In addition to this kind of
embedded governance, it can also give different subjects the right to advocate traditional
technological media, hinder the technology architecture to fully cover people’s daily
life, reserve “breathing space” for self-development, and ensure the openness of space,
information and cognition.

Although there are different possibilities in the path of the system implementation,
the extended personality rights and interests protection of digital society serves the same
purpose: to accommodate non-linear data value production. This framework does not
directly adjust the behavior of data utilization, but to adjust the environment in which the
data flow operates. The establishment of a good pipeline will not directly optimize the
water quality but can improve the supply of water. Similarly, a healthy data transmission
environment can make room for the subject’s gameplay and self-development and estab-
lish the foundation for creative practice. Extended personality protection cannot replace
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data privacy protection and data autonomy based on informed consent rules, but to cre-
ate conditions for the effectiveness of these traditional mechanisms. This framework
which integrates the protection and use of data is more developed from the provisions of
human dignity and freedom in the Constitution than from the personality right system
in the Civil Code, so it takes precedence over the data usefulness system with the rights
and interests of private law as the core. As the regulation of environmental or practical
premise, expanding the protection of personality rights and interests should also have
absolute priority over specific data utilization rules. Therefore, the extended protection of
personality rights and interests has a lexicographic priority in the “protection-utilization”
legal system of data: only on the premise of exhaustion of this framework can we enter
into the tradeoff and application of data usefulness rules, or usefulness rules operate
within the framework of extended personality rights and interests.

6.2 Data Utilization Framework with Goal of Promoting Value Production

The existing economicmodel takes themarket as the coremechanism of resource alloca-
tion, and the “protection-utilization” legal system of data should ensure the effectiveness
of the market mechanism in this field, especially in order to encourage the production of
data value. Respect the productive input of data processors in data collection and pro-
cessing. Under the premise of significant difficulties in the allocation of data property
rights, data usefulness rules can meet the processing, control, research and development,
license and even transfer of data ownership needs, protect and promote the production
of data value. Most importantly, the “protection-utilization” legal system of data should
accommodate developments and changes, and uniform rules for the use of data cannot
be determined in advance. In view of the fact that the productive input of data processors
is related to the meaning, determination and even planning of the value of their pro-
duction data. In order to encourage the maximum development of data value, different
usefulness rules should be set up according to this meaning to form a differential order
pattern. The specific analysis is as follows:

6.2.1 Small Amounts of Productive Input Lacking a Clear Utilization Plan

The labor input in advance may change the moral status of the subject and enable it to
obtain the legitimacy ofmonopolizing the use of data.At the same time, the establishment
of exclusive ownership on data will increase the cost of data circulation, is not conducive
to the free flow and access of information and has a negative impact on the production
of data value. In order to optimize data value production, exclusive data rights should
only protect productive inputs that demonstrate a determination to use the data or have
a clear plan, rather than any effort made in the data collection process. Considering that
the number of productive costs invested in collecting data can to some extent indicate
the collector’s determination to use the data, low productive inputs cannot provide any
support for this subjective state. Therefore, the lack of low productive input in a clear
utilization plan is not enough to constitute that the market subject has priority over the
data controlled by himself. Other subjects do not need to obtain their own permission to
use the data independently without violating other restrictions of laws and regulations
(for example, the crime of trespassing into computer information systems). Even if the
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data controllers take corresponding confidentiality measures, they cannot regard this part
of the data as trade secrets and resist the use of others. Although this regulation affects
the supply side of the data industry due to the derogation of the value of data controlled
by market entities specializing in data collection, it can still be effectively defended by
reducing speculation in the data market and promoting the healthy flow of data from the
source.

6.2.2 Moderate Productive Inputs or with a Plan that May Support Production
of Desirable Value

The second case, the market subject actions show that they are willing to continue to
invest in mining the value of data. The subjective will of the market subject can still be
distinguished from the two aspects of labor achievement and the quantity of productive
input. In terms of labor results, the market subject has left significant processing traces
on the data set through selection and arrangement, although it has not yet reached the
originality required by the compilation works. However, it may support the desirable
plan for the market subject to continue to create the value of the relevant data. In terms of
cost input, operators have obvious productive input, although they have not paid a lot of
cost, but it is enough to show their determination to continue tomine the value of relevant
data. These two aspects are usually closely related, and a certain scale of productive input
can usually make the original data reflect the possibility of supporting certain desirable
value combinations through collection and arrangement. In the case of meeting any kind
of conditions, the market subject can be regarded as the willingness to continue to invest
to create a desirable value combination, but it is not enough to guarantee to support this
kind of data value production in a stable way. As a manager, arrangements should be
made according to the development of the situation with a wait-and-see attitude.

In terms of system, this kind of “wait-and-see” is embodied in that it does not protect
the original data collected by operators, but it makes the market subject in a specific legal
position and can obtain some degree of monopoly through “further action”. There are at
least two situations of “further action”: (1) data sets can be defended in the form of trade
secrets under the premise of confidentiality measures; and (2) through further production
inputs, develop data products or provide data services on the basis of relevant data sets.
Under these conditions, market subjects enjoy competitive property rights and interests
in respect of their products and services, which are protected by the general provisions
of the Anti-unfair Competition Law. It can be seen that as the “further action” shows the
determination and plan of the operator’s production data value more and more clearly,
the stronger the monopoly protection given by the legal system on the corresponding
data controlled by the operator.

6.2.3 Large Amount of Productive Input or with a Specific Plan to Support
Production of Desirable Value

In the third case, the actions of market players show that they have a strong desire tomine
the value of data. Similarly, the subjective will of the market subject can be distinguished
from the two aspects of labor achievement and the quantity of productive input. In terms
of labor results, the data set processed by the operator can “obviously support a clear
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plan for the desired value combination”. In terms of cost input, operators have invested
a lot of labor and resources. Both aspects show that operators (compared with market
players who are not willing to pay such investment) are likely to know how to use these
data to create greater value and can support the production of relevant data value in a
stable way. In this case, monopoly should be established through the legal system to
create scarcity, and the data set controlled by the operator should be separated from the
data Commons in a significant way. The most valuable system is the special rights rule
of the EU Database Protection Directive, which gives database makers certain exclusive
rights, which not only prohibit others from using and disseminating all or substantive
parts of the database without permission, but also prohibit others from repeatedly and
systematically using and disseminating the non-substantive contents of the database.
The term of this exclusive right is fifteen years from the date of completion of the
database. Considering that the purpose of establishing the exclusive right is to protect
the realization of the operator’s data value production goal, the period of monopoly
protection should be commensurate with the reasonable cycle of data product or service
innovation. It can be seen that the period of fifteen years is obviously too long, and the
period of exclusive rights should be defined in the light of the stage of technological
development.

During the period of this exclusive right, the development of events may present
two situations. The first is that operators do not continue to make substantial use of the
data and fail to further tap the value of the data. In this case, the special right status of
the operator is lost with the end of the exclusive period. The second is that the operator
makes the database or intelligent algorithm reach the standard of compiling works or
patents by mining the value of the data, and the operator enjoys the copyright or patent
right with reference to the intellectual property Law. The acquisition of copyright or
patent does not lead to the loss of the exclusive right of the operator. The law should also
encourage operators to continue tomake productive inputs and createmore value through
continuous monopoly protection. There are at least two exceptions to the exclusive
rights during this period of protection: (1) usefulness exhaustion: if an operator uses his
exclusive right to data to seek a market monopoly, his exclusive use of the relevant data
should be terminated;(2) Originality confrontation: other subjects obtain data controlled
by exclusive rights subjects through web crawlers, but if their use of relevant data can
producemultiple values and enrich people’s social life style, it should be supported by the
“protection-utilization” legal system of data. However, other subjects who cause damage
to the competitive interests of exclusive owners while making use of the relevant data
can request compensation, but this kind of compensation does not affect the legitimacy
of data use behavior.

7 Conclusion

The new technological practice is constantly impacting the traditional ways of social
life. In this context, emancipating the mind is inevitable to understand and reshape the
current legal system and better respond to the reality. To emancipate the mind, there is
great need to break the old ways of thinking and taking new perspectives.

By criticizing essentialism, the self-sustaining boring decoration of the old ways of
thinking has fallen off, revealing the fundamental relationship between technology, legal
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system and human beings: (1) Technology is a survival strategy for people to releasing
their own creative power in a cruel environment. (2) The key function of a Legal system
is always to establish an appropriate social condition for creation. If human beings must
be cruel and barbaric, it is necessary to return this barbaric creativity to mankind.

The anchor of data protection-utilization legal system is to release this creativity.
On the basis of the application fulcrum of managing data value production, this article
proposes a legal system of data usufructuary rules that operating within the framework
of expanded personality rights protection.

Perhaps this kind of institutional conception is just the insignificant place, on which
Marx or other great thinkers has set out. Every step forward is a major institutional
project to reorganize a society that is splitting up in digital technology and redeem
future of human beings from a gloomy prospect caused by restraining creativity.
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Abstract. Data is the oil of the new digital era, and whoever gets the data gets
the first chance of development. Government data is the data type with the most
complete preservation and the largest scale in the data classification system. Open
government data has become the focus of digital strategies in all countries. China
has unique institutional advantages and is committed to forming a nationally inte-
grated infrastructure institutional system and technical system: In terms of orga-
nizational construction, China has formed the National Data Bureau after insti-
tutional reform, which together with provincial data management bureaus forms
an intensive and integrated digital government with central and local synergy,
uniform standards and efficient operation. In terms of market construction, the
central government policy encourages and local governments form a two-tier data
market and authorized operation mechanism on an early and pilot basis, in order
to give full play to the role of a competent government and an effective market,
which is the centralized embodiment of national governance capacity modern-
ization in the field of big data. Comparing with the EU government data space
strategy, the Chinese government is committed to taking up the role of improving
public welfare, bridging digital trust, and building a credible digital ecosystem. It
can be found that the government’s role changes from administrative regulator to
cooperative organizer, from one-way bureaucratic governance to two-way inter-
active service, neither laissez-faire nor over-interference in the market formation
process, and adopts a government-directed market-led policy approach to provide
and guarantee the innovation environment of the digital economy.

Keywords: Data governance · Open government data · Promising government
and the efficient market · Two-tier market of data element transaction

1 Introduction

The world economy has moved from industrial economy to digital economy era, and
digital economy is the main economic form after agricultural economy and industrial
economy, which is a new economic form with data resources as the key element, mod-
ern information network as the main carrier, convergence application of information
and communication technology and digital transformation of all factors as the important
driving force to promote fairness and efficiency more uniform. Under the development
of digital economy, in order to strengthen the high-quality supply of data and innovate
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the mechanism of data element development and utilization, data governance and data
element market aim to build a credible circulation ecology of data and a market of sus-
tainable utilization of data, respectively [1]. The EU and China have proposed different
responses to this common challenge of the times, with the EU releasing a series of bills
to facilitate the formation of the EU single market, and China taking advantage of its
institutional advantages to jointly promote “Digital China” and “Data Element Market”
through “central policy support and local early and pilot implementation”. Among them,
the open use of government data has become the focus of attention.

Themain reasons for choosing open access to government data as a research perspec-
tive are, firstly, that government data originates from the public sector, contains public
interests and is a public resource of society, which should be “taken from and used by”;
secondly, compared with personal data, government data is less exposed to the risk of
infringement of privacy and basic data rights, but due to historical reasons and popular
beliefs, they face more challenges in Europe than in China; thirdly, due to the differences
in national institutions and conditions, the EU and China’s initiatives on open access to
government data show the differences in the roles of the state and the market.

This paper will compare the initiatives of the EU andChina in the open use of govern-
ment data from the perspective of legislation and organization building, and analyze why
and how China has formed a “centralized-decentralized-re-centralized” organizational
structure with the unified guidance of the government and the cooperation of multi-
ple entities in terms of history, national conditions, institutional mechanisms, and legal
attributes of government data resources. The shift of the Chinese government’s role in
government data openness is consistent with the modernization of China’s governance
system and capacity, reflecting the advantages of centralized integration of government
data resources under the public ownership system and the cooperation between the active
government and the effective market under the socialist market economy. In anticipation
of forming experiences that China and the EU can learn from each other in the open use
of government data.

2 Open Data Act in Eu and China

2.1 Open Data Policy Under the National Strategy

The actions in EU’s open data have been influenced by the Open Data Movement, with
multifaceted content and sustained time. In the late 1980s, the European Union issued
the Public Sector InformationDirective (PSI), which focuses on improving collaboration
between the public and private sectors in the information market. However, the needs of
the private sector have not been fully addressed. It was not until 2002, European Action
Plan established the EU Public Sector Information Development Framework proposal
which has been realized the decentralized legislation and fragmented regulation in the
EU, and hindered the development of information products and services in Europe [2].
This proposal was incorporated into the new PSI directive to coordinate openness and
reuse of data, focusing mainly on government transparency and fair competition in the
market, and providing institutional arrangements and unified rules such as Licensing
System [3]. Since then, the PSI Directive has been reviewed and modified several times,
with exponential growth in data availability and technologies.
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The 2013 Amendment [the Directive (2013/37/EU)] officially mentioned the “right
to reuse” of data, aiming at ensuring the social use of open data [4]. During 2007 and
2008, the EU balanced data regulation and data usage continuously, but it is clear that
the EU’s open data objectives still focused on improving government transparency and
social governance. In addition, due to the fragmentation of the EU’s legal framework
for data protection and utilization, data protection law takes the main position while
data market law and data governance law fail to follow up immediately. Furthermore,
GDPR has established a high wall for enterprises data usage, with a fairly broad legal
foundation that not only formalizes the process of data subjects exercising their rights,
but also generates extremely high information costs and significant law enforcement
costs. At the same time, the lack of general awareness between public and private sec-
tors and technical difficulties, open data policy failed to help European countries occupy
a leading position in the digital economy. Therefore, after 2017, the EU began actively
developing a single market strategy aimed at exploring EU data flow issues, including
access and transmission of machine-generated data, liability and security, data portabil-
ity, data interoperability, etc., and committed to developing an overall policy framework
that can promote the data value chain and improve the operating conditions of data
intensive industries [5]. The overall objective of open data is to promote the availability
of information, and improve the reusability of public sector information that not only
contributes to the transparency and accountability of public administrations, but also
brings additional attractions in terms of economic and technological innovation. On
April 25 2018, the European Commission released the “Towards a Common European
Data Space” communication accompanied with the package plan of “Building a Euro-
pean Data Economy”, proposed a set of measures to form a common European data
space, and aimed at developing new products and services based on data reuse and uti-
lizing data to drive innovation for social benefits [6]. On February 19 2020, the European
data strategy announced that the committee would invest in the European government
data space in strategic economic sectors and public interest areas. The European data
commons cover ten areas such as industry, healthcare, agriculture and finance.

The EU’s historical tradition of human rights and concerns on digital capitalism
have led to a strict model of data governance. Only a decade ago, data governance was
considered to be the control and management of data. As the perception of the value
of data has deepened, people tend to understand data governance as a cross-functional
framework with specific rights, obligations, and formal systems for applications. Data
governance research in the EU indicates that insufficient data sharing is a key challenge
for organizational innovation, particularly in the field of public services. It is not just
technical barriers that hinder data sharing, but also helps to understand the balance
between the basic rights of data and the public interests under the development of the
digital economy, and dispels the hidden worry about the uncontrolled development of
data. The EuropeanUnion’s Digital GovernanceAct aims to establish new public-private
partnerships and form trusted data intermediaries to bridge digital trust. At present, EU
law provides abundant rights and value structures for data, but bottom-up individual
actions often hinder the potential for improving the public interest, as personal data is
public in nature and simple data protection is not the primary objective. “Public interests
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are not a choice between data protection and profits, but a struggle between different
private value allocations and public collective benefits.

Compared to the open data policy in Europe, open data in China adopts a narrow def-
inition. The subject of open data is only limited to the public sector. The concept of open
data in Europe is relatively broad, covering all data within the public domain, regardless
of whether it comes from the public or private sector, especially non-personal data col-
lected and stored by the private sector such as internet technology companies, which also
generates large scope of open data. Therefore, the subjects of data are not only govern-
ments, but also private-owned enterprises with public attributes. The open data in China
mainly refers to the data formed by administrative agencies and public institutions per-
forming public management and service in the course of performing public management
duties and providing public services, which overlaps open data and government data in
terms of scope. Some scholars believe that open data is the expression and integration
of government data. However, there are differences between open data and government
data in terms of political objectives. Open data focuses on the economic utilization of
data, while government data focus on enhancing government transparency. In terms of
the actual subjects of release, these two are the same batch of data. Some scholars con-
sider that open data is relative to personal and enterprise data in classification. Open data
is a fair, reasonable and non-discriminatory social information resource that contains the
public interests of society [7]. Therefore releasing open data is the duty of government
in placing “service-oriented” function and reducing the cost of information [8]. From
the perspective of policy and legislation, the expression of open data is inconsistent at
the national level. In 2015, the expression in the “Platform for Action to Promote Big
data Development” is, “steadily promote the opening of open data”. [9] in 2017, the
expression “public information resources” and “government information resources” is
adopted. The Big data development action in 2015 has linked with the existing govern-
ment informatization reform. The early work of open data in the political and legal fields
focuses on building an open and transparent government, taking the opening of public
information resources as an opportunity to provide a platform for the centralization of
social resources, rather than directly transforming government information resources
into available economic resources. At this stage, it is necessary to distinguish between
the objectives and effects of open data. The “service-oriented” government requires
government informatization to improve the efficiency and effectiveness. It aims at the
transformation and upgrading of governance, reduces the additional social information
costs in the process of upgrading, and reflects the positive Externality of governance
objectives in terms of economic effects.

Thus, there is an inherent governance logic and economic logic embedded in the
topic of open access to government data, and the transfer of the two. The exchange
is phased and ephemeral. How can government data be governed so that what was
originally a governmental resource is transformed into an economic resource that has
economic value and can be opened up and reused? Which organization (who) will build
this infrastructure, and inwhatway the costs will be borne, depends on how the economic
value of government data and its legal attributes are perceived. The answer to the question
of who owns government data determines who, in what form and for what purpose it is
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developed and governed, how the costs and benefits are allocated and how the risks are
bore in the process of opening it up for use.

2.2 The Logical Transformation in China’s Government Data Openness

In the transformation from government data as government resources to government
data as a factor of production, we face a series of problems.

Firstly, who is responsible for the collection and management of government data? It
is the data collected and stored by government departments in the process of performing
public management and service functions, which means that the collection and storage
of data by government departments is not intended to become a factor of production,
but only as a supplement to market data resources. More importantly, The develop-
ment of digital economy depends on the concerted participation of the state and society
as the builders of data infrastructure to achieve “co-construction, co-governance and
sharing”. Specifically speaking, as a government resource, government data need to go
through the economic process of production resource and capitalization of assets, and
be reviewed and processed in line with data security. Only the infrastructure established
by public-private cooperation can be realized. In terms of specific systems, the govern-
ment’s technical and management capabilities, the cost of government assets and how
to provide effective incentives for the government should be considered. It requires the
government to assume governance and economic responsibilities in the data elements,
calling for the transformation of a promising government.

Secondly, who will develop and use government data? Since 2018, in response to
the market-oriented policy of data elements, data exchanges and data trading centers
have mushroomed in China’s regional areas. However, according to statistics, most of
the data exchanges have not achieved their intended purpose. The data exchanges in
Shanghai, Guangzhou and Shenzhen have performed well. The reasons are not only
the technical limitations, but also the practical differences in the development of local
data industry, the absence of institutional incentives and trading rules, as well as the
immaturity of trading subjects and trading modes. The overall expectation is to make up
for the market.

Thirdly, how to share the costs and benefits of development and utilization? Govern-
ment data utilization often faces the criticism of “tragedy of the Commons” and “free
rider”. It is especially sensitive on how to confirm the property right of government data
and how to balance the cost-benefit mechanism of the government as the builder of pub-
lic land. Some scholars believe that government data belongs to the government [10].
Some scholars believe that government data as a public property, should weaken the
emphasis on ownership and shift to the protection of the right to use, avoid the exclusive
use of specific subjects, [11] promote the open sharing of government data resources,
and ensure the maximum value of government data resources in the social scope through
public use and collective actions.

2.3 Prerequisite for Realizing the Value of Government Data

Currently, the open use of government data has entered a new stage dominated by eco-
nomic logic. Data utilization refers to the process of processing data through steps such
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as cleaning, analysis, integration, correlation, and visualization to generate data products
and services. It is an important step in realizing the value-added potential of open data
[12]. Most studies indicate that data utilization exhibits industry-specific characteristics
and inequalities in various domains. Individuals, being in a weak technological position,
face challenges in data protection and utilization, requiring legal protection to address
these issues [13]. The failure of an empowerment system based on “informed consent,”
the hidden risks of harm, and the ambiguity of remedies call for national regulatory
measures to fulfill data protection obligations [14]. Data utilization and governance
have risen from technical issues to national responsibilities.

Data utilization, as a neutral technical process, is value-neutral in itself. However, it
has entered the realm of data law due to several reasons:

First, data utilization is a critical link in the generation of data value, transitioning
data from a production factor to data products and services. Data utilization connects
data generation and data processing, representing the technical expression of data com-
modification. Ownership issues between data holders and data processors arise in data
utilization, as well as value distribution issues during the initial stages of data.

Second, data utilization is a multi-stage technical processing activity that requires
comprehensive management and supervision throughout the process. This includes pre-
venting potential risks of data leakage and aggregation, aswell as the process of reanalyz-
ing and integrating data after cleaning to generate and discover new social relationships.
Data aggregation, recombination, matching, and distribution not only reflect the original
content of the data but also generate new data and discover new associations, which are
the main clues for economic value generation. In other words, this includes but is not
limited to the requirement for anonymizing original data involving personal informa-
tion and ensuring that the algorithmic framework used for integration and analysis is
objective, neutral, and free from bias and discrimination.

Third, data utilization requires technical capabilities and corresponding techno-
logical literacy. In other words, groups without technical capabilities and literacy are
excluded from the scope of data utilization from the beginning. Apart from professional
technical personnel, the vast majority of data subjects can only exist as data consumers.
They generate data and are subjected to instrumental logic in data environments for
calculation and consumption. They have no control over the use of data and cannot
prevent data misuse. This has led to discussions on data ethics and criticisms of data
capitalism. The development of the Internet and emerging technologies has intensified
the “surveillance-industrial complex”. Western scholars have expressed concerns that
the collection, storage, control, and analysis of big data are conducted under the backdrop
of political and economic interests. The purpose is to exercise economic and political
control over individuals and treat them as targets. The convergence of surveillance capi-
talism and surveillance by the state is a perfect match between Big Brother’s power and
the interests of capitalists. The ownership and control of data have led to a “data divide”.

Fourth, data utilization exhibits two trends: the privatization of private platforms and
the publicization of public service platforms. In fact, Internet platforms have gradually
gained organizational power beyond geographical boundaries. They shape digital mar-
kets and build corresponding infrastructures, forming stable production orders. They
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respond to national policies and implement governance goals in economic develop-
ment. At the same time, governments have encouraged the landing of new production
models by relaxing market access and weakening policies on operator concentration.
They position platform enterprises as governance entities rather than objects [16]. In
terms of the organization model for public services, intelligent platforms and offline
windows together bear most of the public functions. They enhance on-site law enforce-
ment capabilities, improve the efficiency of public services through “data mobility” and
“policy finding people”. For example, the push and notifications of service platforms
such as smart cities, smart governments, and smart healthcare, as well as the assistance
of health code mini-programs during the pandemic for public health management. This
platform-oriented model of government services places higher demands on the govern-
ment’s informatization capabilities. Firstly, they need to have technological research and
development capabilities to provide software and hardware products that meet the basic
needs of government services. Secondly, they need the capability to operate and main-
tain public service platforms, which involves interconnecting data between platforms
and the reintegration and supervisory management of governmental responsibilities.

In summary, data utilization is not simply a neutral technical process; it also carries
multiple interests and diverse values. It represents the “greatest commondenominator” of
personal data protection, national data security, and socio-economic value. The sources
of government data, the entities involved in its utilization, and the value it drives exhibit
a complex fusion of public and private interests. To compensate for the limited action
capacity of governments and their departments in public services, practices often adopt
the form of entrusting specific companies rather than promoting fair public utilization
of the infrastructure construction of government data utilization [17]. In addition, in
government data trading platforms and markets developed in various regions, there is a
gap in connecting the supply and demand ends of data. The absence of market systems
and mechanisms hinders the development of a thriving government data market.

3 Bridging Government Roles in Data Governance and Data
Utilization

3.1 The Dilemma of Organizational Structure in Government

Although 208 local data open portals have been launched nationwide as of October
2022, in terms of overall social perception, the open data work still suffers from low
data value, slow data update, and poor data quality. The root of the problem lies in two
points: “can’t” and “won’t”.On the one hand, it is “can’t”, the data openingwork involves
a high degree of technical expertise and needs to deal with personalized needs directly
to the data users, so traditional public departments lack the corresponding technical and
service capabilities to do a good job of data opening. On the other hand, it is “unwilling”,
that is, data opening requires free data publicwelfare, and in order tomeet social needs, to
ensure data security and quality, it also requires financial, human andmaterial investment
[18].

In the internal organization of the government, the traditional hierarchical system
has encountered conflicts of division of labor and contradictions of authority and respon-
sibility in the transformation of the network logic of the platform government [19]. The
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traditional hierarchy system changes in administrative organization structure, commu-
nication form, and internal control means [20]. The original individual instructions from
superiors to subordinates are replaced by user needs and service structure in the logic
of networked flattening; the automated of the administration and procedural justice also
face ethical questioning; the digital administrative structure cannot meet the demand
of clear power and responsibility distribution, and the traditional hierarchical structure
administration has clear division of responsibilities and fulfillment. However, in the net-
worked automatic administration, the complex administrative needs may fall into the
rule of law trap of “mixed administration” and “unclear responsibility”.

In terms of governmental function transformation, the administrative system under-
goes a shift from manager-centric to user- centric, with a service mindset replacing the
previous managerial mindset. The standardized, sectorial, efficiency-focused traditional
hierarchy systemmoves to an electronic government based on a coordinated and interac-
tive network (centralized decision-making and administrative sectioning). The platform
government requires breaking the vertical hierarchical reporting organizational structure,
and the original logic of doing business requires citizens to adapt to the management-
oriented organizational design, and to run “horizontally and vertically” according to the
window, department and hierarchical authority, and the internal sharing of government
data can help “only one run”, “one network to do” and “one network to manage”. In
the use of government data, data sharing has a smaller scope than data opening, and the
demand for data processing is clearer, but the reason why sharing has not yet “opened
the last mile” lies in the lack of data barriers and coordination mechanisms in the sector.
The data barriers have both technical and organizational flaws. Technically, there are
gaps in the data capabilities of various departments at different levels, and the grassroots
departments even lack professional and technical personnel; due to different industry
sectors, departmental levels, security risks and other factors, data types, directories and
formats do not necessarily correspond to each other, and the standardized and secure
governance of departmental data lacks professional and unified guidance; in the orga-
nizational system, there is a lack of unified supervision and control of data quality, and
the timeliness, accuracy, interoperability, and feasibility of the data are not always guar-
anteed. In the organizational system, there is no unified supervision and control of data
quality, and the timeliness, accuracy, interoperability, and machine readability of data
cannot be guaranteed.

3.2 Organizational Restructuring for Government Data Openness

Karl Marx points out that every deep penetration of the new technological revolution
will inevitably lead to changes in the social structure and social formation. As a kind
of subversive information technology revolution, big data has profoundly changed the
production and living conditions of the society and reshaped the governance ecology of
the country. As noted above, big data poses new challenges to hierarchical organizational
structures while improving governance instruments. Government departments are faced
with not only the information that digitalmanagement can collect, organize and grasp, but
also the continuous generation, update and decentralized storage of big data in the way
of social needs, challenge the country’s ability to govern. The influence of the state to the
society is not one-way, the society has the reverse effect to the state. In stable societies,
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the capacities and functions of the state are relatively fixed, the state and society are
nested within each other, and the capacities of the state are consistent with the needs of
society, but this consistency is not constant, following up according to the development
of the society to learn. Faced with the fluid and uncertain society, the process of national
response is essentially the acquisition of national capacity, through continuous learning
and absorption of new technology (“Administrative absorption technology”) to achieve
the improvement of governance capacity.

The open utilization of government data is only a microcosm of the society which is
constructed by “Data”. The reason why government data is special is that it is a factor of
production for the development of digital economy, it is also a resource of governance
in the data age, which means that the state’s mastery, use and transformation of this
factor of production is particularly important. On the one hand, the digital technology
is embedded in the national hierarchical system. The technology becomes the means
of governance. The technological logic reinvents the organizational process, and the
national digital capacity needs to rely on the technical support provided by the private
sector to strengthen. At the same time, it shows that digital technology enables subjects
with technological advantages to acquire de facto power and governance capabilities,
and social subjects shift from monism to pluralism [21]. On the other hand, countries
need to create a stable order through institutional design for fair access and widespread
use of data. Government data moves from idle to available resources, working in ways
that ease Information asymmetry and reduce transaction costs in the production of value.
Property regimes allocate resources in a way that provides a set of rules for combining
people andmeans of production, but exclusive property rights are not optimal for the data.
Since data can be copied and transmitted indefinitely, the common use of government
data by most people does not detract from the value of the use of that data by others,
nor does it result in the scarcity of data resources. On the contrary, it can promote
the use of government data in different dimensions and increase the differences and
competitiveness of market products. “Absolute exclusive data property rights not only
fail to protect users’ privacy, but also hinder the maximum exploitation of data elements,
so no one should have exclusive property rights to data elements themselves” [22]. Data
access is more important than data property rights because of the non-competitive use of
data. Some scholars further point out that the emphasis on “National ownership” of data
resources may strengthen the inter-departmental ownership of data from the internal,
stimulating the motivation of public institutions to operate and profit impulse. Thus, the
modernization of state capacity does not require the establishment of an “All-powerful”
government. On the contrary, in the face of the complexity of social governance, the
capacity of the government should be limited to a certain range, delimit the boundaries
of the capacity, and strengthen the cooperation and synergywith social organizations. The
role of government has changed from administrative supervisor to cooperative organizer,
from one-way bureaucratic governance to two-way interactive service. In the process
of market formation, the government adopts the policy of “Government guidance and
market leading” to provide and protect the innovation environment of digital economy.

In order to better connect the work of government informatization and data resource-
fulness, the state has formed a new agency to centralize big data management functions.
In 2023, the State Council submitted for consideration the institutional reform program
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decided to establish the National Data Bureau, which will be managed by the National
Development and Reform Commission, and transferred the work functions of the Office
of the Central Cyberspace Affairs Commission and Informatization related to coordi-
nating and promoting the integration, development and sharing of national information
resources and promoting the informatization of social governance to the Bureau. The
National Development and Reform Commission in relation to the coordination of the
development of the digital economy, the promotion of data infrastructure and data ele-
ments of the basic system of responsibility together into. This has enabled the simulta-
neous promotion of sectoral unification at three levels: data industry, data infrastructure
and data trading system at the central level with a specialized and integrated depart-
mental setup. In fact, before the establishment of the National Data Bureau, localities
have begun to set up big data bureaus to explore the connotation and extension of big
data administrative functions, divide departmental responsibilities, and build a digital
government system that is jointly built and shared by multiple subjects. The adjustment
of the state in the administrative organization structure generally shows the trend of
the government from focusing on industry management and government management
functions to the comprehensive governance of big data.

By contrast, the governance structure of the CommonEuropeanData Spaces consists
of “multiple data spaces plus a central authority”. The Data Governance Act proposes
a central body, The “European Data Innovation Board”, as the strategic level authority,
and the Data Innovation Board and Data Exchange Board, the strategic and operational
level governance bodies respectively, with a central body composed of representatives
from all sectors of the data space. Provides oversight and advice to ensure democratic
decision-making and a level playing field. Correspondingly, the governance body for
each industry data space is aligned with the overall governance body. A central gov-
ernance body establishes the enabling framework, including rules and standards, and
oversees all matters related to data space interoperability - the de facto “soft infras-
tructure”. In the data space, individuals, governments and enterprises are the “users”
(called “joiners”) and “participants” of the data space, providing identity, authorization
registration, function testing, participant authentication, security testing, etc. through
data intermediary service providers (called “authenticators”). A broad and diverse set
of certified parties are subject to the “soft infrastructure” framework developed by the
Data Exchange Board, with data owners/data providers, data consumers, metadata proxy
service providers, clearinghouses, application store providers, and others as governors
of the International Data Space (IDS).

4 Government and Market in Trusted Digital Ecosystem

4.1 The Cooperation Between the Promising Government and the Efficient
Market

As mentioned above, in the digital society, the relationship between the government and
the market has become closer, and the social organizations outside the government and
the private sector have gradually become important supplements and collaborators of
government subjects. In the formation of the government data ecosystem, the exercise
of government functions depends on the screening and subcontracting of the market
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mechanism, and the large platform and large enterprises in the market have become the
collaborators of social governance. The use of government data realized in the way of
public-private cooperation is in line with the law of the formation of the digital market,
which can effectively make up for the limitations of the government itself and allow
professional people to do professional things, so as to realize themutual benefit of digital
government and digital economy. The main responsibility of the government is reflected
in the mobilization and integration of social subjects and resources, the provision of
fair institutional guarantee and the preliminary construction of infrastructure, and its
function should be located in ensuring that multiple subjects obtain and use government
data under fair and reasonable conditions. As for the transaction details and transaction
structure of data applications, which are not sought by the government but promoted,
discovered and improved by market entities in the process of mobility, the government
should strive to guide the endogenous growth of the market and the endogenous vitality
of social innovation, promote the sharing and opening of data between departments and
regions, protect the property rights and legitimate interests of all kinds of market subjects
in accordance with the law, and create a stable, fair, transparent and predictable business
environment.

There is a promisinggovernment that canprovide social order guarantee,maintain the
development environment and provide the protection of citizens’ rights. The government
has the responsibility to strengthen supervision through institutional innovation, while
applying technology to ensure data standardization, anonymization and desensitization,
complete data resource utilization, and avoid externalities such as privacy disclosure,
information overload, data pollution and so on. Efficient market means to give full play
to the decisive role of market mechanism in resource allocation and let market economy
laws such as the law of value, the law of competition and the law of supply and demand
play a role. In the establishment of the government data factor market, the allocation of
data resource elements is constantly improved in the process of change, and the “Pareto
Optimality” is realized to match the most suitable market structure.

There are stages for the organic combination of the promising government and the
effective market, and the status of the government and the market is different in different
stages, which is reflected in the gradual weakening of government guidance with the
maturity of themarket. From the point of viewof the optimization of themarket structure,
in the first stage, when the market is still in its infancy and the industrial scale and system
are not yet perfect, it is appropriate to adopt the path of “government guidance”, that
is, the government provides the market plan and specifically implement and control
the process of market reform and change. On the one hand, it can effectively attract
industrial agglomeration, on the other hand, it can standardize the market trading order
and form a good market ecology. In the second stage, with the maturity of the market
and the emergence of government-led disadvantages, we should choose the path of
the combination of “government guidance” and “market follow-up”. The government
should guide themarket through publicity and training to induce themotivation ofmarket
optimization. The market follows up. In the third stage, with the continuous increase
and improvement of the market scale and structure of data elements, the optimization
path of “market-oriented” can be adopted, and the government plays the role of “night
watchman”.
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4.2 Construct the Two-Tier Market of Data Element Transaction

In order to give full play to the value of data, compliance governance and value realiza-
tion of data elements are the premise and goal of each other, and should not be neglected.
The governance with the participation of all kinds of subjects should be the collaborative
governance guided by the government and led by the market. The underlying institu-
tional logic of local data transaction exploration reveals the feasible guidelines for the
opening of government data – first, to build a primary market with data sources on the
basis of data operation and management institutions, collect and govern government
data to control data security risks from data sources, and build a credible and efficient
data trading market environment. Second, incubate and cultivate multiple subjects in
the process of data transactions, such as data intermediaries, data processors, etc., to
provide professional market power for the formation and transaction of data products
and services, and promote the formation and development of the secondary market with
data users. Third, the formation and supervision of operators are involved in the forma-
tion of the two-tier market, and the authorized operation mode can be adopted to solve
the executable problem of data openness. The authorized operation of government data
does not create a new open form, it provides how to make the current open form of
data executable, focusing on the “subject of action”, that is, “who will do it”. The key
is that the current data authorities authorize third parties through contracts and other
means, allowing third parties to intervene with professional strength to carry out data
flow. “Authorization” is the transitional product of the establishment and development
of the data element market, which solves the preliminary “trust” problem of the data
element market.

China’s data factor trading market is still in the period of exploration and develop-
ment. As the primary market, data trading center needs to strengthen the data transac-
tion protection mechanism to avoid the risk of data security. Data enterprises should be
encouraged to use technologies such as blockchain, distributed computing and privacy
computing to participate in the development of data security products and technical solu-
tions oriented to the primary market of data elements, and to create a credible environ-
ment for data security transactions by technical means. Strengthen the protection of data
applications and solve the problems of uncontrollable use of data and easy disclosure of
private data. For example, the Beijing International big data Exchange deconstructs the
data elements into visible “specific information” and available “computational value”,
confirming, depositing and trading the “computational value”, realizing the “invisibility,
controllability and metrology” of data circulation, and providing a credible data fusion
computing environment for both data supply and demand. Shanghai data Exchange puts
forward the principle of “unqualified non-listing, no scene no trading”. Zhejiang big
data Trading Center launched the big data power confirmation platform, using the open
source big data distributed computing framework, original “data burning after use” and
other technical solutions.

In the data secondary market, multiple data subjects such as “digital quotient” and
data brokers are encouraged to enter the circulation market, multiple data product port-
folios with the combination of data, algorithms and computing power are encouraged to
expand the formof data assets. For example, Beijing International big data Exchange pio-
neered a “digital trading contract” model based on blockchain, which broke through the
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traditional primary model of single data trading and developed into a combined trading
model covering data, algorithms and computing power. It expands the value realization
scope of data resources, and turns algorithms, computing power and integrated service
applications into digital assets for trading. Shanghai data Exchange pioneered the “digital
quotient” model to guide multiple subjects to increase data supply.

5 Conclusions and Future Work

Open data is driven by four dimensions: (1) In terms of culture and rights, knowledge
belongs to all humanity, and knowledge acquisition is a fundamental human right as
a typical concept. (2) In the political and legal fields, open data implies a more open
government, with stronger participation inclusiveness, transparency, and accountability.
(3) The typical expression in the field of market and economy is that data is oil and data
is infrastructure. (4) In the field of technology and ethics, data provides the foundation
for ethical development, application of AI and automated algorithmic decision-making.
With the development of AI and large-scale algorithms, the structure and volume of
data required for AI application iteration place new demands for the release of open
data. The capabilities of machine image recognition and speech recognition open up the
scope for expanding the sources of data collection and the ability of large collections of
unstructured information, and generate datasets formachine learning. In other words, the
expansion of AI capabilities changes the requirements and scope of machine readability,
and is no longer limited to supporting machine learning with pre-existing raw materials.
The development of AI expects a more real-time, complete, and diverse data pool, which
means higher requirements for data collection, standardization, and sharing methods.
Some scholars believe that the release of open data creates opportunities for civil society
to participate in shaping open data infrastructure in certain aspects. However, some
scholars doubted that only by opening data would not generate value. The key step to
discover open data value is to find appropriate business models. It is not sustainable to
rely solely on the call and vision of open data to encourage enterprises to open up data.
Legitimate motives and decisions through open data policy may not take into account
the full complexity of the open data business model. Motivation and beliefs need to be
aligned with investment in order to create value.

Thus, the opening of government data has put forwardmany specific requirements for
government departments, but the reality is that the opening is still insufficient compared
with the demand for utilization. Moreover, full openness does not necessarily lead to full
utilization. Because the basic logic and value pursuit of the traditional government and
the market are not consistent. The effectiveness of data utilization is closely related to
data governance. In order to reduce or eliminate the negative externalities of government
data opening as much as possible, it is necessary to control the risks in the process of
data utilization and regulate the behaviors in data utilization with the help of technology,
system and industry regulations. Changing the structure of government organizations to
adapt to digital transformation and creating a larger and more large-scale government
data pool is the first step, and the initial stage of controlling data risk at the source.
The common problem facing all countries is to bridge the gap between openness and
utilization, build digital trust supported by institutions and mechanisms, and create a
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stable order for fair access and extensive use of data. This requires the government to
be the organizer of cooperation and the provider of public services. China attempts to
provide a feasible solution by establishing a Two-tier market and authorized operation
mechanism. As the provider of a centralized platform, the government brings multiple
social entities into the data ecosystem to jointly shape, jointly manage and jointly enjoy
the overall welfare brought by data, which is a decentralized structure. How to shape
the data ecosystem will be a larger but more nuanced issue that needs to be discussed
separately.

This paper is the research result of the National Social Science Foundation project
“Research on legal Governance system and Legislative change in Digital Society”
(20&ZD178).
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Abstract. COVID-19 is the subject of intense and widespread discus-
sion on social media that de facto became one of the main means for
people to get and share news about the pandemic. Social media dis-
cussions may influence public opinions and could also disseminate panic
and misinformation during crisis events like COVID-19 outbreak. In this
context, it is crucial to detect the topics being discussed on social media
and understand people perceptions, opinions and feelings by analyzing
the sentiments of users towards those topics. Accordingly, this paper
proposes a topic-aware sentiment analysis model. The main element of
novelty of the model is that it computes the sentiment at topic level by
applying a multi-label classification approach on top of the online cluster-
ing detection of the topics. The approach has been validated over a real
dataset of tweets about COVID-19 in US. Results highlight that the pro-
posed method correctly identifies the sentiment of the relevant topics like
the preventive measures adopted or the curative means used. The evalu-
ation demonstrated that the proposed sentiment classification algorithm
showed higher performance compared to traditional methodologies.

Keywords: COVID-19 · Social Media Data · Topic Modeling ·
Sentiment Analysis · Twitter

1 Introduction

The worldwide and fast diffusion of COVID-19 pandemic resulted also in a mas-
sive rapid spreading of pandemics information on a global scale. Online social
media, such as Twitter and Facebook, have been and are still extensively used to
report and share news, events, updates, sentiment about COVID-19. As a con-
sequence, a large amount of data about the pandemic is spreading in real-time
over social networks. This large amount of data can be exploited by medical
and government institutions to understand people dynamics and adopt preven-
tive and corrective measures to confine COVID-19 effects. Accordingly, a strong
need of efficient analytics methods and tools to comprehend such data arisen.
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This article focuses on the analysis of the conversations on social media,
specifically Twitter, with respect to COVID-19. During the COVID-19 pan-
demic, people have been using social media to share not only information but
also daily activities and thoughts, including feelings about their personal situa-
tion, health status, suggestions on how to behave and treat the symptoms. Such
information may supply large-scale behavioral insights about people reaction to
the pandemic. However, it is not easy to identify and extract meaningful and
useful information from the noisy and short text characterizing social media
posts.

In recent years, sentiment analysis has been proposed to analyse social media
to identify and study affective states and subjective information of people. It is
a branch of affective computing that exploits natural language processing, text
analysis, computational linguistics, and biometrics in order to classify a textual
content as either positive, negative or neutral. With the COVID-19 emergency,
understanding the sentiments and the emotions of the people is extremely impor-
tant. Preventive measures like lockdown, social distancing, quarantine might
affect people’s life introducing psychological implications and even compromis-
ing mental health.

Traditional sentiment analysis techniques aim at classifying the overall sen-
timent of a text without considering other key features of the content such as
towards which topic or aspect the sentiment is referred to. The objective of this
work is to identify the most significant topics that are useful to understand the
COVID-19 pandemic situation and then assess users opinion and feeling toward
those topics. Specifically, in the paper is proposed a topic-level sentiment anal-
ysis model in which topics are extracted from the tweets and then sentiment
analysis with reference to the extracted topics is performed. The proposed app-
roach merges methodologies from two research areas, i.e., topic detection of social
media streaming data and sentiment analysis. To this aim first we extract and
analyze all topics related to the COVID-19 by clustering bursty textual features
of tweets. Once the topic is detected, it is analyzed by a classifier for sentiment
detection by computing the polarity as positive or negative or neutral. In this
way, topic-based sentiment analysis aims to give sentiments towards the topics
by looking at the tweets in the topics and a set of key textual features (e.g.,
hashtags) in a give temporal period. It is worth highlighting the importance of
the temporal variable since the sentiment for a given topic could vary over time
as it depends on the bursty textual features that are usually bursty for a limited
time horizon.

A real-world dataset of COVID-19 tweets has been used to evaluate the pro-
posed approach. Results shown that the method is effective in detecting topics
of discussions related to COVID-19 and to compute the sentiment of the top-
ics, outperforming traditional approaches. Public sentiments related to COVID-
19 spreading and extracted from the tweets, show people opinion and feelings
towards the detected topics that actually represent the main issues the world
are facing after COVID-19 outbreak.
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The rest of the paper is organized as follows. Section 2 overviews related
work. Section 3 presents the proposed approach: Sect. 3.1 formulates the problem,
introducing the key aspects of the approach, while Sect. 3.2 presents the topic
sentiment detection algorithm. The results of the evaluation performed over the
real-world dataset of tweets are shown in Sect. 4. Section 5 concludes the paper.

2 Related Work

Starting from the first days of COVID-19 outbreaks several research activities
exploiting social media data to address COVID-19 issues have been launched.
Some of such activities focused on the study of human behavior and reactions
to COVID-19 [1,9,12,13]. Conspiracy detection is another topic widely explored
[6,14] as well as misinformation propagation about COVID-19 [11,16].

COVID-19 topic detection is another well studied research line. By the best
of our knowledge the majority of the proposals in literature aiming at detect-
ing COVID-19 topics on social networks exploits the Latent Dirichlet Allocation
(LDA) model [2], like the following references [1,7,10,15,16]. LDA is a topic
model where words and documents are linked by means of latent topics. The
model computes for each textual content a probability distribution over topics,
which are distributions over words. The main relevant drawback of LDA is that
the number of topics should be fixed in advanced and the data structure and size
has also to be fixed in advanced. To overcome the limitations of current state-
of-the-art, in [3] has been proposed an approach, presented in [4], for COVID-19
topic detection in Twitter that combines peak detection and clustering tech-
niques. Space-time features are extracted from the tweets and modeled as time
series. After that, peaks are detected from the time series, and peaks of textual
features are clustered based on the co-occurrence in the tweets. Each cluster
obtained is then associated to a topic.

3 Topic-Specific Sentiment Classifier

The section describes the proposed topic-specific sentiment classification model
by first formulating the addressed problem and then introducing the algorithm
and its main components.

3.1 Problem Formulation

In this paper, we investigate how discovering the topics discussed in a set of
tweets can be used to improve the sentiment classification of Twitter users.

A textual content of a tweet usually refers to one or more topics. Therefore,
grouping the tweets on the basis of the topic of discussion expresses better the
content of the discussions taking place on social media and enhances the senti-
ment extraction process. Motivated by these challenges, this paper proposes an
online learning model for sentiment analysis of topics. Specifically, the aim is to
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detect the topics in an online manner to deal with streaming data and then per-
form topic-level sentiment analysis. For detection of topics from streaming data,
an incremental clustering algorithm has been proposed. Standard approaches
to topic modeling like LDA requires that the number of topics must be set
beforehand as well as the data structure and dimension. Clearly, in dynamic
and evolving settings like social media this it is not feasible. To overcome this
drawback in the proposed approach we extract a set ok key features from the
tweets that are incrementally grouped through a clustering algorithm relying on
co-occurences of bursty textual features (e.g., hashtags and words). To find the
sentiments of the detected topics, a classifier that considers the overall sentiment
of all the tweets in the topics is proposed.

The proposed approach overcomes the limitations of current state-of-the-art
that mainly focus on extracting the sentiment from each individual tweets. In
fact, even if sentiment classification is a widely studied research line, sentiment
analysis of topics is not investigated adequately. Current research focused mainly
on performing sentiment analysis at document and sentence level. Document-
level sentiment analysis extracts the overall polarity of a whole document while
sentence level focuses on fine-grained analysis where each sentence is treated
as an independent element and the approach is based on the assumption that
the sentence refers to one opinion. Accordingly, traditional sentiment analysis
focuses on classifying the overall sentiment expressed in a text (that could be a
document or a sentence) without specifying what the sentiment is about. This
may not be enough if the text is simultaneously referring to different topics,
possibly expressing different sentiments towards different topics.

The proposed solution is designed as a novel hybrid sentiment classifica-
tion model combining sentence and topic-based approaches. The main rationale
behind this choice is that predicting an overall score for a tweet is not suit-
able since a tweet can mention different topics. Therefore, it is more effective to
perform sentence-level sentiment of each tweet and multi-topic sentiment classi-
fication, predicting different ratings for each topic discussed in the tweet rather
than an overall rating.

In the following are reported some examples to make clearer many of the
above concepts.

The sentiment of words used in a tweet are often dependent on the topic/s of
that tweet. For example let’s consider the tweet “Happy!Remdisivir is working
symptoms disappeared fortunately as I dont trust in vaccines”. The tweet belongs
to two topics, the “Medicine” topic and the “Vaccine” topic. The tweet expresses
a positive sentiment towards the “Medicine” topic while it expresses a negative
sentiment toward the “Vaccine” topic. If we would consider the general sentiment
of the tweet would be wrongly fully positive.

Another example of tweet with controversial sentiment is the following: “Stay
safe from Coronavirus. There is currently no antiviral treatment or vaccine to
prevent COVID-19”. In fact, the bigrams “stay safe” could determine a positive
sentiment whereas the overall sentiment of the tweet is determined by the absence
of a treatment or vaccine to prevent COVID-19.
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To address the above challenges and issues, the paper introduces the Topic-
specific Sentiment Classifier (TSC) algorithm, which is only trained on tweets
of the same topic.

3.2 The Algorithm

The Topic-specific Sentiment Classifier (TSC) algorithm is formulated as a
pipeline model combining two main machine learning methods: an unsupervised
learning approach for topic modeling and a supervised classification algorithm
to perform sentiment analysis with reference to the topics.

For detection of topics from streaming data, an online clustering algorithm is
proposed. The algorithm, given a timestamp t, first extracts a set of features from
the tweets for the k preceding temporal values of t and model each feature as
a time series. Then, an ad-hoc peak detection method analyzes the time series
to find peaks/bursty. After that, a clustering algorithm will group the bursty
textual features to identify trending topics of discussion related to the COVID-
19 outbreak. The clustering approach is based on co-occurences of the keywords
in the tweets. A preliminary version of the topic detection approach has been
presented in [4].

After the topics have been detected, the classifier analyses the tweets in the
topics and the set of sentiment features. Sentiment classification is formulated
as a multi-class classification problem, where the textual features are classified
into one of three or more classes. In this work, we focus on the single-label
version of the multiclass classification problem in which instances are associated
with exactly one element of the label set. In the proposed approach we apply a
strategy for reducing the problem of multiclass classification to multiple binary
classification problems relying on the well-known One-vs-All (OVA) strategy.

4 Experimental Evaluation

4.1 Twitter Datasets

The approach has been validated on a set of tweets posted in the United States.
Specifically, two different datasets has been used. The first dataset is the one
collected within the CoronaVis project [7] and accessible from the Github repos-
itory (https://github.com/mykabir/COVID19). The dataset consists of over 200
million tweets related to COVID-19 posted by 30.070 unique users in the period
March 2020 - June 2021. Among the keywords used to filter COVID-19 tweets
there were corona, pandemic, lockdown, quarantine, virus, pneumonia, outbreak,
etc.

Since some days in the faced period were missing due to connectivity
issues, the dataset in [7] has been integrated with tweets collected in the Geo-
COV19Tweets dataset [8]. GeoCOV19Tweets consists of 675,104,398 tweets
(available from the web site https://ieee-dataport.org/open-access/coronavirus-
covid-19-geo-tagged-tweets-dataset) and contains IDs and sentiment scores of
the geo-tagged tweets related to the COVID-19 pandemic.

https://github.com/mykabir/COVID19
https://ieee-dataport.org/open-access/coronavirus-covid-19-geo-tagged-tweets-dataset
https://ieee-dataport.org/open-access/coronavirus-covid-19-geo-tagged-tweets-dataset
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While the data provided in the CoronaVis dataset [7] is already preprocessed,
the GeoCOV19Tweets set required a preliminary preprocessing step to remove
retweets, punctuation, stop words and emojis. Moreover, stemming has also been
performed.

4.2 Sentiment About COVID-19 in US

Sentiment Scores. To compute the sentiment of the topics and, thus, deter-
mine the score of the sentiments, we refer to a set of widely adopted metrics used
for sentiment analysis. In particular, we used the package in [5], which classifies
each sentiment as either positive (+1 score), negative (−1 score) or neutral (0
score).

Let N be the total number of tweets containing a keyword k, Npos, Nneg,
and Nneutral the number of positive, negative, and neutral tweets regarding k,
respectively.

Polarity is the ratio between the number of positive tweets and the number
of tweets that express a sentiment about k.

polarity =
Npos

Npos + Nneg
(1)

Subjectivity gives the fraction of not neutral tweets with respect to the total
number of tweets.

subjectivity =
Npos + Nneg

N
(2)

Positive is the ratio between the number of positive tweets and the total
number of tweets.

positive =
Npos

N
(3)

Negative is the ratio between the number of negative tweets and the total
number of tweets.

negative =
Nneg

N
(4)

Results. In the rest of the section we present the results obtained by using
the topic-specific classifier, aiming at analyzing people sentiment concerning
COVID-19 as expressed in Twitter.

We start the analysis by showing in Table 1 the top 12 topics of discussion
detected from the considered dataset of tweets. Table shows for each topic a
brief description, the top frequent content features and top frequent sentiment
features.

As can be noted from Table 1, the top topics of discussion span from the
initial days of the outbreaks with conversations about the novel virus appeared
in China and spreading worldwide, characterized of sentiments of fear, alert and
stress caused by COVID-19, due to its quick spread, and continue with a vari-
ety of topics of different natures and expressing a variety of sentiments. We
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Table 1. Top 12 topics of discussion about COVID-19 in US.

Topics Content features Sentiment features

Covid-19 outbreak 2019-nCov, novel coronavirus, corona, spread, emergency, fear,

Covid-19, outbreak, China, pandemic worry, alert, stress, scared

Lockdown measure, lockdown, quarentine, ability, assurance,

prevention, stop alarm, abuse, burden

Cases case, cases, confirmed advantage, accept, accuse

suspect, lag accusation, crisis, bailout, fear

Death dead, died, kill, fear, alarm, worry,

death, sick, ill relieved, stress

Hospital overwhelmed hospital full, nursing, doctors, ill, help, care, alarm, alert,

ventilators, no bed, shed worry, effective, manage, readiness

Quarantine home, close, lockdown, benefit, assure, respect, follow,

alone, inside, stay inside escape, avoid, anti, stressed

Medical supplies mask, disinfection, protection, effective, mandatory, annoying,

shortage, gloves, gel tired, difficult

Virus research detection, research, laboratory, hope, efficacy, confident,

treatment, vaccine negative, difficult

Testing center result, test, tested, positive, pain, relief, worried, scared

negative, quantitative, symptoms

Vaccines vaccine, immune, antibody, mouse, against, pro, no-vax, skeptical,

vaccination, animal, protective, shot effective, anti, danger

Remote Work remote, work, remote working, office close, admit, agree, mandatory,

cancel school, home annoying, tired, difficult

Crisis emergency, crisis, pandemic, policy, prevent, capacity, effectively, manage,

strategy, economic, loss strengthen, support, readiness, anger

Medicines Remdesivir, Tocilizumab, Clorochine, efficacy, concern

treats, hydroxychloroquine skeptical, danger

can observe that there are topics discussing the preventive measures adopted
to fight COVID-19 and limit its diffusion like Lockdown, Quarantine, Medical
supplies characterized by sentiments of approval/ disapproval, efficacy or inad-
equacy of the adopted measures; the curative measures used to fight COVID-
19 (e.g., hospital overwhelmed, testing center, drugs) expressing again agree-
ment/disagreement, efficacy but also fear, worry, skepticism; similar opposite
sentiments characterize the topics arisen around the research efforts started to
study and fight the pandemics (e.g., vaccines, virus research); topics concerning
the virus tracking and surveillance like Cases, Deaths, Testing Center with sen-
timents of fear, worry, alarm, disappointment; other topics discussing about the
consequences brought in people life like Remote working, Crisis with negative
sentiments of worry and fear. The topic Medical supplies concerns tweets about
the importance of facial masks and gloves as prevention measures to reduce the
outbreak and also their shortage in several countries. Tweets about quarantin-
ing people infected or suspected to have COVID-19 are grouped in the topic
Quarantine.
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In the following of the section we present a sentiment analysis study of some
of the top interesting topics of discussion shown in Table 1. In particular, we show
the sentiment of people with respect to two main categories of topics detected
from the tweets:

1. the preventive measures adopted to limit the diffusion of the pandemic (e.g.,
vaccines, masks, lockdown);

2. the curative measures used to fight COVID-19 (e,g., hospital overwhelmed,
medicines, testing center, quarantine).

Figure 1 shows the subjectivity of the curative measures as discussed in the
three topics Medicine, Quarantine and Hospital Overwhelmed. We first show the
subjectivity index to understand how many users express a sentiment. Figure 1
shows that for the topic Hospital Overwhelmed the subjectivity values is rather
high during the first weeks of observation, meaning that people devoted a lot of
attention on the topics with a high percentage of people expressing a sentiment
about the curative measures adopted that is not neutral. Then, subjectivity
gradually attenuates meaning it lose attention after the first active phase.

The topic Medicine exhibits very low subjectivity at the beginning, but after
the initial phase of the epidemic, the topic gained attention reaching a peak early
days of April and remaining rather high till June. After that, it loses the interest
of people. The subjectivity of the topic Quarantine during the first days of the
epidemic outbreaks is rather low, while it grows over the weeks reaching a peak
around mid May. After that, users loose interest in the topic Quarantine whose
subjectivity decreases till reaching a very low value during the last weeks of the
observation.

Figure 2 illustrates how the polarity index varies for the three topics over the
weeks. Recall that polarity is the ratio between the number of positive tweets
about a given topic and the number of tweets that express a sentiment about
that topic. In general, the polarity values are rather low for all the topics over
the weeks. This means that the number of tweets expressing a positive sentiment
is inferior than that expressing a negative one. The negative sentiment towards
those topics could be explained with the fact that people is not happy with the
measures used to fight the epidemics. The polarity of Hospital Overwhelmed is
very negative throughout the period. The polarity of Medicine is always rather
low except for a peak around May. The polarity of Quarantine is always low
even if presents a growing trend and it has a very high peak around October
when the epidemic resumed strong vigor. Low polarity values are confirmed by
the positive and negative indexes, showed in Figs. 3 and 4. For example, from
Fig. 4, we can observe that for Hospital Overwhelmed at the beginning of the
observation the sentiment is very negative and the negative sentiment prevails
till end May, then it decreases and starts to be again very negative reaching
end of October. For what concerns the topic Quarantine the negative sentiment
grows over the weeks till reaching a peak around mid May, then it gradually
decreases till reaching low negative values starting from September when the
virus started to circulate again and, as thus, we can see from Fig. 3 that the
positive index has an important peak in October.
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Fig. 1. Weekly Subjectivity index for the curative measures.

Fig. 2. Weekly Polarity index for the curative measures.

For the preventive measures we considered the following topics: Lockdown,
Vaccine, Medical supply. Figure 5 shows that for the preventive measures used
to fight COVID-19 the subjectivity values follow a fluctuating trend over the
weeks, meaning that people attention towards those topics changed during the
target period. In particular, Fig. 5 points out that a high percentage of people
expresses a sentiment about vaccine that is not neutral. In fact, the subjectivity
for such a topic is rather high especially during the last weeks of the observed
period.

Figure 6 illustrates how the polarity index varies for each preventive mea-
sures over the weeks. Figure 6 shows that, in general, the polarity values are
rather low for the topics Lockdown and Medical supply over the weeks, except
in the period spanning from mid April till end of July. This means that the
number of tweets expressing a positive sentiment is inferior than that express-
ing a negative one. Differently, the topic Vaccines has an opposite trend. Low
polarity values are confirmed by the positive and negative indexes, showed in
Figs. 7 and 8. For example, from Fig. 8, we can observe that for Lockdown at
the beginning of the observation the sentiment is very negative, about 0.6, then
it decreases and becomes rather positive, after that, it starts to be again very
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Fig. 3. Weekly Positive index for the curative measures.

Fig. 4. Weekly Negative index for the curative measures.

Fig. 5. Weekly Subjectivity index for the preventive measures.

negative around August. The sentiment towards Lockdown becomes again quite
positive during the last week of observation. Conversely, the topic Vaccines first
exhibits a negative sentiment but around July the sentiment started to change.
In particular, during the last weeks of the observation, when the first promis-
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Fig. 6. Weekly Polarity index for the preventive measures.

Fig. 7. Weekly Positive index for the preventive measures.

Fig. 8. Weekly Negative index for the preventive measures.

ing outcomes about vaccines testing have been released, the people started to
change idea towards vaccines and, consequently, the prevalent sentiment of the
discussion arisen around vaccines became positive.
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The topic Medical supplies exhibits a very low subjectivity at the beginning,
than slowly increases and after end of May it decreases again, reaching zero
during the summer months when the epidemics was under control. After that,
it sharply increases in correspondence of end of August. This means that at
he beginning of the observation few people expressed a sentiment about the
medical aid especially when the wave of the epidemics during the summer was
under control. At a certain point, when the epidemics resumed vigorously, the
discussions concerning the masks increased and, as can be seen from the value of
the Negative index, the polarity is very negative. This could indicate a certain
distrust on the part of people in the use of masks as main tool to fight COVID-19.

5 Conclusions

In this work a topic-level sentiment analysis approach based on topic modeling
and supervised machine learning classification models has been proposed. The
proposed approach supports scalable and dynamic topic detection over streaming
social media data and performs sentiment analysis at topic-level.

To discover relevant COVID-19 topics of discussion from Twitter, the work
presented an approach that combines identification of bursty features and online
clustering. Topics are incrementally obtained by grouping the bursty textual
features based on the co-occurrence in the tweets. Each cluster obtained is then
associated to a topic. After a topic has been detected, a multi-label classifier
computes its sentiment. The novelty of the proposed approach is that it works
at the topic level to extract sentiments from social media data, differently to
literature approaches that instead extract the sentiments at the tweet-level.

The proposed TSC approach has the ability to detect multiple topics and
associated sentiments from streaming social media posts. Results, performed
over a real-world dataset of tweets, shown the feasibility of the method that is
able to detect a large number of relevant COVID-19 topics and extract people
sentiment toward such topics. Results also shown that the TSC algorithm out-
performed state-of-the-art baseline models in different scenarios and by using
different classifiers.
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Abstract. Convolutional neural networks are usually composed of con-
volutional layers and pooling layers. Pooling operations effectively control
the weight update of convolutional neural networks. The existing pooling
operations result in a large number of weight parameter updates of con-
volutional neural networks, causing large memory usage. In this paper,
a pooling operation called ApproxM is proposed to address this prob-
lem. The proposed pooling operation is a simple and similar to median
pooling. It takes the mean of multiple values near the median as the pool-
ing result, and CNNs only update the weights of these values during the
back propagation. Finally, extensive experiments on benchmark datasets
demonstrate that the proposed pooling operation achieves top-1 results
of 92.65% and 68.24% and top-5 results of 99.84% and 91.31% model test
accuracy on Cifar-10 and Cifar-100 based on ResNet-20, respectively, and
the corresponding number of weight updates in an 8× 8 pool is 4, which
is better than other pooling techniques in the experiments.

Keywords: Approximate Median Pooling · Weight Update · Image
Recognition · Convolutional Neural Networks

1 Introduction

Despite the unprecedented success of deep neural networks in various appli-
cations including computer vision [1–3], natural language processing [4] and
robotics [5], understanding the role of various operations in network architec-
ture is still a challenging problem. While the use of some operations exhibit
impressive performance in different domains, the reasons for the performance
improvement are often not well understood.

Researchers [6] have been investigating and explaining power and efficient
operations applicable to deep neural networks, which include convolutions, nor-
malizations, and activation functions. However, they have not paid much atten-
tion to pooling operations despite their simplicity and effectiveness in aggregat-
ing local features. The number of weight updates is critical; too much or too little
weight updates, its cost performance difference is larger. The number of weight
updates is determined by several factors in deep neural networks. To design an
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Zhang et al. (Eds.): BigData 2023, LNCS 14203, pp. 108–118, 2023.
https://doi.org/10.1007/978-3-031-44725-9_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44725-9_8&domain=pdf
https://doi.org/10.1007/978-3-031-44725-9_8


Lightweight Weight Update for Convolutional Neural Networks 109

efficient operation to reasonably update weights, variants of convolution oper-
ations or activation functions with different functions are widely adopted, and
they have been explained accordingly. However, few researchers have explained
the role that pooling manipulation plays in weight updates.

To alleviate the suboptimality of the pooling operations and rationally
explain them, this paper proposes a novel pooling operation termed approxi-
mate median pooling (ApproxM Pooling), which is a module with an adjustable
number of weight updates, replacing Max Pooling and Average Pooling oper-
ation typically used. The proposed module favors finding the optimal weight
update during back propagation. This allows us to better understand the role
of the Pooling operations. The contributions of this paper are summarized as
follows:

– This paper explains the limitations of the commonly used Max Pooling and
Average Pooling operation, and points out the importance of updating num-
bers during weight updating, which is still under-explored in designing neural
network architectures.

– The proposed ApproxM Pooling, a module with an adjustable number of
weight updates, that can find the optimal weights updates. ApproxM Pooling
calculates the average of the values around the median of the feature values
to obtain the pooling results and also determining the location of the back
propagation update weights to optimization across the entire network.

– Extensive experiments demonstrate that the model with ApproxM Pooling
outperforms the baseline algorithms on multiple datasets and network archi-
tectures in the image classification tasks. It also exhibits desirable trade-offs
between accuracy and weight update cost.

This paper is organized as follows. Section 2 presents existing related works,
and Sect. 3 introduces the motivation for optimizing the pooling operation. The
experiments details and results of ApproxM Pooling are described in Sect. 4.
Last, Sect. 5 concludes this work and discusses the future works.

2 Background and Related Works

Neural Network Architecture. A typical deep convolutional neural net-
work (CNN) architecture with image classification usually has two parts: fea-
ture extraction and classification recognition. The feature extraction part usually
contains convolution layer, activation function, and pooling operation layer. The
commonly used convolution kernel has 1× 1, 3× 3, 5× 5, the activation function
has ReLu, and the pooling operation has Max Pooling and Average Pooling. The
classification recognition part is generally a fully connected layer and a classi-
fication function, such as the Softmax function. Classical architectures include
AlexNet [7], VGG [8], ResNet [3], Wide Residual Networks (WRN) [9], etc.

Weight Update Strategy. The convolutional layer shares the weight parame-
ters through the convolution kernel, which greatly reduces the number of weight
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parameters compared to the fully connected layer. The activation function plays
a certain shielding against some weaker neuronal inputs. Dropout randomly
deactivates some neurons. The pooling operation also disabled some neurons
while downsampling.

Pooling and Its Weight Update Characteristics. LeCun et al. proposed
and used Average Pooling [10,11], who used Max Pooling [12] in their 2007 arti-
cle entitled Sparse Feature Learning for Deep Belief Networks. For more than
30 years, a large number of researchers have put forward the pooling operation
that can effectively solve the problems they have encountered in their research
work. In popular operations, (1) update single weight parameter, such as Max
Pooling [12], Global Max Pooling [13], Row-wise Max Pooling [14], Stochastic
Pooling [15]; (2) update partial weight parameters, such as Mixed Pooling [16];
(3) update all weight parameters, e. g, Average Pooling [11], Rank-based Aver-
age Pooling [17]. The most commonly used pooling operations include Max Pool-
ing [12] and Average Pooling [11], one is to update one weight parameter, the
other is to update all the weight parameters. The ApproxM Pooling operation
proposed in this paper belongs to updating partial weight parameters. Figure 1
shows the functions of Max Pooling [12], Average Pooling [11] and ApproxM
Pooling operations during forward propagation and back propagation.

Fig. 1. The function of the pooling operations in forward propagation and back prop-
agation.
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3 Proposed Method

Motivation. “A single red flower in the midst of thick foliage” can be quickly
captured by the human eye, because the color difference between red and green
blocks is large, resulting in a transition boundary, and the human eye quickly
captures this boundary. The feature points in the image are mainly distributed
at the boundaries between color patches. Feature extraction by human vision is
fast and robust. A pixel is perceived more easily because the sum of the contrast
of its color with the color of the surrounding pixels is minimal and the pixel
itself is relatively bright, which is generally in the boundary transition region.

The pooling operation in CNNs is very similar to this process used by human
vision to extract features. Pooling operations are commonly believed to have
the following effects: (1) downsamping; (2) dimensionality reduction to reduce
the number of parameters; (3) realize nonlinearity; (4) expand the receptive
fields; (5) Realize translation invariance, rotation invariance and scale invariance.
However, these understandings are from the perspective of forward propagation.
Their main role can mostly be replaced by convolutional layers. If from the
perspective of back propagation, that is, when the parameter is updated by
gradient, the pooling layer plays the role of the activation function in the forward
propagation. Whether the corresponding weight parameter is updated or not will
play a switch role, and then the update amount will be calculated according to
the current loss.

Minimum Contrast Sum. To calculate the minimum value of the sum of the
contrast between the pixels and the surrounding pixels is actually approximately
finding the median value of a set of values. For example, a set of values in Fig. 2
8, 10, 18, 24, then the sum of the contrast of 8 is 28(|8-10|+ |8-18|+ |8-24|), the
sum of the contrast of 10 is 24(|10-8|+ |10-18|+ |10-24|), the sum of the contrast
of 18 is 24(|18-8|+ |18-10|+ |18-24|), and the sum of the contrast of 24 is 36(|24-
8|+ |24-10|+ |24-18|). The last minimum value of the sum of the contrast is 24,
and the corresponding pooling value is 18. If this set of values is sorted, its 10,18
is exactly the closest value to their median value. In the above example, the
approximation process between the minimum contrast sum and the median is
shown in Fig. 2.

Approximate Median Pooling Operation. The median is the value that
takes the middle position, or it is the mean of two values at the middle position.
The pool size is generally even, and the value corresponding to minimum value
of the sum of the contrast in the pool is a number close to the median value.
We propose a novel approximate median pooling operation termed ApproxM
Pooling. The ApproxM Pooling takes the average of multiple numbers in the
pool near the median as the pooling result.

In the forward propagation, the ApproxM Pooling takes the average of the
ocount features on either side of the median as the pooling result, locates the
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Fig. 2. The function of the pooling operations in forward propagation and back prop-
agation.

ocount features to prepare for updating weight parameters during the back prop-
agation, and plays the role of switching on whether the weight parameter is
update or not. The procedure of the approximate median is shown in Fig. 2. The
core algorithm steps are as follows:

Step 1: Calculate the contrast sum;
Step 2: Locate the minimum contrast sum;
Step 3: Obtain the pooling positioning and results according to the minimum

contrast sum positioning;
Step 4: Determine whether the pooling numbers has been reached. If the pooling

numbers has been reached, jump to Step 6; Otherwise, go to the next
step;

Step 5: The current minimum contrast sum is set to positive infinity, jump to
Step 2;

Step 6: Output pooling positioning and results.

The lower part of Fig. 2, with inputs of 8, 10, 18, 24, shows the average result
of taking two values as an example of pooling results. According to the above
algorithm, the corresponding contrast sum calculated in step 1 is 28, 24, 24, 36.
Step 2 locate the minimum contrast sum to 24. Step 3 based on the result of
Step 2, the corresponding result is 18. Step 4 determine the number of pooling
values. In this case, the number of pooling values is 2. Step 5 set the value of the
current minimum contrast sum to infinity (change the value of only one position
at a time). Then jump to step 2 to locate and obtain 10, and finally output the
position of 10, 18 and their average result 14.
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4 Experiments

To evaluate the performance of the ApproxM Pooling, we apply it to a variety of
image recognition datasets: Cifar-10 and Cifar-100 [18]. The CNN architectures
used for comparison are the ResNet Residual Networks [3].

Experiments Setup. In all of our experiments, we compare the CNN models
trained with or without the ApproxM Pooling. For the same deep CNN archi-
tecture, all the models are trained from the same weight initialization. If not
specified, all models perform data augmentation on the training data prior to
training. Firstly, each side of the image is padded by 4 pixels. And then the
images of Cifar-10 and Cifar-100 datasets are randomly cropped with 32× 32,
32× 32, respectively. Finally, the images are flipped horizontally. We evaluate
top-1, top-5 accuracy rates in the format “mean± std” based on 10 runs on
ResNet Residual Networks [3].

Cifar-10 and Cifar-100 contain 60,000 color images of size 32× 32 pixels,
respectively. Cifar-10 is divided into 10 classes with 6,000 images per class. This
contains 50,000 for training, forming five training batches of 10,000 images each;
another 10,000 for testing, forming a separate batch. The data of the test batch
are taken from each of the 10 classes, 1000 images are taken randomly in each
class. The remaining ones are randomly arranged to form the training batch.
Therefore, all the types of images in a training batch are not necessarily the same
number, but overall the training batch, it has 5,000 images in each class. The
Cifar-100 is very similar to the Cifar-10, but it has 100 classes, each containing
600 images. Each class has 500 training images and 100 test images. 100 classes
in the Cifar-100 are divided into 20 superclasses. Each image has a “fine” label
(the class that it belongs to) and a “rough” label (the superclass that it belongs
to).

The 8, 14, 20-layer networks for ResNet are used in the same way as ResNet.
The training procedure follows ResNet. SGD is used as an optimizer with a
learning rate of 0.1, a momentum of 0.9, and a weight decay of 0.0005. Especially,
the learning rate of ResNet start from 0.1. The learning rate of the ResNet is
divided by 10 after the 100th, 175th, and 250th epochs. The ResNet is stopped
training by the 300th epoch.

Main Results. ApproxM Pooling mainly has five different weight update num-
bers in Fig. 3. We compare their effects on test accuracy with those of Max
Pooling and Average Pooling. We train ResNet-20 on the Cifar-10 and Cifar-100
datasets and perform different pooling operations and weight update numbers.
In Fig. 3, ApproxM Pooling with update weights of 2 and 4 has the same test
accuracy performance as Average Pooling, while Average Pooling has 64 weight
updates. Although the Max Pooling weight update is only 1, its test accuracy is
lower than that of ApproxM Pooling with weight update 2, especially on Cifar-
10.
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Fig. 3. Test accuracy (%) of different pooling operations and weight update numbers
on Cifar based on ResNet-20. The update weights number of 1 and 64 are Max Pooling
and Average Pooling respectively, and the rest (2/4/8/16/32) are ApproxM Pooling.

We consider the effect of increasing the number of weight update parameters
on the test accuracy. The test accuracy results of ApproxM Pooling with differ-
ent weight update parameters, Max Pooling, Global Max Pooling and Average
Pooling on Cifar based on ResNet-20 are shown in Table 1. In Table 1, ApproxM
Pooling (2) adds a weight update parameter relative to the Max Pooling, and
ApproxM Pooling (4) adds two weight update parameters relative to ApproxM
Pooling (2). Each additional weight update parameter increases the test accu-
racy by 0.35 and 0.36 respectively. Taking the Max Pooling test accuracy as the
starting point, the accuracy change caused by increasing the number of weight
updates is calculated, and the results are shown in Fig. 4.
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Table 1. The Top 1 test accuracy results of different pooling operation on Cifar based
on ResNet-20. The n in ApproxM Pooling(n) is the number of weight update parame-
ters.

Pooling Operation Cifar-10 Cifar-100

Max Pooling 90.86 ± 0.78 67.17 ± 0.60

Global Max Pooling 91.70 ± 0.42 67.07 ± 0.47

ApproxM Pooling(2) 92.52 ± 0.21 67.52 ± 0.27

ApproxM Pooling(4) 92.65 ± 0.28 68.24 ± 0.32

ApproxM Pooling(8) 92.68 ± 0.14 68.74 ± 0.30

ApproxM Pooling(16) 92.73 ± 0.21 68.78 ± 0.23

ApproxM Pooling(32) 92.71 ± 0.17 68.83 ± 0.26

Average Pooling 92.70 ± 0.14 69.21 ± 0.48

Fig. 4. The effect of weight update parameter number on test accuracy.

Comparison with Max and Average Pooling. We compared the effect of
ApproxM Pooling with Max Pooling and Average Pooling on test accuracy. We
train ResNet-20 on the Cifar-10 and Cifar-100 datasets and perform different
pooling operations. In Fig. 5, ApproxM Pooling with update weights of 4 has
the same test accuracy performance as Average Pooling, and is obviously better
than the Max Pooling.

We compared the effect of ApproxM Pooling with Max Pooling and Average
Pooling on test accuracy. We train ResNet-8, ResNet-14 and ResNet-20 on the
Cifar-100 dataset and perform different pooling operations. In Fig. 6, ApproxM
Pooling, Max Pooling and Average Pooling show the same performance law on
ResNet-8, ResNet-14 and ResNet-20, indicating that ApproxM Pooling has a
stable effect on different network structures.
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Fig. 5. Test accuracy (%) of different pooling operations and weight update numbers
on Cifar based on ResNet-20. ApproxM Pooling uses the update weight of 4.

Fig. 6. Test accuracy (%) of different pooling operations on Cifar-100 based on ResNet-
8, ResNet-14 and ResNet-20. ApproxM Pooling uses the update weight of 4.
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5 Conclusions

In this paper, a new method called ApproxM Pooling is proposed. ApproxM
Pooling only needs to simply take the mean of multiple values near the median
as the pooling result, and only update the weights of these values during back-
propagation. Extensive experiments on image classification for different network
architectures on Cifar-10 and Cifar-100 validate the excellence of the proposed
pooling method. ApproxM Pooling obtains 92.65% and 68.24% top-1 result on
Cifar-10, Cifar-100 based on ResNet-20, respectively, but the corresponding num-
ber of weight updates in an 8× 8 pool is 4. ApproxM Pooling provides new
insight into designing a novel pooling method for improving the test accuracy
and weight update quantity ratio of neural networks, such as object detection,
semantic segmentation and object segmentation.
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Abstract. OBJECTIVE: To analyze the functions and pathways of differentially
expressed genes (DEGs) between Alzheimer’s disease (AD) patients and nor-
mal controls using bioinformatics methods, and to screen Hub genes to provide
theoretical support for the study of AD pathogenesis and therapeutic targets.
METHODS AD-related data microarrays (GSE197505) were obtained from the
GEO database, and the data were processed using GEO2R to obtain DEGs. The
screened DEGs were enriched for Gene Ontology (GO) and Kyoto Encyclopedia
of Genes and Genomes (KEGG) signaling pathways, using the Matascape plat-
form. Cytoscape software was utilized to map the PPI network and screen the
Hub genes. RESULTS A total of 142 DEGs were screened as down-regulated
genes in this study. GO/KEGG analysis showed that these DEGs were involved
in biological processes such as positive regulation of cell cycle protein-dependent
serine/threonine kinase activity, andPI3K-Akt signaling pathway.EightHubgenes
were finally screened by the PPI network, four of whichwere validated by the liter-
ature. CONCLUSIONThe results of the bioinformatics network analysis revealed
the Hub genes of AD, contributing to a better understanding of the mechanisms
of AD and facilitating the discovery of new therapeutic targets.

Keywords: Alzheimer’s Disease · Bioinformatics · Differentially Expressed
Genes · Hub Genes

1 Introduction

The 2015 Global Alzheimer’s Disease Report, “Dementia’s Impact on the World,”
has reported that with the trend of population aging, China has the largest number
of Alzheimer’s disease patients in the world, up to 9.5 million [1]. AD is a neurode-
generative disease characterized by chronic cognitive impairment with atrophy of the
cerebral cortex, deposition of β-amyloid, neuronal fibrillary tangles, and the formation
of senile plaques. AD is the most common type of dementia, accounting for 50–70%
of all types of dementia [2]. The World Alzheimer’s Disease Report 2019, published
by Alzheimer’s Disease International, states that there were an estimated 50 million
people globally living with dementia in 2019, and the number is projected to reach 152
million in 2050. Additionally, the cost associated with treating dementia is currently one
trillion dollars per year and is projected to double by 2030 [3]. The insidious onset of
AD, the slow and irreversible course of the disease, and the increasing burden of the
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disease pose serious challenges to the prevention and treatment of AD. Regarding the
diagnosis of AD, the more established markers are amyloid and Tau proteins, and the
presence of markers in the cerebrospinal fluid is indicative of a patient with AD. Genetic
data can also provide an important basis for diagnostic aid for researchers. It has been
found that the apolipoprotein E4 gene and the clumping protein gene can control the
process of amyloid clearance, and the lack of these genes will result in AD disease [4].
In this study, bioinformatics methods were utilized to identify and screen Hub genes that
may be involved in the occurrence and development of AD, to explore the mechanism
of action of these genes, and to provide new targets and a basis for the diagnosis and
treatment of AD.

2 Tools and Methods

2.1 Tools

GEO Database and GEO2R. The GEO Database is a public repository for storing
and sharing gene expression data and is the most comprehensive public gene expression
database available today [5]. GEO2R is an online tool available in the GEO database
that analyzes differentially expressed genes using the R language.

STRING and Cytoscape. The STRING database integrates protein information data
frommultiple sources to create a comprehensive protein interaction network. Cytoscape
is an open source software platform for visualizing molecular interaction networks and
biological pathways.

GO and KEGG. GO is a standardized classification system widely used in gene func-
tion annotation and bioinformatics research. KEGG is a comprehensive bioinformatics
database and resource that provides information on gene signaling pathways and more.

Metascape. Metascape is an online bioinformatics analysis platform that integrates
more than 40 bioinformatics knowledge bases, including GO, KEGG, UniProt and
DrugBank, enabling pathway enrichment as well as bioprocess annotation.

2.2 Methods

Dataset Download Source and Extraction. Enter the search keywordAlzheimer’s dis-
ease in the GEO database with the search formula: (“alzheimer disease”[MeSH Terms]
OR (“alzheimer disease”[MeSH Terms] OR Alzheimer’s disease[All Fields])) AND
“Homo sapiens”[organism] AND “NORMAL”, select SERIES. Download gene chip
GSE197505 from the GEO database.

Differential Expression Genes Screening. The t-test was performed using GEO2R on
the genes of AD patients’ brain tissues and normal brain tissues from GSE197505 gene
chips, and the DGEs were screened out by statistical methods. Define log2FC >1 as
up-regulated differentially expressed gene “UP” and log2FC < −1 as down-regulated
differentially expressed gene “DOWN”.
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GO and KEGG Signaling Pathway Enrichment Analysis. Enter the Gene ID of the
DEGs in Metascape, select Homo sapiens for the sample type, select Custom Analysis
for the analysis method, and then perform GO and KEGG enrichment analysis.

Screening for Hub Genes. In the STRINGdatabase, selectmulti-protein analysis, enter
the gene ID of the DEGs, and select Homo sapiens for the sample type to obtain the key
gene PPI network of the differentially expressed gene. Download the relevant data into
Cytoscape software, visualize the data, and then use the Mcode plug-in to screen and
map the PPI network of Hub genes.

3 Results

3.1 GeneChip Characterization

The AD GeneChip GSE197505 selected for this study contains frontal cortical isolated
extracellular vesicles from 8 AD patient donors and 10 normal control frontal cortical
isolated extracellular vesicles (EVs) [6]. EVs are carriers of nucleic acids, lipids and
proteins and play an important role in the pathogenesis of neurodegenerative diseases.

3.2 Differentially Expressed Genes Screening

Differentially expressed geneswere screenedbyGEO2RonGeneChipGSE197505,with
screening thresholds set: |log2FC|> 1 and P.adj< 0.05, and after probe de-duplication, a
total of 142 DEGs were read, all of which were down-regulated genes. A volcano map of
differentially expressed genes was drawn (see Fig. 1). The multidimensional data of this
data setwas down-analyzed (see Fig. 2), and using theUniformManifoldApproximation
and Projection (UMAP, consistent popular approximation and projection) method, it can
be seen that the data set was separated into high expression group and ground expression
group.

Fig. 1. Volcano plot of differentially expressed genes. This figure shows that the differentially
expressed genes are all down-regulated genes (blue dots are down-regulated genes and black dots
are genes with insignificant differential expression). (Color figure online)
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Fig. 2. UMAP diagram of GSE197505.

3.3 Functional Analysis of Differentially Expressed Genes

Metascaped was used to annotate the differentially expressed genes with gene ontol-
ogy markers and related metabolic pathways and biological processes. GO enrichment
analysis showed that the molecular functions of the differentially expressed genes in
the GeneChip GES197505 mainly included cytokine binding, calcium binding, antigen
binding, etc., with cellular sublocalization mainly in the cellular matrix, and involved
in biological processes mainly in positive regulation of The differentially expressed
genes were mainly involved in the positive regulation of cell cycle protein-dependent
serine/threonine kinase activity, vascular morphology, response to organophosphorus,
and peptide lysine modification, etc. (see Fig. 3). KEGG enrichment analysis showed
that themajor enrichment pathways of the differentially expressed genes included oocyte
meiosis, PI3K-Akt signaling pathway, and the synthesis of thyroid hormones (see Fig. 4).
Among them, the PI3K-Akt pathway plays an important role in the survival, prolifera-
tion and functional maintenance of neuronal cells. Abnormal activation or impairment
of this pathway is associated with neurological disorders such as Alzheimer’s disease,
Parkinson’s disease, and neurodegenerative diseases [7].

Fig. 3. Bar graph of GO enrichment analysis of differentially expressed genes.



Bioinformatics-Based Acquisition of Alzheimer’s Disease Hub Genes 123

Fig. 4. Bar graph of KEGG pathway enrichment analysis of differentially expressed genes.

3.4 Relationship of Hub Genes in Protein-Protein Interaction Networks

The data related to protein-protein interaction information were obtained from the
STRING database and imported into Cytoscape to analyze and visualize to construct
a PPI network (see Fig. 5). This PPI network has 89 nodes and 176 edges. By KEGG
analysis, these key genes were mainly closely related to progesterone-mediated oocyte
maturation and oocyte meiosis. Eight Hub genes that play a pivotal role in this PPI net-
work were screened using the MCODE plug-in (see Fig. 6), namely, LRRC32, ITPR3,
SLC26A6, NOS3, ADAM33, PIEZO1, GSDMB, IL4R.

Fig. 5. PPI network of differentially expressed genes.

Fig. 6. Hub genes in the PPI network.

4 Discussions

4.1 Significance of Hub Genes for Alzheimer’s Disease

With its insidious onset, slow and irreversible course, and increasing disease burden, AD
has becomeone of the greatest global public health and social challenges facing humanity
today and in the future [8]. In this study, combiningwithGEO, STRINGand other related
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databases, we screened 8 Hub genes related to AD (LRRC32, ITPR3, SLC26A6, NOS3,
ADAM33, PIEZO1, GSDMB, IL4R) using bioinformatics technology by annotating the
gene functions, molecular metabolic pathways, and the establishment of PPI networks.
Finally, the relationship between Hub genes and AD is analyzed in the light of domestic
and international studies and literature, which will provide new ideas for the study of
the pathogenesis of AD and help in the early diagnosis and treatment of AD.

4.2 Mechanisms of Hub Genes Action in AD

NOS3. NOS3 belongs to the nitric oxide synthase family, and in 1999, Dahiyat [9] con-
ducted a study investigating the association between the NOS3 gene and AD, suggesting
that changes in the nitric oxide synthase systemmay influence AD-related pathogenesis,
and that NOS3 gene expression induces neuronal and glial degeneration in the brain.
Superoxide free radicals react with NO to produce peroxynitrite, which promotes lipid
peroxidation, which in turn further accelerates degenerative changes and causesAD [10].
The arginine metabolic pathway produces the gaseous signaling molecule NO mainly
throughNOS, and theNOproduced by eNOS is essential formaintaining normal cerebral
blood flow [11], and previous studies have verified that the formation of plaques and tan-
gles in the AD brain is closely related to the reduction of capillary eNOS expression [12,
13]. NO from nNOS has been found to play an important role in synaptic plasticity and
learningmemory,whileNO from iNOS is pro-inflammatory [14]. It is directly associated
with 1- glutamate and NMDA receptors in the CNS, and therefore with long time-range
potentiation (LTP), which is considered a major cellular mechanism of learning and
memory, and synaptic transmission is enhanced by repeated stimulation of presynaptic
terminals. Therefore, large amounts of Ca2 + are expressed through NMDA receptors
located on the postsynaptic membrane, and calcium/calmodulin-mediated regulation of
nNOS/NO shows a potential induction of LTP [15]. The results of GO enrichment anal-
ysis in this study also showed that the molecular functions of the differentially expressed
genes in GeneChip GES197505 included calcium ion binding. Further studies on the
mechanism of action of NOS3 are still needed.

Piezo1. Alzheimer’s disease is associated with beta-amyloid deposition (Aβ). The
mechanosensitive ion channel Piezo1 is increased in microglia in response to stiff stim-
ulation of Aβ fibers. Upregulation of Piezo1 in Aβ plaque-associated microglia was
observed in AD mouse models and human patients. Piezo1-deficient microglia inter-
fered with microglia aggregation, phagocytosis, and Aβ plaque compaction, leading
to exacerbation of Aβ and neurodegenerative lesions in AD. In contrast, activation of
Piezo1 ameliorated cerebral Aβ load and cognitive deficits in 5xFADmice [16]. Another
study demonstrated that the mechanosensitive cation channel Piezo1 plays a key role
in translating ultrasound-related mechanical stimuli through its trimeric propeller-like
structure, but the importance of Piezo1-mediated mechanotransduction in brain func-
tion has not been sufficiently emphasized. In addition to mechanical stimulation, Piezo1
channels are strongly modulated by voltage. Fangxuan C et al. [17] hypothesized that
Piezo1 may play a role in the conversion of mechanical and electrical signals to induce
phagocytosis and degradation of Aβ and β-phosphodiester. To this end, a transcranial
magnetoacoustic stimulation (TMAS) system was designed and applied to 5xFADmice
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to assess whether TMAS could alleviate the symptoms of AD mouse models by activat-
ing Piezo1. Finally, it was confirmed that Piezo1 can convert TMAS-related mechanical
and electrical stimuli into biochemical signals, and it was determined that the favorable
effects of TMAS on synaptic plasticity in 5xFAD mice are mediated by Piezo1. This
could lead to the use of Piezo1 as a candidate target for AD therapy and provide new
ideas for AD treatment.

GSDMB. GSDMB is a member of the GSDM protein family. Zhou et al. [18] found
that granzyme A cleaved GSDMB, releasing the GSDMB-N fragment, which caused
perforation of the cell membrane and led to cellular juxtaposition in GSDMB-expressing
cancer cells. To explore the role ofGSDMB in nonclassical juxtaposition, Chen et al. [19]
specifically knocked down GSDMB in THP-1 cells and found that the induced nonclas-
sical juxtaposition was inhibited. In contrast, the high expression of GSDMB induced
using lentiviral system showed promotion of nonclassical juxtaposition. It was verified
that GSDMBwas involved in nonclassical juxtaposition. In addition, the team found that
GSDMB promoted the enzymatic activity of caspase-4 by combining with caspase-4,
which led to the cleavage of GSDMD by caspase-4, thus releasing GSDMD-N-terminal
protein leading to cellular juxtaposition, which led to the release of inflammatory factors
in large quantities, resulting in inflammatory diseases. Microglia focal death caused by
neuroinflammatory response is closely related to the pathogenesis of many neurological
pathologies (e.g., stroke, depression, neurodegenerative diseases, etc.), and it is the main
cell type in which focal death of cells occurs [20]. Liang et al. [21] found that microglia
were able to secreteASCs under the action ofAβfibers, amajor neurotoxic component of
Alzheimer’s disease patients, and to produceNLRP3-dependent IL-1β inflammatory fac-
tor, which induces cellular pyroptosis and further amplifies the inflammatory response;
thus confirming that the deletion of the ASC gene and the blockade of antibodies play
an inhibitory role in the recruitment of Aβ fibers, suggesting that inhibition of cellular
pyroptosis-released ASC may slow down the progression of Alzheimer’s disease. The
team also found that the brains of AD model mice highly expressed the cellular focal
death-related molecules NLRP3 inflammatory vesicles and Caspase-1, and that deletion
of the NLRP3 or Caspase-1 genes greatly improved spatial memory and enhanced Aβ

clearance in the mice. These studies reveal novel mechanisms of GSDMB-mediated
nonclassical cellular focal death associated with AD, providing potential therapeutic
strategies and targets.

ADAM33. The ADAM33 gene is localized on the short arm of chromosome 20, 20p13,
and belongs to the ADAM gene superfamily, which consists of eight structural domains.
The gene is widely expressed in the human body, but is highly expressed in tissues
such as the brain and lungs. The proteins encoded by the ADAM gene superfamily have
metalloprotease activity, and this activity has been associated with the development of a
variety of diseases [22]. The protease activity of ADAM has a protective function for the
organism. For example,ADAM9,−10, and−17 haveα-secretase activity, and in patients
with Alzheimer’s disease, α-secretase cleaves amyloid precursor protein (APP) from the
middle of amyloid β peptide (Aβ), attenuates the deposition of β-peptide amyloid plaques
and promotes the release of neuroprotective agent, sAPPα. Therefore, the α-secretase
activity of ADAM molecules provides a a new tool for the treatment of Alzheimer’s
disease [23]. The ADAM33 gene can be a candidate gene for asthma, and its inhibitors
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are expected to be used in the treatment of asthma [24]. And further studies on the
relationship between ADAM33 and AD are needed.

In summary, PIZO1 and GSDMB may provide targets for the treatment of
AD, NOS3 and ADAM33 can be further investigated as candidate genes, whereas
IL4R,Lrrc32,ITPR3, and SLC26A6 have been less studied in AD, and their mechanisms
of action need to be further investigated.

5 Conclusion

This study utilized a series of bioinformatics methods to screen multiple Hub genes,
some of which have been shown to serve as therapeutic targets for AD. The newly
screened Hub genes will provide ideas and rationale for understanding the pathogenesis
of AD and exploring new therapeutic options.
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Abstract. With the increasing popularity of AI technology, this paper proposed
an Enhanced Campus Information Query System based on ChatGPT Interface
and Local Content Database, they developed a campus intelligent dialogue com-
prehensive service platform to meet the practical information service needs of
collage stuff and students. The platform utilizes the latest ChatGPT model API
for secondary development. Node.js technology is used as the backend, combined
with the ChatGPT model API to achieve natural language interaction. The plat-
form adopts local deployment, combining FAQ responses with a local database.
By applying Dynamic Programming algorithm and Levenshtein distance algo-
rithm, the platform implements keyword matching and fuzzy query functions.
The dynamic programming algorithm is used to calculate the similarity score of
strings by comparing the similarity between two strings and giving a numerical
score. The core idea is to divide the problem into many sub-problems and match-
ing the sub-problem. In keyword matching, dynamic programming algorithm can
be used to calculate the similarity score between user input and keywords to deter-
mine the best match. At the same time, fragmented internal campus information
resources are integrated, and users can obtain relevant information through key-
word matching queries and enjoy personalized services and recommendations.
The platform supports interactive dialogue form, making it convenient for users
to quickly obtain the required information. In addition, our algorithm has sig-
nificantly improved accuracy in keyword matching and fuzzy queries, increasing
from 80% to 95%, and efficiency has increased by 50%. Moreover, the new algo-
rithm can handle longer and more complex query strings and more query condi-
tions, meeting the complex query needs of users. Convenient services are provided
through universal and user-friendly methods such as WeChat Mini Program and
web, improving user experience and satisfaction.
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1 Introduction

With the development of artificial intelligence technology, the demand for accurate and
real-time internal campus information from teachers and students has been increasing.
However, traditional web query methods often fail to provide specific and detailed inter-
nal campus information, causing inconvenience. Therefore, the development of an intel-
ligent query system that can provide authentic internal campus information has become
urgent and necessary. We have developed an intelligent assistant that interacts with stu-
dents through natural language to help them quickly obtain the information they need.
For example, freshmen may have questions about campus facilities, course schedules,
dormitory assignments, and more, but they may lack the necessary contacts or complete
information. With the campus intelligent dialogue platform, freshmen can directly ask
questions and receive relevant answers.

In order to provide high-quality intelligent dialogue services, we have designed a
comprehensive campus intelligent dialogue platform using the latest ChatGPT model
and API for secondary development. We have also employed a combination algorithm
of Node.js technology [1], dynamic programming, and Levenshtein distance to inte-
grate fragmented information resources and improve platform efficiency. This innovative
integration of scenarios and dialogue design enables personalized intelligent services.

The core goal of this research is to overcome the limitations of traditional campus
information query methods and provide accurate and reliable internal campus informa-
tion services using advanced artificial intelligence technology. By utilizing the Chat-
GPT model API and a local content database, the system enables intelligent query
functions through natural language interaction, meeting users’ specific needs for inter-
nal campus information. The system applies keyword matching and fuzzy query algo-
rithms to enhance query accuracy and efficiency, enabling users to quickly obtain the
required information. Furthermore, by integrating fragmented internal campus infor-
mation resources, the system provides personalized services and recommendations,
enhancing the overall user experience and satisfaction.

2 Related works

In recent years, foreign scholars have conducted extensive research and exploration on
the application of artificial intelligence and the ChatGPT interface. Many studies have
focused on developing intelligent dialogue systems to provide a more natural and inter-
active user experience. A new field is being established, waiting for further information
to be added for improvement. Based on ChatGPT [2], a secondary development has been
carried out, designing exclusive information databases and keywords, which can quickly
identify duplicate data and delete it, thus reducing the complexity of manual operations
and improvingwork efficiency. These systems have achieved remarkable performance in
answering common questions, providing guidance, and resolving doubts by leveraging
the question-answering capability of the ChatGPT model [3].

Furthermore, some studies have focused on integrating ChatGPT with other tech-
nologies to provide richer functionality. For example, by combining knowledge graphs
or domain expert systems with the ChatGPT model, knowledge acquisition, reasoning,
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and problem-solving can be accomplished [4]. This integration enables ChatGPT sys-
tems to have a broader knowledge base and understanding, thus providing more in-depth
and complex information services.

In addition, some research focuses on transfer learning and incremental learning of
ChatGPT. By training ChatGPT on multiple domains or tasks, the system can gradually
accumulate more knowledge and experience, improving its ability to accurately answer
diverse queries [5].

InChina, research and application of artificial intelligence and theChatGPT interface
have also achieved a series of important results. A number of competitors have emerged
in the campus intelligent AI market. AI in higher education is still in the exploratory
stage, such as Peking University’s use of the TF-IDF algorithm to provide intelligent
customer service on WeChat public accounts and the university’s financial website [6].
Yan Shuo et al. proposed a campus enrollment intelligent customer service model based
on the Seq2Seq model and designed a human-computer interaction interface [7]. These
efforts aim to improve the quality and efficiency of services. However, in terms of
functionality, they mainly include campus guidance, enrollment, and consultation, but
these products still face issues of limited service coverage and single business focus.
Researchers havedeveloped intelligent question-answering assistants using theChatGPT
interface, providing users with convenient information retrieval and problem-solving
services. These systems can understand semantics and perform knowledge reasoning
based on user-provided questions, in order to provide accurate answers and suggestions.

In addition, domestic research also focuses on applying ChatGPT in the education
field. Researchers have developed intelligent tutoring systems that utilize the ChatGPT
model to provide personalized learning guidance and impart subject knowledge. Consid-
ering the characteristics of fragmented information in the era of big data, such as wide
publishers and diverse types, this work integrates fragmented information resources
and presents output data in the form of graphics and text, further enhancing the user
experience through scenario innovation, dialogue innovation, and keyword matching
[8].

In conclusion, both domestic and foreign scholars have made significant achieve-
ments in the research and application of artificial intelligence and the ChatGPT interface.
These studies have promoted the development of ChatGPT by combining it with other
technologies, conducting transfer learning and incremental learning, and applying it in
various fields such as intelligent question-answering, education, and healthcare. They
have provided strong support for applications in various domains.

3 System Architecture

3.1 Top-Level Architecture Design

Using a microservices framework and CentOS as the backend server, according to the
system design of the comprehensive campus intelligent dialogue platform, the timing
diagram of the project operation is shown in Fig. 1.

The system architecture design of the enhanced campus information query system
of ChatGPT interface and local content database is shown in Fig. 2. System architec-
ture design is a key factor in ensuring system functionality and performance, and it
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Fig. 1. Timing diagram of System

involves interaction and collaboration between the various components and modules of
the system.

The architecture design of this system follows a layered architecture pattern and
includes the following main components:

Front-end Interface: The system’s front-end interface utilizesWeChatmini programs
and web portals to provide the interface for users to interact with the system. Users can
input queries and instructions for natural language interactionwith the systemand receive
replies and query results.

Back-end Processing: The system’s back-end utilizes Node.js technology to receive
requests from the front-end users and perform corresponding processing and responses.
The back-end processing module is responsible for invoking the ChatGPT API, convert-
ing the user’s query into a machine-readable format, and returning the query results to
the front-end interface.

ChatGPT Model API: The system utilizes the ChatGPT model API for natural
language processing and intelligent responses. The ChatGPT model API receives the
user’s query, performs semantic understanding and reasoning, and generates appropri-
ate answers and explanations. The system achieves intelligent dialogue functionality by
calling the ChatGPT model API.

Local Content Database: The system uses a local content database to store and
manage internal campus information resources. This database contains fragmented data
of various campus information, such as course information, teacher information, campus
activities, etc. By combining it with the ChatGPTmodel API, the system is able to match
and perform fuzzy queries on relevant information in the database based on the user’s
query keywords.

This platform adopts a B/S architecture design, which stands for Browser/Server
mode [9], as shown in Fig. 3.
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Fig. 2. Architecture

The advantages of this architecture pattern are that the client is unified, and the
core functionality of the system is concentrated on the server, simplifying system devel-
opment, maintenance, and usage. Users only need to install a browser like Chrome,
Microsoft Edge, or Firefox on their computers, while the server needs to install database
software such as SQL Server, Navicat for MySQL, etc. Users can interact with the web
server through the browser without installing any specific software, making it convenient
and efficient.

Unlike the traditional Client/Server (C/S) architecture, the biggest advantage of the
B/S architecture is its simplicity of operation, maintenance, and upgrade, along with low
cost and multiple choices. It allows operations from anywhere, and the client requires
zero maintenance. It is also very easy to extend the system’s functionality; as long as
there is a computer with internet access, it can be used.
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Fig. 3. B/S structure sending and responding process

3.2 Module Hierarchy

The module hierarchy of the system is divided by function and includes the following
main modules.

Semantic Understanding Module: This module is responsible for semantic parsing
and understanding of the user’s natural language query. It uses natural language pro-
cessing techniques to convert the user’s query into a machine-understandable format
and extract keywords and important information.

User Interface Module: This module handles user input and output, including dis-
playing the frontend interface and parsing user commands. Users can interact with the
system through WeChat mini programs or web interfaces, input their queries, and get
answers and query results from the system.

ChatGPT Model Invocation Module: This module is responsible for calling the
ChatGPT model API to implement intelligent dialogue and answering functionality.
It receives the user’s query, passes it to the ChatGPT model API for processing, and
returns the generated answer and explanation to the user.

Data QueryModule: This module interacts with the local content database, performs
keyword matching and fuzzy query operations, and retrieves relevant campus internal
information from the database. By combining with the database, the system can provide
accurate information answers and explanations based on the user’s query, as shown in
Fig. 4.
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Fig. 4. Module hierarchy diagram

3.3 Interface Design

The system’s interface is designed to provide a user-friendly query experience and an
intuitive interface. Through the WeChat mini program and the web terminal, users can
easily access and use the functions of the system. This is shown in Fig. 5 and Fig. 6.

Interface Design Elements include the following aspects:
User Input Area: Users can enter query questions and instructions in the input area

to interact with the system using natural language.
QueryResult DisplayArea:Query resultswill be displayed to the user in a designated

area of the interface. The system will provide information results related to the query
through keyword matching and fuzzy queries.

Commands and Operation Buttons: The system provides commands and operation
buttons to assist users in querying and operating system functions. For example, users
can use commands or buttons to specify the scope, type, or other parameters of the query.

3.4 Database Design

The design of the system’s local content database aims to effectively store and man-
age campus internal information resources to support the system’s query function. The
elements of the database design include the following aspects:

TableDesign:Design corresponding tables for different types of campus information,
such as course information table, teacher information table, campus activity table, etc.

FieldDefinitions:Define correspondingfields for each data table to store and describe
specific campus information. Fields can include course names, teacher names, activity
dates, etc.

Data Relationship Definitions: Define foreign keys and primary keys based on the
relationships between different data tables to establish associations and consistency
between the data.



138 K. Minjie et al.

Fig. 5. AI chat interface Fig. 6. Integrated service interface

Data Indexing: Create indexes for key fields in the database to speed up query speed
and improve system performance.

Table 1. Userinfo table

Fields Type Instructions Uniqueness Null or not

useraccount varchar(20) User account
√

NO

password varchar(20) User password NO

username varchar(20) username NO

userheadportrait varchar(200) User profile picture NO

Through proper database design, the system can efficiently store and retrieve cam-
pus internal information to provide users with accurate and timely query results. The
application uses two databases: userinfo table and wuhancollegedata table. The userinfo
table is used to store and access user data. This table includes user accounts, passwords,
usernames, and user avatars. It is important to note that user accounts are unique, and
user avatars are only saved as image paths in the database. The specific table structure
is shown in Table 1.

Additionally, the wuhancollegedata table is a dedicated database established as an
example for Wuhan College. It mainly consists of keywords and their corresponding
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Table 2. Wuhancollegedata table

Fields Type Instructions Uniqueness Null or not

keyword varchar(30) keyword
√

NO

answer varchar(500) reply NO

answers. In this table, the length of the answer is set to 500, and image information for
the answer is stored in the database by saving the image path. The specific table structure
is shown in Table 2.

4 Algorithm combination

4.1 Dynamic Programming Algorithm

The dynamic programming algorithm is a commonly used optimization algorithm that
can be used to solve problems in multi-stage decision-making processes. In our system,
the dynamic programming algorithm is applied to keywordmatching and fuzzy querying.
For keyword matching, it helps calculate the matching degree between the user’s query
and the keywords in the campus information database to find the bestmatching result. For
fuzzy querying, it can correct spelling errors, word order reversals, ormissingwords, and
calculate the optimal matching path to find relevant campus information. By applying
the dynamic programming algorithm, we can provide more accurate and comprehensive
information query results.

The state transition equation for calculating the Levenshtein distance using dynamic
programming is shown in Formula 1:

d[i][j]

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, i = 0, j = 0
i, j = 0, i > 0
j, i = 0, j > 0
d[i−1][j−1], S1[i] = S2[j]
min

(
d[i−1][j] + 1, d[i][j−1] + 1, d[i−1][j−1] + 1, S1[i] �= S2[j]

(1)

where d[i][j] represents the Levenshtein distance between the first i characters of string
S1 and the first j characters of string S2. Specifically, when S 1[i]=S2[j], it means that the
i-th character matches the j-th character, and d[i][j] can be derived from d[i-1][j-1] When
S1[i] �=S 2[j], it means that the i-th character does not match the j-th character. In this
case, d [i][j] can be derived from the minimum value among d[i-1][j], d[i][j-1],d[i-1][j-1]
plus 1. These correspond to the situations where S1 adds one character, S2 adds one
character, or both S1 and S2 add one character, respectively. Finally, d[len(S1)][len(S2)]
represents the Levenshtein distance between S1 and S2.

The implementation of dynamic programming algorithm to calculate Levinstein
distance is as follows:

Step1 Input: Two strings, S1 and S2, with lengths len1 and len2 respectively.
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Step2 Define a two-dimensional array d of size (len1 + 1) (len2 + 1) to store the
minimum edit distance.
Step3 Initialize base case: Set d[i] [0] to i for each i from 0 to len1 and d [0][j] to j for
each j from 0 to len2.
Step4 Start dynamic programming to calculate the minimum edit distance: outer loop i
from 1 to len1, and inner loop j from 1 to len2. If S1 [i-1] is equal to S2 [j-1], no editing
operation is required and the cost is set to 0. If S1 [i-1] is not equal to S2 [j-1], a replacement
operation is required to set the cost to 1. Calculate d[i] [j], select the minimum edit
distance: the minimum value in the delete (d[i-1] [j] + 1), insert (d [i] [j-1] + 1) and
replace (d [i-1] [j-1] + cost), and assign the result to d[i] [j].
Step5 After the loop ends, it returns d [len1] [len2], the Levenshtein distance between the
strings S1 and S2.

4.2 Levenstein Distance Algorithm

The Levenshtein distance algorithm is amethod for calculating the edit distance between
two strings, which canmeasure the similarity between the two strings[10]. In our system,
the Levenshtein distance algorithm is applied during the process of fuzzy querying.

In fuzzy querying, user query questions may contain spelling errors or input errors.
By calculating the Levenshtein distance between the user query question and the campus
information in the database, we can quantify the degree of difference between them and
find the closestmatching result. TheLevenshtein distance algorithmconsiders operations
such as insertions, deletions, and substitutions, making it effective in handling spelling
errors and input errors and improving the accuracy and effectiveness of fuzzy querying.

For two strings A and B, the Levenshtein distance between the first i characters of
string A and the first j characters of string B can be calculated using the formula shown
in Eq. 2:

leva,b(i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

max(i, j)

min

⎧
⎨

⎩

leva,b(i − 1, j) + 1
leva,b(i, j − 1) + 1
leva,b(i − 1, j − 1) + 1

(
ai �= bj

) (2)

where l() is an indicator function that returns 1 when the ith character of string a is
different from the jth character of string b, and 0 otherwise.

Here is the implementation of the Levenshtein distance algorithm:

Step1 Input: Two character arrays a and b, with lengths n and m respectively.
Step2 Output: Levenshtein distance D[n, m].
Step3 Define a two-dimensional array D with a size of (n + 1) × (m + 1) to store the
minimum edit distance.
Step4 Initialize the base cases: For each i from 0 to n, set D[i, 0] to i; for each j from 0
to m, set D[0, j] to j.
Step5 Start dynamic programming to calculate the minimum edit distance: The outer
loop i iterates from 1 to n, and the inner loop j iterates from 1 to m. If a[i] is equal to
b[j], there is no need for an edit operation, so set substitutionCost to 0. If a[i] is not equal
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to b[j], an edit operation is required, so set substitutionCost to 1. Calculate D[i, j] by
selecting the minimum edit distance among the deletion (D[i-1, j] + 1), insertion (D[i, j-1]

+ 1), and substitution (D[i-1, j-1] + substitutionCost) operations, and assign the result to
D[i, j].
Step6 After the loop ends, return D[n, m], which represents the Levenshtein distance
between string a and b.

4.3 Algorithm Combinations

To improve the efficiency and accuracy of query matching, we have combined the
dynamic programming algorithm with the Levenshtein distance algorithm. During the
processing of user query questions, we first apply the dynamic programming algorithm
for keywordmatching to determine the most matching campus information for the user’s
query question. Then, for fuzzy query cases, we use the Levenshtein distance algorithm
for further similarity calculation and correction to find the most similar matching result.

By combining these algorithms, we can consider both keyword matching and fuzzy
querying, thereby improving the accuracy and efficiency of queries. The dynamic pro-
gramming algorithm is used for keyword matching to ensure precise keyword match-
ing results. The Levenshtein distance algorithm is used for fuzzy querying to correct
spelling errors and input errors in user query questions, providing more comprehensive
and accurate query results.

This code is a backend code based on Node.js and Express. It provides a POST
request endpoint /query for querying the best matching answer based on keywords.

The code utilizes the third-party library fast-levenshtein to calculate the edit distance
(Levenshtein Distance) between two strings. The edit distance represents the minimum
number of insertions, deletions, or substitutions required to transform one string into
another. Based on the edit distance, the similarity between two strings can be calculated.
Please refer to Fig. 7 for illustration.

The code retrieves the question parameter from the requested req.body, splits it into
words by space, and then queries all records in the wuhancollegedata table that contain
the keywords. For each keyword, it calculates the similarity score between it and the
input word, and then selects the record with the highest score as the best matching
answer.

It is important to note that the code uses a connection pool (pool.getConnection and
connection.release) to avoid the overhead of creating and releasing connections for each
query, thereby improving query performance. Additionally, the code also handles errors,
returning an HTTP status code of 500 if an error occurs. If the best matching answer
cannot be found, it returns an HTTP status code of 204.

Fast-levenshtein is an edit distance calculation library based on the Levenshtein
Distance. It provides some optimization algorithms that can quickly calculate the edit
distance between strings.

The library offers two algorithms: one is a matrix-based dynamic programming
algorithm, and the other is a recursive algorithm based on memoization search. Both
algorithms have a time complexity of O(mn), but they perform slightly differently in
different scenarios.



142 K. Minjie et al.

Fig. 7. Code flowchart

For shorter strings, the recursive algorithm performs better, while for longer strings,
the dynamic programming algorithm is more efficient. Therefore, fast-levenshtein
dynamically selects the algorithm based on the string length and threshold. If the string
length is short or the threshold is small, the recursive algorithm is used; otherwise, the
dynamic programming algorithm is used.

Furthermore, fast-levenshtein provides some optimization measures, such as using
bitwise operations instead of division, caching calculation results, and limiting matrix
size, to improve computational efficiency.

4.4 Process of Algorithm and Interfaces

The ChatGPT API is an API for conversation generation based on the GPT model. GPT
stands for Generative Pre-trained Transformer model, which is a natural language pro-
cessing model based on the Transformer architecture. In our system, the ChatGPT inter-
face works closely with the aforementioned algorithms to achieve intelligent querying
and answering functionality. Please refer to Fig. 8 for illustration.

The calling process is as follows:
The user inputs a query question and submits it to the system.
The system first applies the dynamic programming algorithm for keyword matching,

based on the user’s query question and the campus information in the database, to
determine the best matching result.
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Fig.8. Algorithm flowchart

If the user’s query question contains spelling errors or other fuzzy query situa-
tions, the system applies the Levenshtein distance algorithm for correction and revision,
providing more accurate query results.

After the algorithm processing, the system converts the user’s query question
into a machine-understandable format and calls the ChatGPT interface for semantic
understanding and intelligent answering.

The ChatGPT interface, based on the pre-trained model, analyzes the semantics
and intentions of the user’s query question and generates corresponding answers and
explanations. The system returns the answers and explanations generated by ChatGPT
to the user, completing the query process.

It is important to note that when using the ChatGPT API, users should provide clear
and precise input text to help the model generate more accurate responses. Additionally,
users should also protect personal privacy information and comply with relevant laws
and regulations.

getChatGPTResponse(message)
This function is used to send a request to theChatGPTAPI to get a reply to the user’s input
text (message). The function uses a Promise object to handle asynchronous operations
and uses the async/await keywords for asynchronous programming. Additionally, to
abort any ongoing fetch requests, the function checks the abortController variable and
cancels any previous unfinished requests. It constructs a POST request with some options
(such as the number of samples, generation length, temperature, etc.) and returns the
answer generated by the API.

checkGrammar(answer)
This function is used to check if there are any grammar issues in the information (answer)
generated by getChatGPTResponse, and performs some error correction. The checking
process is implemented using the Grammarly API to handle common grammar issues
in the text. If there are grammar errors, the function returns the corrected information.
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Note that complex natural language processing error correction requires considering
contextual information, so the method and results may not be precise or complete.

In summary, this code mainly implements the entire process from user input text to
obtaining the generated text, and further enhances the text quality by using a third-party
grammar checking tool.

Function getChatGPTResponse is an asynchronous function that takes a message
parameter and returns a response generated by the OpenAI GPT-4 language model using
the fetch API, as shown in Fig. 9.

Fig. 9. Flowchart of the execution process of the getChatGPTResponse function

Step 1: It checks if there is an ongoing request by checking the existence of an
abortController. If it exists, the request is canceled. Then, it creates a newAbortController
instance and a signal object, and passes them as options to the fetch request. This allows
for canceling the request when necessary.

Step 2: The fetch API sends a POST request to the OpenAI GPT-4 API with the
given prompt parameter and other parameters. Once the response is received, it is parsed
as JSON, and the first selected text is extracted and trimmed.

Step 3: The checkGrammar function uses the Grammarly API to check the grammar
of the response text and applies any corrections if needed. It sends a POST request to
the Grammarly API with the response text and API key. The response from the API is
parsed as JSON, and any corrections are applied to the response text.

Finally, the getChatGPTResponse function returns the processed response text. If an
error occurs during the request or processing, it outputs the error message to the console.
If the request is canceled during the request process, it outputs “Request aborted” to
the console. The processed answer is then passed to the displayMessage function for
displaying on the webpage (function displayMessage()).
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4.5 Advantages of the Algorithm

By combining dynamic programming algorithm and Levenshtein distance algorithm,
our system has the following advantages:

Accuracy: The dynamic programming algorithm enables accurate keyword match-
ing, while the Levenshtein distance algorithm corrects and rectifies spelling errors,
improving the accuracy of fuzzy queries.

Efficiency: Both the dynamic programming algorithm and the Levenshtein distance
algorithm have efficient computational performance, allowing them to process a large
number of query requests in a short period of time.

Comprehensiveness: The combination of algorithms takes into account both keyword
matching and fuzzy queries, providing more comprehensive and accurate query results.

Through the combined application of these algorithms and integration with the
ChatGPT interface, our system can provide intelligent, accurate, and efficient campus
information retrieval services.

4.6 Results

Performance metrics-wise, the system maintains an average response time of within 2 s.
The average response times for functionalities such as login/register, user avatar upload
and information update, answering queries from the Wuhan Institute database, are all
within 1.5 s. The average response time for ChatGPT’s answers is 3 s. Furthermore,
the platform can handle up to 500 concurrent requests per second, with the number of
users making requests simultaneously reaching around 800. The query rate can reach
approximately 200 queries per second. However, the specific query speed may require
adjustments based on factors such as server performance, network bandwidth, and load
balancing.

After the testing and repairing of various functions, we make sure that the system
can operate properly. Users can use the system through the basic registration and login
functions, and upload their personal avatars and other information to show their per-
sonality. Users can talk to our little robot to quickly get campus information. Small
robots answer questions in a variety of ways, which can be answered by text or voice.
In addition, users can also communicate with the ChatGPT model to expand the scope
of the dialogue. Users are able to report the problem and submit the problem to the
background administrator. The administrator will modify and sort out user problems to
better solve users’ questions and needs. Finally, users can easily inquire about school
activities, employment and other relevant information. The system provides users with a
full range of services, helping them to obtain campus information, solve problems, and
interact with the robots. We will continue to optimize and improve the system to provide
a better user experience.

The results of the functional testing of the system are presented in Table 3.
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Table 3. Test Results

Functions Test description Defect situations Fix the situation Test results

User avatar
upload and
modification

Upload or
modify avatar

User avatar
images keep
accumulating
upon upload

Automatically
delete previous
avatars

Successfully
deleted the
historical avatar

Real-time
updating of
conversations

Continuation of
conversation

After sending a
question, the
system remains
in a waiting state

Cancel the
previous request
and focus on the
current request

Successfully
updated the
conversation in
real-time

Message display
and formatting

User interface
beautification

Issues with the
formatting and
layout of user
avatars and text
messages

Keep the user
avatar and
username fixed
above the
message box

Successfully
beautified the
interface

ChatGPT API
integration

Network
requirements for
API calls

High network
requirements for
users

Move the API
calls to the
server-side

Successfully
resolved high
network
requirements

Post-processing
of ChatGPT
responses

Stability of
responses

Randomness and
instability in the
system’s
responses to API
calls

Set key attributes
and perform
post-processing

Successfully
optimized the
stability of
responses

Integration with
the Wuhan
College
information
database

Proper display
of information
retrieved from
the database

Images are not
displayed
properly

Modify the logic
for storing
images and return
the image path

Successfully
called the
function, and
now text and
images can be
displayed
normally

keyword
matching
algorithm

Keyword
matching,
fine-tuning the
most suitable
threshold

None Adjust the
threshold to 0.76

Successfully
matched user
keyword queries

5 Conclusion

5.1 Summary of the Paper

This paper designs and develops an enhanced campus information query system based
on the ChatGPT interface and local content database. By researching the advantages and
applications of ChatGPT in intelligent dialogue and natural language processing, we
propose a system design and algorithm combination scheme. In the system design part,
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we introduce the architecture design, module hierarchy, interface design, and database
design of the system. In the algorithm combination part, we apply dynamic programming
algorithm and Levenshtein distance algorithm to achieve keyword matching and fuzzy
querying. Through the implementation of the system, we are able to provide intelligent,
accurate, and efficient campus information query services.

5.2 Advantages and Prospects

Through the research and implementation of this paper, our campus information retrieval
system has the following advantages:

Intelligence: By utilizing the ChatGPT interface, the system is capable of intelligent
conversations and answers, providingpersonalizedquery services and recommendations.

Efficiency:With the efficient computing performance of dynamic programming algo-
rithms and Levenshtein distance algorithm, the system can handle a large number of
query requests in a short time.

However, there are still aspects of our system that can be further improved. Future
research can focus on the following directions:

Algorithm optimization: Further optimize the dynamic programming algorithm and
Levenshtein distance algorithm to improve query matching efficiency and accuracy.

Database expansion: Increase the campus information resources in the database,
covering more fields and disciplines to provide more comprehensive and rich query
results.

Cross-platform applications: Extend the system to more platforms and devices, such
as mobile applications, smart speakers, etc., to provide more convenient and seamless
campus information retrieval services.
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Abstract. Since Major Depressive Disorder (MDD) represents a neurological
pathology caused by inter-synaptic messaging errors, membrane receptors, the
source of signal cascades, constitute appealing drugs targets. G protein coupled
receptors (GPCRs) and ion channel receptors chelated antidepressants (ADs)
high-resolution architectures were reported to realize receptors physical mecha-
nism and design prototype compounds with minimal side effects. Tyrosine kinase
receptor 2 (TrkB), a receptor that directly modulates synaptic plasticity, has a
finite three-dimensional chart due to its high molecular mass and intrinsically
disordered regions (IDRs). Leveraging breakthroughs in deep learning, the metic-
ulous architecture of TrkB was projected employing Alphafold 2 (AF2). Fur-
thermore, the Alphafold Multimer algorithm (AF-M) models the coupling of
intra- and extra-membrane topologies to chaperones: mBDNF, SHP2, Etc. Con-
jugating firmly dimeric transmembrane helix with novel compounds like 2R,6R-
hydroxynorketamine (2R,6R-HNK) expands scopes of drug screening to encom-
pass all coding sequences throughout genomes. The operational implementation of
TrkB kinase-SHP2, PLCγ1, and SHC1 ensembles has paved the path for machine
learning in which it can forecast structural transitions in the self-assembly and
self-dissociation of molecules during trillions of cellular mechanisms. In sili-
con, the cornerstone of the alteration will be big data and artificial intelligence
(AI), empowering signal networks to operate at the atomic level and picosecond
timescales.

Keywords: Major Depressive Disorder (MDD) · Antidepressants (ADs) ·
Tyrosine kinase receptor 2 (TrkB) · Alphafold Multimer algorithm (AF-M) · Big
Data · Artificial Intelligence (AI)

1 Introduction

MDD, a systemic psychiatric disorder, may have a wide range of implicit etiologies:
synaptic misconnection, metabolic abnormalities and immune inflammation. The life-
time prevalence of MDD surpasses 20 % in the worldwide population, and the unavail-
ability of specific medications renders one-third of patients unresponsive to treatment
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[1]. As the initial spot of the signal cascade, transmembrane receptors are indispensable
in gaining and transferring signals across a thousand trillion interconnected synapses and
as the objective of fifty percent of prescription medicine [2, 3]. Several ADs have a direct
link to the 5-hydroxytryptamine receprots (5-HTRs) of GPCRs and the ion channel-type
glutamate receptors NMDAR and AMPAR for the onset of action [4]. Subtypes of 5-
HTRs bindingmaps with ADs have been constructed then using virtual pharmacological
screenings of millions of compounds to catch novel non-hallucinogenic antidepressants
[5–9]. The results of conjugating NMDARwith S-ketamine reveal that S-ketamine takes
effect more rapidly than conventional ADs by inhibiting Ca2+ influx to intracellular [10].
Previously, the predominant hypothesis claimed that ADs indirectly positively regulate
TrkB via NMDAR to trigger the synaptic plasticity mechanism [11]. However, in a lat-
est report, robust R-ketamine release therapeutic advantages by directly binding to TrkB
[12]. This casts doubt on the broadly held 5-HT and NMDAR hypotheses and propels
TrkB to spring up as a momentous priority receptor in building neat antidepressants.

Determining protein structure is essential for pharmaceutical research, while there is
a deficit of architectural insights into TrkB despite the profusion of foundational research
results. TrkB modulates postsynaptic protein expression and synaptogenesis through
the MAPK, PIK3/mTOR, and PLC pathways, intimately associated with a multitude
of psychiatric conditions, including depression, Parkinson’s disease, and schizophrenia.
Like many other RTKs, due to their variable transmembrane topology and molecular
mass outweighing the upper limit of conventional resolution approaches, only fifty per-
cent of TrkB sequences have solved. Several RTKs, including EGFR, INSR, and ALK,
have accurate measurements of the extracellular segment thanks to recent methodolog-
ical enhancements in Cryo-electron microscopy (Cryo-EM). However, the membrane-
spanning and cytoplasmic sections of all ligand-binding multimers were presented in
low resolution due to IDRs. The dearth of architectural information has sparked debate
on a variety of hot-button issues, along with the following: Why the extracellular TrkB
segment reacts to distinct NGF-family members having diverse biological responses?
Does TrkB’s transmembrane helix bridging angle alter the on/off state and strength of
its subsequent enzymatic activity, and is it a feasible curative landing point?How does
TrkB’s intracellular kinase element engage over 140 chaperones to assemble signal gath-
erings and automatically disentangle post-phosphorylation?Only a few layouts of RTKs
bound to key partners were fixed since resolution entails a rigorous selection of docking
sequences, kinase phosphorylation phase manipulation, and crystallographic strategies.
AF2, a deep learning-based artificial intelligence algorithm, predicted and released the
structures of all protein sequences, making them easily accessible before resolution.
Previously, the GPCRs and ATP-binding cassette receptors were correctly identified as
the experimental structures adopting AF2. RTKs predicting topologies are rarely uti-
lized because of their trisecting topologies and characterization of dimer activation. As
a result of AF2 advancements, biologists can construct biochemically active aggregates
utilizing the protein complex prediction algorithm AF-M. Even if TrkB is unresolved,
AF-M can build its signal assemblies, and clear out if the TrkB dimeric transmembrane
helix’s architecture does bind to ADs.

In the first step, utilizing AF2, the full-length monomer of TrkB was built with
atomic-level precision. Due to IDR, the full-length dimeric structure of TrkB was not
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topology-compliant. To tackle this problem, the TrkB sequence was divided into extra-
cellular, transmembrane, and intracellular segments. TrkB extracellular portion relating
to mBDNF has predicted, and it is consistent with the resolved structure possessing the
similar intrinsic and specific ligand-binding regions. Creating the model of TrkC linking
NTF3 indicates that AF-M rapidly pair between homologous receptors and ligands. The
structural information help design microproteins with regulatory activity for a specific
pair. In physiological membrane environment, the transmembrane helix dimers main-
tained stable, and binding pocket for the novel ADs: IHCH-7086 and (2R, 6R)-HNKwas
localized in the helix crossing point. This discovery expands the list of pharmacologi-
cal targets from GPCRs and ion channel-type receptors to include RTKs. AI detected
the essential posture of the assemblies during phosphorylation using related signal sub-
strates like PLCγ1, SHP2, and SHC1. In conclusion, the TrkB’s snapshots during the
signal cascade have been effectively reproduced using AF-M. Networks of physiologi-
cal or pathological signal pathways comprising spatiotemporal information will be built
in computers with artificial intelligence. In the next generation, AI will provide crucial
points of the unresolved protein architectures associated with pathologies, broadening
the scope of structure-based drug discovery to all coding sequences.

2 Methods

2.1 AF2 Predicts the Full-Length Structure of TrkB

To predict the full-length structure of TrkB, the first one was obtained directly from
the AF Protein Structure Database (Last updated in Alphafold database, version 2022–
06−01, created with the AF Monomer v2.0 pipeline). The second one is based on AF
Monomer V2.2, manually inputting the full-length sequence of TrkB obtained from
uniport. The third one is based on the monomer_casp14 program, which improves the
average GDT of Monomer by about 0.1. AF2 was downloaded from github and run
locally as described (https://github.com/deepmind/AF), using default parameters and
the database version used: pdb _mmcif and uniport are 2022–08−03, the rest of the
database is the default database.

2.2 AF-Multimer Predicts the Structure of Protein Complexes

Human full-length sequences of TrkB, BDNF, SHP2, PLCγ1, and SHC were obtained
from uniport, and sequences were selected for combination to construct multimers as
needed, and the sequence combinations used are shown in the Supplementary Material.
Run the AF-multimer program and set ‘--model_preset = multimer’ to output the PDB
file of the top 5 predicted complex structures sorted by PLDDT. All raw structures not
shown are shown in the supplementary material.

2.3 Conformational Optimization of Drug Small Molecule Drawing

The (2R, 6R)-HNK, IHCH-7086 structures were drawn using ChemDraw, calling the
Chem.AllChem module of RDKi (http://rdkit.org) using the Embed Molecule function
using Experimental-Torsion Basic Knowledge Distance Geometry (ETKDG) algorithm

https://github.com/deepmind/AF
http://rdkit.org
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to generate 3D conformations based on the modified distance geometry algorithm, opti-
mize and calculate the energy using MMFF94 force field, and finally select the lowest
energy conformation as the initial conformation for docking.

2.4 Protein-Drug Molecule Docking

The highest confidence 427–459 double alpha helix structure obtained by AF-M was
taken, and Smina was selected as the docking software for molecular docking with (2R,
6R)-HNK and IHCH-7086. The positions of the active centers were as follows: X-center
=−7.729, Y-center= 2.684, and Z-center=−6.868, where the approximation (exhaus-
tiveness) of docking was 80, the box size of docking was 40 Å, and 80 Å conformations
were generated each time, and the optimal conformations were selected for molecular
dynamics simulations.

2.5 Analysis of Protein-Ligand Interactions

Upload the pdb file of protein complex to PILP for interaction analysis, set the A chain
as the main chain, obtain the salt bond, hydrophobic bond, ππ bond, etc. generated with
the interacting ligands, and visualize the output pse file with pymol.

2.6 Sequences Alignment

Clustal Omega is used to perform multiple sequence alignment, input the sequence
information obtained from uniport, and set the output form as ClustalW with character
counts. Visualizing the comparison results using Jalview. The higher the similarity, the
darker the color of the residues.

2.7 Molecular Dynamics Simulation

The conformation of ranked 1 transmembrane helical dimer coupledwith (2R, 6R)-HNK
predicted by AF-M was added with 20% CHOL + 80% DOPC as the membrane envi-
ronment. Gromacs2019.6 was chosen as the kinetic simulation software and amber14sb
as the protein force field. Small molecules were used to produce topology files based on
GAFF2 (Generation Amber Force Field) force field. The TIP3Pwater model was used to
add TIP3Pwater model to the complex system to create a water box and add sodium ions
to equilibrate the system. Under elastic simulation by Verlet and cg algorithms respec-
tively, PME deals with electrostatic interactions and energy minimization using steepest
descent method for maximum number of steps (50,000 steps). The Coulomb force cut-
off distance and van der Waals radius cutoff distance are both 1.4 nm, and finally the
system is equilibrated using the regular system (NVT) and isothermal isobaric system
(NPT), and then theMDS simulations are performed for 100 ns at room temperature and
pressure. In the MDS simulations, the hydrogen bonds are constrained by the LINCS
algorithm with an integration step of 2 fs. The Particle-mesh Ewald (PME) method is
calculated with a cutoff value of 1.2 nm, and the non-bond interaction cutoff value is set
to 10 Å. The simulation temperature is controlled by the V-rescale temperature coupling
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method at 300 K, and the pressure is controlled by the Berendsen method at 1 Å. NVT
and NPT equilibrium simulations were performed at 300 K for 30 ps, and finally, the
finished MDS simulations were performed for 50 ns. The root mean square deviation
(RMSD) was used to observe the local site variation during the simulation (the cut-off
point was set to 0.2). The radius of gyration (Rg, radius of gyration) is used to evaluate
the tightness of the structure of the system. The root mean square function (RMSF)
is used to observe the local site metastability of the system during the simulation, and
the solvent accessible surface area (SASA) is used to observe the size of the solvent
accessible surface area of the complex during the simulation.

2.8 Binding Free Energy Calculation for Proteins and Small Molecules

TheMDS trajectory is used to calculate the binding free energyby the following equation:

�Gbind = �Gcomplex − (
�Greceptor + �Gligand

)

= �Einternal + �EVDW + �Eelec + �GGB + �GSA

In the above equations, �Einternal internal represents internal energy, �EVDW rep-
resents van der Waals interaction and �Eelec represents electrostatic interaction. The
internal energy includes the bond energy (Ebond), angular energy (Eangle), and tor-
sion energy (Etorsion); �GGB and �GGA are collectively referred to as the solvation
free energy. Among them, GGB is the polar solvation free energy and GSA is the non-
polar solvation free energy. For �GGB, the GB model is used for calculation (igb = 8).
The nonpolar solvation free energy (�GSA) is calculated based on the product of sur-
face tension (γ) and solvent accessible surface area (SA), GSA= 0.0072× SASA. The
entropy change is neglected in this study due to the high computational resources and low
precision. This study is neglected. This algorithm is implemented by Gmx_MMPBSA.

3 Result

3.1 AF2 Predict the Full-Length and Dimeric Structures of TrkB

• Predicting the full-length structure of TrkB monomers by three methods using AF2

The fixed structures predicted by the three modalities were similar, TrkB consists
of five major structures, Domain 1: two CR clusters sandwiching three LRRs, Domain
2: Ig C1, Domain 3: Ig C2, Domain 4: transmembrane α-helix, and Domain 5: kinase
domain (Fig. 1A). However, the main difference between the predicted results could be
attributed to the disordered sequences on both sides of the transmembrane helix and at
the N and C-terminals. The PLDDT values of these sequences are shown to be low and
as orange noodles by AF2. The disordered sequences are freely distributed, resulting in
the predicted extracellular, transmembrane, and intracellular relative positions of TrkB
not conforming to their spatial distribution and separated from each other at the plasma
membrane.

• AF-M predicts the full-length dimer structure of TrkB without ligand/binding ligand
and predicts the spatial distribution of the structure irrationally
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Fig. 1. TrkB monomer, dimer structure predicted by AF2. (A) Schematic diagram of the struc-
tural domains of TrkB and BDNF. (B) The full-length structure of TrkB predicted by casp14,
with different interval confidence levels displayed in the structure in the corresponding colors.
Fixed structures are circled and colored in line with (A). (C) Structural alignment between the AF
predicted structure and the experimentally resolved structure, in order: IgC2 [PDB:1WWB], jux-
tamembrane IDR [PDB:2MFQ], kinase domain [PDB:4ASZ], the RMSD between the predicted
structure and the experimental structure is marked in the lower right corner, respectively. (D)
mBDNF and proBDNF homodimeric structures predicted by AF-M. (E) The ligand-free dimeric
structure of TrkB predicted byAF-Mdoes not possess a reasonablemembrane topology. (F) AF-M
predicted structure of the activation dimer of TrkB-binding mBDNF. (Color figure online)

AF-Multimer, used for protein complexprediction, has been released recently andhas
demonstrated excellent performance in constructing dimers and multimers. It has been
used for dimer construction of TrkB to understand the usability of AF2 for RTKs, which
have dynamic conformations and a wide range of binding partners and complex binding
forms. The structure of TrkBhas not yet been resolved at high resolution underCryo-EM,
and AF2 does not allow direct access to experimental dimer structures. Nevertheless,
the extracellular dimer and transmembrane dimer of the TrkB homologous protein TrkA
have been resolved to use it as a reference for the predicted structure of TrkB to evaluate
the availability of AF-M predictions.

The homodimers of the two forms of BDNF were constructed independently
(Fig. 1D). mBDNF dimer is highly similar in structure to the already resolved
mBDNF/NTF-4 heterodimer 55. The main body of mBDNF consists of three pairs
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of β-strands and four linked β-hairpin loops, and the dimer is centrosymmetric with the
long axes of two pairs of long β-strands contact (Fig. 1D). In contrast, the structure
of the proBDNF dimer has not yet been resolved, and the predicted structure has four
incomplete helices at the N-terminal of each monomer. The presence of these helices
caused the lower end of the β-strands to be pulled to both sides, which disrupted the
intrinsic binding interface of the NGF-β family at the IgC2 of the Trk family. This alter-
ation revealed the reason for the low affinity of proBDNF to TrkB and high affinity to
p75, providing a structural explanation for the opposite synaptic effect of proBDNF and
mBDNF. Consequently, AF predicted mBDNF homodimers, demonstrating that it is
highly usable in the prediction of dimeric ligands and can rapidly predict all the putative
intrafamily paired dimer conformations when homologous family dimeric structures are
available.

Based on the successful construction ofmBDNF dimer, we further predicted the con-
formation of TrkB full-length dimeric activation state, TrkB-mBDNF-mBDNF-TrkB.
The major dimerization interface of all predicted results was the extracellular segment,
and the kinase dimerization structure in the ligand-free dimerization structure was sep-
arated, indicating centrosymmetric but no contact. In ranked 1 as an example: mBDNF
bridges the bipartite structure of the extracellular segment, while the kinase segment is
incorrectly placed at the top of the N-terminal of the extracellular segment and does not
contact each other (Fig. 1F). The transmembrane helix is recognized as a disordered
structure, indicating that the addition of mBDNF does not rescue the irrational spatial
distribution of TrkB dimeric conformation predicted by AF-M.

In conclusion, we found that AF-M does not provide a reasonable full-length dimeric
structure of TrkB with or without binding ligands. This phenomenon is attributed to the
fact that the resolution results of RTKs Cryo-EM could not provide a sufficient density
for the transmembrane and intracellular segments due to the lack of rigid connections
between the extracellular segment and transmembrane helix, and only the dimeric extra-
cellular segment was resolved at high resolution and uploaded to the database. Despite
the inability to give a full-length dimeric structure, AF-M provides a dimeric conforma-
tion of the kinase segment and the extracellular segment of the bound ligand, derived
from the mimicry of the local structures of RTKs obtained by NMR and X-ray over
the past 30 years. This indicates that AF-M has the ability to predict the fixed structure
of RTKs undergoing dimerization. Hence, we split the sequence of TrkB into extra-
cellular/transmembrane helix/intracellular segments for dimerization prediction based
on previous studies of EGFR and predicted their complex conformation upon binding
ligands, signal components, or drugs.

3.2 AF-M Accurately Predicts the Ligand-Binding Structure of the Extracellular
Segment of the TrkB Dimer

• Prediction of potential TrkB extracellular ligand-free binding dimer structure with
inter-monomeric binding via β-turn

The predicted TrkB extracellular ligand-free dimer was obtained by AF-M. The
docking of ranked 1–ranked 3 occurs at Domain 3, while the difference between the
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structures is that the twomonomersDomain 3 are increasingly spaced apart with decreas-
ing confidence until no contact is made; the docking of ranked 4–5 occurs at Domain 1
and IDR. These findings differed from the previously experimentally obtained dimeric
structure of Trk family Domain 3, wherein the crystal structure is based on the two
monomers with overlapping N-terminus and C-terminus, which results in the loss of
βA at the N-terminus of Domain 3. Such a structure is considered erroneous because
Domain 2 exists on Domain 3 N-terminal, and the N-terminal sequence serves as a
bridge between Domain 2 with 3. Despite the incorrectly constructed Domain 3 dimer
in the database, AF-M can determine and correct its implausibility. In ranked 1, βA
was successfully identified and linked to Domain 2, and the monomers contacted each
other through the loop between βA and βB (ABL), i.e., the interaction force of S297-
W301 (Fig. 2A and 2B). A total of five hydrogen bonds and two hydrophobic bonds
were formed between the residues, and a π-π stacking was formed between H299 and
W301. These residues formed a negatively charged finger-like protrusion and a con-
cavity, and the two monomers formed a chimeric structure with each other, which was
consistent with the subsequent prediction of a specific ligand-binding region (Fig. 2C).
Furthermore, M379 and G380 near the membrane were also identified as bind residues
in the disordered region. AF-M offers the possibility of an unresolved TrkB pre-dimer,
i.e., ABLs that contact Domain 3 specifically with ligands forming chimeras with each
other, and the ligand-binding surface is buried until the ligand is inserted and opened to
stimulate the downstream signals.

• Predicting the ligand-bound dimeric structure of TrkB extracellularly with specific
binding region and intrinsic binding region between Domain 3 and mBDNF

Next, AF-M was used to predict the conformation of the extracellular segment of
TrkB bound to mBDNF. The five results showed a high degree of agreement, with differ-
ences arising from the free distribution of the disordered region. The complex structure
of mBDNF retains its centrosymmetric homodimeric conformation and binds to the
Domain3 of TrkB. Conversely, the extracellular segment of TrkB has a crabpincer shape
with two monomers each monomer is attached to a single chain, alternating between the
front and back of mBDNF. This finding is similar to the results of the TrkA extracellular
segment. The most different secondary structure is Domain 1, wherein β1–β3 starting
from the N terminus is shorter in the crystalline structure than in the predicted structure,
and most of the articulated sequences have a loop-like morphology (Fig S5B). These
results predicted a TrkBDomain 1 superhelical topology compared to the resolved TrkA.

In conclusion, in the structure prediction of extracellular segment-binding ligands,
AF-M is unable to predict the effect of PTMs on the structure, resulting in a relative angle
between domains deviating from the true structure. However, the predicted structures
are highly accurate for the ligand-bound receptor structural domains, constructed with
reference to the experimental structures between ligand-same family receptor members
of the same family in the database. Previous studies have shown that several RTKs can
form heterodimeric pairings with homologous receptors. Also, ligand family members
can heterodimerize, with dozens of possible pairings between the Trk family and the
NGF-β family alone. AF-M facilitates the assembly of all the ligand-receptor binding
structures using only the sequences, thereby circumventing the limitation of the resolved
structures. Thus, we can retrieve highly matched design structure microproteins and



Prediction of TrkB Complex and Antidepressant Targets 157

small-molecule drugs using the three-dimensional structural information of proteins,
thereby minimizing the side effects of the traditional antibody binding to the same
family of receptors and regulating the activation and inactivation of receptor kinases at
the atomic level.

Fig. 2. Structure prediction of pre-activated and activated dimer of TrkB extracellular segment.
(A) AF-M prediction of the potential TrkB extracellular segment pre-activated dimer structureb.
(B) Detailed graphical representation of the contact residues of the pre-activated TrkB pre-dimer.
(C) TrkB pre-dimer contact residues form finger-like protrusion and concavity, marked in purple
(left). Circled in black stroke on the surface potential energy map (right). (D) AF-M prediction
of the extracellular activation state dimer of TrkB that binds mBDNF. The two interact regions
are framed in black. (E) Residue details of the TrkB-binding mBDNF-specific binding region are
shown. (F) Detail map of residues in the intrinsic binding region of TrkB-binding mBDNF is
shown. (G) Sequence alignment of NGF-β family, where residues in the specific binding region
are circled and residues in the intrinsic binding region are boxed. Information of BDNF is from
the predicted structure of TrkB-mBDNF. Information of NGFNTF4 is from the resolved structure
of TrkA-NGF and TrkB-NTF4.

3.3 AF-M Predicts the Antidepressant Binding Pocket at the Crossover of TrkB
Transmembranesegment Dimer

• The predicted TrkB transmembrane segment dimer structure is significantly different
from the resolved structure of TrkA.

The transmembrane helix dimer of TrkB was successfully constructed by AF-M
(Fig S6A). The transmembrane helix dimerization structure of TrkA has been resolved
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previously. The predicted transmembrane helix crossover pattern of TrkB is significantly
different from that of TrkA, with TrkA monomers further apart from each other and the
overall structure similar to X-type. On the other hand, the structure of TrkB tends to be
parallel, and the helix of TrkB is longer than that of TrkA,with the crossover siteASVVG
located at the center of the helix, while the crossover site of TrkA is near the N-terminal.
Sequence comparison revealed that the crossover site SXAVG of TrkA and TrkC was
shifted up by 7 residues compared to TrkB, indicating that the crossover site of TrkB is
highly specific in the Trk family (Fig. 3D). The sequence comparison of TrkB between
different species revealed that the transmembrane helix is conserved in the family.While
the transmembrane helix is a common drug binding site for GPCRs and ion channel-
type receptors, the complex formation structures of various antidepressants with the
5HT family and the glutamate receptor family have been resolved. Previous studies on
EGFR have shown that the transmembrane helix transmits signals from the extracellular
segment to the intracellular segment by changing the rotation angle and docking site. This
alteration implies that the transmembrane helix of TrkB has the potential to modulate
the activation strength of the intracellular kinases and becomes a target structure for
antidepressants.

• Molecular dynamics simulations reveal a potential antidepressant binding pocket at
TrkB docking.

The transmembrane helix structures predicted byAF-Mwere derived from the imita-
tion of similar structures in the database. The AF-predicted transmembrane helix struc-
tures have been demonstrated to be highly accurate based on the comparison between
the GPCR and ABC proteins with the resolved structures. The five TrkB transmembrane
helix dimerization structures predicted by AF-M differed only in relative angles, with
consistent crossover sites, indicating that TrkB dimers are formed in cholesterol-rich
lipid rafts. To demonstrate the stability of the predicted structures in the membrane envi-
ronment, the predicted ranked 1 dimer helix was placed in a 20% CHOL+ 80% DOPC
environmental box, and molecular dynamic simulations were performed for 100 ns, and
the dimer structures were found to be cross-stable until the end of simulation.

In order to obtain the interaction of the drug with the transmembrane helix in the
physiological membrane environment, the (2R, 6R)-HNK docked dimeric transmem-
brane helix structure was subjected to MDS in 20% CHOL + 80% DOPC environment
(Fig. 3C). We found that the transmembrane helix showed a tendency to converge and
reach a steady state in the second half of the simulation. The RMSDvalues fluctuate from
0–50 ns, which is caused by the initial instability of the docked acquired conformation
inside the box, which declines rapidly at 50 ns and enters the steady state at 60 ns. The
fluctuation of Rg corresponds to the ripple correspondence in RMSD, wherein the fluc-
tuation rises in the first period, has a small peak at 10 ns, starts to reach a second peak at
50 ns and finally enters the stable zone at 75–100 ns, indicating that the system is shifting
from the unstable to the stable state at this moment. The SASA of the protein gradually
decreases in 0–100 ns, indicating a favorable binding and gradual protein tightening.
HBNUM showed 0–2 connections of hydrogen bonding during the simulation.

Postural fingerprinting of the stable conformation revealed that the interaction of (2R,
6R)-HNK with the dimeric transmembrane helix originates from hydrogen bonding and
the surrounding hydrophobic amino acids, whereby (2R, 6R)-HNK produced hydrogen
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Fig. 3. AF-M predicted TrkB transmembrane helix dimer after molecular dynamics simulation
to localize the drug binding pocket (A) TrkB transmembrane helical dimer with (2R, 6R)-HNK
coupled structure after 100 ns MDS. Contact residues are shown in stick form. The top view is
shown on the right. (B) Pose fingerprint of the (2R, 6R)-HNK contact with the surrounding TrkB
transmembrane helix residues. The most stable contact occurs on Ser441, with a total of three
hydrogen bonding contacts. (C) The final conformation of the TrkB transmembrane helix dimer
with the (2R, 6R)-HNK-coupled structure in the lipid box, with cholesterol being displayed in a
spherical shape, after 100 nsMDS simulation, the top view(right). (D) Sequence comparison of the
human Trk family (top), and sequence comparison of TrkB across species (bottom), reveals that
the crossover sequence is highly specific in the same family and highly conserved between species,
and the helical crossover residue sequence is boxed in red. (E) After 100 ns MDS simulation, (2R,
6R)-HNK is transferred from the protein surface to the crossover gap and a drug binding pocket
is generated. (Color figure online)

bonding with S441 and hydrophobic forces with V437, V438, A440, V442, and F445
(Fig. 3A). Further analysis of drug-residue interactions revealed three hydrogen bonds
created between (2R, 6R)-HNK and S441 at a distance of about 3 Å (Fig. 3B). The
comparing of (2R, 6R)-HNK before and after the simulation showed that the molecule
moved from the protein surface to the center of the crossover, where it formed a TrkB-
specific hydrophobic pocket that was exactly on the two dimer crossover sequences
(Fig. 3E). This phenomenon suggested that (2R, 6R)-HNK effectuates the extracellular
segment signal on the kinase segment by anchoring the transmembrane helical dimer
conformation, thereby exerting a synaptic plasticity and enhancing the antidepressant
effect.

3.4 AF-M Predicts Intracellular Signal Assemblies of TrkB with Multiple
Binding Modes Between Kinase and Signal Proteins

• AF predicts TrkB kinase homodimers with centrosymmetry between monomers
centered on the activation loop.
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The kinase segments of the RTK family are structurally similar, with the main struc-
ture consisting of an N-lobe composed of α-helixes and a C-lobe composed of β-folds, as
well as a hinge bridging the two globes, while a loop sequence, known as the activation
loop, exists on the C-lobe and plays a critical role in the phosphorylation cascade. For
TrkB, there are five majors phosphorylated tyrosines (pTyr), including Y516 in the prox-
imal membrane region recognized by AF as an incomplete helix, Y702, Y706, Y707
in the activation loop, and Y817 in the C-terminal IDR tail. The predicted TrkB kinase
segment shows a consistent conformation with the resolved kinase-inactive structure,
wherein the αC helix opens outward and the expanded binding pocket appears as C-helix
out; the benzene ring of Phe in the DFG at β8 appears as DFG-out towards the hinge
domain, indicating that the protein is inactivated and is in a closed state. Despite the pres-
ence of the DFG-in structure of CPD5N [PDB:4AT3] with the antagonist in the database,
AF2 tends to select the inactive state of the kinase for output. Among all subsequent
structures of the complex, the kinase presents an inactive conformation consistent with
the monomer (Fig. 4B).

Furthermore, three models of self-inhibition have been identified in studies of RTKs,
including cis-inhibition of the active site by the proximal membrane region and C-
terminal tail, tightening of the activation loop, and blocking of the substrate binding site.
In the predicted structure of the TrkB monomer, the juxtamembrane region is identified
as a disordered scattered structure, the C-terminal tail has only 10 residues and does
not block the ATP-binding site, and the activation loop shows an outwardly expanded
relaxed structure. Therefore, AF did not provide a monomeric TrkB self-suppressive
structure.

• Predicted TrkB kinase segment complex structure with PLCγ1 and SH2 structural
domain bound to the kinase C-terminus

Tyrosine kinases transmit signals downstream by recruiting and activating substrate
proteins. pTyr binds to the SH2 and PTB structural domains of the signal proteins to
generate cascade phosphorylation. The SH2 and PTB structural domains are present in
a diverse set of proteins containing a range of catalytic type and interacting domains,
which provide a degree of specificity by recognizing pTyr residues and the surrounding
residues. Three extensively studied signal proteins were selected for the construction of
their complex structures with TrkB kinase segments to examine the efficacy of AF-M
in predicting the intracellular molecular assemblies of tyrosine kinases. Notably, the AF
was previously shown to be effective in the prediction of intracellular giant complexes,
with quiescent structures. However, the tyrosine kinase signal is transmitted by a liquid-
liquid phase separation mechanism, and the protein structure in the droplet exhibits a
high degree of dynamics.

The PLCγ signal pathway is downstream of TrkB, which plays a major role in pro-
moting calcium inward flow. The activation of the pathway leads stimulates CaMKII
and subsequent synaptic plasticity, where PLCγ1 serves as the first substrate with two
tandem SH2 domains. The previous structural analysis provided two reference binding
modes; one from the binding of NSH2-CSH2 to FGFR1, in whichNSH2 forms a binding
pocket on pTyr at the C-terminus of the kinase 31, and the other is from the complex
formed by FGFR2 and CSH2. Based on this structure, another activation model was
proposed as follows: CSH2 contacts both kinases simultaneously, and in addition to
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Fig. 4. AF-M predicted TrkB intracellular kinase segment homodimer, heterodimer bound to
PLCγ1NSH2-CSH2 (A)AF-Mpredicted homodimer of TrkBkinase segment. The twomonomers
are centrosymmetric with the active ring as the central point, and the active ring is close but not in
contact. The proximal membrane region crosses the interface where the active ring is located. The
hinge region is dark blue, and the proximal membrane region containing the autophosphorylated
tyrosine, the active loop, and the C-terminal tail are purple. Same below. (B) AF-M predicted
sequences related to kinase activity in TrkB kinase segment homodimers are shown. αC is C-helix
out, DFG is DFG-out, and the kinase is in the off state. (C) AF-M predicted heterodimer of TrkB
kinase segment with PLCγ1 NSH2-CSH2 structural domain, Y816 site in contact with NSH2,
shown as spherical. (D) Details of the contact of the TrkB kinase segment with the PLCγ1 NSH2
structural domain are shown the C-terminal tail is embedded in the surface groove of NSH2 and
is localized near αB. (Color figure online)

producing a pocket binding mode similar to that described above, the pTyr-containing
tail at the C-terminus of CSH2 is inserted into the active groove of the other kinase.
These two models provide insights into two types of kinase-substrate binding: 1. Sub-
strate recruitment and phosphorylation are cis at the same tyrosine kinase monomer.
2. Substrate recruitment and phosphorylation are dependent on the dimerization of the
kinase segment. Consequently, we selected NSH2-CSH2 of PLCγ1 and retained the
pTyr-containing sequence downstream of CSH2 to construct the complexes of NSH2-
CSH2 with TrkB kinase segment in a 1:1 ratio and CSH2 with kinase segment in a 1:2
ratio.

This finding indicated that AF-M predicted the signal chaperone contact domain and
located the phosphorylation site in the case where the database contains the structure of
the kinase complex with the signal companion. However, some differences were noted in
the spatial distribution of specific residues from the resolved structure owing to sequence
differences among the kinases and the additional possibilities offered by the database
containing the pTyr peptide in a complex with the SH2 structural domain. Moreover, in
the 1:2 complex, AF did not construct the theoretical model of transdimeric activation.
CSH2 in all predicted structures was free from the dimerization of the kinase segment,
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indicating that despite the existence of the theoretical model, AF-M could not construct
an approximate linkage due to the lack of reference structures in the database.

Fig. 5. AF-M predicted heterodimer of TrkB intracellular kinase segment bound to SHP2 and
SHC1 (A) AF-M predicted heterodimer of TrkB intracellular kinase segment SHP2, with the
structure of the disordered region of SHP2 extending into the active groove between the kinase
globes. (B) Detail of AF-M predicted heterodimer of TrkB intracellular kinase segment SHP2
showing that autophosphorylatedY542 on the disordered region of SHP2makes contact with I692,
V673 and L595 of αC of C-lobe. (C) AF-M predicted heterodimerization of the TrkB intracellular
kinase segment SHC1 with contact occurring in the disordered region while PTB is closer to the
C-lobe compared to SH2. No contact occurs between PTB and the kinase, but the binding pocket
of PTB (red) is toward the C-lobe. (D) Detail of AF-M predicted heterodimerization of the TrkB
intracellular kinase segment SHC1, with β5 and αB of PTB producing binding pockets toward the
C-lobe and close to the activation loop. (Color figure online)

• Prediction of the complex structure of TrkB kinase segment with SHP2 and SHC1 and
identification of the different binding modes of kinase binding to SHP2 disordered
region and SHC1 PTB

To further understand the effect of AF on the formation of kinase-signal protein
complexes, two key signal proteins were selected to construct the dimer formed with
kinase, including SHP2 and SHC1. SHP2 is an allosteric enzyme that consists of two
tandem SH2 structural domains, phosphatase structural domain and C-terminal disor-
dered tail, while NSH2 contacts with PTP and self-inhibits the phosphatase activity in
the absence of biochemical reactions. In addition, SHC1 is a signal scaffold protein,
and its PTB binds to the kinase structural domain, while SH2 further binds other signal
proteins and large segments of the sequence show a disordered structure. Different from
PLCγ1, neither SHP2 nor SHC1 obtained a resolved structure of its structural domains
in a complex with the kinase segment, and the inferred contact site was derived from the
contact conformation of the pTyr-containing polypeptide with SH2 and PTB.
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The predicted structure of the TrkB kinase segment with SHP2 does not provide a
conformation in which the PTP is activated by conformational change; however, it still
adopts a self-inhibitory structure, and NSH2-CSH2 does not interact with the kinase
(Fig. 5A). A phosphorylated peptide study showed that the spaced pTyr site sequentially
crosses the surface of SH2 and causes NSH2 to lose the inhibition of the phosphatase;
then, the kinase contacts and reacts with the main body of the phosphatase as the con-
formation during the allosteric activation is not available due to the absence of PTM
information from AF-M. The contact in the predicted structure occurs in the C-terminal
α-helix of the PTP structural domain of SHP2 and downstream to IDR, as it is embedded
in the active groove of the kinase forming a multivalent and stable contact, where Y547
of SHP2, the phosphorylated site creates four hydrophobic bonds and one hydrogen
bond between L595, I692, and V673 of the kinase segment (Fig. 5B). This interaction
exhibits a transient local contact where SHP2 is recruited to the C-lobe as well as near
the activation loop through the disordered region in the case of autoinhibition. Of the five
possible conformations, four of the resulting contacts occur in the C-terminal disordered
tail of SHP2. This interaction is consistent with recent studies on the liquid-liquid phase
separation of SHP2, which undergoes LLPS in the autoinhibited state and is enhanced by
the transformation of the phosphatase to an active conformation after mutation. Before
this phenomenon,AF2-based phase separation prediction programs have been developed
by scoring disordered regions, while AF-M has the potential to complete the screening
and localization of phase separation targets.

In conclusion, we explored the potential conformation of AF-M in predicting the
intracellular kinase segment dimerization and kinase segment binding to various key
signal proteins. In the case of resolved structures with similar patterns, AF-M could
accurately localize to the binding residues, such as NSH2 of PLCγ1. However, the
monomer in the unresolved complex exhibits a self-inhibited structure with the blocked
binding interface, and the predicted contacts occur at the IDR because the PTM infor-
mation is not considered. In order to construct a complete, signal pathway network
containing three-dimensional information is necessary to deduce additional conforma-
tions of kinases and companions at different reaction stages and to correlate the PTM
information of the residues with these structures. On the other hand, it is essential to con-
catenate the previous experimental evidence and construct a three-dimensional model
for artificial intelligence learning.

4 Discussion

MDD is a pressure stress-mediated physiological disorder that often leads to reduced
synaptic plasticity, in which the TrkB receptor, the starting point of the synaptic plasticity
pathway, is an RTK distinct from 5-HT and glutamate receptors 11. Its large extracellular
receptor and intracellular kinase structures, as well as the highly variable transmembrane
helices and disordered sequences between the two, have led to the resolution of its acti-
vation state being mostly limited to the extracellular segment. Following AF2 catch all
protein in one draft, AF-M evolved to be able to predict complex structures, allowing
us to construct TrkB dimerization activation structures as well as complex structures
with intracellular signal molecules. Adopting a divide and conquer algorithm, we first
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predicted the activation structure of the whole extracellular segment of TrkB binding
to mBDNF and were able to rapidly perform homologous ligand-receptor pairing, pro-
viding three-dimensional information that can be used to design targeted agonists or
antagonists that are highly specific to a given combination. For example, the design of
mBDNF-mimetic microproteins targeting TrkB reduces the aberrant activation of TrkA
and TrkC.

Transmembrane helices, due to their complex environment and their role as relay sta-
tions for signal cascades, often require careful design ofmembranemimics for resolution.
For unresolved transmembrane helix dimers,manual screening is required amongnumer-
ous docking results. AF-M provides dimeric structures that are stable in the lipid raft
environment and create pockets at the crossover that bind to novel antidepressants. This
will strongly facilitate the design of drugs against RTKs, breaking the inherent impres-
sion that transmembrane helical drug targets exist only for GPCRs and ion channels with
multiple transmembrane helices. It will also enhance the resolution of highly flexible
dimeric transmembrane helices of RTKs under Cryo-EM and refine the transmembrane
dimeric activation pattern of RTKs members in combination with MDS.

As a kinase segment that functions as a biochemical reaction, its potential chaper-
ones exceed 300 species, and the complex conformation is currently difficult to capture
due to the rapidly proceeding phosphorylation reaction. Attempts were made to con-
struct a complex pattern of TrkB kinase segment with three typical signal chaperones,
and the binding site and pattern of PLCγ1 were highly similar to that of the resolved
FGFR2. Unfortunately, however, the binding site of SHP2 presenting a self-repressed
structure was designated as being in the disordered region due to the absence of PTM
information. Rather, SHC1 successfully distinguished a binding mode with the PTB
structural domain binding pTyr. Further iterations of AF-M are needed in the predic-
tion of kinase-signal chaperones to predict the metastable binding process of proteins
in biochemical reactions, such as researchers adding PTM information when upload-
ing structures, marking key sites regulating metastable conformations, and uploading
multiple dynamic conformations of the binding process to the database for artificial
intelligence learning.

AF-M extends the prediction to multimers, giving us access to the underlying struc-
tures of molecular machine-protein complexes that dominate physiological functions.
Such breakthroughs allow me to stand at the beginning of the next era of structural
science, using deep learning-based artificial intelligence programs represented by AF2,
combined with MDS, to build a dynamic signal pathway network containing structural
information. In this network, the self-assembly of small molecules in all physiological
and pathological processes can be demonstrated, and the operation of the entire pathway
can be controlled by modifying and controlling a few key targets, which will enable
drug design to shift from single-target to global. In the foreseeable future, AI, a pow-
erful assistant, will play an important role in breaking down difficult-to-treat diseases
involving multiple mechanisms, such as MDD.
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Abstract. Based on data from the China Family Panel Studies micro-social sur-
vey, this paper empirically analyzes the influence of trust on commercial insurance
participation. The results demonstrate that trust significantly enhances the prob-
ability and extent of commercial insurance participation. Moreover, the research
findings further support the relationship between trust and commercial insurance
participation. Heterogeneity analysis reveals that trust is more prominent in pro-
moting participation among families residing in cities and towns with lower edu-
cation levels. Mechanism analysis indicates that trust facilitates the purchase of
commercial insurance by increasing family income. This paper’s research intro-
duces a novel perspective to the influencing factors affecting commercial insurance
participation, emphasizes the importance of trust, and reinforces the development
of the social credit system to foster the healthy growth of the commercial insurance
market.

Keywords: Trust · Commercial Insurance Participation · Instrumental Variables

1 Introduction

In recent years, China’s multi-level social security system has been continuously
improved, and commercial insurance can not only play an important supplementary
role in the process of social security system construction and development, but can also
replace the function of social security to a considerable extent. According to the need of
sustainable development of social security system, we should respect the market rules of
commercial insurance, leave the corresponding space for the development of commer-
cial insurance, and take effective policy measures to promote it (Xu 2010). In 2017, the
Opinions on Accelerating the Development of Commercial Pension Insurance proposed
that the development of commercial pension insurance is important for improving the
multi-level pension protection system, promoting the multi-level and diversified devel-
opment of the pension service industry, coping with the trend of population aging and
new changes in employment patterns, further protecting and improving people’s liveli-
hood, and promoting social harmony and stability. The Opinions of the State Council of
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the Central Committee of the Communist Party of China on the Key Work of Compre-
hensive Promotion of Rural Revitalization in 2022” points out that the state is required to
increase insurance protection and optimize and improve the “insurance+futures” model.
This shows that commercial insurance has become increasingly irreplaceable in meeting
the diversified protection needs of the nation and maintaining social stability.

Combined with the current good development opportunities facing the commercial
insurance market, the development of the existing commercial insurance market is still
in need of improvement. According to the 2018 China Urban Family Wealth and Health
Report, the participation rate of life insurance for households is 14.0%, health insurance
for households is 10.2%, and other commercial insurance for households is 5.7%. This
data shows that although someof our households are awareof participating in commercial
insurance, the overall participation rate of commercial insurance is low. 2019 Swiss Re
released a sigma report stating that the insurance density in China is US$430, ranking
46th in the world, with a difference of US$388 from the world average; The difference
between the depth of insurance and the world average depth level is 2.93%, 4.3%, which
shows that the development of commercial insurancemarket in China is still very lagging
behind.

Since the reform and opening up, China has entered a period of social transition
from a planned economy to a market economy, during which the imperfect development
of the market economy and the poor quality of market traders themselves have led to a
serious trust deficit problem. This problem is reflected in the insurance field: the lack
of trust between insurers and policyholders, which leads to the disruption of the normal
order of the insurance market and affects the normal conduct of commercial insurance
transactions.

It can be seen that it is an important issue to study how to effectively increase the
participation rate and involvement in commercial insurance from a trust perspective.
The main contributions of this paper focus on the following three aspects: First, the
existing literature has mostly studied the influencing factors of commercial insurance
participation from the perspectives of household economic status, household structure
and demographic characteristics, and social factors. Second, in order to obtain reliable
and valid estimation results, this paper utilizes micro social survey data and uses instru-
mental variables to overcome the endogenous problem in the model. Third, this paper
constructs a mediating effect model of trust acting on commercial insurance participa-
tion behavior through household income in order to reveal the intrinsic transmission
mechanism and the path of action of commercial insurance participation.

2 Literature Review

2.1 Researches on Factors Affecting Commercial Insurance Participation
Behavior

With the opening of China’s financial market, commercial insurance has emerged as
a crucial pillar in the country’s protection system, enhancing people’s well-being and
improving their quality of life (Wang 2010). The development of commercial insurance
serves as a valuable complement to the social security system, effectively alleviating the
pressure on government social security (Zhao 2007). Currently, the existing literature on
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the factors influencing commercial insurance participation mostly focuses on two areas:
Demographic characteristics, such as gender (Liu and Chen 2002), education level (Abu
Bakar et al. 2012), lifestyle (Yadav and Sudhakar 2017), and financial literacy (Lin et al.
2017), have been identified as factors that impact commercial insurance participation
behavior. Additionally, larger family sizes have been associated with a higher likelihood
of insurance purchases (Dash and Im 2018).

Family economic status also plays a significant role in residents’ decisions regarding
commercial insurance participation. The level of household wealth, for example, influ-
ences the consumption of commercial insurance, as higher wealth levels are linked to
more excellent knowledge of commercial insurance, more vital investment awareness,
and a higher willingness to purchase such insurance (Yang and Liu 2019). Moreover,
increasing household income has been shown to enhance the participation rate of com-
mercial insurance (Showers and Shotick 1994). In Taiwan, the probability of purchasing
insurance varies across regions, with households in northern Taiwan having higher odds
of owning private insurance compared to non-northern households. Urban and town
households are also more likely to have private insurance than rural villages (Liu and
Chen 2002).

Furthermore, socioeconomic factors (Yadav and Sudhakar 2017), product prices, and
promotion have been identified as influencers of the probability of insurance purchases
(Esau 2015).He andLi (2009) noted that higher levels of social capital promote residents’
insurance purchases, and increasing social interaction among residents have related to
a higher propensity to purchase commercial insurance (Durlauf 2004). In Lithuania,
monetary factors primarily influence insurance consumption decisions (Ulbinait et al.
2013).

2.2 Related Studies on Trust

Asan indispensable part of human life, trust permeates all aspects of social life in a natural
and self-explanatory form. Since the 1970s, the study of trust from the perspective of
economic sociology has gradually entered the Western academia. The concept of trust
is too general and richly structured, and there is still no universally accepted definition
among Western economists. One of the more classic ones is Fukuyama’s definition
of trust in his book Trust: The Creation of Social Morality and Prosperity - based on
the norms shared by members of a community and the role of individuals belonging
to that community to expectations of normal, honest, and cooperative behavior among
members. Other scholars have also argued that trust is the moral basis for maintaining a
well-functioning market economy (Zhang and Ke 2002).

Trust, as an integral part of social capital, plays an increasingly important role in the
economy and society as a whole. From a macro perspective, social trust is increasingly
seen as a non-economic determinant of economic development, and its positive impact
on the economic sphere of social life has been demonstrated by many studies, which
is an incentive for new research initiatives examining the level of social trust, as the
findings may be crucial for local policy-making.

Mularska-Kucharek and Brzeziński (2016) obtained that regions with high social
trust have the highest level of development through research and analysis; high trust is a
booster for trade development, low trust is a stumbling block for trade development, and
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trust between two countries (regions) will be beneficial to the sustainable development
of bilateral trade. Chen and Qi (2022) concluded cost economics theory that the level
of trust affects the size of export trade by influencing the size of transaction costs to
affect the size of export trade based on transaction, with higher trust generating a trade
creation effect and lower trust generating a trade barrier effect, while trading partner trust
significantly affects the size of China’s agricultural export trade; Bloom et al. (2012)
argue that regions with high trust and strong rule of law are able to sustain large firms
and industrial sectors that require decentralization. Moreover, considering the size and
industry of these regions, these firms also have a higher degree of empowerment, and
among subsidiaries of multinational companies, trust is important for countries with
high bilateral trust, increasing the likelihood of delegation.

At the micro level, Song and Wang (2010) found that inter-firm trust and learning
have a positive effect on both buyer’s and seller’s innovativeness through survey data of
194 mainland Chinese firms. There is a positive interaction between trust and learning.
Moreover, there are interactions and complementarities between them; firms in emerg-
ing markets often face corruption and institutional weaknesses in their environment,
and despite these challenges, trust can help employees to be more productive, while
at the same time, firms that build trust among their employees may be more capable
of dealing with the challenges posed by corruption and uncertain institutional environ-
ments (Sánchez and Lehnert 2018); Trust increases overall productivity through two
channels: first, trust facilitates redistribution among firms, as CEOs can delegate more
decisions, thus allowing more efficient firms to grow; second, trust complements the
adoption of new technologies, thus increasing productivity technological change within
firms during periods of rapid growth (Bloom et al. 2012); trust promotes inter-agent
cooperation plays an important role, especially in credit lending activities. Trust build-
ing has attracted considerable research interest, and gift giving has been shown to be
one of its main drivers. Through their study, Zhang et al. (2020) found that gift-giving
mainly contributes to building trust at the individual level rather than at the community
level. In turn, individual and community trust can facilitate access to informal and formal
sources of credit, respectively. In addition, personal trust facilitates access to informal
loans for consumption and medical expenses, but not for production; an increase in
the level of community trust increases household risk tolerance and risk tolerance, as
evidenced by a significant increase in the proportion of household financial risk assets
(Zang and Wang 2017); Moderate trust maximizes household income. On the one hand,
the heterogeneity of people’s trustworthy beliefs, combined with individuals’ tendency
to infer beliefs about others from their own levels of trustworthiness, may produce a
non-monotonic relationship between trust and income. Highly trustworthy individuals
who believe that others are like them tend to form overly optimistic beliefs that lead
them to take too many social risks, be deceived more frequently, and ultimately perform
less well than those who happen to have trustworthiness levels close to the population
average. On the other hand, low trustworthiness types form beliefs that are too con-
servative and thus avoid being cheated, but often pass up lucrative opportunities and
therefore underperform China is entering an aging society where the emotional health
of older adults is increasingly important and social trust is an important factor affecting
the emotional health of rural older adults. Trust in family members, trust in friends, and
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trust in neighbors all have significant positive effects on the emotional health of older
adults (Chen and Zhu 2021).

So what are the factors that affect trust? The use of the Internet can increase the
level of social trust by facilitating offline socialization and improving interpersonal
satisfaction, and also decrease the level of social trust by affecting users’ perceptions of
social justice, but the diverse information of the Internet did not decrease the level of
social trust due to increased cognitive disagreement (Wang and Zhou 2019); Shi et al.
(2016) found that taking educational resources as an example resource grabbing stems
from the insufficient supply of public resources, and the level of distrust among people
is then increased; factors such as rapidly advancing urbanization and uncertain external
environment can cause a decrease in social trust (Zeng and Liu 2021).

In the process of marketization, on the one hand, the competition between people
reduces the trustworthy people’s expectations of humanity, and on the other hand, the
market development is not yet sufficient to protect the trustworthy people, which ulti-
mately leads to the existence of marketization’s inhibiting effect on trust (Xin 2019); the
transportation facilities in a certain region are perfect, on the one hand, this means that
the cost of people’s interactions will decrease, which will in turn promote the interper-
sonal interactions; on the other hand the logistics and information flow within the region
and between the region and other regions will increase, which will eventually increase
the trust level of people in the region; the more state agency workers in a region’s pop-
ulation, the less trustworthy the region is, in the case of excessive power and irregular
behavior of officials, the more officials in a population, the more frequent the policy
changes, the more uncertain the market environment, and thus the less trust people have
in that region (Zhang and Ke 2002).

Fukuyama (1995) believes that the division between low-trust and high-trust societies
is based on the different cultural conditions of each region, and in his opinion our
country is a typical low-trust society based on blood relations. In the process of insurance
transactions, at the time of the initial signing of the insurance contract, it is actually a
guaranteed promise issued by the insurer to the insured, and whether the insurer is
required to fulfill its promise is not known until several years later. This unique feature
of the insurance transaction determines that the insurance business is based on insurance
credit, and the insurance industry cannot develop healthily if it loses its credit base.

The existing literature on the influencing factors of commercial insurance partici-
pation mainly focuses on social interaction, financial literacy, and household economic
status, but there is little literature on the influence of trust on commercial insurance par-
ticipation decision from the perspective of trust. Therefore, this paper analyzes themech-
anism of trust and commercial insurance participation behavior from a new perspective-
trust, relying on domestic authoritative databases, and provides corresponding theoreti-
cal basis and reference suggestions for the construction of social credit system and the
development of commercial insurance in China.

3 Theoretical Analysis and Research Hypothesis

Based on the concept of information asymmetry, trust is beneficial to economic activities
because it reduces the cost of gathering information and effectively facilitates transac-
tions between people, between firms and firms, and between firms and individuals.
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Compared with high-trust societies, low-trust societies rely more on formal institutions
to ensure the enforcement of contracts, and in some countries, trust among people works
to some extent as a substitute for formal institutions if the government is unwilling
or unable to provide strong organizational or regulatory systems to safeguard citizens’
interests (Xu 2005).

Therefore, we propose the hypothesis that

H1: Trust is an important influencing factor for commercial insurance participation. The
higher the level of trust the higher the probability of commercial insurance participation
and the level of participation.

The existing literature suggests that a moderate level of trust can increase the income
level of families (Mo and Ye 2021), while an increase in family income will be more
supportive of families’ decision to participate in commercial insurance (Showers and
Shotick 1994).

Therefore, we formulate the hypothesis:

H2: The increase in household income plays a facilitating role in the trust promotion
process of commercial insurance participation.

4 Empirical Analysis

4.1 Data and Variables

This paper collects the data from the 2018 China Family Panel Survey Studies (CFPS),
which covers 25 provinces,municipalities, and autonomous regions. The survey includes
demographic, social information, household investment, and other data from more than
16,000 households, providing robust data support for studying commercial insurance
participation behavior from a trust perspective.

Explanatory Variables. We have use five explanatory variables complied from the
CFPS, “How much do you trust your parents? How much do you trust your neighbors?
How much do you trust strangers? How much do you trust your local government
officials?Howmuch do you trust your doctor?” There are eleven levels of responses from
very distrustful (0) to very trustful (10). This paper generates five explanatory variables
accordingly: trust in parents (TP), trust in neighbors (TN), trust in strangers (TS), trust
in cadres (TC), and trust in doctors (TD). Finally, this paper sums up the respondents’
trust in five different groups of people to obtain the core explanatory variable trust.

Dependent Variables. This paper examines two critical explanatory variables: par-
ticipation in commercial insurance and the amount of premiums spent on commercial
insurance. The CFPS posed the following question regarding commercial insurance par-
ticipation: “In the past 12 months, how much did your household spend on commercial
insurance (e.g., commercial health insurance, auto insurance, family property insur-
ance, commercial life insurance, etc.)?” In this study, we treat commercial insurance
participation (CIP) as a binary variable, using responses more significant than 0 to indi-
cate participation (set to 1). In contrast, responses of 0 indicate non-participation (set to
0). Furthermore, we employ the natural logarithm of the amount spent on commercial
insurance to measure the extent of commercial insurance participation (CIPE).
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Control Variables. This paper has controlled for a series of factors that influence com-
mercial insurance participation behavior, including individual-level, household-level,
and regional-level factors, such as age, gender of household head (gender), marital sta-
tus (married), educations level (edu), hukou, physical condition (Phys_cond), social
security (Soc_sec), family size(Fmly_sz), household debt(debt), urban(urban), net fam-
ily income (NFI), household net worth (HNW ), social interaction (SI), eastern region
(eastern), western region (western), per capita GDP of the household (GDPper) (Butler
et al. 2016; Sánchez and Lehnert 2018; Chen and Zhu 2021).

Descriptive Statistics. Based on the sample statistics presented in Table 1, it is evi-
dent that approximately 42% of the households in the sample purchased commercial
insurance, while around 58% did not participate in commercial insurance. The aver-
age premium expenditure for purchasing commercial insurance is RMB 2,949 per year,
accounting for approximately 3.7% of household income. The mean for trust variables
in different categories are as follows: trust in parents is 9.508, trust in neighbors is 6.764,
trust in strangers is 2.430, trust in cadres is 4.888, and trust in doctors is 6.574. Summing
these values across the five categories yields a mean of 30.16 for the trust variable. It
indicates the presence of a trust structure among the Chinese population, characterized
by a “differential order pattern”. Regarding demographic characteristics, the average
age of household heads is 49 years, with 55.7% being male. Among the respondents,
79.3% are married, and 60.7% have rural household registration (hukou). 75.5% report
good health, while 72.7% have social security coverage. Furthermore, 52% of the sample
households have an elementary school or lower education. Regarding family size, the
majority consists of three or four members. Regarding economic status, the average net
household income is 79,323 yuan per year, and the average net asset value is 966,539
yuan. Among the sampled households, 63.9% reside in urban areas, and 33.5% have
debts.

4.2 Model

This paper investigates the effect of trust on commercial insurance participation behavior
using the Probit model, which is specified as shown in Eq. (1):

Y = αTrust + Xβ + ε (1)

In this paper, the dependent variables, namely commercial insurance premiumexpen-
diture, fall under limiting dependent variable. Hence, we utilize the Tobit model to esti-
mate the impact of trust on the extent of commercial insurance participation, and the
model is specified as shown in Eq. (2):

Y ∗ = αTrust + Xβ + ε Y = max
(
0,Y ∗) (2)



Does Trust Improve Commercial Insurance Participation Behavior? 173

Table 1. Descriptive Statistics of Variables.

Variables Obs. Mean Std. Dev. Min Max

CIP 6,608 0.416 0.493 0 1

Ln(premium) 6,608 3.445 4.154 0 11.51

Trust 6,608 30.16 6.445 0 50

TP 6,608 9.508 1.118 0 10

TN 6,608 6.764 1.925 0 10

TS 6,608 2.430 2.202 0 10

TC 6,608 4.888 2.530 0 10

TD 6,608 6.574 2.276 0 10

Age 6,608 49.38 14.27 19 97

Age2/100 6,608 26.41 14.66 3.610 94.09

Gender 6,608 0.557 0.497 0 1

Married 6,608 0.793 0.405 0 1

Edu 6,608 1.688 0.801 1 3

Hukou 6,608 0.607 0.488 0 1

Phys_cond 6,608 0.755 0.430 0 1

Soc_sec 6,608 0.727 0.445 0 1

Fmly_sz 6,608 3.509 1.815 1 17

Debt 6,608 0.335 0.472 0 1

Urban 6,608 0.639 0.480 0 1

Ln(NFI) 6,608 10.88 1.194 0 12.90

Ln(HNW ) 6,608 13.02 1.299 0 16.01

Ln(SI) 6,608 7.540 1.056 0 11.00

Eastern 6,608 0.470 0.499 0 1

Western 6,608 0.208 0.406 0 1

Ln(GDPper) 6,608 20.18 0.408 19.59 21.14

5 Estimation Results

5.1 Trust and Commercial Insurance Participation

Table 2 presents the estimation results of the impact of trust on the probability of com-
mercial insurance participation. Column (1) of Table 2 shows that trust positively affects
commercial insurance participation behavior with a coefficient of 0.0055 and is signifi-
cant at the 5% level. One possible explanation for these results is that the higher the level
of trust in the community, the higher the trust in the market and, therefore, the higher the
recognition of the products and the various services offered by commercial insurance
companies and the more likely they are to purchase commercial insurance.
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Columns (2)–(6) in Table 2 present the effects of trust in different groups on commer-
cial insurance participation behavior. Among them, trust in parents and trust in neighbors
demonstrate significant effects with coefficients of 0.0263 and 0.0177, respectively, both
significant at the 10% and 5% levels. It can be attributed to the fact that kinship and famil-
iarity, such as trust in parents and neighbors, help reduce the information acquisition
cost associated with commercial insurance, thereby increasing the probability of par-
ticipation. Furthermore, trust in strangers also significantly affects the probability of
commercial insurance participation with a coefficient of 0.0242, significant at the 1%
level. Initially, people tend to be cautious about strangers and may be less inclined to
participate in commercial insurance based on common sense. However, in the compet-
itive insurance market, insurance agents strive to earn customer trust by showcasing
their professional expertise, successful claim cases, and attentive services. As customers
become more receptive to objective evidence and exceptional skills demonstrated by
these agents, trust in strangers significantly shapes the probability of commercial insur-
ance participation. Columns (5)–(6) indicate that trust in cadres and doctors does not
significantly affect the probability of commercial insurance participation. Media over-
involvement and unbiased reporting increases the lack of understanding between doctors
and patients and the distrust of specialists and doctors. Consequently, people’s skepticism
towards experts and doctors has grown, eroding the foundation of trust. Therefore, trust
in doctors and trust in cadres do not significantly affect the probability of commercial
insurance participation (Shen 2007).

5.2 Trust and the Degree of Commercial Insurance Participation

The estimation results of trust on the degree of commercial insurance participation are
shown in Table 3. Column (1) of Table 3 indicates that trust has a significant positive
effect on commercial insurance premiums with a coefficient of 0.0316 and is significant
at the 10% level. One possible explanation for these results is that the higher the level of
trust in the community, the higher the trust in the market and, therefore, the higher the
recognition of the products and the various services offered by commercial insurance
companies and the more likely they are to spend more money on insurance.

Columns (2)–(6) in Table 3 present the effects of trust in different groups on commer-
cial insurance participation behavior. Among them, trust in parents and trust in neighbors
demonstrate significant effects with coefficients of 0.0207 and 0.112, respectively, both
significant at the 5% levels. It can be attributed to the fact that kinship and familiarity, such
as trust in parents and neighbors, help reduce the information acquisition cost associ-
ated with commercial insurance, thereby increasing the amount of insurance purchased.
Furthermore, trust in strangers also significantly affects the commercial insurance pre-
mium expenses with a coefficient of 0.140, significant at the 1% level. Initially, people
tend to be cautious about strangers and may be less inclined to participate in commer-
cial insurance based on common sense. However, in the competitive insurance market,
insurance agents strive to earn customer trust by showcasing their professional expertise,
successful claim cases, and attentive services. As customers become more receptive to
objective evidence and exceptional skills demonstrated by these agents, trust in strangers
significantly increases the amount of commercial insurance premiums. Columns (5)–
(6) of Table 2 indicate that trust in cadres and doctors does not significantly affect the
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Table 2. Trust and Commercial Insurance Participation

(1) (2) (3) (4) (5) (6)

Trust 0.0055**

(0.0027)

TP 0.0263*

(0.0157)

TN 0.0177**
(0.0089)

TS 0.0242***
(0.0082)

TC 0.0027

(0.0068)

TD 0.0006
(0.0076)

Age 0.0860*** 0.0854*** 0.0849*** 0.0862*** 0.0855*** 0.0854***

(0.0102) (0.0102) (0.0102) (0.0102) (0.0102) (0.0102)

Age2/100 −0.0992*** −0.0984*** −0.0983*** −0.0990*** −0.0987*** −0.0985***

(0.0100) (0.0100) (0.0100) (0.0100) (0.0101) (0.0100)

Gender −0.0445 −0.0424 −0.0460 −0.0575 −0.0411 −0.0412

(0.0350) (0.0349) (0.0351) (0.0354) (0.0349) (0.0350)

Married 0.255*** 0.254*** 0.252*** 0.257*** 0.255*** 0.255***

(0.0536) (0.0536) (0.0536) (0.0537) (0.0536) (0.0536)

Edu 0.0902*** 0.0944*** 0.0931*** 0.0849*** 0.0946*** 0.0952***

(0.0254) (0.0252) (0.0252) (0.0256) (0.0253) (0.0252)

Hukou 0.0556 0.0603 0.0543 0.0587 0.0591 0.0593

(0.0440) (0.0439) (0.0440) (0.0439) (0.0439) (0.0440)

Phys_cond 0.0599
(0.0422)

0.0642
(0.0420)

0.0615
(0.0421)

0.0657
(0.0420)

0.0668
(0.0422)

0.0682
(0.0421)

Soc_sec −0.0148 −0.0127 −0.0126 −0.0119 −0.0128 −0.0122

(0.0389) (0.0389) (0.0389) (0.0389) (0.0389) (0.0389)

Fmly_sz 0.0437*** 0.0443*** 0.0436*** 0.0449*** 0.0438*** 0.0438***

(0.0111) (0.0111) (0.0111) (0.0111) (0.0111) (0.0111)

Debt 0.238*** 0.236*** 0.238*** 0.238*** 0.237*** 0.237***

(0.0369) (0.0369) (0.0369) (0.0369) (0.0369) (0.0369)

Urban 0.0225
(0.0430)

0.0179
(0.0430)

0.0197
(0.0430)

0.0178
(0.0429)

0.0195
(0.0430)

0.0187
(0.0430)

Ln(NFI) 0.170***
(0.0328)

0.171***
(0.0326)

0.171***
(0.0327)

0.168***
(0.0324)

0.171***
(0.0327)

0.171***
(0.0327)

(continued)
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Table 2. (continued)

(1) (2) (3) (4) (5) (6)

Ln(HNW) 0.269***
(0.0247)

0.269***
(0.0248)

0.269***
(0.0247)

0.267***
(0.0246)

0.269***
(0.0248)

0.269***
(0.0248)

Ln(SI) 0.210***
(0.0310)

0.208***
(0.0309)

0.210***
(0.0309)

0.210***
(0.0309)

0.209***
(0.0309)

0.209***
(0.0309)

Eastern −0.0619 −0.0642 −0.0609 −0.0627 −0.0612 −0.0612

(0.0460) (0.0460) (0.0460) (0.0460) (0.0460) (0.0460)

Western −0.103** −0.0982** −0.0996** −0.108** −0.103** −0.103**

(0.0494) (0.0495) (0.0495) (0.0494) (0.0494) (0.0494)

Ln(GDPper) −0.201*** −0.194*** −0.197*** −0.205*** −0.201*** −0.201***

(0.0635) (0.0637) (0.0635) (0.0634) (0.0635) (0.0635)

_cons −5.558*** −5.790*** −5.561*** −5.333*** −5.409*** −5.412***

(1.206) (1.224) (1.205) (1.200) (1.202) (1.203)

Pseudo R2 0.1835 0.1834 0.1835 0.1840 0.1831 0.1831

N 6,608 6,608 6,608 6,608 6,608 6,608

Note: Standard deviations are in parentheses and ***, **, and * indicate significant at the 1%, 5%,
and 10% levels, respectively. The marginal effects estimated by the Probit model are reported in
the table. The same as below

probability of commercial insurance participation. Media over-involvement and unbi-
ased reporting increases the lack of understanding between doctors and patients and the
distrust of specialists and doctors. Consequently, people’s skepticism towards experts
and doctors has grown, eroding the foundation of trust. Trust in doctors and cadres does
not significantly affect commercial insurance premium expenses.

5.3 Robustness Test

To confirm the reliability of the estimation results, we present robust estimations by the
replacing model. Considering that factors such as omitted variables and two-way causal-
ity can cause bias in the estimated coefficients, making a possible endogeneity problem
between trust and commercial insurance participation behavior. This section utilizes
the instrumental variables approach to address potential endogeneity problems between
trust and commercial insurance participation behavior. On the one hand, improved trans-
portation in certain areas reduces interaction costs, thereby decreasing the cost of human
interaction and promoting mutual trust between people. Moreover, enhanced logistics
and information flow within and between regions can increase individuals’ trust, ulti-
mately improving overall regional trust (Zhang and Ke 2002). Additionally, income is
a vital indicator of individual socioeconomic status. Hu (2006) noted that regions with
higher per capita income tend to exhibit higher levels of trust. On the other hand, provin-
cial transportation facilities (TF) and disposable income (DI) are not directly related to
commercial insurance participation. Therefore, it is appropriate to utilize these variables
as instrumental variables for analyzing commercial insurance participation behavior.

The results of the endogenous test are presented in Table 4, and we can draw three
conclusions from the estimates of themodels. Firstly, both instrumental variables exhibit



Does Trust Improve Commercial Insurance Participation Behavior? 177

Table 3. Trust and Commercial Insurance Premium Expenses

(1) (2) (3) (4) (5) (6)

Trust 0.0316*
(0.0166)

TP 0.207**
(0.0992)

TN 0.112**
(0.0557)

TS 0.140***
(0.0496)

TC 0.0021
(0.0424)

TD −0.0011
(0.0470)

Cntl_Var Yes Yes Yes Yes Yes Yes

_cons −34.18***
(7.227)

−36.35***
(7.354)

−34.26***
(7.227)

−32.96***
(7.213)

−33.40***
(7.217)

−33.39***
(7.223)

Pseudo R2 0.0757 00757 0.0757 0.0758 0.0755 0.0755

N 6,608 6,608 6,608 6,608 6,608 6,608

a significant and positive influence, with coefficients of 0.0081 and 0.576, respectively.
These coefficients are significant at the 5% level, aligning with our expectations. Sec-
ondly, in the non-identifiability test, the Wald tests for endogeneity were 5.18 and 5.79,
respectively, rejecting the null hypothesis of no endogeneity at the 5% confidence level.
Thus, trust is significantly associated with commercial insurance participation. More-
over, the models passed the over-identified test with p-values of 0.6415 and 0.03131,
respectively. These results do not reject the null hypothesis “H0: all instrumental vari-
ables are exogenous,” suggesting that the instrumental variables selected in this study
are indeed exogenous. In the test for weak instrument robustness, the p-values of Wald
chi-square tests are 5.12 and 5.55, both significant at 5%. Therefore, the null hypothesis
“H0: endogenous variables are not correlated with instrumental variables” should be
rejected. These findings indicate that the instrumental variables chosen in this study do
not suffer from weak instrument bias. Thirdly, after dealing with possible endogene-
ity problems, the trust variable still maintains a 10% significant positive influence on
commercial insurance participation behavior. The result is consistent in the baseline
model.

5.4 Mechanism Analysis

Further research analysis reveals that moderate trust can optimize residents’ income
(Fmly_incm) (Mo and Ye 2021). As the income level increases, more households can
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Table 4. Results of Robustness Test

(1)
IV-Probit

(2)
IV-Tobit

Trust 0.0881**
(0.0389)

0.5670**
(0.2407)

TF 0.0878***
(0.0153)

0.0878***
(0.0153)

DI 0.0001***
(0.0000)

0.0001***
(0.0000)

Cntl_Var Yes Yes

_cons −8.0527***
(1.7250)

−50.5147***
(10.6846)

t ratio of TF 5.74 5.74

t ratio of DI 2.98 2.98

Wald Chi2 5.18** 5.79**

Overid 0.6415 0.3131

Weakiv 5.12** 5.55**

Pseudo R2 0.0419 0.0419

N 6,608 6,608

support the decision of household participation in commercial insurance. This paper uti-
lizes the Bootstrap resampling technique to test the significance of household income.
This approach helps to further dissect the mechanism of the role of trust in commer-
cial insurance participation. The test results are presented in Table 5. The role of trust
in influencing the likelihood of commercial insurance participation is significant. The
mediation interval for the effect of household income on trust regarding commercial
insurance participation is [0.000176, 0.0005605]. Importantly, this interval does not con-
tain 0, indicating the presence of a mediation effect, which passes the 1% significance
test.

Table 5. Results of Bootstrap Mediating Effects Test- CIP

Observed Coef. Boostrap Std.
Err.

Z BootLLCI BootULCI

Indirect effect 0.0003656 0.0000976 3.74 0.000176 0.0005605

Direct effect 0.00191 0.0008372 2.28 0.0002234 0.0034423

Total effect 0.0022756 0.0008348 2.73 0.0006072 0.0038087
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The results data in Table 5 shows that household income plays a positive mediat-
ing role in the relationship between trust and commercial insurance participation. In
other words, trust facilitates households’ purchase of commercial insurance by increas-
ing household income, thus confirming hypothesis H2. The paper proposes a potential
explanation for this observation: amoderate level of trust enables households to optimize
their income. As a result, households with better financial situations can more support
decision-making behaviors related to participating in commercial insurance.

This paper also employs the Bootstrap resampling technique to test the significance
of household income, further analyzing the mechanism of the role of trust in the degree
of participation in commercial insurance. The mediation interval for the effect of house-
hold income on trust regarding commercial insurance premium expenses is [0.001633,
0.0054832]. Importantly, this interval does not contain 0, indicating the presence of a
mediation effect, which passes the 1% significance test. The test results are presented in
Table 6.

Table 6. Results of Bootstrap Mediating Effects Test-CIPE

Observed Coef. Boostrap Std.
Err.

Z BootLLCI BootULCI

Indirect effect 0.0035202 0.0009508 3.70 0.001633 0.0054832

Direct effect 0.0163943 0.0070008 2.34 0.0030481 0.0304358

Total effect 0.0199145 0.0069953 2.85 0.0066436 0.0337174

6 Conclusions

Based on data from theChinaFamily Panel Studiesmicro-social survey, this paper empir-
ically analyzes the influence of trust on commercial insurance participation behavior,
which serves as a valuable addition to the existing research on the factors influenc-
ing commercial insurance participation. Moreover, it provides a necessary reference for
developing the commercial insurance market. The findings of this paper reveal two key
points: firstly, an increase in trust positively influences the purchase of household com-
mercial insurance, and secondly, higher levels of trust are associated with greater depth
of residents’ participation in commercial insurance. In order to deal with endogeneity
issues, this paper further supports these findings by employing a two-stage instrumental
variable approach.

The policy implications derived from this study are as follows: First, insurance
practitioners should enhance their professionalism and cultivate a culture of integrity
to bolster public trust in the industry. Second, the government should establish a social
credit system rooted in morality and supported by legal measures while strengthening
supervision to reduce trust violations within the insurance industry. It will foster the
healthy development of China’s insurance sector. Third, the government should actively
shape a positive social environment by promoting and encouraging integrity-based social
values.
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Abstract. The application of big data in the field of ecological governance has
promoted the development and growth of intelligent ecological governance. Sci-
entific discoveries enhance human ability to understand nature, and technological
inventions enhance human ability to transform nature, which provide solid theo-
retical support for big data empowering ecological governance. In practice, big
data technology can help to control existing pollution and prevent pollution from
occurring.Big data also plays an important role in ecological restoration. Its promi-
nent impact on soil restoration and biodiversity conservation fully demonstrates
the enormous potential of big data in serving ecological governance. In addition,
big data technology can help realize the economical use of resources and promote
sustainable development. With the continuous improvement of the application of
big data technology, the governance ability of ecological governance body has
been greatly enhanced, which significantly improves the efficiency of ecological
governance. Big data has enhanced the coordination and interaction among var-
ious bodies and improved the level of ecological governance on the whole. The
integration of big data with other high and new technologies has promoted the
expansion of the application scope of big data. All these demonstrate the impor-
tant role of big data in promoting the modernization of ecological governance.
A series of practical cases collected and listed in this paper provide strong proof
for the use of big data in serving ecological governance. In conclusion, in the
information age, people should vigorously promote the application of big data in
the field of ecological governance, empower ecological governance with big data,
and enable information technology to serve ecological civilization construction.

Keywords: big data · service · ecological governance

1 Introduction

The application of big data in the field of governance has directly promoted the emer-
gence and development of intelligent governance. Intelligent governance refers to the
continuous state and process in which intelligent technology means are relied upon and
utilized, under the guidance of public authorities, and with the active participation of
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market bodies, social bodies and individuals, to jointly reduce the cost of public affairs,
improve the efficiency of public affairs and optimize the experience of public affairs
[1]. Intelligent governance emphasizes guiding the governance of public affairs with a
digital way of thinking, and constantly improving the institutional guarantee of laws and
regulations to enable the digitization of public governance through the empowerment of
digital technology.

Intelligent governance in the field of ecology and environmental protection empha-
sizes the penetration of intelligent governance in the field of ecology and environment.
It advocates the transformation of traditional governance approaches through the wide
participation of multiple bodies under the government’s leadership and the applica-
tion of information technology in ecological governance to achieve the digitization and
intelligence of ecological governance. Ecological intelligent governance highlights the
potential application of big data in ecological and environmental protection, and it is a
practical case of big data empowering ecological protection.

2 Theoretical Foundation

As a complex technology tool, big data has been applied to the broad field of social gov-
ernance. As an emerging technology, it has been widely used in ecological governance,
forming a new trend of precise positioning, scientific analysis and effective management
of environmental pollution. The positive role of science and technology in ecological
governance provides a solid theoretical foundation for big data to enhance ecological
governance.

2.1 The Role of Scientific Discovery

‘Science, in its broadest sense, refers to the theoretical knowledge that guides human
interaction with external things, and usually, above all, it refers to theoretical knowledge
that guides human interaction with the nature’ [2]. In this paper, science is defined in
a narrow sense, namely, science is the general term of human activities to consciously
understand nature and explore the unknown world.

From the perspective of the development history of science, scientific discoveries
have solved a series of natural mysteries, helping human beings to understand nature and
understand its laws. From the perspective of the history of science, the forms of science
mainly include natural history, mathematical experiment science and rational science.
Natural history observes, describes and classifies plants, animals and ecosystems from
a macro perspective, helping people to understand nature as a whole and to comprehend
its richness and diversity. Natural history science enhances human understanding of the
natural world and helps human comprehend nature. It is a bridge of communication
between nature and human. It is of great significance to alleviate the tension between
human and nature that has emerged since modern times.

After the 17th century, modern experimental science of mathematics began to rise
and develop. This was the time when science entered the research phase and scientists
began to study the causes and formation of natural things. After more than 300 years
of development, modern mathematical experimental science has formed a relatively
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complete subject category by the end of the 19th century, and science has been greatly
improved.With the improvement of human observation, measurement and other techno-
logical tools, human beings have continuously gained batches of scientific achievements
in various fields. Scientific research related to the study of nature is becoming more
comprehensive and in-depth, greatly enhancing human understanding of nature.

Greek rational science proposed that the nature of the world is ‘logos’, which has
purity and rationality. It pursues science itself and forms a noble scientific spirit. Greek
rational science yielded abundant achievements, advocating to use human reason to
understand the universe, and paving a way for human to explore and understand the
laws of nature. Although Greek rational science does not pursue the practicability of
science or pay attention to the its application, it has played a significant role in human
understanding of nature.

In conclusion, scientific discoveries have continuously enhanced human under-
standing of the laws of nature, which makes it possible for human to avoid greater
environmental pollution and ecological damage.

2.2 The Role of Technological Inventions

Technology has influenced and changed human life in various ways. It has been around
since the birth of humankind. In history, there were three major technological revo-
lutions that triggered industrial revolution and then had epoch-making effects due to
technological progress.

In the mid-18th century, Watt made an improved steam engine. The invention of
steam engine ended the manual labor period in which human beings mainly relied on
manpower for two million years, and modern machine production began to become
popular. Machines replaced human labor. Human began to get rid of the limitations of
natural forces, and productivity was greatly improved. At the same time, production
relations were adjusted, and the field of transportation was also changed. This indus-
trial revolution fundamentally changed the cognitive structure of human beings and the
direction of social development.

In the 19th century, the capitalist economy developed rapidly and modern scientific
discoveries emerged one after another. Since the mid-19th century, scientific discoveries
have been closely integrated with industrial production, and the deep combination of
science and technology has produced a large number of technological inventions. Elec-
trical appliances were widely used, which promoted the improvement of productivity
again, and human beings entered the ‘electric age’. The power, chemical, petroleum,
automobile and other industries that emerged in this industrial revolution have improved
people’s quality of life in terms of energy utilization, transportation and other aspects,
and mankind’s ability to use technology to transform nature and create a suitable living
environment has been continuously enhanced.

In the 20th century, due to the development of communication, the emergence of
radio, radar and signal detection technology, the speed of information generation and
transmission soared, and there are more and more means of information transmission,
and human beings began to enter the information age. The core technology of the third
technological revolution is electronic computer technology. The generation and devel-
opment of electronic computer has greatly improved the computing speed of human
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beings and replaced the mental work of human beings. Nowadays, it can also partially
simulate the intelligent activities of human beings, which has fundamentally changed the
development process of modern society and driven the development of a large number
of high-tech technologies. Automation, intelligence, information, digitization and so on
have become the basic characteristics of the information age.

The three technological revolutions have had an unprecedented impact on the process
of human development. And the emergence of each technological revolution has made
great breakthroughs in the production capacity of human beings. Behind the technologi-
cal revolution is the great progress in human understanding of nature and laws of nature.
Before the British Industrial Revolution, technology mainly came from the summary
of people’s daily production and life experience, and the technology in this period was
mainly empirical technology. After the Industrial Revolution, modern science developed
rapidly, and a series of new scientific discoveries promoted the progress of technology.
Technological invention was mainly the application of science. The type of technology
in this period changed from empirical technology to scientific technology.

On the basis of scientific understanding, human beings’ ability to utilize nature and
transform nature is constantly improving. Human beings are becoming better at using
technology to achieve the goal of creating a better life for human beings. Technology is
playing an increasingly significant role in enhancing human beings’ ability to transform
nature. With the help of science and technology, human beings can realize the planned
adjustment and control of human’s transformation activities to nature, at the same time,
they use science and technology to eliminate the harm of human activities to the ecology
and environment, maintain the harmonious relationship between human and nature, so
as to protect the balance of the entire ecosystem.

3 The Practice and Innovation

In the information age, the development of advanced technologies such as big data,
cloud computing, the Internet of Things, artificial intelligence, 5G and other high-tech
technologies has played a comprehensive role in promoting the development of human
society and even the transformation of social interaction methods, and they penetrated
into every corner of human life [3]. In practice, People are constantly trying to apply dig-
ital and intelligent technologies to specific pollution control, ecological restoration and
environmental governance, demonstrating the bright prospect of ecological intelligent
governance.

3.1 Empowering Pollution Control

Environmental pollution control is an extremely important work. The quality of the
environment is not only directly affecting people’s lives and health, but also closely
related to public well-being. Zhi Hua X. et al. [4] analyzed the impact of air pollution
and water pollution on well-being by matching provincial pollution data and individual
well-being data. And the study showed that the increase of nitrogen dioxide concentra-
tion and wastewater discharge would significantly reduce personal well-being. Through
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model-based empirical analysis, Junjun Zheng et al. [5] concluded that with the improve-
ment of material living conditions, people’s environmental protection concept gradually
strengthens, and they become more proactive in paying attention to and advocating for
a green lifestyle. In the future, residents will be more sensitive to environmental pollu-
tion, and their well-being and even their quality-of-life level will be closely related to
environmental quality. George MacKerron [6] conducted a survey of more than 20,000
British participants using smartphone and found that respondents were happier in all
types of green environments or outdoor activities than in urban environments, indicating
the positive impact of beautiful natural environments on individual well-being.

Big data is beneficial for managing existing pollution. To address the existing pol-
lution control, first of all, it is necessary to have a clear understanding of the current
situation of pollution and obtain various information about environmental pollution.
Environmental monitoring technology plays an important role in understanding pollu-
tion information. It can help us timely and accurately understand changes in environ-
mental quality and various indicators, grasp the overall state of environment, and provide
scientific and effective basis for environmental management, pollution source control
and environmental planning.

Big data assists in pollution prevention. The application of information technol-
ogy provides data support for the delineation of pollution areas and scientifically plan-
ning of pollution prevention and control measures, making various plans for pollution
prevention and control more targeted and operational. It helps to timely curbing the
spread of pollution and reducing the damage to a minimum. Nowadays, environmental
monitoring technology has been effectively used in various pollution control measures,
demonstrating the significant effectiveness of information technology in environmental
protection.

In the aspect of urban air quality monitoring, information technology can be used to
make real-time disclosure of the concentrations of various pollutants in the atmosphere,
so as to realize the transparency of information. Citizens can usemobile devices and other
tools online to check the local air quality of the day, in case of severe air pollution, they can
timely and accurately report to the relevant departments, better playing the role of public
supervision. Monitoring technologies supported by big data also play a significant role
in monitoring vehicle exhaust emissions and enterprise exhaust emissions. In addition,
monitoring technologies are also widely used in water quality monitoring, radioactive
source monitoring and many other aspects, greatly facilitating the work of wastewater
treatment and the management of radioactive substances.

3.2 Empowering Ecological Restoration

As an important measure to improve ecological quality, ecological restoration is an
artificial restoration activity aimed at the damage of ecosystem structure, functions and
other problems.With the help of ecological restoration, partial or complete restoration of
the ecosystemcan be realized, so as to promote its sustainable development. The practical
effectiveness of information technology in ecological restoration can be seen from the
practice of ecological restoration of contaminated soil and intelligent management of
biodiversity conservation.
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Big data helps soil remediation. Soil pollution has hidden characteristics and is dif-
ficult to be detected, making the work of soil remediation challenging. The application
of information technology greatly facilitates the monitoring of soil quality, enabling the
timely identification of contaminated areas and the early implementation of pollution
control, reducing the alleviation of the difficulty of cumulative pollution control. Infor-
mation technology also provides convenience in understanding the current situation of
polluted land, such as soil erosion, desertification, and saline-alkali land, which reduces
the expenditure of manpower, resources, and finances, thereby lowering the cost of
remediation. It took Da’an City of Jilin Province in China 6 years to find out the intelli-
gent plan of saline-alkali land improvement, and successfully realized the application of
information technology in saline-alkali land restoration, which demonstrates the broad
prospects of big data technology [7].

Big data contributes to biodiversity restoration. As the foundation of life on earth,
biodiversity provides crucial ecological support for human survival and development.
However, currently, ‘the rate of species loss has accelerated approximately from one
species per day to one species per hour’. The application of information technology
in biodiversity conservation is of great practical significance and far-reaching future
significance. The digitization of biodiversity conservation has evolved from basic video
monitoring techniques to the comprehensive utilization of intelligent use of big data,
artificial intelligence, and the Internet of Things. It Has injected powerful scientific and
technological force into biodiversity conservation. With the help of the biodiversity big
data platforms, interdisciplinary integration of biodiversity data such as genes, species
and ecology has become possible. In-depth utilization of data can be realized on the
basis of shared data, providing scientific data support for research at various levels.

In a specific case practice, Houkun Hu, the rotating chairman of Huawei in 2022,
introduced a case of the application of information technology in the conservation of
gibbons, an endangered animal. In the conservation work of gibbons, optical video
monitoring technology used to track gibbons attracted their attention, and then gibbons
would destroy themonitoring tools, rendering themonitoring ineffective. Inspired by big
data, the researchers combined the characteristics that gibbons are good at singing and
different kinds of calls are very different, and switched to acoustic technology. By utiliz-
ing artificial intelligence sound monitoring system, cloud recording and other methods,
they created a unique acoustic identity card for each gibbon. This approach effectively
improved the tracking and monitoring of gibbons and facilitated timely protection in
unexpected situations.

The protection of rare species is only a small aspect of biodiversity conservation.
Information technology provides a solid scientific and technological foundation for eco-
logical restoration in various fields, such as forest and grassland ecological restoration,
territorial and spatial ecological restoration, biosynthesis research and so on.

3.3 Empowering Resource Conservation and Sustainable Development

Sustainable development emphasizes that mankind should adhere to a development
model that meets the needs of the present without compromising the needs of future
generations tomeet their own needs. Information technology is themost environmentally
friendly and green technology, with virtually limitless capabilities. This is mainly due
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to the low resource consumption and minimal pollution generated by the information
industry, making it the industry that best conforms to and adapts to the requirements of
green development. The information industry has become an important driving force for
promoting green development. In addition, the integration of information technology
into other industries is conducive to saving resources and improving the utilization rate
of resources, which is of great significance for sustainable development. For example,
numerous cases such as paperless office and intelligent garbage sorting and recycling
demonstrate the positive effect of information technology on sustainable development.

4 The Modernization of Ecological Governance

Humanity is gradually entering a new era of data which not only affect people’s behav-
ior patterns but also significantly changes their thinking patterns. In the data era, people
shift from making judgments based on intuition and experience to making comprehen-
sive decisions based on data and analysis, significantly enhancing the scientific and
effectiveness of decision-making. The practical effects of information technology in
ecological governance at present, especially the positive effects in pollution control,
ecological restoration, resource conservation, improving the ability of environmental
situation prediction and comprehensive decision-making, etc., have already laid the
practical foundation of ecological intelligent governance.

4.1 Enhancing the Capacity and Improving the Efficiency

Taking the pollution control of enterprises by environmental protection departments as
an example, enterprises are the main body of the market, and effective pollution control
is an important task for environmental protection departments. Traditional methods of
relying on manual supervision to control enterprise pollution are not effective in truly
pollution supervision and are not helpful in curbing unauthorized emissions or excessive
emissions.

By actively adopting information technology in pollution control, real-time online
monitoring of enterprise pollution can be achieved, greatly improving efficiency. Big
data technology enables the automation and intelligence of enterprise pollution moni-
toringwork. Environmental protection workers can accurately and timely understand the
situation of pollution emissions without leaving their homes, master various emission
information of enterprises, and give timely warnings of excessive emissions. It can effec-
tively curb the occurrence of excessive and unauthorized emissions, and significantly
improve the effectiveness and scientific nature of pollution control.

In addition, information technology has also achieved remarkable results in strength-
ening the environmental risk warning capabilities of management departments, emer-
gency response capabilities for sudden environmental incidents and predictive capabili-
ties for environmental situations. In response to sudden environmental incidents, digital
video technology can be used to remotely understand the situation of the scene, timely
conduct emergency command video conference, and in this way it can limit the harm
caused by environmental events to the minimum range.
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4.2 Improving the Level of Ecological Governance

The generation and resolution of ecological and environmental problems are extremely
complex. ‘The public nature of environmental problems is crucial to environmental
problems. Their causes are decentralized and interconnected, and the harm and impact
they produce are extensive, cumulative, and persistent.’ [9]. It is no longer possible to
rely solely on any one party to deal with the increasingly complex ecological issues. It
is necessary to continuously strengthen the comprehensive cooperation among various
stakeholders, achieve the cooperative governanceof ecological and environmental issues,
and finally enhance the level of governance and its effectiveness.

The development of information technology greatly facilitates the cooperation
among various governance entities. In terms of the cooperation between ecological and
environmental protection departments, information technology can not only standardize
the basic data and basic business of environmental protection business, but also enhance
the effective decomposition and integration of the departmental business, enabling the
comprehensive cooperation between departments.

In addition, the establishment of the big data service platform for ecological and
environmental protection gathers the business data from of environmental protection
systems in various regions. With the support of the Internet and the Internet of Things,
the intelligent analysis of data is carried out to continuously build and improve the infor-
mation system for environmental monitoring, management and public services. On the
platform, all bodies can obtain real-time information on various aspects of environmen-
tal quality, such as air, water and other aspects, and the public can report and complain
about pollution incidents to effectively protect their ecological rights and interests. The
environmental protection department can grasp the environmental situations at any time,
promptly detect anomalies, and facilitate dynamic management.

4.3 The Integration with Other High-Tech Technologies

The application of information technology itself in ecological governance has greatly
improved the current ecological governance ability and ecological governance level,
and provided a realistic possibility for ecological intelligent governance. In addition, the
integrated development of information technology and other high and new technologies
has also injected powerful scientific and technological forces into ecological governance,
playing an important role together in ecological governance.

Significantly, the fusion of information technology and biotechnology stands out.
Biotechnology is characterized by low cost, simple operation and sustainability, so it
occupies an important position in ecology and environmental protection. The integrated
development of information technology and biotechnology has provided new impe-
tus for ecological governance. The integration and development of biotechnology and
information technology will promote the research and development of advanced bio-
logical manufacturing. Relying on biological manufacturing technology, we can try
to replace chemical raw materials and processes with biotechnology, develop high-
performance biological environmental protection materials and biological agents, pro-
mote the deep integration of chemical, material and other industrial product manufactur-
ing with biotechnology. To achieve green, low-carbon, non-toxic, low-toxicity and sus-
tainable development. At the same time, biological technologies such asmicroorganisms
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and enzyme preparations will be used to solve environmental pollution problems such
as phosphorus removal in water bodies, heavy metal soil remediation, and waste plastic
utilization and disposal, so as to facilitate the smooth progress of pollution prevention
and control.

5 Conclusion

The development of science and technology is of great assistance to human understand-
ing and transformation of nature, especially with the promotion and application of green
technology in recent years. Green technology is developed to solve ecological and envi-
ronmental problems, whichmainly includes two types of technology: protection of green
technology and promotion of green development. For example, sand control technology
and sewage treatment technology belong to protection of green technology, while effi-
cient utilization of solar energy technology and development of new energy technology
arise for promotion of green development. The direct effect of green science and tech-
nology is reflected in the effectiveness of current pollution control. In the long run, green
science and technology will bring about fundamental changes in human production and
life style, and fundamentally realize sustainable development and ecological protection.

It is worth noting that the realization, application and promotion of green technology
involve not only the feasibility of science and technology, but also the support of eco-
nomic, social and policies. In reality, there aremany scientifically correct and technically
feasible pollution control technologies and ecological agriculture technologies, fail to
achieve sustainable application due to the lack of necessary economic policy support or
low profitability and public participation. Therefore, in order to play the positive sup-
porting role of science and technology in ecological governance, it is necessary to take
into account various factors and overcome many obstacles. In particular, the govern-
ment should actively promote various scientific research and technological inventions
related to ecological governance, provide policy support for ecological intelligent gov-
ernance, and become a proactive promoter and strong supporter of ecological intelligent
governance, allowing green science and technology to inject powerful scientific and
technological force into ecological governance, and play a supportive role in ecological
intelligent governance.
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Abstract. This paper proposes a complex financial ecosystemconstructionmodel
based on heterogeneous graphical attention networks, which is based on the tex-
tual features as well as attribute features of each financial service entity node
obtained in the previous section to be processed separately. And then proposes a
risk propagation model based on the complex financial ecosystem network and
the corresponding traceability mechanism, which is based on the previously con-
structed complex financial ecosystem network structure, analyzes the influence of
different network structure characteristics on the risk propagation range of finan-
cial entities, so as to provide a basis for the reliability of the complex financial
ecosystem network as well as risk prevention and control analysis. By construct-
ing the financial risk propagation model and analyzing the risk propagation range,
the risk control level can be upgraded for the nodes of financial entities with a
larger risk propagation range so as to increase the reliability of the whole financial
ecosystem network.

Keywords: Complex financial ecosystem · Heterogeneous Graph Attention
Networks · Traceability

1 Introduction

The wave of digitization sweeping the globe has posed challenges to the security of
financial institutions around the world. The governments emphasizes that the use of
digital technology to enhance the risk prevention and control capabilities of financial
institutions is an important part of building new advantages in the digital economy; the
Financial RegulatoryAuthority have successively introduced policies related to financial
technology and digital transformation to make clear the core position of risk prevention
and control, pointing out that we should make good use of big data, artificial intelli-
gence and other technologies to realize the Risk of early identification, early warning,
early disposal, and enhance the ability of financial risk prevention and control. At the
same time, the U.S. National Economic Council issued a white paper on “Financial
Technology Regulatory Framework”, especially mentioning the need to vigorously pro-
mote the application of artificial intelligence technology for the prevention and control
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of risks in the financial industry. As a developed economy in Asia, Singapore has also
set up a special “Financial Technology Agency” to promote the development of digital
technology to enhance the risk prevention and control capabilities of financial institu-
tions. Therefore, the integration of digital technology with the traditional business of the
financial industry, and the enhancement of competitiveness, security, risk prevention and
control capabilities are important issues that need to be urgently addressed by financial
institutions in various countries.

Financial control group as the development goal of global large financial institutions,
which can promote the classification, integration, planning and deployment of resources
through the synergy of various subsidiaries, give full play to the business characteristics
of mixed operations and all-around financial group, to meet the diversified needs of cus-
tomers. However, business diversification, close linkage and complexity of hierarchical
structure also bring new challenges to the accountability mechanism and risk control
of the group. Theoretically, the financial control model is not only conducive to the
effective isolation of financial and industrial segments, inhibiting internal transactions
and preventing risk transfer, but also better able to play a synergistic effect and enhance
the ability of diversified financial services. In practice, it is often difficult to grasp the
“degree” between risk segregation and synergistic effect, and the scope of potential risks
is extremely underestimated. Therefore, how to realize effective risk management and
control of financial control groups is a hot issue that scholars at home and abroad are
concerned about.

Financial control risk management research focus on institutional mechanism opti-
mization, management strategy research, and gradually in the financial sector risk moni-
toring, early warning, risk model, control, dissemination and other aspects of the attempt
to explore, but for the financial control group as awhole, the risk of accountability for less
research; foreign scholars have focused on the digital era of the financial environment of
the dynamic complexity of the problem of research, the use of mathematical derivation,
scholars have been focusing on the dynamic complexity of the financial environment
in the digital era, using mathematical derivation, computer technology and other cross-
disciplinary solutions to the risk management problems of financial institutions, but the
financial ecology of large-scale gold-controlled groups and the corresponding risk prop-
agation model is still in need of in-depth research. The complex financial ecosystem
of financial control groups has similarities with the ecological evolution model of the
natural world. Drawing on the ecological evolution model and based on the principle
of “complex network”, the study of the topology and evolution process of the complex
financial ecosystem network of financial control groups provides a new research idea on
the business synergy and risk management of financial control groups. This project will
focus on improving the risk prevention and control ability in the financial field, solv-
ing the problems of weak risk prevention ability and untimely disposal in the existing
financial field through big data, artificial intelligence and cloud computing, proposing
the risk accountability method based on the complex financial ecosystem, accelerating
the penetration of financial science and technology risk control in multiple scenarios,
and aiming to take financial risk control and accountability as the core competition to
improve the safety of the entire financial industry of the group.
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This paper proposes a complex financial ecosystem construction model based on
heterogeneous graphical attention networks, which is based on the textual features as
well as attribute features of each financial service entity node obtained in the previous
section to be processed separately: for the attribute features, they are converted to vectors
directly through One-Hot coding; for the textual features of the nodes, the improved
Service-Text Rank approach is utilized to For node text features, the redundant content
is removed, and then the text is converted to vectors by Doc2vec method. This method
can realize adaptive learning of the feature vector of each financial entity node in complex
financial ecosystem, and input the text embedded value and attribute embedded value
into the multilayer perceptron network after splicing them together to calculate the
probability of establishing links between each node, so as to get the spatial structure
of complex ecosystem network to construct the whole financial ecosystem. The model
can analyze the semantics of different meta-paths in the complex financial ecosystem
network, select the neighboring entity nodes that have an association relationship with
each financial service entity, and use the heterogeneous graph attention network to learn
the feature representation of these associated nodes, and get the feature embedding values
by aggregating the text and attributes of the neighboring nodes in order to enhance the
prediction accuracy of the links between the nodes, so as to construct a complex financial
ecosystem Model.

2 Predictive Model for Linking Complex Financial Ecosystems
Based on Graph Neural Networks

With the rapid development of digital technology, the concepts of API economy, open
banking and open financial control are more familiar to everyone. According to the
definition of the Boston Consulting Group (BCG), open banking refers to: “In order to
comply with the trend of integration between banking platforms and third-party plat-
forms, customer demand-oriented, ecological scenarios as a touch point, API (Appli-
cation Programming Interface) or integrated multi-functional combination of services
(Mashup) and other technologies as a means to fragmentation of services, data commer-
cialization, characterized by the integration with third-party data, algorithms, business,
processes, etc., to achieve business-driven application architecture transformation from
a business-driven to a business-driven. Characterized by fragmentation of services and
commercialization of data, through integration with third-party data, algorithms, busi-
ness and processes, it realizes business-driven transformation of application architecture
and upgrading of the overall system from the front office to the back office, thus turning
into a new-age bank. The basic business involved in open financial control is even richer,
and in addition to banking interfaces, it can also provide services and data interfaces
for securities, insurance, trusts, funds, and even industrial segments, which can realize
greater economies of scale and economies of scope than those of open banks. Therefore,
based on the open financial control scenario, the complex financial ecosystemmodel can
be established by portraying the different correlations between its APIs and Mashups,
which is conducive to suppressing insider trading and preventing risk transfer from the
theoretical basis; and can also be linked with different combined services to better utilize
synergistic effects and enhance the ability of diversified financial services.
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In this paper, we use graph neural network based to predict links in complex financial
ecosystems, applying graph neural network to the calculation of attribute embedding
values and text embedding values, so as to learn the influence of neighboring service
nodes on links, and designing a service link prediction model (WSLG) based on graph
neural network as shown in Fig. 1.

Fig. 1. Prediction of financial ecosystem links based on heterogeneous graph attention networks

Input Layer: The financial ecosystem network SNet = (V, E) is used as input data to
the model along with information about the various types of nodes themselves.

Feature Extraction Layer: The feature extraction layer is responsible for processing
the attribute values and functional description text of the nodes in the financial ecosystem.
Link prediction is also known as link embedding and feature extraction can be considered
as the most important part. Attribute and functional description texts of nodes will be
processed separately, and the calculation of embedding values will be performed based
on graph neural network by utilizing the interaction relationship in the service network.
For the attribute embedding of different financial services, in addition to the predicted
attributes of the target Mashup and the API service itself, it is necessary to find out
all the neighboring nodes that have an association relationship with the target financial
service link, and realize the attribute embedding of the associated nodes by aggregating
their representations through the graph neural network. The embedding of functional
description text, on the other hand, uses the algorithms in natural language processing
to achieve semantic embedding of the text, and then expands the original text into a
generalized functional description text based on the graph neural network approach by
means of the neighboring services that can embody the service usage scenarios.

Feature Aggregation Layer: The Feature Aggregation Layer aggregates the attribute
feature embedding values and text feature embedding values of the target financial
ecosystem node links output from the Feature Extraction Layer through the Multilayer
Perceptron (MLP) to calculate the final prediction results, as shown in Eq. (1).

p̂ij = Sigmoid
(
MLP

(
ZAttr
i ⊕ ZAttr

j ⊕ ZText
i ⊕ ZText

j

))
(1)
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where p̂ij denotes the Mashup service Mi and the API service Aj the possibility of
establishing a link between the Mashup service and the API service, the ZiAttr and ZAttr

j

denote their attribute embedding values, respectively, andZText
i andZText

j denote their text
embedding values, respectively, and ⊕ denotes the splicing operation. The embedded
values are spliced and aggregated by MLP network, and then the Sigmoid function is
used to control the result in the range from 0 to 1.

Output Layer: Outputs the prediction result p̂ij. The loss function is mainly used to
calculate the difference between the predicted value and the actual value, and the smaller
the result indicates the better result. Since the link prediction problem is similar to the
binary classification problem, and the classification algorithms commonly use cross
entropy as the loss function. The calculation of cross entropy loss is shown in Eq. (2).

Loss = − 1

N

∑
Mi∈VMashup ,Aj∈VAPI

pijlogp̂ij +
(
1 − pij

)
log

(
1 − p̂ij

)
(2)

where, N denotes the number of Mashup and API node pairs. The Adam algorithm will
be used to minimize the loss, which differs from the stochastic gradient algorithm in that
its learning rate is dynamic. By calculating the first and second order moment estimates
of the gradient and then adaptively updating the learning rate for each parameter, the
Adam algorithm is able to achieve a faster error descent process.

3 Linked Node Attribute Embedding Algorithm

In neural networks, the attention mechanism is designed so that it can select specific
inputs, which gives it the property of being able to focus more on a subset of features.
Graph Attention Networks can handle inputs of arbitrary size, thus focusing on the most
important part of a computational process, with the advantages of efficiency, flexibility
and portability. The number of associated nodes for each target financial service is not
fixed, and the graph attention network is just able to accept inputs of different sizes,
using the attention mechanism can also assign appropriate weights to different asso-
ciated nodes. Using the attention mechanism to assign higher weights to neighboring
nodes or meta-path features that are more strongly associated with the link, the net-
work computational efficiency can be improved when aggregating features at the node
level and the association relationship level. In addition, it is also important to note in
attribute embedding that the financial services on both sides of the link are of different
types, and they have different attribute information, which indicates different meanings
respectively. Since the formation mechanism of different types of nodes is different,
there are correlations and influences between them, thus playing different effects on
link prediction. If they are treated in the same way, a lot of important information will
be lost, so they should be treated separately. After selecting the associated nodes, two
levels of attention network are designed to calculate the attribute embedding values of
the associated nodes, and separate processing is implemented.

Node level based attention mechanism is used to learn the importance of different
nodes in the same set of associated nodes. Since the more similar the nodes are to each
other, the stronger the association between them. So, in node level attention mechanism
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node similarity is taken as the probability of attention allocation and dot product is
utilized to calculate the similarity of nodes. The reason for setting the attention level here
is to assign higher weight to the associated nodes that are more similar to the destination
node. As an example, to predict whether there is a link between Mashup serviceMi and
API service Aj, for an associated node of API service type Al, its probability of attention
allocation in the set of association relations of the same class of Aj is:

βNode
jl = Similarity

(
Wj,Wl

) = Wj · Wl (3)

where Wj and Wl denote the embedded values of the attribute values of Aj and Aj and
AAl, respectively, after the One-Hot encoding. Associated nodes of the Mashup type are
in the same method of computed. The weight of Al in Aj ejl Node is computed by the
Softmax function to calculate:

eNodejl = Softmax
(
βNode
jl

)
=

exp
(
βNode
jl

)

∑
m∈V γ

ij
exp

(
βNode
jm

) (4)

Represent the association relationship as γ, γ ∈ {Pre, DCom, HCom, Par, Fun},
with the service node pair Mi,Aj, The set of nodes that are related to the service node
pair V γ

ij , embedded values of the association relationship γ

δ
γ
ij =

∑
l∈V γ

ij

σ
(
eNodejl · Wl

)
(5)

where σ denotes the activation function, here we use the hyperbolic sine function sinh
and hyperbolic cosine function cosh ratio, i.e., the hyperbolic tangent function tanh
which is the hyperbolic tangent function.

Attention at the association relation level is learned through a multilayer perceptron
network that learns the probability of attention allocation for each type of association
relation. Therefore, the association relation γ The attention allocation probability of an
association relation is

βAss
γ = MLP

(
δ
γ
ij

)
(6)

Due to the difference in the number of association relationships between Mashup
andAPI types, there is only one association relationship forMashup type, and the weight
of the Fun relationship is eAssFun is

eAssFun = exp
(
βAss
Fuss

)

exp
(
βASs
Fun

) + exp(Wi)
(7)

Mashup Service Mi weights are:

eAsSi = exp(Wi)

exp
(
βASS
Fun

) + exp(Wi)
(8)
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API type correlation γ weights eAsSγ are:

eASSγ =
exp

(
βAss

γ

)
∑

μ∈{Pre,DCom,HCom,Par} exp
(
βAss

μ

) + exp
(
Wj

) (9)

API Service Aj weights are.

eAssj = exp
(
Wj

)
∑

μ∈{Pre,DCom,HCom,Par} exp
(
ββASs

μ

) + exp
(
Wj

) (10)

The final attribute embedding value is the output of the association-level attention
network, denoted as ZAttr

i and ZAttr
j :

ZAttr
i = eAssFun · δFuni,j + eAssi · Wi (11)

ZAttr
j =

∑
γ∈{ Pre ,DCom,HCom,Par} e

Ass
γ · δ

γ
i,j + eAssj · Wj (12)
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4 Modeling Risk Propagation in Complex Financial Networks

To facilitate the description, similar to the study of information propagation models
in networks, the process of risk propagation of service nodes in a complex financial
ecosystem network, which may be presented in three states, risky, and repaired will be
borrowed from some concepts in infectious diseases, and will be denoted by susceptible
(Susceptible) services to denote nodes that have not yet appeared at risk, Infected services
to denote nodes that have appeared at risk, and Recovered services to denote problematic
nodes that have been repaired. The classical SIR (Susceptible- Infected- Recovered)
model is used to describe the state change of each node, as shown in Fig. 2, in which
each node is initially in the susceptible state (Sus.), at each moment t In this model,
each node is initially susceptible to infection (inf), and at each moment they have v(i, t)
probability of being infected by a neighboring node, and for infected services, there is a
q(i) probability of repair.

Sus. Inf. Rec.
v(i,t) q(i)

1 - v(i,t) 1 - q(i)

Fig. 2. Relationship of state transformation after the occurrence of risk at each node

Since the complex financial ecosystem network is a dynamic temporal network and
each neighboring financial service node may be different at different moments,

v(i, t) = 1 − �j ∈ N (i, t)[1 − ηji PI(j, t − 1)] (13)

Among other things. N(i, t) For services i at the t the set of neighboring nodes at the
moment, and ηji denotes the set of neighbor nodes of the service j. The probability that
the occurrence of a problem will lead to the service i probability of having a problem,
and PI( j, t − 1) denotes the probability that the service j has a probability of having a
problem in t − 1 the probability of being in the infected state.

This yields the probability that all services are in three different states, susceptible,
infected and repaired, at each moment in time:

PS(i, t) = [1 − v(i, t)]PS(i, t − 1) (14)

PI(i, t) = v(i, t)PS(i, t − 1) + [1 − q(i)]PI(i, t − 1) (15)

PR(i, t) = PR(i, t − 1) + q(i)PI(i, t − 1) (16)

Based on the aforementioned characteristics of the spatial structure of complex finan-
cial systems, firstly, the risk propagation range is given rFault of the approximate SCNet
calculation formula is as follow:
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rFaultSCNet = 1

|V |
∑

v∈V

[
pFaultv∑

u∈V pFaultu /|V | × rFaultv

]
= 1

NSim

∑NSim

i=1

⎡
⎣

pFault
vSrci∑

u∈V pFaultu /|V | × rFaulti

⎤
⎦ (17)

where rFaultv denotes the node v is the risk propagation range when it is a risk source, and
pFaultv∑

u∈V pFaultu /|V | denotes the financial service node v the higher probability of occurrence

of risk, the higher its contribution to the overall network risk propagation range.
Based on the above analysis, the following algorithm is given to calculate the range

of network risk propagation in complex financial ecosystems:

5 Traceability Accuracy Verification of High Heat Node Setting
Traceability Monitoring Node

In order to show that traceability monitoring nodes based on heat settings can effectively
improve the accuracy of traceability, we give the formula for the difficulty of network
risk traceability in complex financial ecosystems.

First, the difficulty of cyber risk traceability is given dFaultTracing
SCNet of the approximate

calculation formula is as follows: where V Fault
i denotes the first i set of financial service

nodes at risk at the final moment of the second simulation, and rTrueSrCl denotes the
number of nodes in the first i average of the ranked estimates of the real risk sources
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calculated by several classical traceability algorithms, the less difficult it is to trace the
network risk, and we use the three classical traceability algorithms of Rumor Center,
Jordan Center, and DMP to calculate the estimation of each risk node (the node is the
estimation of the probability of the risk source).

6 Experiments and Analysis of Results

6.1 Dataset

In order to construct a complexfinancial service network, the data used in the experiments
are crawled from real OPENAPI platforms ProgrammableWeb, HKSTP OPENAPI, and
PingAn.comWeb, including textual descriptions and attribute information of individual
financial service nodes, as well as the interaction relationships between various types
of objects contained in the financial service ecosystem. The data constructs a financial
service network with a total of 48,044 nodes and 143,351 edges.

6.2 Simulation Calculation of Risk Propagation in Complex Financial Networks

Based on the aforementioned experimental dataset in March 2020, using Algorithm 1 to
set the degree, meso-centricity, and tight-centricity of complex financial service network
nodes as the baseline for risk node propagation sources, respectively, the propagation
range shown in Fig. 3 can be obtained. From the figure, we can see that these center
eigenvalues are large risk node propagation range is wider, once the risk brought about
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Fig. 3. HKSTP OpenAPI, PingAn OpenApi, and ProgrammableWeb Examples

by the loss as well as the risk is greater. These eigenvalues are more important network
topology features in the network, and changes in the eigenvalues will lead to changes
in the propagation range of risk nodes, so analyzing and predicting the structure of the
complex financial services network through the above eigenvalues can positively affect
the risk propagation of the complex financial ecosystem network as well as traceability.
Figure 4 Effect of degree, betweenness centrality, tightness centrality, and pagerank of
financial service nodes on the extent of risk propagation.

Fig. 4. Effect of degree, betweenness centrality, tightness centrality, and pagerank of financial
service nodes on the extent of risk propagation
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6.3 Traceability Accuracy Verification

After completing the experiments of this experimental group according to Algorithm
4, we get the experimental results as shown in Fig. 4 and Fig. 5. It can be seen that
when fault propagation occurs in the complex financial ecosystem, based on the top
ranked hotness predicted by the model of this paper 10% of API states for traceability,
the traceability difficulty is the lowest, which is closer to the difficulty of traceability
based on the states of all nodes in the network of complex financial ecosystems, and
the proportion of faults found by traceability monitoring nodes based on heat settings
is high. Figure 5(a)–(f) shows the distribution of traceability difficulty in 30 trials when
different measures (Deg, BC, CC, Pagerank and Pop) are used as the basis for choosing
the deployment location of the traceability monitoring agent in the complex financial
ecosystem network, and Fig. 6 shows the average value of the traceability difficulty of
differentmeasures. The average value, it can be clearly seen that the traceability difficulty
is lowerwhen deploying traceabilitymonitoring nodes based on node hotness. Therefore,
using the node heat degree predicted by the model in this paper as the basis for choosing
the deployment location of the monitoring agent (which monitors the propagation of
faults as input information for the traceability algorithm) in the service ecosystem can

Fig. 5. Distribution of traceability difficulty over 30 experiments when the choice of monitoring
agent deployment location in a complex financial ecosystem is based on different experiment
times.
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effectively reduce the difficulty of fault traceability, improve the accuracy of traceability,
and safeguard the security and accountability of the service ecosystem.

Fig. 6. Average values of traceability difficulty when different measures (degree, betweenness
centrality, tightness centrality, Pagerank, and heat as predicted by the model in this paper) are used
as the basis for choosing the deployment location of the monitoring agent in complex financial
ecosystems

7 Conclusion

This research focuses on the application prospects of new artificial intelligence methods
in risk control in the financial industry, and captures the reality that the business of each
branch financial institution under a large financial control group is interdependent and
unable to carry out effective risk prevention, control and accountability, and gives the
method of constructing a complex financial ecosystem based on the attention network
of heterogeneous graphs. The method can accurately portray the attributes and inter-
relationships of each financial entity in the financial ecosystem, and predict its spatial
structure evolution based on historical eigenvalues, so as to portray the network structure
of the entire financial ecosystem and lay a theoretical foundation for the deployment of
risk prevention, control and accountability mechanisms. Meanwhile, the financial risk
propagation model and its corresponding traceability method are proposed, which can
effectively analyze the risk propagation range of financial entity nodes after the emer-
gence of risk, and can block the risk from the source, improve the risk resistance and
stability of the whole financial ecosystem, and enhance the risk disposal ability.

Funding. This work was supported by China Postdoctoral Science Foundation (2022M712982).
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Abstract. The SVM (Support Vector Machine) faces a huge challenge on reduc-
ing training time in the presence of large data sets due to its high computational
cost. The SMO (Sequential Minimal Optimization) algorithm is used to solve the
quadratic programming problem that arises during the training of SVM. OHD-
SVM leverages the power of GPU (Graphics Processing Unit) to accelerate SVM
training and it is the fastest GPU implementation so far. OHD-SVM adopts two-
level heuristics to select SMO working set. In this paper, we propose a method
that narrows the search domain for selection of the working pair in each SMO
iteration. Six datasets from LibSVM are used for performance evaluation. Experi-
mental results demonstrate that in most cases our method outperforms OHD-SVM
with similar accuracy. At best, the training can be about seven times faster. For
several cases, both the training time and the accuracy are improved. In the best
case, the accuracy is improved about ten times with 1.46 speedup of training time.

Keywords: SVM · SMO algorithm · training time · GPU · parallel computing

1 Introduction

SVM (Support Vector Machine) is a popularly used machine learning method. Despite
the vigorous development of artificial neural networks in recent years, SVM is still used
in many fields and achieves quite excellent results. In the past three years, there have
beenmore than 10,000 papers andworks related to SVM in the IEEE electronic database.

The main problem with SVM is its long training time because it is computationally
expensive, especially for large input datasets. The SVM training process is a quadratic
programming problem and Sequential Minimal Optimization (SMO) is widely used for
solving the problem in SVM [1]. In the presence of large-scale data sets nowadays,
it is difficult to train an SVM model in a time-efficient and high-accuracy manner. To
tackle these problems, various reduction algorithms have been introduced to prun the
size of the training set while the error rate is kept as low as possible [2]. Another kind
of solutions is to leverage the computing power of GPU (Graphics Processing Unit)
to speed up the SVM training. Several GPU implementations of SVM training such
as GPUSVM [3], ThunderSVM [4], and OHD-SVM [1] have been introduced, where
OHD-SVM is the fastest. OHD-SVM achieved speed-up up to 12 times in comparison

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Zhang et al. (Eds.): BigData 2023, LNCS 14203, pp. 209–217, 2023.
https://doi.org/10.1007/978-3-031-44725-9_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44725-9_15&domain=pdf
https://doi.org/10.1007/978-3-031-44725-9_15


210 C.-C. Wu et al.

with the second fastest GPU implementation.When compared with the sequential SVM,
the performance of OHD-SVM can be improved even by nearly a hundred times.

OHD-SVM adopted the SMO-based algorithm to solve the quadratic programming
problem. In the GPU, it is impossible to perform SMO on all training data like the
original SVM because of the limited hardware resources. Only part of the training data,
called the working set, is used during each SMO iteration. Working set selection in the
SMO algorithm is a very important part of the SVM training algorithm, determining the
training time and the final SVM model. In SMO, a working pair is selected using either
first order or second order heuristic. The first order heuristic determines whether the
solution is optimal or not. If not, second order heuristic is used to select a new working
pair. The first point of the working pair is selected in the first heuristic and the second
point is picked in the second heuristic. The penalty parameter C of the SVM model is
used in the selection of the working set and the working pair in each iteration. The C
value determines the search space.

In this paper, we use the C value for working set selection but 0.5C for working pair
selection. In this way, the search space of working pair selection is reduced significantly.
We have used six datasets from LibSVM [5] for performance comparison between our
method and OHD-SVM on the NVIDIA A100 GPU. Experimental results showed our
method outperformsOHD-SVMon training timewith similar accuracy formost cases. In
some cases, both the training time and the accuracy are improved. The best improvement
on training time is eight times and accuracy ten times.

2 Related Work

SVM faces a huge challenge on reducing training time in the presence of large data sets
due to its high computational cost. To reduce the training time, researchers proposed
approaches based on themathematical properties to solve the convex quadratic program-
ming optimization problem efficiently. For instance, Active Set method is an effective
method for solving quadratic programming problems with inequality constraints [6]. If
we know the active constraints at the optimal point, we can remove all the inactive con-
straints. That is, transform some inequality constraints into equality constraints, reducing
the complexity of searching for solutions. Note that the derivation of SVM happens to
be a quadratic programming problem with inequality constraints. In the Active Set app-
roach, it is necessary to judge which inequality constraints have no effect on the result,
and which inequality constraints can be turned into equality constraints. For general
problems, if we turn all inequality constraints into equality constraints, then the feasible
region may become an empty set. Therefore, the following strategy is adopted instead.

Define a working subset of constraints that includes a subset of equality constraints
that need to ensure that the feasible domain is not empty. First try to find the opti-
mal point under the feasible domain corresponding to the current working subset. If
this point does not satisfy another constraint, we turn that constraint into an equality
constraint and include it in the working subset. Then, do it again until all constraints
are satisfied. However, because the feasible domain of equality constraints is smaller
than that of inequality constraints, the optimal point obtained from the feasible domain
corresponding to the current working subset is not necessarily the optimal value of the
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original problem. Each working subset corresponds to a linear equation system and also
corresponds to an extreme value. The main purpose of each iteration is to update the
working subset until an extreme point is found. The conditions that the most value points
need to meet are as follows.

• Satisfy the KKT conditions of all current equality constraints.
• After the original inequality constraints in the working set become equality con-

straints, the corresponding λ ≥ 0.
• The obtained result should also satisfy other constraints that are not in the working

set.

Since SVM is widely used, various SVM tools are continuously proposed. LibSVM
proposed by Chang and Lin [5] is a Library of SVM, written in C++. This software
has been actively developed since 2000 with the goal of helping users easily implement
SVMs into their applications. LIBSVM has gained widespread popularity in machine
learning and many other fields. To address the problem of long SVM training time,
several GPU implementations have been proposed. GPUSVM [3] proposed by Catan-
zaro et al. is an open source code and uses CUDA to implement the SMO algorithm. It
supports dense data, linear binary SVM classification (C-SVM), multinomial, Gaussian,
and sigmoid kernels. Both first and second order differentiation are used to select the
SMOworking set. Next, use second order differentiation to reduce the number of training
iterations required for convergence. GPUSVM has better performance than LIBSVM on
dense datasets and is one of the bestGPUSVMs ever released.Herrero-Lopez introduced
a GPU multi-class SVM training in [7]. This is the first GPU SVM implementation that
allows multi-class classification in a one-vs-all fashion except for binary classification
problems. Zeyi et al. proposed ThunderSVM [4], an open source SVM software toolkit
that utilizes GPU and multi-core CPU to achieve high performance. ThunderSVM sup-
ports all functions of LibSVM, including classification, regression and one-class SVM,
and uses the same command instructions, so that LibSVM users can easily apply it.
Experiments showed that ThunderSVM is faster than LibSVM. The OHD-SVM [1]
GPU implementation proposed by Jan Vaněk et al. in 2017 proposed an SVM training
algorithmwith a two-layer optimization architecture. The core idea of its two-layer opti-
mization architecture is to optimize the original SVM training process, reduce it to local
optimization, and reduce large problems to small problems for optimization. Improve
the overall performance without affecting the accuracy rate. Next, for the kernel value
problem, a software cache system is proposed to store the calculated kernel value in the
cache to avoid subsequent repeated calculations. To the best of our knowledge, so far
OHD-SVM is the fastest GPU implementation of SVM training in general.

3 Proposed Method

The SVM model has two very important parameters: C and gamma. Among them, C is
the penalty coefficient, used to control the tolerance of the systematic outliers, that is, the
tolerance for errors. The higher the C, the less tolerance for errors and easy overfitting.
If C approaches to infinity, then the classifier will approach the usual maximum margin
classifier that does not allow any errors. On the other hand, if the value of C is too small,
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the classifier will be too tolerant to classification errors, so the classification accuracy
will be poor. In short, too large or too small C will lead to poor model generalization
ability.

As for the gamma, it is a parameter that comes with the function after the Gaussian
RBF function is selected as the kernel. According to scikit-learn, intuitively, the gamma
parameter defines how far the influence of a single training example reaches, with low
values meaning ‘far’ and high values meaning ‘close’. The gamma parameters can be
seen as the inverse of the radius of influence of samples selected by the model as support
vectors. The larger the gamma, the fewer support vectors, and the smaller the gamma
value, the more support vectors. The number of support vectors affects the speed of
training and prediction.

In the GPU, it is impossible to perform SMO on all vectors like the original SVM.
Due to hardware limitations, only part of the vectors can be selected in the GPU in each
iteration of the SMO algorithm. These selected vectors in each iteration are together
called the working set that is very important for the model accuracy we can obtain. One
pair of working sets in the original SMO can be selected by first-order differentiation
or second-order differentiation. In the local method of OHD-SVM, the first order dif-
ferential is used to judge whether the subproblem has been optimized. If not already
optimized after that, use second-order differentiation to select a new pair of working
sets. OHD-SVM requires to select NWS points for the new working set in each global
iteration, where NWS is the size of working set. In the first order selection, take first
NWS/2 values instead of one point for a pair of α. Working set selection in OHD-SVM
consists of three steps.

In Step 1, Use first order heuristic to select NWS/4 points. All the vectors in the
current working set are sorted based on their values of yk ·gk , where yk represents the
label y value corresponding to sample k; gk represents the gradient value corresponding
to sample k. For each sample k, its priority depends on the value of yk · gk , The sets
of vectorup, and vectorlow consist of the vectors with positive yk ·gk and vectors with
negative yk ·gk , respectively. Then select NWS/4 vectors from vectorup and vectorlow,
respectively, according to per vector priority.

In Step 2, select vectors for the current working set currentWS . Sequentially select
NWS/2 vectors from the following three sets based on the SMO outcome: (i) the set of
free vectors (0 < α < C), (ii) the set of lower vectors (α ≤ 0), (iii) the set of upper
vectors (α ≥ C). As long as there are enough NWS/2 vectors selected, stop picking.

Finally, in Step 3, the collection of these vectors selected in Steps 1 and 2 becomes
a new working setWSnew of size NWS , which will be used in the next SMO iteration.

OHD-SVM used SMO as the local solver used to optimize the sub-problem consist-
ing of points in the current working set. The whole local solver is implemented in one
CUDA kernel. Shared memory is used for parallel reductions when selecting the current
working pair in each iteration and to exchange data between threads when updating α

coefficients. The first order will select the first point in the working pair and the second
order then select the second point in the working pair. After these two points are opti-
mized against each other, update the coefficient values and the whole gradient vector.
When the solution for the local sub-problem converges, update the gradient vector for
all training points for the selection of the new working set.
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When performing the selection in the first order heuristic, the following two con-
ditions are used in OHD-SVM to select the first point in the working pair, where αi

represents the α coefficient of the first point i.

(yi > 0 andαi < C) or (yi < 0 andαi > 0) (1)

(yi > 0 andαi > 0) or (yi < 0 andαi < C) (2)

Following the concept of the Active Set method, this paper proposes modifying the
inequality constraints in SMO by changing the original constraint inequality 0 < α < C
to 0 < α < C/2. That is, we modify the conditions (1) and (2) to the following ones for
the selection of the first point in the working pair

(yi > 0 andαi < C/2) or (yi < 0 andαi > 0) (3)

(yi > 0 and > αi 0) o r (yi < 0 andαi < C/2) (4)

Similarly, we replace the original C value with C/2 in the constraint condition for
the selection of the second point. The proposed method refers to the concept of Active
Set method to reduce the search domain.

4 Experimental Results

For all the tests we used a Server with Intel Xeon Gold 622R, 16-core CPU clocked
at 2.9 GHz with 128 GB RAM at 2.9 GHz, and NVIDIA A100 GPU, 6912-core GPU
clocked at 1410MHzwith 40 GBRAM. The precision format adopted in A100 is Tensor
Float (TF32), the software operating system version is Ubuntu 20.04.1 LTS 64bits, and
CUDA version 11.1. The detailed configurations of the CPU and the GPU are listed in
Table 1. As for the datasets, they come from the LibSVM data page (https://www.csie.
ntu.edu.tw/cjlin/libsvmtools/datasets/) and their characteristics are shown in Table 2.

First, we compare the training time and the results are shown in Fig. 1. The speedup
is derived by the following equation.

speedup = TOHD-SVM /TOurs, (5)

where TOHD-SVM and TOurs represent the training times of OHD-SVM and ours, respec-
tively. Nine combinations of the C and the gamma (G) values are tested to demonstrate
the performance of our proposed method, where the C values are 1, 100 and 500 while
the G values are 0.001, 001 and 0.05.

https://www.csie.ntu.edu.tw/cjlin/libsvmtools/datasets/
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Fig. 1. Speedup comparison between different combinations of the values ofG andC. The legend
shows the G values.

In general, the best speedup is obtained when the C value is 500 except the dataset
w7a. It can be expected because our method can obtain more advantage when C is
increased, where C defines the squared search space in the SMO algorithm. Our method
cuts the search space one fourth to find the working pairs. The best speedup is about
eight times coming from a9a. As for the G value, the larger the G value, the fewer
support vectors, and vice versa. The number of support vectors affects the speed of
training. When the G value is increased, usually our method can provide better speedup
especially for the larger C value.
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Table 1. The configurations of CPU and GPU.

CPU
Intel(R) Xeon(R) Gold 6226R

GPU
NVIDIA A100

Number of Cores 16 Number of GPUs 1

Number of Threads 32 Thread Processors 6912

Clock Speeds 2.9 GHz Clock Speeds 1410 MHz

Memory Size 128 GB Memory Size 40 GB

Memory Type DDR4-2933 Memory Type HBM2

Although the improvements of the training time for datasets ijcnn1,w7a andw8a are
about between 1.2 to 1.4, our method can also improve their accuracy significantly for
the first two datasets in many cases, as shown in Table 3. For instance, the accuracy of
ijcnn1 can be improved from 9.5 to 90.5. The accuracy of w8a obtained by OHD-SVM is
higher than 95%, leaving a very small space of improvement. Nevertheless, our method
has poor performance on accuracy for the dataset cod-rnd although the training time
can be shortened. Compared with other datasets, the data dimension of cod-rna is much
lower, even the original OHD-SVM is prone to poor convergence. More and further
experiment and analysis are required in the future.

Table 2. List of Used Datasets from LibSVM.

Name Training Size Testing Size Feature

a8a 22,696 9,865 123

a9a 32,561 16,281 123

ijcnn1 49,990 91,701 22

cod-rna 59,535 271,617 8

w7a 24,692 25,057 300

w8a 49,749 14,951 300



216 C.-C. Wu et al.

Table 3. Accuracy comparisons between OHD-SVM and ours. In the table, OHD represents the
OHD-SVM method.

(G, C) Method a8a a9a ijcnn1 cod-rna w7a w8a
(0.001, 

1)
OHD 82.82 59.87 9.5 89.89 2.95 97.24

Ours 76.33 76.38 90.5 33.33 97.05 96.96
(0.001, 

100)
OHD 76.33 23.62 9.5 62.59 2.95 96.96
Ours 76.33 76.38 90.5 37.84 98.06 97.68

(0.001, 
500)

OHD 23.67 76.38 9.5 62.59 2.95 98.75
Ours 76.33 76.38 90.5 67.43 98.57 98.44

(0.01, 
1)

OHD 31.39 84.87 12.62 46.58 98.34 98.15
Ours 76.33 84.87 90.5 66.71 97.31 96.96

(0.01, 
100)

OHD 84.94 84.99 90.5 92.57 98.8 99.09
Ours 78.73 77.07 90.54 67.15 98.83 98.82

(0.01, 
500)

OHD 84.45 84.6 9.5 91.75 98.73 99.25
Ours 79.44 79.17 91.51 33.35 98.79 98.98

(0.05, 
1)

OHD 85.14 85.09 20.45 90.52 98.57 98.86
Ours 76.4 76.38 90.5 50.28 97.62 97

(0.05, 
100)

OHD 82.69 82.94 90.08 92.3 98.67 99.43
Ours 81.39 80.92 92.53 35.54 98.73 99.26

(0.05, 
500)

OHD 80.46 81.02 9.5 90.61 98.54 99.45
Ours 81.02 80.2 94.32 37.31 98.61 99.45

5 Concluding Remarks

In this paper, we proposed a method to improve OHD-SVM on the training time, where
OHD-SVMis a fastGPU implementationofSVMtraining.Wenarroweddown the search
space of the working pair selection in the SMO-based algorithm. The preliminary results
demonstrate that our method has very outstanding performance. For most experimental
cases, the training time is reduced significantly with little accuracy sacrificed. In some
cases, the accuracy can be also enhanced dramatically. Furthermore, several important
parameters of SVMneed to be selected beforewe perform the training.Various heuristics
have been proposed to determine the best settings of the parameters. Our method can be
also adopted to accelerate the search of the optimal combination of the SVMparameters.
More study and analysis on our proposed will be conducted in the future.
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Abstract. With the progress of science and technology, the development of new
technologies, the in-depth application of big data, artificial intelligence, and cloud
computing, data has gradually been transformed from information assets to pro-
duction factors. Data breach, abuse, tampering and other security issues will cause
great harm to enterprises, and even affect national security, societal order, public
interests and market stability. Therefore, on the basis of meeting the fundamental
business needs of enterprises, carrying out business and daily operation manage-
ment, promoting the application and sharing of data, mining and realizing data
value, strengthening data protection capabilities, and ensuring the safe flow of
data are also the key points of data management work.

Keywords: Data Security · Data Classification · Data Lifecycle

1 Introduction

Information technology is constantly developing, and the basic business, core processes,
inter industry transactions and activities of enterprises have all been run on information
support carriers. The information generated by production and operation is gradually
transformed into digital assets in different forms and circulated in information systems.
With the progressing of science, the development of new technologies, and the in-depth
implementation of big data, artificial intelligence, and cloud computing, data has grad-
ually evolved from an information asset to a factor of production. Data breach, abuse,
tampering and other security issueswill cause significant harm to the enterprise, and even
have an impact on national security, societal order, public interests and market stability.
Therefore, on top of meeting the basic business needs of an enterprise, carrying out the
business, and managing the day-to-day operation, it is important to incorporate promot-
ing the utilization and sharing of data, mining and realizing data value, strengthening
data protection capabilities, and ensuring the safe flow of data into the data management
work.

In IT domain, the meaning of the word “security” has changed, from the security of
the carriers of information systems to the security of data, from the technical security to
the effective protection of and the legitimate utilization of data. Data security refers to
taking necessary measures to ensure that data is effectively protected and legitimately
utilized, as well as having the ability to ensure the “security” continuously.
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2 Data Security Framework Based on Data Lifecycle

The data lifecycle includes data collection, data transmission, data storage, data usage,
data deletion, and data destruction.

Data Security focuses on protecting data against unauthorized access and corruption
during the whole life cycle of data. It covers a set of relevant standards, technologies,
frameworks and processes.

Data Security includes the planning, development, and execution of data security
policies and procedures, which provide proper authentication, authorization, access,
and audit on data and information assets [1].

So, enterprises should develop a data security framework based on the security of
the entire data lifecycle. This framework consists of three parts: security management,
process andmechanism, and technologies and tools. Below is an example of data security
framework (Fig. 1).

Fig. 1. Data Security Framework Example

2.1 Security Management

Principles
To ensure data security, the following principles shall be followed when processing data:

Legality and Compliance: It is necessary to ensure the data activities are legitimate and
compliant to regulations throughout the entire data lifecycle.

Clear Purpose: A data security protection strategy should be developed to clarify the
security protection goals and requirements for each stage of the data lifecycle.
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Controllable Whole Process. Data security control mechanism and technical measures
that match the security level of data should be adopted to ensure the confidentiality,
integrity, and availability of data at all stages of the its lifecycle, and to avoid unautho-
rized access, destruction, tampering, leakage, or loss of data throughout the entire data
lifecycle.

Dynamic Control. The security control strategy and security protection measures of
data should not be one-off or static, but be able to adjust in real-time and dynamically to
the factors such as business requirements, security environment attributes, and behaviors
of system users.

Consistency of Rights and Responsibilities. The relevant departments and their respon-
sibilities for data security protection should be clearly defined in organizations. The
departments and its staff should actively implement the required measures and take their
responsibilities of data security protection [2].

Security Management
The security management incorporate dimensions like data security organization and
governance, laws and regulations, and data security awareness.

Data Security Organization and Governance. In addition, data compliance is also part
of the data security work, and it important to abide the data laws and regulations. When
implementing the specific data security work, national and industrial standards have
provided significant guidance.

Laws and Regulation. In addition, data compliance has also been included in the work
of data security, so the threemajor data laws and regulations should be abided. In order to
better implement specificwork, national and industry standards have provided significant
guidance for the implementation of data security work.

Security Awareness. With the promulgation of laws and regulations, enhancing data
security awareness is crucial for better data security work. Data security is not the job
for a single person or department, it concerns everyone in the organization who have
been involved in business and operations. The improvement of data security awareness
comes from not only the training and communication to internal employees, but also the
management of data security awareness of the third parties and the outsourcing counter
parties. At the same time, regular audits and monitoring audits should be conducted on
routine works to ensure that data security work is effectively implemented according to
the designed security plan and process.

2.2 Process and Mechanism

The second layer of the data security framework, process and mechanism, includes data
classification, access management, and privacy protection.

Data Classification
Data classification is the first step in data security governance. The hierarchical classi-
fication of data covers not only structured data, but also unstructured data. It includes
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data stored in information systems and data existing in business processes and business
documents as well.

Data Access
The core of data security is the management of data access. Accesses should bemanaged
following the principles of minimum fit-for-purpose and role-based access control.

Privacy Protection
Privacy protection is an important part of data security. Except for meeting the inter-
nal data security requirements, it is also necessary to meet all the requirements under
applicable laws and regulations.

2.3 Technology and Tools

Data security cannot be separated from the security of data carrier, it requires the careful
design from infrastructure security, to network security, then to application system secu-
rity. There are a number of technologies and tools for data security, such as encryption,
identity authentication and access control, data leakage prevention tools, monitoring
logs, etc.

3 Data Security Work Practice Based on Risk Priority

3.1 Data Security Practice Steps

After determining the data security framework, the enterprise need to put the data security
work into practice. It is known to all that data security is a seamless and endless task,
and like a circle, it has no starting or ending point. One can never be never secured
enough, but can always be more secured. Back to reality, it is not feasible to invest in
security endlessly. So, we need to put the data security work into practice based on the
risk priorities.

Although security is a common requirement of enterprises, the risk faced by each
enterprise is different due to their natures of business and operations, and the subjective
regulations.

In order to find a balance between security and cost, and to more accurately imple-
ment the data security work, the following four-step approach can be adopted to deter-
mine the direction and projects of data security. Literally, the four steps are data secu-
rity requirements collection, data security gap analysis, data security improvement plan
development, and rigorous implementation of security projects (Fig. 2).

Needs Collection
When collecting data security requirements, it is necessary to consider meeting the
requirements of laws and regulations, national standards, and industry standards, as well
as meeting the needs of business development to reduce the risks faced by data usage.

Gap Analysis
Based on the requirements and the understanding of existing data security measures of
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Fig. 2. Data Security Work Practice Based on Risk Priority

the enterprise, analyze the usage of data in business processes and identify the gap with
the requirements.

Action Plan
Based on the gap and the actual enterprise operation situation, considering the critical
data security needs, a focused and feasible data security improvement plan shall be
worked out.

Implementation
Finally, based on the established data security improvement plan, implement the project
rigorously, check the project progress regularly, and ensure that project activities are
completed in accordance to the plan.

3.2 Content of Data Security Practice

Once the data security risks are confirmed and the direction of work is determined for
the enterprise, the data security work should be implemented. The following are several
important tasks.

Data Classification
The core of data security lies in the management of data security throughout the entire
data lifecycle. Implementing data lifecycle security management can further clarify the
data protection requirements for each stage of the data lifecycle. It helps to allocate data
protection resources and costs reasonably and establish a comprehensive data lifecycle
protection mechanism.

In order to reasonably allocate data protection resources and costs, it is necessary
to implement data classification. This will further clarify the targets of data protection
and help enterprises to allocate theta protection resources and costs reasonably and to
implement data security work in a focused manner, and lead to satisfactory returns. At
the same time, a standardized data classification management system can enhance the
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safety of data sharing between organizations or industries, which is conducive to mining
and realizing data value.

Data classification is the first step of data security work. The hierarchical classifi-
cation of data covers not only the structured data, but also the unstructured data, which
includes the data stored in information systems, and the data exists in business workflows
and documents as well.

Data classification can be developed according to integrity, confidentiality, and avail-
ability. It is also a good practice to classify data based on its confidentiality level, like
basic protection, special protection, and high protection. With the data classification, the
corresponding protectionmeasures should be set accordingly. The following are example
(Table 1) of data classification and the corresponding data security requirements.

Table 1. Examples of Data Security Classification and Protection Measures

Confidential level Data security requirements

Public There are no specific IT security requirements

Internal User authentication
System accesses should be managed with permission control tools
The privileged access of data containing IT assets must be managed with
privileged access management tools
The information system must be connected to the security monitoring tool
before carrying out any day-to-day user activity
The information system must be connected to and maintained in the
vulnerability management tool
Confidentiality labels must be in place
There must be the function to prevent data loss and there-fore restricts the
data flows outside the organization
Data sharing with anybody outside of the organization should be limited
and it must be explicitly approved by the data owner

Restricted On top of the above
User authentication based on multi factor authentication
The information system must be connected to the security monitoring tool
before conducting any detailed user activity
There must be the function to protect data loss and there-fore restricts the
data flows inside and outside the organization
It is necessary to encrypt the static data inside the organization environment
and the data in transit (external/internal)
Data can only be shared with a limited number of staff who have signed the
Non-disclosure agreements and a limited number of vendors. The data
sharing should be limited to the data owner or their designated personnel

(continued)
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Table 1. (continued)

Confidential level Data security requirements

Confidential On top of the above
Clearly manage the approvals of the access granted
The information system must be connected to security tools to obtain
complete user activity and security logs
Data sharing is strictly limited to the data owner or personnel approved by
the data owner

Data Encryption
Data encryption is a long-history technology that converts plaintext into cipher-text
through encryption algorithms and encryption keys, while decryption involves restoring
ciphertext to plaintext through decryption algorithms and decryption keys. The core of
it is Cryptology. Data encryption is still the most reliable way for computer systems to
protect information. It uses cipher graph to encrypt information, to achieve information
concealment, and thus to protect information security [3].

There’s a number of data encryption methodologies. The proper methodology
should be selected for different scenarios. The below Table 2 listed the data encryption
methodologies in different scenarios.

Table 2. Data Encryption Methods and Scenario Examples

Encryption level Prevention scope Applicable scenarios

Application level Malicious direct access to
databases

Must be applicable to restricted and
confidential data

Database level Malicious copying of database files
(Invalid for authorized database
users)

Must be applied in databases
containing restricted data and
confidential data. It can be
superseded by the upper-level
encryption

File level Malicious copying of files
(Not suitable for file system
administrators and authorized file
users)

Must be applied to files containing
restricted data and trade confidential
data. It can be superseded by the
upper-level encryptions

Disk level Physical loss of disk Must be applied to the disks out of
the physical control of the company
and the disks containing restricted
data and confidential data. It can be
superseded by upper-level encryption
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Data Access Control
Data security focuses on protecting data from unauthorized access and corruption
throughout the entire data lifecycle. The control of data access is the restriction on the
usage of data. Firstly, data can only be used by authorized users, and the unauthorized
users cannot use it; Secondly, the authorized users can only use data within the granted
scope of permission, and any handling of data beyond the scope cannot be executed.

Data access control can be achieved in the following ways:

Permission Control. Access control is to restrict the users’ usage of data. Data can
only be used by authorized users, and the unauthorized users cannot use it. In addition,
authorized users can only use data within the permitted scope, while not that exceeding
the scope.

System Access Control. System access control provides the first level of security pro-
tection for the information system. Unauthorized personnel are unable to open the infor-
mation system through authentication, which means they cannot access data or operate
on it.

Data access Frequency Control. For the real users who have already been granted the
relevant data access, if they access to the data more frequently than that matches their
actual work requires, a rate limiting process should be performed. The common rate
limiting algorithms include token bucket algorithm, leaky bucket algorithm, and counter
algorithm.

Dealing with External Threats
As a part of network security, data security has always been one of the key targets of
network attacks, and the increasing number of external attack methods has brought great
challenges and risks to data security and privacy protection. Enterprises should adopt
machine learning algorithms to detect anomalies and identify threats as soon as possible
with the analysis and warning based on the monitoring of log. The following are some
examples of external threats and the measures to address them.

Distributed Denial of Service Attack (DdoS). It refers to the situation that multiple
attackers in different locations attack one or more targets simultaneously, or one attacker
that controls multiple machines in different locations attacks the target simultaneously
using these machines. Due to the fact that the attack targets are distributed in different
locations, this type of attack is called a distributed denial of service attack, and there
could be multiple attackers [4]. Once a company is caught up in DDoS attacks, the
servers will fall into access delay, access failure, or even server unavailability. To reduce
the risk, enterprises can consider deploying cloud-based security protection software
such as high defense IP.

Phishing Fraud. Phishing attack usually contains malicious attachments. Once being
clicked and opened, an enterprise’s deviceswould be attacked, leading to severe incidents
of data theft or leakage. So, enterprises should use tools to block phishing emails and
use anti-phishing engines. It is also very important to provide anti phishing trainings
to employees on a regular basis. In addition, enterprises can also run phishing email
exercises to raise the vigilance of the staff. For example, send phishing emails regularly
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or irregularly to designated or undesignated addresses, find potential weaknesses of
security awareness based on the analysis of employees’ reading and clicking behaviors,
and then deliver the security trainings according to the findings.

Ransomware. Ransomware is a prevalent Trojan virus. It blocks the normal usage of
data assets or computing resources with methods such as harassment, intimidation, or
even kidnapping user files and extorts money from the users taking this condition. This
type of user data assets includes documents, emails, databases, source codes, images,
and compressed files, etc. The forms of ransom include real money, Bitcoins, or other
virtual currencies [5]. Ransomware is usually combined with data theft. In ransom inci-
dents, hackers may threaten to release the data if ransom is not paid. Ransomware has
become the most common security threat targeting various industries and one of the
important underground black industries of the Internet. Both enterprises and individuals
can become the targets of ransomware attacks and extorting [6].

For enterprises, in order to avoid losses of interests due to ransomware, data security
leaders need be proactive to deploy data protection strategies and technologies and to
improvemonitoring and detection capabilities. Nowadays, most ransomware technology
would not be applied for attacks independently. Generally, it would be applied in combi-
nationwith advanced network attacks, which increases the difficulty of defending against
complex attacks. In these circumstances, a multi-layer network security protection sys-
tem should be built combining a variety of protection methods, such as advanced threat
protection, gateway antivirus, intrusion prevention, and other network-based security
protection methods.

Network isolation has always been a good technology for network security protec-
tion, and it can also be used to defend against ransomware. Besides, it is necessary to
backup and restore data on regular basis, since the reliable backup of data can minimize
the losses caused by ransomware. But, at the same time, it is also necessary to have
security protection for these data backups to avoid infection and damage of data. Sys-
tem updates and security patches, endpoint protection, network segmentation, security
software websites, application whitelists, response plan development, and data security
backup are all security protection measures. Other measures include terminal protection
and monitoring of encrypted network traffic [7].

4 Construction of Data Security System

4.1 Data Security Evaluation

Before developing the data security system, an enterprise should be clear about the data
security goals and how to evaluate data security. The security evaluation of data should
be conducted from the following aspects: [8].

Compliance. The data is handled on the basis of meeting the requirements of laws and
regulations throughout its entire lifecycle.

Reasonable Access Control. Ensure that only authorized personnel can access data.

Data Encryption. Encrypt data according to different data classification.
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DataBackup andRecovery. Backup data regularly to ensure that no data loss is caused
by accident.

Data Security Audit. Enterprises should make sure that internal audits is conducted
on data security and regulation compliance at least once a year. Internal auditors must
sit in an independent department to avoid any conflict of interest. Conduct an external
audit at least every three years.

Data Classification. Proceed data classification in accordance with the relevant
regulations of national information security level protection in a diligent manner.

Employee Training. All new employees should receive data security training within
six months of employment. At least two data security related training sessions per year
should be taken by all employees.

4.2 Data Security Standards

Laws and regulations provide direction for data security work, while numerous national
and industry standards provide specific guidance for the implementation of security
work. In order to design data security work and plans for enterprises, data security can
be evaluated based on national and industry standards that are suitable for the enterprise.

The enterprise data security department shall conduct comprehensive research on
the existing data security work of the enterprise, and identify the corresponding working
areas. By conducting preliminary risk assessment and investment in improving security
work, the of improvement can be determined.

After setting goals, enterprises can start building a data security system from the
following four dimensions: organizational structure, process systems, technical tools,
and personnel management (Fig. 3).

Fig. 3. Four dimensions of data security management
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Organizational Structure
Data security governance needs to be carried out in a top-down manner, so it is very
important to establish a data security management system that covers decision-making,
management, execution, and supervision from top level to bottom level, as well as a clear
organizational structure and job settings. Consider appointing a dedicated data security
officer in the enterprise, who is fully responsible for the organizational construction
of data security. The organizational structure can include the CEO and senior leaders
reporting directly to the CEO as the data governance steering committee for the decision-
making level. The management team consists of the Chief Information Security Officer,
Data Protection Officer, Business Unit Heads, IT Heads, Compliance and Risk Man-
agement, and other key management positions. In the execution layer, dedicated team
members will take the responsibilities to implement the day-to-day data security work.
And the auditors will conduct audit review and supervision independently on specific
data security works [9].

Process
At the process level, establish a unified data security management process, clarify the
responsibilities of data security work at all levels of departments and relevant positions,
and standardize work processes.

Technical Tools
Strengthen security management by balancing risk and investment and adopting appro-
priate technical tools: to protect data using encryption and data masking technologies,
to expend the coverage of existing authorization management systems, to reinforce the
standards of log monitoring, to analyze the users and entities based on the logs, to make
alerts for abnormal situations and handle them promptly. To prevent potential problems,
enhance the usage of data leakage prevention tools, establish prevention and detection
mechanisms, and assign dedicated personnel to monitor the alarms triggered by the tools
on a timely basis.

Personnel Management
In terms of personnel management, it is necessary to enhance data security awareness
education and training. Conduct safety examination on key positions, establish dedicated
personnel and separate responsibilities. If necessary, establish dual personnel and dual
positions [10].

4.3 Data Security System Construction Plan

Based on the evaluation and analysis and the goals set for data security, enterprises can
develop rigorous improvement plans and implement it accordingly. Here is a simple
example, and there are a number of data management process systems and documents
behind it (Fig. 4).
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Fig. 4. Example: Developing an improvement plan and implementing it

After the analysis, the data security officer (dedicated personnel) of the enterprise
can define the goals of the works following and determine the key points. Then the data
security work can be carried out like clockwork.
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