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Abstract. This paper introduces the system proposed by the "Guess Right or Not
(Ours)" team for NLPCC 2023 Shared Task 2 (https://github.com/Yottaxx/NLP
CC23_SciMRC)--Multi-perspective Scientific Machine Reading Comprehension.
This task requires participants to develop a reading comprehension model based on
state-of-the-art Natural Language Processing (NLP) and deep learning techniques
to extract word sequences or sentences from the given scientific texts as answers
to relevant questions. In response to this task, we use a fine-grained contextual
encoder to highlight key contextual information in scientific texts that is highly
relevant to the question. Besides, based on existing advanced model CGSN [7], we
utilize alocal graph network and a global graph network to capture global structural
information in scientific texts, as well as the evidence memory network to further
alleviate the redundancy issues by saving the selected result in the previous steps.
Experiments show that our proposed model performs well on datasets released
by NLPCC 2023, and our approach ranks 15! for SMRC Task 2 according to the
official results.

Keywords: SMRC - Fine-grained Contextual Information - Global Structural
Information

1 Introduction

Machine Reading Comprehension (MRC) is a task that involves answering questions
about a given context paragraph, which enables machines to read and understand unstruc-
tured text. MRC is a rapidly growing field of research due to its potential for various
enterprise applications, and it holds the potential to revolutionize the way humans inter-
act with machines. For example, as shown in Fig. 1, search engines equipped with MRC
techniques can directly output correct answers to questions rather than a series of related
web pages, which can significantly enhance the efficiency of information retrieval.
Early MRC systems primarily relied on rule-based or machine learning techniques,
which depended on manually crafted rules or features [1-3]. The drawbacks of these
methods lie in their limited ability to comprehend contextual information and their
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reduced generalization capabilities. Therefore, researchers have been dedicated to study-
ing deep learning-based approaches in recent years, and as deep learning continues to
evolve, researchers primarily focus on two research paradigms: attention mechanisms-
based methods and fine-tuning or optimization performed on pre-trained language mod-
els. For example, BiDAF (Bi-Directional Attention Flow) [4] utilizes a bidirectional
attention mechanism to capture contextual information at different granularity levels.
Gong H et al. [5] employ a pre-trained transformer model, such as BERT [6], to encode
the joint contextual information of texts and questions.

Q
ALL IMAGES VIDEOS InPUt Query

How high is the highest mountain in the world? | )

About 36,200,000 results Any time ~

Mount Everest

According to 2 sources .
__~Evi dences

Highest Altitude: An altitude of Nepal is home Mount Everest, the
8,848.86 meters (29,031.69 feet) Earth’s highest point — and to put into
above sea level makes Mount Everest perspective just how high it stands,
the mountain on Earth with the consider that commercial aeroplanes
highest altitude. fly at a height of 30,000 - 35,000 ft.
Highest Mountain in the Wor... Highest and lowest points o...
geology.com earthsky.org

Fig. 1. An example of search engine Bing! with MRC.

Most of the current deep learning-based MRC methods still encounter challenges
such as information loss during text vectorization and the long-distance semantic depen-
dency. To tackle these issues, we initially focus on the embedding layer and conduct
fine-grained context encoding on the input texts to prevent premature loss of essential
feature information. Additionally, we leverage gating mechanisms to set up redundant
filter, thereby further enhancing the refinement of vector representation. To capture
long-distance semantic dependency information in scientific texts and problems effec-
tively, we use the CGSN model [7], which employ local graph network and global graph
network to capture both local semantic information and global contextual information
separately, and establish long-range reasoning through iterative processes. Furthermore,
the evidence memory network is utilized to store the selection results from previous
steps and mitigate redundancy issues effectively.

In summary, our contributions are as follows:

e Following CGSN, we utilize local graph network and global graph network to enhance
global structural contextual information.

U https://cn.bing.com/
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e Based on CGSN, we propose a Fine-grained Contextual Encoder to highlight the
most relevant features and eliminate redundant information.

e Ourmodel achieves the first place in NLPCC 2023 shared task 2 on Scientific Machine
Reading Comprehension (SMRC).

2 Related Work

Machine reading comprehension can be roughly categorized into four types: cloze tests,
multiple choice, span extraction, and free answering [8]. This paper primarily focuses
on the span extraction tasks. Due to limitations in dataset size, Traditional rule-based
and machine learning-based methods exhibit poor performance and are impractical for
deployment in practical applications. In recent years, researchers have discovered that
methods based on deep neural networks excel in extracting contextual information, which
results in significantly improved model performance compared to traditional methods
[9].

MRC models based on deep learning techniques typically contain four steps [8]:
embedding layer, feature extraction, question-text interaction, and answer prediction.
Firstly, it is essential to convert the input natural language into vector representation.
Match LSTM model [10] utilized word vectors to encode the input text. DocQA [11] and
MPMRC [12] employed a combination of word embedding and character embedding
techniques to extract the text representation vector. To capture contextual information,
Zhang W et al. [13] integrated the dynamic text representation model ELMO to derive
more precise text vectors. The encoding layer is primarily employed to extract key fea-
tures that are highly relevant to questions from the input texts. Recurrent neural networks
(RNNS5) and variants are extensively utilized in machine reading comprehension tasks.
To comprehensively incorporate both forward and backward information, bi-directional
RNN networks are commonly employed in MRC [14, 16]. KAR model [15] utilized
Bidirectional Long Short-Term Memory (BiLSTM) to extract contextual features. The
interaction between questions and texts primarily relies on attention mechanisms to cap-
ture correlations and key features. To address the challenges posed by long-distance
semantic dependencies, current methods predominantly employ self-attention mecha-
nisms [19, 20]. R-Net model [17] introduced a gated self-attention mechanism to capture
internal connections within texts, and Fastform model [18] utilized a multi-head self-
attention mechanism for interaction. And finally, we aggregate information from all
modules, make predictions, and output the final answer.

The adventure of pre-trained language models, such as BERT and XLnet [26], has
revolutionized the intricate architecture of MRC models. It is now possible to achieve
excellent results by solely fine-tuning these pre-trained language models. RoBERTa
[21], ALBERT [22], and other models are all enhancements built upon BERT, which
demonstrate remarkable performance in natural language processing tasks. Furthermore,
methods based on pre-trained models have emerged as mainstream solutions for MRC
tasks [23]. The length limitation of input texts in pre-trained models poses challenges
for addressing long document reading comprehension tasks. Gong H et al. [5] employed
reinforcement learning to enable the model to learn and determine the input length.
They also utilized a loop mechanism to capture dynamic semantic information. Ding
M et al. [24] drew inspiration from human cognitive processes and employed similar
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mechanisms to process long texts. Zhao J et al. [25] proposed a read-over-read method
to alleviate the challenges associated with length limitations.

3 The Proposed Approach

3.1 Task Definition

Following CGSN, we take a question @ = [¢1, g2, ..., ¢ | along with scientific texts
P = [pl, ) /2 pn] as input of MRC model, and the goal of our task to extract a
free-form answer A = [ay, az, ..., ;] for the input question from texts P, where m
and n denotes the length of question and the number of paragraphs separately, p; =

[wil, wl.z, oo wf"] (1 <i < n) denotes paragraph i with the word length of k;.

3.2 Model Structure

As shown in Fig. 2, our model is composed of four modules: fine-grained contextual
encoder, local semantic extractor, global semantic extractor and memory network. Firstly,
pre-trained Transformer encoder SciBERT [27] are utilized to encode the question-
paragraph pair, and fine-grained contextual encoding is conducted to further refine and
capture detailed information. Subsequently, local graph network is constructed at the
token, sentence, paragraph, and texts levels. The information obtained at each granularity
is then fed into the subsequent module to form the global graph network. The global
information will feedback to enhance the local representation. Finally, at each time step,
the memory network receives the enhanced local representation and the predicted logits,
and updates the global graph paragraph nodes for the next step.

Fine-grained Contextual Encoder. We set the initial embedding of each question and
paragraph as E; and E,, and utilize 2 layers of BILSTM to obtain the fine-grained
contextual information H, and H ,.

H, = BiLSTM (Eq) (1)

H, = BiLSTM (Ep) 2

The gating mechanism is employed to eliminate redundant information and capture
semantic information that is highly relevant to the question.

H} = Gate[H,, H)] 3)

where HZ denotes the question-aware paragraph embedding.

Local Semantic Extractor. The local graph network is constructed by sub-graphs at
four different granularity: token, sentence, paragraph, and texts. To initial the node
representation, the question-aware paragraph embedding HZ will be fed into the Local
Semantic Extractor. Token-level nodes h,L""“l are initialized by the corresponding token
representation of H, and vector of sentence-level node k2 can be calculated by the
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Fig. 2. The architecture of our proposed model. The Fine-grained Contextual Encoder is designed
to highlight the most relevant features and eliminate redundant information, and the Local Semantic
Extractor, Global Semantic Extractor and Memory Network proposed by CGSN are utilized to
enhance global structural contextual information.

mean-pooling of hf"cal. [CLS] of HZ can represent paragraph-level node hll;"ml , and

texts-level nodes AL are initialized by the mean-pooling of hﬁ“‘” .

The information propagation between sub-graphs in the unidirectional local graph
network can only be implemented from low-level to high-level. By executing graph atten-
tion [28] sequentially between adjacent sub-graphs, it can finally capture fine-grained
semantic information and local structural information in the input scientific texts. Taking
sentence-level and paragraph-level sub-graphs as an example, the mathematical process
of updating paragraph-level node h; with sentence-level node A? at time step o is as

follows:

(mow) (mew*)"
= 4
Csp \/d_z “4)
enle)
o5, = softmaxs(espy) = ———————— (®))
v «(ew) D ieNs exp(eip)
z,};eadx — Z Olsph?WV (6)
seNg
h}o)-ﬁ-l = Cat I:zﬁeach , zll;eadz’ - zﬁeadk:l (7)

where ey, denotes the attention coefficients between k) and kY, oy, is the normalization

of egp, zf',ead)‘ denotes the output of the multi-head attention, we, WX and WV are
the parameters of the query, key and value of attention mechanism, and h;“ is the
representation of paragraph-level node at time step o + 1, which is composed of the
concatenation of the multi-head outputs.
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Representation of sentence, paragraph and texts-level nodes will be updated through
the method mentioned above.

Global Semantic Extractor. Local sentence, paragraph and texts-level nodes are deliv-

ered into the global graph network through the similar multi-head attention mechanism

in Local Semantic Extractor, and form the local-aware global nodes hﬁfﬁlal To fuse

features from local and global nodes, a feed-forward neural network (FFNN) and a gated
network are employed.

global lobal 18lobal
2% = FENN (o0l pit) ®)
y = Gate(;fIOhal) 9)
hﬁl()bal _ (1 _ y)hglgbal + yz;?lobal (10)

where h¢/°"* denotes the original global node representation, hflobal denotes the updated
global node representation. ‘

To further extract global structure information and interaction information suf-
ficiently, we employ cross attention mechanism between adjacent sub-graphs for m
times.

Besides, to integrate the local and global information for more precise prediction, the
global nodes are fed back to the local graph network, and multi-head attention mechanism
is employed to obtain enhanced local graph nodes. We define L as the extraction loss:

1 N N;
L===3 " >, llogPOliy =) (1)

where hLC represents the enhanced local node representation, and y denotes the

predicted label of paragraph.

Memory Network. The enhanced local nodes and the prediction logits at time step
o will be cached and utilized at time step o + 1 to mitigating the adverse effects of
redundant information. Specifically, using prediction logits as the importance weights
for paragraphs and performing feature fusion based on these weights can highlight
important information while concealing redundant information.

4 Experiments

4.1 Dataset and Metric

We use the dataset released by NLPCC 2023 Shared task 2 to train and evaluate our
MRC model, and we extract a portion of the training dataset to form a validation dataset.
Table 1 shows the number of QA(question-answer) pairs in the given training and testing
datasets. We use the “Free_form_answer” field as final answer and take F1 value as the
evaluation metric following the official task guidelines.



Enhanced CGSN System for Machine Reading Comprehension 89

Table 1. Size of QA pairs for the official datasets.

# of Texts # of QA pairs
Train 372 3278
Dev 120 1595
Test 147 1169

4.2 Experiment Settings

Our model is implemented based on PyTorch? and the hugging-face® framework. We use
several pre-trained models, such as SciBERT#, LED Encoder and BERT?, and selected
the pre-trained Transformer encoder SciBERT as the final initial encoder. To determine
the optimal parameter settings, we conducted multiple sets of experiments with different
batch size, epoch, learning rate, weight decay and warm-up proportion.

Table 2. Hyper-parameter setting.

Hyper-parameter Value
Epoch num 5
Batch size 4
Optimizer AdamW][31]
Learning rate le-5
Weight decay 0.01
Warm-up proportion 0.1
Max_token_len 256
Max_sentence_len 32
Max_paragraph_len

Local hop 4
Global hop 1

To limit the number of nodes in token-level, sentence-level, and paragraph-level sub-
graphs, we set the maximum number of nodes to 256, 32, and 1 respectively based on
experimental results. Besides, following CGSN, we implied multi-hop graph attention
in local and global graph network to capture global structural information and contextual
information, and conducted experiments to determine the number of local hop and global
hop. Some final training hyper-parameters are shown in Table 2.

2 https://pytorch.org

3 https://github.com/huggingface/transformers

4 https://huggingface.co/allenai/scibert_scivocab_uncased
5 https://huggingface.co/bert-base-uncased.


https://pytorch.org
https://github.com/huggingface/transformers
https://huggingface.co/allenai/scibert_scivocab_uncased
https://huggingface.co/bert-base-uncased

90 L. Zheng et al.

4.3 Baselines

To demonstrate the effectiveness of our model, we compare it with several existing
methods, the specific description is listed as follows:

e LED [29]: LED is a method designed for long document question answering tasks,
which utilize the pre-trained LED model [30] as answer generator. With the ques-
tion and corresponding pre-selected evidences as input, the model trained with gold
evidences and question-answer pairs will output the predicted answer for the input
question.

e LED Encoder [30]: The large-scale pre-trained language models has achieved tremen-
dous success in the field of natural language processing. we choose LED Encoder as
backbone, which serves as the pre-trained encoder for the above LED model, and its
involvement contributes to the final outstanding performance of LED on MRC.

4.4 Results and Analysis

Table 3 shows the top-4 official result of NLPCC 2023 Task 2. Our team “Guess Right
or Not (Ours)” obtained a final evaluation score of 0.5459, and get the 1% place among
16 participating teams.

Table 3. Top-4 official result of NLPCC 2023 Task 2.

Team ID | System Name | Final Evaluation Score
1 Ours 0.5459
2 IMUNLP 0.4519
3 PIE 0.4181
4 OUC_NLP 0.3574

Table 4 shows the experimental results conducted on the Qasper [29] dataset. Com-
parison result with several typical baselines can validate the superiority of our method.
As is shown in Table 4, our method achieves the best performance, which demonstrates
the effectiveness of our solution to MRC task. Specifically, the fine-grained contex-
tual information is highly important for understanding the semantic information of long
texts, and the involvement of global structural information is also crucial in machine
reading comprehension tasks. Moreover, evidence memory network also contributes to
the improvement of the model performance.
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Table 4. The experimental results of different models on Qasper dataset.

Model F1 value
LED 51.50
LED Encoder 53.99
Our Method 54.37

5 Conclusion

In this paper, we design an MRC model based on the existing method CGSN, which
employ a local graph network and a global graph network to capture local and global
structural information in scientific texts. Besides, we propose a Fine-grained Contextual
Encoder to highlight features relevant to questions and eliminate redundant information.
Furthermore, we utilize various optimization strategies to optimize and improve the base
model CGSN to achieve optimal performance on the NLPCC dataset. And according
to the Official results of NLPCC 2023 shared task s on Scientific Machine Reading
Comprehension make known that our solution takes the first place among all participants,
which demonstrates the effectiveness of our solution to MRC task. However, there is still
a long way for machine reading comprehension tasks, and how to extract more precise
and interpretable answers remains an ongoing challenge that requires continuous and
in-depth exploration.
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