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Abstract. Fine-grained sentiment analysis of dialogue text is crucial
for the model to understand the conversational participants’ viewpoints
and provide accurate responses in generating replies. Unfortunately, in
the field of conversational opinion mining, coarse-grained dialogue emo-
tion analysis remains the mainstream approach, despite being unable to
meet the actual needs in some specific scenarios such as customer service
question and answer system. This work focuses on conversational aspect-
based sentiment quadruple analysis, which aims to detect the sentiment
quadruple of target-aspect-opinion-sentiment in a dialogue. In this study,
we mainly extract triplets and judge the unique sentiment, which is deter-
mined by the target and opinion terms together. For this purpose, we
fine-tune the pre-trained language models using the DiaASQ dataset.
We optimize the rotation positional information embedding by combin-
ing the actual length of the dialogue text and use adversarial training to
enhance the model’s performance and robustness. Finally, We use beam
search ensemble algorithm to improve the entire triplet extraction sys-
tem’s performance. Our system achieved an average F1 score 40.50 that
ranked second in the Chinese dataset and fifth in the general dataset for
the Conversational Aspect-based Sentiment Quadruple Analysis shared
task at NLPCC-2023.

Keywords: conversational quadruple extraction - fine-grained
sentiment analysis - beam search ensemble algorithm

1 Introduction

Aspect-based sentiment analysis has become a popular technique in natural lan-
guage processing to identify people’s opinions and attitudes towards products
or services by analyzing the sentiment of the text [1]. However, traditional sen-
timent analysis techniques often fail to capture the conversational flow of a dia-
logue or conversation. Conversations are complex and dynamic, where different
speakers may have different viewpoints and emotions towards distinct aspects
of the target, making it crucial to perform fine-grained sentiment analysis of
dialogue text. In certain specific scenarios, such as a customer service question

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 174-184, 2023.
https://doi.org/10.1007/978-3-031-44699-3_16


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44699-3_16&domain=pdf
https://doi.org/10.1007/978-3-031-44699-3_16

A Model Ensemble Approach for Conversational Quadruple Extraction 175

and answer system, it is insufficient to solely identify the emotions expressed by
consumers during a conversation. It becomes more important to identify the spe-
cific viewpoints of consumers regarding different aspects of the product in order
to effectively address post-sales issues and provide better assistance. However,
coarse-grained dialogue emotion analysis remains the mainstream approach in
the field of conversational opinion mining. It appears that despite incorporat-
ing dialogue into the fine-grained sentiment analysis (DiaASQ) [2], the model’s
actual performance is still subpar.

Our work focuses on conversational aspect-based sentiment quadruple anal-
ysis (CASQA), which aims to detect the sentiment quadruple of target-aspect-
opinion-sentiment in a dialogue. As shown in Fig. 1, our task involves extract-
ing triples such as 'Apple’,’power consumption’ and ’can’t hold’ from multiple
rounds of dialogue among four speakers who are discussing the various aspects
of the iPhone’s performance. The extracted triples like ‘Apple’, ‘power consump-
tion’ and ‘can’t hold’ will then be evaluated for negative emotional polarity. The
Corresponding aspect-based quadruples extracted in this dialogue fragment are
shown in the Table 1. CASQA enables us to identify sentiment with respect to
the specific aspects and opinions expressed in the conversation and provides a
more accurate understanding of the conversation’s sentiment.

| ER-ERMNEER, THEARBBHET, HEETED?

Speaker’ Apple has always been a plug - in baseband , and the chips are all used to
‘ stack transistors . Can the performance be not strong?
Speaker {BE R, BRI
|| But it is still hot , frequency reduction .

The processor of the mobile phones are all hot , the performance
of Apple is strong , it can't be denied , and the signal is
poor , it also can't be wash whited
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But the power consumption can't hold
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But they are optimized well ! This is the truth
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To be precise , the system is well optimized , but it
can't withstand high temperature and frequency reduction
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Fig. 1. Illustration of CASQA task

On the basis of the model and data set provided by DiaASQ, We achieved
CASQA task by extracting triplets that judge the unique sentiment, which is
determined by the target and opinion terms together.
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Table 1. Corresponding aspect-based quadruples

Target | Aspect Opinion | Sentiment
Apple | performance strong pos
Apple | signal poor neg
Apple | optimized well pos
Apple | power consumption | can’t hold | neg

Our method is divided into two stages: (1) We first utilized a Neural Net-
work Intelligence tool to search for hyperparameters that would lead to optimal
performance of the model. Then we optimize the rotation positional information
embedding (Roformer) [3] by combining the actual length of the dialogue text.
Based on the discovered hyper-parameters, we fine-tuned the model using the
Chinese-English dataset provided by DiaASQ. After gradient back-propagation,
the adversarial training FGM method [4]is used to improve the performance
and robustness of the model. (2) Multiple pre-trained language models ensem-
ble. We have trained several models that perform well in the field of ABSA for
enhancing the understanding of the DiaASQ task. Given that different mod-
els may learn different dialog thread features, we adopts a voting mechanism
and ensemble learning to improve the performance of the CASQA system [5].
We perform ensemble learning on the 5 different pre-trained language models
to obtain corresponding model combinations, and the final triplets prediction
results is obtained by internal voting among the models. During the ensemble
learning process, we propose a model ensemble algorithm called beam search
ensemble.

In summary, our contributions are as follows:

— We use the optimized RoPE to further improve the model’s understanding
of dialog context and adversarial training to improve the robustness of the
model.

— To leverage the distinctive dialog thread features learned by different pre-
trained models, we employ the beam search ensemble algorithm. This algo-
rithm merges the predicted results from these models, allowing us to integrate
their insights and enhance the overall performance.

— Our proposed system achieved the second place in the Chinese dataset and
fifth place in the general dataset during the final evaluation of the Conver-
sational Aspect-based Sentiment Quadruple Analysis shared task at NLPCC-
2023. This achievement strongly demonstrates the effectiveness of our method.

2 Related Work

From the traditional approach of text-level sentiment analysis to the more com-
prehensive fine-grained analysis that encompasses opinion mining through the
prediction of various elements, including aspect terms, sentiment polarity, opin-
ion terms, aspect categories, and targets. The growing popularity of open-domain
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dialogue systems, particularly ChatGPT, has given rise to increased interest in
sentiment analysis of integrated conversations.

Zhao et al. [6] and Wu et al. [7] proposed an end-to-end method to solve
the task of Pair-wise Aspect and Opinion Terms Extraction and a multi-task
learning framework based on shared spans, where the terms are extracted under
the supervision of span boundaries. Peng et al. [8] proposed a two-stage frame-
work to extract aspect sentiment triplet. The first stage predicts what, how and
why in a unified model, and then the second stage pairs up the predicted what
(how) and why from the first stage to output triplets. Knoester et al. [9] pro-
posed work extends a state-of-the-art model for ABSA with the methodology of
Domain Adversarial Training to create a deep learning adaptable cross-domain
structure. This improves the generalization and robustness of the model. Li et al.
[2] constructed a large-scale high-quality DiaASQ dataset which contains both
Chinese and English version. They bridged the gap between fine-grained senti-
ment analysis and conversational opinion mining by developing a neural model
which shows huge wins on the cross-utterance quadruple extraction. However,
their systems have limited understanding of the entity, aspect, and sentiment
triples in multi-turn dialogues. In contrast, our optimized rotational position
embedding enables our model to better comprehend the relationships between
triples across the conversation context. Additionally, our proposed model inte-
gration method leverages multiple perspectives to enhance the accuracy of triplet
extraction in the model’s multi-turn conversation flow.

3 Methodology

3.1 Triplets Extraction Model

Based on tree-structured parzen estimator (TPE), a classic Bayesian optimiza-
tion algorithm, we obtain a preliminary range of hyperparameters suitable for
different models. On various long text benchmark datasets, Su et al. [3] proposed
Rotary Position Embedding(RoPE). By using RoPE, various valuable properties
can be achieved, such as the ability to flexibly adjust sequence length, a reduc-
tion in the strength of inter-token dependencies at greater relative distances,
and the potential to enhance the linear self-attention mechanism with relative
position encoding. Consistent superior performance in comparison to alternative
methods has been demonstrated through their experiences. Our task is to inte-
grate the dialog into the tree-like dialogue replying structure. Since our context
length is shorter than the long text dataset on Roformer, we modify the weight
of the rotation positional information embedding.

Diot = sin (IOOOO—wei*zt/d) N
D;ot41 = COS (10000*w6i*2t/d)

in which wei is the RoPE embedding weight that we adjusted and p; o; is the
2t" element of the d-dimensional vector p;.
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FGM is an adversarial training method, applying adversarial perturbations
to word embeddings. Suppose the word embedding vector is s, and the model
conditional probability of y given s as p(y|s;#), where 6 are the parameter of
the classifier, IN is the number of labeled examples. Then the adversarial per-
turbation 744, On s as

Tadv = —€9/||g|l2whereg = V logp(y | s;6). (2)

The adversarial loss is computed as

N
1
Ladv(a) = _N Z Ing(yn | Sn + Tadv,n; 0) (3)

n=1

Based on the above optimization strategy, we add 100 dialogue verification sets
to the training set to train the model, and finally get the best performance of a
single model. The structure of our system is shown in Fig. 2.
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Input Dialogue Input Dialogue Input Dialogue

Fig. 2. The overall architecture of the system

[ Chinese-Roberta-Large

3.2 Models Selection

In this section, we conducted experiments using several powerful Aspect-Based
Sentiment Analysis (ABSA) systems that have been verified on classic ABSA
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tasks, as reported in [10]. To encode the dialogue text for our task, we trained
both the English and Chinese versions of these models separately.

BERT [11] was the first pre-trained language model that used a large-scale
corpus, and has led to significant performance improvements in many down-
stream natural language processing tasks. In recent years, several improved Chi-
nese pre-trained language models based on BERT have emerged, including the
Chinese versions of ROBERTa-wwm [12], PERT [13], and MacBERT [14].

RoBERTa-wwm is a Chinese pre-trained language model based on RoBERTa
that uses a whole-word masking strategy and other pre-training techniques to
improve performance.

PERT takes a different approach to pre-training by replacing the Masked
Language Model (MLM) with a word order prediction task, where the model is
presented with randomly shuffled text and tasked with predicting the original
word order. This approach has been shown to improve the performance of pre-
trained models.

MacBERT improves upon the pre-training technique of RoBERTa by incor-
porating a synonym masking strategy. This strategy aims to reduce the gap
between pre-training and fine-tuning phases, and has demonstrated effective per-
formance improvements in Chinese pre-trained language models.

These models were selected for their proven efficacy in ABSA tasks and were
separately trained for Chinese and English language inputs.

3.3 Ensemble Model

As the number of distinct models continues to increase, finding the optimal
combination of models quickly becomes computationally expensive to model
with traditional methods. To overcome this challenge, we propose a beam search
ensemble algorithm for model fusion. This algorithm incorporates improvements
to the beam search approach, enabling a more efficient convergence to the opti-
mal combination. As shown in Fig. 3, we use beam search ensemble algorithm to
get the final result.

Beam Search Ensemble

Output Quadruples 4
From Different Models Group and Filter
Calculated weight Rank

/ —

-

-

@

!

SRR

-

-

L |

L J

Fig. 3. The details of the beam search ensemble
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One key issue with traditional model fusion is the distribution of voting
weight amongst the models. In our algorithm, we have effectively addressed this
issue by considering the performance of each model and reducing any bias that
may arise from poorly performing models. By doing so, the algorithm ensures
that only models with good performance are given more significant voting weight,
and thus produce optimal results.

Our proposed algorithm is superior in terms of generalization ability when
compared to other existing model fusion methods. In addition, the algorithm
reduces time complexity significantly and allows for single model voting. This
approach fully considers the strengths of each model, and effectively updates
the voting weight to produce the best possible results. Overall, the beam search
ensemble algorithm can combine the prediction results of all models to obtain
more accurate prediction results. As follows.

Beam search ensemble algorithm to merge distinct predicted results

Input: models_data: a list of multiple model predictions

output: final data

set k: the most likely number of emotions to be selected in each identifier combination
set threshold t ,define empty dictionary: ensembled_data, define empty lists: final_data, beam
1: for data in models_data do

2: for doc in data do

3 for triplet in doc['triplets'] do

4: identifier=(doc['doc_id'],)+tuple(triplet[:-3])

5 ensembled_data[identifier].append(triplet[-3])

6 end for

% end for

8: end for

9: for identifier, predictions in ensembled_data.items() do

10: counter = a statistical emotion counter

—

1: for prediction in predictions do

12; counter[prediction] += 1

13: end for

15: if the counter length >=1 do

16: beam_sum =the sum of emotional counts in beam

17: emotion_weight = count / beam_sum

18: if emotion_weight >= threshold t do
19: add quadruple to final data

20: end if

21: endif

22:end for
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In this process, the calculation of the importance weight is to calculate the
relative weight of each emotion in proportion through the number of occurrences
of each emotion in the prediction result of the statistical model, and then fil-
ter the prediction result according to the threshold. Compared with the voting
method, the beam search ensemble algorithm can better deal with the situation
where there are fewer identifiers and the emotional distribution is unbalanced,
and it can better control the misjudgment rate while improving the prediction
effect.

4 Experiments

4.1 Dataset and Evaluation Index

The DiaASQ dataset includes 1000 dialogues in both Chinese and English lan-
guages. It is split into a training set, a verification set, and a test set at a ratio of
8:1:1 for each language. Since the data was originally in Chinese, and the English
data set was translated from it, there is some degree of noise in the English data,
which accounts for the lower F1 scores of the model on the English data set com-
pared to the Chinese data set. As a result, improving the model’s performance
on the English data set proves to be more challenging. Since our main focus is on
quadruple extraction, we primarily measure the performance using micro F1 and
identification F1 scores. The micro F1 score considers the entire quad, includ-
ing the sentiment polarity. On the other hand, the identification F1 score, as
described in Barnes et al. [15], does not differentiate between different polarities
in the evaluation.

4.2 Results and Analysis

To evaluate the effectiveness of the optimization techniques we applied to our
models, we first selected RoBERTa-large, the most effective pre-trained language
model, and conducted a single-model comparison experiment on both the Chi-
nese and English test sets. Next, we compared each baseline model to the model
incorporating all of our improvements. In the end, we will employ the beam
search ensemble algorithm to obtain the best possible prediction result by lever-
aging the various models optimized for optimal performance. +FGM means that
adversarial training modules are added to the +optimized RoPE, +verification
sets means that model training is further trained with verification sets on the
basis of the first two and +4-all means using all of the above strategies at the same
time. The ablation experiments are shown in Table 2.

Table 2 demonstrates that incorporating optimized RoPE into the DiaASQ
baseline results in an improvement of 1.02% and 0.87% for the roberta-large
model in both Chinese and English datasets. This highlights the effectiveness of
adjusting the weight of the positional embedding information based on the length
of the conversation and its ability to enhance the model’s context comprehension.
Additionally, the adversarial training process that accumulates both the original
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Table 2. The F1 of different models on the Chinese and English test set

Model Chinese English

Micro-F1 | Iden-F1 | Avg. F1 Micro-F1 | Iden-F1 | Avg. F1
DiaASQ (baseline) 34.94 37.51 36.23 33.31 36.8 35.06
roberta-large 36.24 42.78 38.31 33.67 37.3 34.69
+optimized RoPE 38.35 42.72 39.33 34.74 37.96 35.55
+FGM 38.50 42.92 39.51 34.82 38.08 35.65
+verification sets 39.23 43.85 41.54,532 |35.13 38.55 36.8411.79
roberta-base 33.7 40.02 36.86 31.68 35.96 33.82
~+all 35.74 44.26 1 40.00 32.74 37.2 34.97
bert-large 33.17 39.33 36.25 31.29 35.41 33.35
+all 35.53 43.9 39.715 32.67 36.98 34.83
Pert 31.28 38.66 34.37 / / /
+all 3464 4283 | 38.135 / / /
Macbert 33.05 40.79 36.92 / / /
+all 35.39 43.85 39.62 / / /
beam search ensemble(ours) | 42.09 45.62 43.855.7.63 | 35.54 38.76 37.15:2.10

gradient and the adversarial gradient can mitigate overfitting and improve the
model’s robustness. After including a verification set consisting of 100 dialogues
in the training data, the average F1 score for the Chinese dataset increased by
2.03% in the Roberta-large model, while that of the English dataset increased by
1.21%. This suggests that the dataset is of high quality, and that the amount of
data plays a significant role in limiting the performance of the models. We applied
the aforementioned optimization techniques to other Bert-based models, and
observed improvement in their performance. Considering the different features
learned by each model and the nuances of their predicted quadruples, we utilized
the beam search ensemble algorithm to merge the predictions of multiple models
in the Table 2, assign weights to each of them, sort them, and screen out the
quadruples with weights greater than the threshold t. The final result showed
an increase of 7.63% compared to the baseline. Furthermore, when compared
to the optimal model, the beam search ensemble algorithm demonstrated an
improvement of 2.31%.

5 Conclusion

In this paper, we propose a model ensemble approach for conversational quadru-
ple extraction. We initiated our efforts to enhance the task’s performance by opti-
mizing the RoPE positional information embedding. Subsequently, we employed
adversarial training techniques to further boost the model’s robustness and gen-
eralization capabilities. Additionally, we expanded the training dataset and fur-
ther improved the model’s F1 scores for both Chinese and English test set. We
then trained several models using these optimization strategies and identified
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the best results using the beam search ensemble algorithm. Experimental results
on the NLPCC2023 Shared Task4 DiaASQ dataset demonstrate the effectiveness
of our method and the necessity of the rotation positional information embed-
ding module and using beam search ensemble algorithm to integrates correct
predictions from distinct models.
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