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Preface

Welcome to NLPCC 2023, the twelfth CCF International Conference on Natural Lan-
guage Processing and Chinese Computing. Following the success of previous confer-
ences held in Beijing (2012), Chongqing (2013), Shenzhen (2014), Nanchang (2015),
Kunming (2016), Dalian (2017), Hohhot (2018), Dunhuang (2019), Zhengzhou (2020),
Qingdao (2021), and Guilin (2022), this year’s NLPCC will be held in Foshan. As a
premier international conference on natural language processing and Chinese comput-
ing, organized by the CCF-NLP (Technical Committee of Natural Language Process-
ing, China Computer Federation, formerly known as Technical Committee of Chinese
Information, China Computer Federation), NLPCC serves as an important forum for
researchers and practitioners from academia, industry, and government to share their
ideas, research results, and experiences, and to promote their research and technical
innovations.

The fields of natural language processing (NLP) and Chinese computing (CC) have
boomed in recent years. Following NLPCC’s tradition, we welcomed submissions in ten
areas for the main conference: Fundamentals of NLP; Machine Translation and Multi-
linguality; Machine Learning for NLP; Information Extraction and Knowledge Graph;
Summarization and Generation; Question Answering; Dialogue Systems; Large Lan-
guage Models; NLP Applications and Text Mining; Multimodality and Explainability.
This year, we received 478 valid submissions to the main conference on the submission
deadline.

After a thorough reviewing process, including meta reviewing, out of 478 valid
submissions (some of which were withdrawn by authors or desk-rejected due to policy
violations), 134 papers were finally accepted as regular papers to appear in the main
conference, resulting in an acceptance rate of 29.9%. Among them, 64 submissions
will be presented as oral papers and 79 as poster papers at the conference. 5 papers
were nominated by our area chairs for the best paper award. An independent best paper
award committee was formed to select the best papers from the shortlist. This proceeding
includes only the accepted English papers; the Chinese papers will appear in the ACTA
Scientiarum Naturalium Universitatis Pekinensis. In addition to the main proceedings, 3
paperswere accepted to the Studentworkshop, 32 paperswere accepted to the Evaluation
workshop.

We are honored to have four internationally renowned keynote speakers, DennyZhou
(Google Deepmind), Xia (Ben) Hu (Rice University), Arman Cohan (Yale University),
and Diyi Yang (Stanford University), sharing their findings on recent research progress
and achievements in natural language processing.

We would like to thank all the people who have contributed to NLPCC 2023. First
of all, we would like to thank our 21 area chairs for their hard work recruiting reviewers,
monitoring the review and discussion processes, and carefully rating and recommending
submissions.Wewould like to thank all 322 reviewers for their time and efforts to review
the submissions. We are also grateful for the help and support from the general chairs,
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Rada Mihalcea and Hang Li, and from the organization committee chairs, Biqin Zeng,
Yi Cai and XiaojunWan. Special thanks go to YuHong and Qingting Xu, the publication
chairs. We greatly appreciate all your help!

Finally, we would like to thank all the authors who submitted their work to NLPCC
2023, and thank our sponsors for their contributions to the conference. Without your
support, we could not have such a strong conference program.

We are happy to see you at NLPCC 2023 in Foshan and hope you enjoy the
conference!

August 2023 Fei Liu
Nan Duan
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Abstract. Unsupervised text style transfer (TST) is an important task
with extensive implications in natural language generation (NLG). A
prevalent approach involves editing the latent representations of text,
guided by gradients from an attribute classifier. However, in multi-
attribute TST, the simultaneous satisfaction of all required attributes
remains challenging. In this paper, we unveil that the gradient direc-
tion during editing might conflict with certain attribute representations
through empirical analysis. To tackle this problem, we introduce a mathe-
matical programming method to impose constraints on the editing direc-
tion of multiple attributes, effectively mitigating potential attribute con-
flicts during the inference stage. Our proposed method considers the
potential conflict between different attributes for the first time. Exper-
imental results from the YELP benchmark showcase that our method
can effectively improve the multi-attribute-transfer accuracy and qual-
ity without compromising single attribute performance. Moreover, our
method can be readily integrated with pre-trained auto-encoders, pro-
viding an effective and scalable solution for multi-attribute scenarios.

Keywords: Text Style Transfer · Multiple-Attribute Text
Generation · Auto-Encoder · Quadratic Program

1 Introduction

Text style transfer (TST) seeks to rephrase the source text in a language style
specific to certain attributes while preserving content that is independent of
these style attributes. As depicted in Table 1, the style in TST could be any
attribute requiring modification, such as sentiment, topic, gender, writing style,
or a combination thereof [7,23]. Although substantial strides have been made
in multi-attribute text generation [6,9], much of the existing research concen-
trates on achieving a balance between content preservation and style manipu-
lation constraints, often ignoring the challenges inherent in satisfying multiple
attributes simultaneously. In light of this, we turn to an approach that modifies
the latent representations of texts without disentanglement, guided by classifier
gradients [12,26]. This method offers both training efficiency and flexibility in
text transformation [12,19], making it an attractive choice for our exploration
of multi-attribute TST. Our empirical study reveals that, during the editing

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 3–14, 2023.
https://doi.org/10.1007/978-3-031-44699-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44699-3_1&domain=pdf
https://doi.org/10.1007/978-3-031-44699-3_1
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Table 1. Several common TST tasks with example sentences.

Task Attribute Example

Sentiment Positive This movie is really meaningful and I learned a lot from it

Negative This movie is really meaningless and I don’t get anything from it

Gender Male My wife likes the fried chicken here

Female My husband likes the fried chicken here

Formality Formal I can’t eat another bite. I proceed to chew and explode

Informal Ooh, I can’t eat another bite ( munch munch, explode )

Author styles Shakespearean I saw thee late at the Count Orsino’s

Modern I saw you at Count Orsino’s recently

process, the gradient direction may contradict the representations of certain
attributes. This could potentially lead to the generation of attribute-incomplete
text.

To address this, we introduce a novel method grounded in mathematical pro-
gramming for constrained multi-attribute text style transfer, based on a latent
representation editing model. Specifically, our approach starts with an auto-
encoder for sentence self-representation, which could also be a pre-trained model.
It then establishes constraints on the editing direction of multiple attributes by
guiding modifications to the latent representation via a classifier. Our method,
for the first time, considers potential conflicts between different attributes, ensur-
ing that generated text satisfies the required attributes to the greatest extent pos-
sible during the editing process. Experimental results on the widely-recognized
YELP benchmark [10] demonstrate the efficacy of our method in enhancing text-
transfer accuracy across multiple attributes. Our main contributions include:

– We identify the limitations and possible reasons for the suboptimal perfor-
mance of existing latent representation editing methods in multi-attribute
scenarios.

– We propose a novel, flexible multi-attribute TST model based on the latent
variable editing method, which first takes into account the conflict and satis-
faction between multiple attributes of generated text.

– By utilizing Quadratic Programming (QP) with inequality constraints, we can
modify the gradient while preserving its key attributes, resulting in improved
overall accuracy for multiple attributes.

2 Related Work

For the disentanglement-based methods [5,15,22], its main idea is to separate the
style and content of the original text, then generate the new text with the target
style and content representation. The key lies include adversarial learning meth-
ods [5,17,22], attention mechanism [27,29], or other method such as Levenshtein
Editing [11,20]. Instead of performing a disentanglement of content and style,
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entanglement-based methods rewrite the entangled representations directly in
a specific manner, such as reinforcement learning [14], back-translation tech-
nique [1,2,21], and latent vector editing method [12,19,26].

Multi-attribute style transfer is an extension of single attribute but is more
difficult. There are also studies that focus specifically on multiple attributes.
[9] proposed an adversarial training model using word-level conditional archi-
tecture and a two-stage training program for multi-attribute generation. [10]
implemented multi-attribute style transfer by adjusting the average embedding
of each target attribute and using a combination of DAE and back translation
techniques. [6] use multiple style-aware language models as discriminators in
combination with transformer-based encoder-decoders to enhance their rewrit-
ing capabilities.

3 Methodology

We start with a dataset D = (xi, si)n

i=1, wherein each unit (x, s) denotes a
sentence x together with its corresponding attribute vector s. This attribute
vector might cover multiple attributes, such as sentiment and gender, which
can be represented as s = {ssent, sgend}. The main aim is to transform a given
sentence xi, accompanied by its associated attribute si, into a new sentence x̂
that aligns with a target attribute ŝ.

3.1 Preliminary

In pursuing this aim, we turn our attention to the latent representation revi-
sion method. The fundamental concept here involves fine-tuning the entangled
latent representation of the input sentence to align with the desired attribute.
As depicted in Fig. 1(A), the model typically integrates three core components:
an encoder Genc, a decoder Gdec, and an attribute classifier C. It’s noteworthy
that some studies [12] prefer to utilize multiple classifiers. The process begins
with the encoder, which translates a given input sentence x into a latent repre-
sentation z. This representation integrates both the attribute and the content
in a tangled manner. Following this, z is modified to match the target attribute,
under the guidance of the classifier. Ultimately, the decoder converts z back into
a sentence x̂, embodying the desired attribute.

The modification of z using the gradient provided by C [12,26] is merely one
among a host of potential strategies. Another option suggested by [19] involves
steering z directly across the surface of the decision boundary. In this work, we
have chosen to adhere to the gradient modification approach to execute multi-
attribute style transfer.

3.2 Problem Analysis

Our approach modifies the latent representation z of the input sentence to incor-
porate the target attribute by using the gradient from the attribute classifier C.
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Fig. 1. Overview of Latent representation revision method. (A) Model architecture. (B)
Latent representation editing for multi-attribute TST. Given a sentence, the objective
of the model is to rephrase it such that it incorporates both Attribute I and Attribute
II.

This gradient guides the search for a new representation z′ that satisfies the
desired attribute s′ while staying close to the original sentence:

z′ = z − ωi∇zLC(CθC
(z), s′), (1)

where θC and ωi are the parameters of the classifier C and the adjustment
factor, respectively. This process is repeated until the classifier C confirms that
z′ matches the target style.

However, this method may compromise the generation quality when trans-
ferring multiple attributes. The attribute classifier provides a joint gradient on
all labels s′ to update the latent representation, i.e.,

∑

s′
∇zLC(CθC

(z), s′). (2)

Given that the decision surfaces for each attribute in the classification may
not completely overlap under multi-attribute style transfer, conflicts might arise
between the gradient orientations of different attributes when modifying the
latent representation along a specific gradient path. For example, certain steps
might draw z′ nearer to attribute s1 while distancing it from attribute s2. As
depicted in Fig. 1 (B), adjusting the latent representation along the gradient
direction of path b, leading to a lower final loss, only meets the target attribute
s2 criteria. Conversely, path a, despite a higher loss value, accommodates two
attributes and thus produces a more desirable outcome. Our experiments con-
firmed this phenomenon by identifying instances of conflict between the edit-
ing gradient orientation and the single-attribute gradient orientation during the
transfer process, as discussed in Sect. 4.4.
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3.3 Model Architecture

Our framework is designed to be compatible with any auto-encoder (AE) and
multi-attribute classifier, making it agnostic to the specific neural network
architecture employed. In this work, we employed a transformer-based auto-
encoder [24] in conjunction with an MLP-based classifier.

Transformer-Based Auto-Encoder G. Given an input sentence x =
{x1, x2, ..., xm}, the encoder Genc(θenc;x) transforms it into a continuous latent
representation: z ∼ Genc(θenc;x) = q(z|x), while the decoder Gdec(θdec; z)
maps the latent representation z back to the sentence, reconstructing it: x ∼
Gdec(θdec; z) = p(x|z). During training, the objective of G is to minimize the
reconstruction error. The reconstruction loss is defined as:

LG(θenc, θdec;x) = − 1
|s|

|s|∑

i=1

q(z|x) log p(x|z), (3)

where |s| denotes the number of attributes.

Multiple-Attribute Classifier C. Our classifier is implemented as an MLP
consisting of two linear layers and a sigmoid activation function. Specifically, it
is defined as C(z) = MLP (z) = p(s|z). The attribute classification loss is:

LC(θC ; z, s) = − 1
|s|

|s|∑

i=1

[si log(p(si|z)) + (1 − si) log(1 − p(si|z))],

where |s| is the number of attributes and si is the ground truth label for the i-th
attribute.

3.4 Multiple-Attributes Gradient Iterative Modification

Conflict Resolution in Modification. To align z′ with all target attributes,
we adopt a gradient direction detection and conflict resolution strategy inspired
by GME [13] when modifying z. We consider not only the gradient conflict
of classifiers over z, but also the conflict that arises during the intermediate
gradient propagation in C. Therefore, during the inference stage, we detect the
gradient direction by computing the inner product of the gradient vectors in
each linear layer as the gradient backpropagates in C. This enables us to identify
potential directional conflicts between the gradient of any single attribute gi and
the overall gradient g1. The constraint is satisfied when the gradient g agrees
with all desired attribute directions, expressed as follows:

〈gi, g〉 := 〈∇zLC(CθC
(z), si

′),∇zLC(CθC
(z), s′)〉 ≥ 0. (4)

In cases where a conflict arises, modifying the gradient in question could poten-
tially cause z to deviate from the target property associated with the conflicting
1 For simplicity, we denote all the gradients to be detected in C by ∇zLC(CθC (z), s′).
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direction. To tackle this, we project the gradient g onto the nearest gradient g̃
that fulfills all attributes:

minimizeg̃
1
2
‖g − g̃‖2

2 s.t.〈gi, g̃〉 ≥ 0. (5)

To address Eq. 5, which presents a Quadratic Program (QP) with inequality
constraints [4,13], it is useful to return to the primal form:

minimizer
1
2
r�Hr + p�r s.t. Ar ≥ b, (6)

where H ∈ R
p×p is a symmetric, positive semi-definite matrix, p ∈ R

p, A ∈
R

|s|×p, b ∈ R
|s|. The dual problem of inequality [3] (Eq. 6) is:

minimizeu,v
1
2
u�Hu − b�v s.t. A�v − Hu = p, v ≥ 0. (7)

Drawing from Dorn’s duality theorem [3], if a solution u∗ and v∗ is obtained
from Eq. 7, then there exists a solution r∗ to Eq. 6, which satisfies Hr∗ = Hr∗.

On this basis, the original QP (Eq. 5) can be expressed as:

minimizew
1
2
r�r − g�r +

1
2
g�g s.t. Gr ≥ 0, (8)

where G = (g, g1, ..., g|s|). The dual problem of (Eq. 8) is:

minimizev
1
2
v�GG�v + g�G�v s.t. v ≥ 0, (9)

where u = G�v +g and g�g is the constant term. This is a QP on |s| attributes.
Then once we solve the problem (9) for v∗, we can get the adjusted new gradient
g̃ = G�v∗ + g.

Following the resolution of conflicts, the adjusted gradient g̃ is propagated to
the subsequent layer of the network. This gradient then steers the modifications
applied to the latent representation z′. The detail of this process is outlined in
Algorithm 1.

To preserve the attribute-independent content and linguistic integrity of the
latent representation, we confine gradient modifications to large-step gradients.
This approach mitigates potential negative impacts on the linguistic fluency and
coherence of the decoded text that may result from insignificant style category
changes induced by small gradients. It is crucial to note that this procedure is
strictly implemented during the inference stage and does not come into play
during training.

4 Experiments

4.1 Dataset

We evaluated our approach on the Yelp Review Dataset (YELP) [10], which
contains complete reviews along with review sentiment, gender and restaurant
category information. We conducted multi-attribute style transfer experiments
on the three attributes of sentiment, gender, and restaurant categories. The
restaurants here we choose three types: Asian, American, and Mexican.
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Algorithm 1: Multiple-Attributes Fast Gradient Iterative Modification
Algorithm.
Input: Auto-encoder latent representation z; Target attribute s′ = (si

′, ..., sk
′);

Well-trained attribute classifier Cθ; Weights ω = {ωi}
Output: A modified latent representation z′

g ← ∇zLC(CθC (z), s′);
gi ← ∇zLC(CθC (z), si

′) for all i = 1, ..., k;
if |s′ − CθC (z′)| > t then

for each linear layers ∈ Cθ do
if 〈g, gi〉 ≥ 0 for all i = 1, ..., k; then

g̃ ← g;
else

g̃ ← PROJECT(g, g1, ..., gk), see (9) ;
end

end
z′ = z − ωig̃;

else
reture z′;

end

4.2 Baselines

We compare our model with the most relevant and state-of-the-art models as fol-
lows: 1) StyIns [28]. encodes sentences with a certain style to vectors as the style
instances and uses the generative flow technique to construct style latent repre-
sentation based on it, then decodes the input sentence along with the style repre-
sentation to generate desired text. 2) ControllableAttrTransfer (CAT) [26].
edits the sentence latent representations guided by an attribute classifier until
it is evaluated as the target style. 3) MultipleAttrTransfer (MAT) [10]. is
based on the Denoising auto-encoding (DAE) [25] model and back translation
strategy. 4) MUCOCO [8]. conducts controlled inference from the pre-trained
model and formulates the decoding process as a multi-optimization problem.
It then generates the target sentences using Lagrange multipliers and gradient-
descent based techniques.

4.3 Evaluations Metrics

Automatic Evaluation. Following previous works [7,17,22,23], we use the
automatic metrics as follows: 1) Style transfer Accuracy. We train an exter-
nal classifier to measure the accuracy of the transferred sentences related to the
required attribute. Here, we have trained a GPT-based [18] classifier on each
attribute (sentiment, gender, category) using the training data. 2) Content
preservation. We calculate the BLEU [16] score between the transferred sen-
tence and the original input sentence (self-BLEU), with higher scores meaning
more content retention. 3) Fluency. We calculate the perplexity of transferred
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Table 2. Automatic and human evaluation results for multi-attribute transfer tasks
on YELP. Notice that since there is a multi-attribute task, the accuracy here does not
simply refer to the correct rate of one attribute, but to the overall attribute, that is,
the generated sentence that satisfies all the target attributes.

Automatic Human

Acc BLEU PPL Sty Con Flu Avg

StyIns [28] 33.7 23.75 75.25 2.88 3.84 3.82 3.66

CAT [26] 37.5 20.53 52.77 3.21 3.92 4.15 3.76

MAT [10] 34.1 25.34 55.34 3.06 4.12 4.22 3.81

MUCOCO [8] 28.9 28.45 51.68 2.78 3.98 4.01 3.51

Our model 39.8 26.23 49.89 3.35 4.05 4.27 3.89

sentences by a Transformer-Based language model, which is trained with the
Training data (the lower the better).

Human Evaluation. We further conduct the human evaluation for transfer
results. Following some previous works [6,12,20], evaluators are asked to rate
sentences according to the three criteria described above with each aspect rated
on a 5-point Likert scale. Especially, for Style transfer strength, a score of five
is given when the sentence satisfies all the attributes and makes sense, with an
equal proportional reduction for missing attributes or not reasonable enough.

4.4 Main Results

Gradient Conflict Detection. Here, we verify our claim that editing z with a
gradient direction may conflict with the gradient direction of some attributes. For
the well-trained model, we randomly select 200 data from the test set to perform
multi-attribute TST and detect the situation between the edit gradient direction
and the single-attribute direction during the transfer process. The experimental
results show that the gradient direction conflict occurred in 100% of the 200
texts. Notably, not every conflict will lead to an attribute-incomplete generation
text, but increasing the corresponding possibility (we verify such a situation in
Sect. 4.5).
Compare with Baselines. In Table 2, we present the automatic and human
evaluation results of both our model and the baseline model. The results indi-
cate that our model outperforms the baseline model in terms of style transfer
accuracy, achieving the highest score with a significant improvement compared
with baseline models (t-test, p < 0.05).

Notably, the automatic accuracy of all models is relatively low as it requires
all target attributes to be satisfied in a single transferred sentence. In reality, the
accuracy of satisfying just one of the attributes would be much higher, as will
be demonstrated in detail in the ablation study below. Furthermore, the BLEU
and PPL scores are within a normal range. Our model achieves the best results
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Table 3. Ablation study results on YELP dataset, comparing the performance of our
model without (w o) and with (w ) the implementation of the gradient conflict adjust-
ment strategy. The accuracy for each target attribute, as well as the overall accuracy,
is provided for both scenarios. The ’overall accuracy’ refers to the percentage of the
generated text that conforms to all of the requisite target attributes simultaneously.
Best viewed in bold.

Sentiment Gender Category Overall

w o/w w o/w w o/w w o/w

Accuracy 0.98/0.98 0.58/0.58 0.69/0.72 0.38/0.40

F1-score 0.98/0.98 0.68/0.68 0.82/0.84 -/-

PPL -/- -/- -/- 50.54/49.90

on PPL and the second-best score on BLEU, which could be due to the fact that
slightly more of the original text was modified to satisfy additional properties.

In human evaluation, we selected ten sentences from each model for each
multi-attribute task and asked five evaluators to rate each comparison sample. In
total, we evaluated 70 sentences for each model, taking into account the transfer
of each attribute to the other (e.g., positive → negative with any other gender and
category transfer, positive → negative with any gender and category transfer,
...). Our model proved to be the unequivocal leader, surpassing all others in
both accuracy scores and average scores. Furthermore, we observed that the
accuracy of human ratings significantly exceeded that of automatic evaluations.
This can be attributed to the fact that human ratings consider sentences that
satisfy one or two target attributes, while automatic evaluations only account
for the generation that fulfills all attributes when calculating accuracy. This fills
a missing in the perspective of automated evaluation, as transfer results that
satisfy two attributes are considered superior to results that satisfy only one or
fewer attributes.

Moreover, to observe the characteristics of each model under the multi-
attribute task more intuitively, we randomly sampled a set of output sentences
and showed them in Table 4.

4.5 Ablation Study

To further validate the reliability of our approach, we conduct an extensive
analysis of the key components of our model in this section. In Table 3 we show
the comparison in performance of our model without and with implementing
the gradient conflict adjustment strategy on the YELP dataset. It can be seen
that after applying the gradient programming strategy, the overall accuracy
improves by 2.3% points with a statistically significant (t-test, p < 0.05). And
for every single attribute, the correct rate is equal to or greater than before. In
particular, the category accuracy experiences a significant improvement (t-test,
p < 0.05) as it is a multi-attribute scenario with three sub-attributes, therefore,
our method can also be effective here This finding underscores the effectiveness
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Table 4. Case study of generated text by all models. The blue word indicates relevant
text in the output that contain the target sentiment attribute, the red words indicate
the target gender attribute and green words indicate category attribute.

Negative to Positive, Female to Male, Mexican to Others

Original text awful! all i can say. horrible service for 1 and the food is nothing special and

it’s over priced !

Our model wow! i can say that a good place. great service and the food. on top, my wife

and i both chose the cheeseburger with turkey burgers and it is well made

no longer like home fries. wouldn’t be exceptional!

StyIns wow! i can say that great service and all the food. we are allergic to the

menu and we get the greenspsmyhummus without chips, while we ate there

to enjoy our dinner, after we are served with several things that is

CAT wow! i can say that all the good reviews. excellent food and service. this is a

great place for sushi, and over spiced with clients the Hunan beef is amazing!

they just feels like it’s one of her favorite sushi restaurant.

MAT wow ! i can say food was okay and service was awesome. i must say we really

enjoyed it ! took my kids and wife, they were cooking the waffles with spices

and had the best seasoning in what you can describe the place, had a great

comfort food

MUCOCO wow! i can say that’s good. nice service and the food. i was excited to eat

some Chinese dishes but just try to pick up our order and give it a long day

of sitting down. obviously, we have been so far because the pork and avocado

came delicious!

of our method in improving style transfer accuracy for transferred text in multi-
attribute scenarios. Sentiment and gender are binary classes and just a transfer
from one class to another, so there is no problem of multiple directions and
thereby no improvement by our method. Moreover, the full model also achieves
better scores on PPL. This result confirms that our method improves attribute
accuracy without sacrificing sentence fluency and, in some cases, even leads to
better outcomes.

In addition, we can see that even if we detect conflicts in almost every trans-
fer process, there are still 38% of transferred sentences that satisfy all attributes.
After conflict resolution, the overall accuracy has improved. This confirms that
the conflicts in the directions of gradients indeed affect the satisfaction of differ-
ent attributes, but not every conflict will lead to an attribute-incomplete gener-
ation text, it increases the corresponding possibility of such occurrences.

5 Conclusions

In this study, we presented a novel mathematical programming approach for
coordinating and controlling multi-attribute style transfer, which we evaluated
on the YELP dataset. Our experiments demonstrated that this method can
effectively enhance the accuracy of multi-attribute transfer, while maintaining
the accuracy of each individual attribute. Furthermore, this method allows pre-
trained auto-encoders to efficiently transmit language attributes, eliminating
the need for additional tuning and enabling faster and more scalable learning.
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Moving forward, we plan to extend our approach to cross-lingual style transfer
tasks and explore ways to optimize the algorithm’s time efficiency.
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Abstract. Text editing refers to the task of creating new sentences by
altering existing text through methods such as replacing, inserting, or
deleting. Two commonly used techniques for text editing are Seq2Seq and
sequence labeling. The Seq2Seq method can be time-consuming, while
the sequence labeling method struggles with multi-token insertion. To
solve these issues, we propose a novel pre-trained model called TiBERT,
which is specially designed for Text Editing tasks. TiBERT addresses
these challenges by adjusting the length of the hidden representation to
insert and delete tokens. We pre-train our model using a denoising task on
a large dataset. As a result, TiBERT provides not only fast inference but
also an improvement in the quality of text generation. We test the model
on grammatical error correction, text simplification, and Chinese spelling
check tasks. The experimental results show that TiBERT predicts faster
and achieves better results than other pre-trained models in these text
editing tasks.

Keywords: Text Editing · Non-autoregressive Model · Pre-trained
Language Model

1 Introduction

Text editing [12] is a form of text generation task, in which new sentences are cre-
ated by replacing, inserting, or deleting words. The source and target sentences
are often quite similar, making it appropriate to generate the target sentence by
making modifications to only specific words. Typical text editing tasks include
grammatical error correction (GEC) [2], text simplification (TS) [7], and Chinese
spelling check (CSC) [3,8], etc.

Text editing is typically accomplished through the use of Seq2Seq and
sequence labeling methods. Seq2Seq methods require the entire text to be
regenerated, making them relatively slow and not fully utilizing the similari-
ties between input and output. On the other hand, sequence labeling methods
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 15–26, 2023.
https://doi.org/10.1007/978-3-031-44699-3_2
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tend to be faster but often have difficulty handling multiple token insertions due
to their limitation of inserting only one token at a time.

We propose a novel pre-trained model named TiBERT as an effective solution
to enhance the performance of text editing tasks. This model is more powerful
than sequence labeling methods and faster than Seq2Seq methods. Specifically,
our model consists of three parts, namely, Encoder, Locator, and Editor. The
Encoder is responsible for encoding the context information of the input. The
Locator generates a sequence of numbers with the same length as the input. Each
number of the sequence indicates the number of tokens to be generated at this
position. The hidden representation of the last layer of the Encoder is edited (i.e.,
kept, inserted or deleted) according to the predicted editing number sequence.
Then combined with a new position representation, the resulting representation
is fed to the Editor. Finally, the output is generated by a non-autoregressive
transformer. In this way, the problem that only one token can be added at a
time for the sequence labeling method can be avoided. As shown in Fig. 1, the
Locator predicts a “2” for the second input position, indicating there is one extra
token to be inserted. While the “0” represents a deletion operation, meaning no
token should be generated at this position.

We train our model on large-scale English and Chinese data by a denoising
task. To test the effect of our model, we conduct experiments on four tasks,
including English and Chinese GEC, text simplification, and CSC. The exper-
imental results show that TiBERT runs faster and achieves better scores than
other pre-trained models in all the text editing tasks.

The main contributions of this paper are as follows:

– We are the first to propose a novel pre-trained model for text editing tasks,
which fills the gaps in the pre-trained model of text editing tasks.

– Our TiBERT model achieves the best results in both English and Chinese
text editing tasks.

– We conduct a detailed experimental analysis and introduce application scenes
for TiBERT.

2 Related Work

2.1 Text Editing Methods

Text editing methods are becoming popular solutions to natural language gen-
eration tasks with a large overlap between inputs and outputs, such as sen-
tence fusion, style transfer, TS, and GEC. Most of these methods need to con-
struct tag sets of editing operations before training. LaserTagger [12] and FELIX
[11] employ three editing operations (the tags): token-independent keep, token-
independent delete and token-dependent add/insert. GECToR [14] expands the
tag set to 5000 token-level transformations, including basic transformations for
keep, delete, insert, replace, and 29 task-specific grammatical transformations.
EditNTS [7] is a two-stage method consisting of a programmer to generate an
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Fig. 1. The architecture of TiBERT. The input and output are translated as “Do you
like apples?”. The incorrect characters in the input and the corresponding corrections
are shown in red. (Color figure online)

edit-operation sequence and an interpreter to recover the target text. It adds
an extra operation, stop, to the interpreter to indicate the termination of the
editing process.

Compared to other text editing models, our model can handle multi-word
insertions without the need for iterative refinement. This allows our model to
achieve better performance and faster prediction speed.

2.2 Pre-trained Language Models

Pre-trained language models promote the NLP tasks markedly since the presence
of BERT [6]. BERT adopts the pre-training and fine-tuning mechanism. It has
two pre-training tasks, next sentence prediction (NSP) and masked language
model (MLM), and can be adapted to downstream tasks through task-specific
fine-tuning. BERT belongs to the autoencoding model category which is better
at natural language understanding (NLU) tasks such as text classification and
information extraction. Contrarily, autoregressive pre-trained models, such as
GPT [15] and BART [10], perform better on generation-based tasks. GPT and
its improvements [16] are uni-directional models consisting of the decoder of
transformers. BART includes both the encoder and the decoder. Its encoder
introduces noise functions to interfere with the training data and its decoder
learns to recover the original sequence. As far as we know, we are the first to
pre-train a model specifically for text editing tasks.

3 Method

To enhance inference speed and tackle the challenge of inserting multiple tokens,
we introduce a non-autoregressive pre-trained model, named TiBERT, to solve
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the text editing task. TiBERT consists of three modules: Encoder, Locator, and
Editor. The Encoder reads and comprehends the input sentences; the Locator
predicts the editing number sequence to indicate the number of tokens at each
position for editing; the Editor generates edited tokens according to the edit-
ing number sequence and the Encoder outputs. The overall architecture and
examples of outputs of each module are illustrated in Fig. 1.

3.1 Encoder

The Encoder module is responsible for encoding the context information of the
input. Similar to BERT, our Encoder employs the structure of the transformer
encoder, so that our model can be trained on the basis of BERT. Moreover,
the input embeddings also include position embeddings, token embeddings, and
segment embeddings. The outputs of the TiBERT encoder are sent to Locator
and Editor modules respectively.

H = Transformer(Et + Ep + Es) (1)

Here, Et, Ep and Es represent the token embeddings, position embeddings
and segment embeddings respectively; H denotes the hidden representation of
Encoder outputs.

3.2 Locator

The output sentences of text editing tasks are usually similar to the input sen-
tences. Consequently, we can obtain the output by several editing operations
while leaving the rest input tokens unchanged. The editing operations involve
keeping, replacement, insertion, and deletion. In addition, the lengths of out-
put and input sentences are usually unequal. In this paper, we use Locator to
predict the editing number for each token from the input. The editing number
is a non-negative integer, indicating the number of tokens to be generated at
the corresponding location. As shown in Fig. 1, the Locator predicts the number
of output tokens at each input position. Concretely, if the editing number at a
position is predicted to be 0, the hidden representation at this position will not
participate in the subsequent process. If the number is 3, the hidden represen-
tation of the token at that position will be extended to three copies and will
participate in the subsequent operation. The equations are as follows:

Hl = Transformer(H)
H′

l = FFN(Hl)
P = softmax(WH′

l)
ti = argmax(pi)

(2)

where H is the output of Encoder, FFN is a feed-forward network used by
Vaswani et al. [18]. W is the trainable weight; pi is the predicted probability
of the editing number at position i, and t is the editing number, indicating the
number of tokens to appear at position i in the output.
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3.3 Editor

The input of the Editor module consists of three parts: the hidden representa-
tions of the last layer of the Encoder, the input embeddings, and the reordered
position embedding. We feed the sum of the three representations into an atten-
tion layer and get the consequential hidden representation Hi as follows:

He = LayerNorm(E′
p + E′ + H′)

Q = WQHe,K = WKH,V = WVH

Hi = Attention(Q,K,V)

(3)

where E′ is the input embedding, which is the sum of token embedding, position
embedding, and segment embedding. E′

p is the reordered position embedding
ranging from 0 to T , T is the sum of editing numbers, H′ is hidden representation
of Encoder. E′, E′

p and H′ are transformed from E, Ep and H respectively.
Eventually, the output tokens are predicted through an n-layer transformer.

H′
i = FFN(Hi)

Ho = Transformer(H′
i)

(4)

where Ho is the output representation of Editor.

3.4 Pre-training

To acquire a language model with stronger modeling and understanding ability,
we pre-train TiBERT by the denoising task [10]. The denoising task requires
interfering with the original sentences via extra noises and then telling the lan-
guage model to denoise them. The model is trained in a more challenging manner
than trained using the original data. By this means, the language modeling abil-
ity of TiBERT is enhanced. The detailed noising process is as follows:
Step 1. Input the original sentence, and randomly stream the editing number
of each position from 0 to 5 according to the following probabilities, 7.5%, 80%,
7.5%, 2.5%, 2%, 0.5%, until the sum of editing numbers is greater than or equal
to the length of the original sentence. If the sum grows greater than the length,
we reassign the editing number of the last token to ensure that the final sum
equals to the length of the original sentence. In this situation, the editing number
at the last position is calculated as subtracting the sum of previous positions
from the length.
Step 2. For each position, tokens are generated randomly based on the editing
number. If the editing number is 0, 30% of the tokens will come from the original
sentence and 70% will be randomly selected from the vocabulary. If the editing
number is 1 or higher, 80% of the tokens will remain the same, 15% will be
randomly selected from the vocabulary, and 5% will be taken from the original
sentence.

TiBERT needs to predict the editing numbers and the editing tokens at the
same time, so the final loss is a combination of the two parts, Locator and Editor.
The loss function of Locator and Editor are both cross-entropy loss.
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Loss = λLosslocator + (1 − λ)Losseditor (5)

where λ is a hyper-parameter varying from 0 to 1. For pre-training stage, we set
λ to 0.5.

3.5 Fine-Tuning

After the pre-training stage, we fine-tune TiBERT with four text editing tasks.
First of all, we need to convert parallel sentence pairs into editing number
sequences and editing tokens. We obtain the editing numbers and the corre-
sponding tokens at each position by Levenshtein distance. For all the editing
tasks, we fine-tune our model by the loss in Equation (5). For tasks with dif-
ferent input and output lengths such as GEC and TS, we first generate the
editing numbers by Locator and then generate the editing tokens according to
the editing numbers and input tokens. For the CSC task, whose input and out-
put lengths are the same, we input the standard editing number (all “1”s) in the
test stage.

4 Experiments

We conducted experiments on various types of text editing tasks, including
English and Chinese GEC, TS, and CSC. In text editing tasks, our pre-
trained model works better than the autoregressive pre-trained models such as
BART, and also better than the non-autoregressive models such as BERT and
RoBERTa.

4.1 Settings

We use a 6-layer transformer for Encoder, a 1-layer transformer for Locator, and
a 6-layer transformer for Editor. The hidden layer dimension is 768, and the
intermediate size of FFN is 3072. We restrict the editing number as an integer
from 0 to 5. For English pre-training, we use Colossal Cleaned CommonCrawl
Corpus (C4) dataset with a total size of 305GB. For Chinese pre-training, we
use Wikipedia and Wudaocorpora [25] with a total size of 152GB after data
cleaning. We perform further pre-training based on BERT for English TiBERT
and based on RoBERTa-wwm [4] for Chinese TiBERT. Encoder is initialized
with the first 6 layers, and Editor is initialized with the last 6 layers. TiBERTs
for both languages are trained with 1 million steps using batch size 2048. For
the fine-tuning, 10 epochs are trained and the hyper-parameter λ is set to 0.5.

4.2 Data Conversion

Conventionally, the training data for text editing tasks are often in the form
of parallel sentence pairs. Therefore, we need to convert the paired sentences
into the form required for TiBERT, i.e., input token sequence, editing numbers
at each position, and output token sequence. The length of output tokens and
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Table 1. Experimental results on CoNLL 2014 GEC dataset. All the results are from
single models.

Model P R F0.5

CopyNet [28] 65.2 33.2 54.7

PIE [1] 66.1 43.0 59.7

GECToRBERT [14] 72.1 42.0 63.0

GECToRRoBERTa [14] 73.9 41.5 64.0

TiBERT 74.5 42.1 64.6

Table 2. Experimental results on NLPCC 2018 GEC dataset. The best results are
bolded, and the second best results are underlined.

Model P R F0.5

BLCU [27] 47.63 12.56 30.57

HRG [27] 36.79 27.82 34.56

Seq2Edit [27] 39.83 23.01 34.75

Seq2Seq [27] 37.67 29.88 35.80

POL-Pc [23] 46.45 23.68 38.95

TiBERT 47.21 24.86 40.02

the sum of editing numbers should be the same. In this paper, we convert the
data format by Levenshtein, which generates a transformation between input and
output. For keeping and replacing operations, the edit numbers remain 1. For the
insertion operation, we add the number of inserted tokens to the origin editing
number “1”. For example, if adding one token to a position, the editing number
of that position will be added to 2. For deletion operation, the corresponding
number is 0. By the above method, we can convert the paired data form into
TiBERT’s input form.

4.3 Grammatical Error Correction (GEC)

The GEC task takes an erroneous sentence as the input and produces a correct
version without changing the meaning. For English GEC task, we use Lang-8
[17], NUCLE [5], FCE [24] and W&I+LOCNESS1 [2] as our training set and
CoNLL 2014 as the test data. For Chinese GEC task, we conduct experiments
on the training set and test set from NLPCC 2018 GEC shared task. We filter out
the sentences without corrections, and use OpenCC2 to convert all traditional
characters into simplified characters. The final training data includes 1,019,371
sentence pairs. We follow the previous work and adopt F0.5 based on MaxMatch
as our evaluation method.
1 https://www.cl.cam.ac.uk/research/nl/bea2019st/data/wi+locness v2.1.bea19.tar.
gz.

2 https://github.com/BYVoid/.

https://www.cl.cam.ac.uk/research/nl/ bea2019st/data/wi+locness_v2.1.bea19.tar.gz
https://www.cl.cam.ac.uk/research/nl/ bea2019st/data/wi+locness_v2.1.bea19.tar.gz
https://github.com/BYVoid/
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Table 3. Experimental results on WikiLarge of Text Simplification. The best results
are bolded, and the second best results are underlined.

Model SARI↑ ADD↑ DELETE↑ KEEP↑ FKGL↓
PBMT-R [22] 35.92 5.44 32.07 70.26 10.16

NTS [13] 33.97 3.57 30.02 68.31 9.63

DRESS-LS [26] 32.98 2.57 30.77 65.60 8.94

EditNTS [7] 34.94 3.23 32.37 69.22 9.42

FELIX [11] 38.13 3.55 40.45 70.39 8.98

TiBERT 38.98 3.77 38.10 75.07 8.89

We compare our models with selected models based on Seq2Seq and sequence
labeling methods. From the experimental results for English GEC task in Table 1,
we can see that the performance of our model is better than that of CopyNet.
TiBERT achieves 4.9% higher than that of PIE, which is a BERT-based text
editing method. GECToR has designed dozens of special heuristic transforma-
tions for English grammatical error correction and achieves good results. Even
so, our TiBERT still achieves better performance than the single model of GEC-
ToR based on BERT and RoBERTa.

Table 2 shows the experimental results of Chinese GEC. Seq2Edit is based
on the sequence labeling method and trained from StructBERT [21]. Seq2Seq
is a generation method based on BART. The effect of our model is higher than
that of StructBERT and BART models, even though they are large models,
whose parameters are much more than that of TiBERT. Experimental results
show that our pre-trained model achieves better results than other generation
methods and sequence labeling methods on the Chinese GEC task.

4.4 Text Simplification (TS)

Text simplification is a type of paraphrasing task. It reduces the content of the
original text while preserving the key ideas and making it more concise. We use
WikiLarge and WikiSmall [29] as our training set for the text simplification task.
The test set consists of 359 source sentences taken from Wikipedia. Each source
sentence contains eight references which are simplified using Amazon Mechanical
Turkers. We utilize SARI and FKGL [9] as the evaluation metrics.

Table 3 shows the experimental results. EditNTS achieves good results by the
editing-based method, and Felix achieves good scores based on BERT. TiBERT
outperforms all the other models on the overall SARI score and the FKGL score.
In addition, TiBERT performs better than FELIX on the SARI-ADD score,
which implies that TiBERT has a stronger ability in adding operations.

4.5 Chinese Spelling Check (CSC)

Chinese spelling check is an important task in the field of Chinese proofreading.
The numbers of input and output characters of this task are the same. We use the
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Table 4. The performance on SIGHAN 2015. The best results are bolded, and the
second best results are underlined.

Model Detection-level Correction-level

D-P D-R D-F C-P C-R C-F

FASPell [8] 67.6 60.0 63.5 66.6 59.1 62.6

BERT [3] 73.7 78.2 75.9 70.9 75.2 73.0

SpellGCN [3] 74.8 80.7 77.7 72.1 77.7 74.8

RoBERTa [19] 74.7 77.3 76.0 72.1 74.5 73.3

DCN [19] 76.6 79.8 78.2 74.2 77.3 75.7

TiBERT 76.3 81.8 79.0 71.9 77.1 74.4

large automatically generated corpus [20]3 as our training data for CSC task. In
addition, the training sets of SIGHAN 2013, SIGHAN 2014, and SIGHAN 2015
are included. We evaluate our proposed model on the test sets from SIGHAN
2015 benchmarks. Similar to the previous works, we convert the traditional char-
acters to simplified characters by OpenCC. To compare with the state-of-the-art
models, We use the widely adopted sentence-level precision, recall, and F1-score
as our evaluation metrics, which have been used by Hong et al. [8]4.

We compared our model with other state-of-the-art models. As shown in
Table 4, our model achieves the best performance on detection-level F1-score.
TiBERT achieves 3 points higher than other pre-trained models such as BERT
and RoBERTa on detection-level F1. Compared with SpellGCN and DCN mod-
els, our proposed model achieves higher detecting performance. This indicates
that our model has strong detection capability in CSC tasks. However, the cor-
rection results are slightly lower than these two models’. This is because TiBERT
does not use any Chinese phonetic and glyph information. As a result, TiBERT
can properly detect the errors, while the predicted corrections are not the optimal
answers. By contrast, SpellGCN and DCN use phonetic and glyph information
to improve their performance. Even without the incorporation of additional pho-
netic and glyph information, TiBERT still achieves comparable performance on
correction-level F1 against these models which depend on phonetic and glyph
information.

5 Analysis

Generally, larger and more complex models tend to perform better. We evalu-
ate the inference speed of several pre-trained models and find that TiBERT is
slightly slower than BERT but much faster than BART. The detailed results
are shown in Table 5. Additionally, our model can complete text editing tasks in
a single inference, unlike other non-autoregressive models such as Levenshtein
3 https://github.com/wdimmy/Automatic-Corpus-Generation.
4 https://github.com/iqiyi/FASPell.

https://github.com/wdimmy/Automatic-Corpus-Generation
https://github.com/iqiyi/FASPell
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Table 5. Inference time (in ms) for BERT, BART and TiBERT on GPU (Nvidia Tesla
M40). We get the average time across 100 runs.

batch size BERT BART TiBERT

1 15 621 26

8 49 2480 76

32 189 5981 288

Table 6. Examples from TiBERT on text editing tasks.

Dataset Source Sentence TiBERT Results

CoNLL 2014 Although it looks like no laws and it is
your own space to speak and do anything
you want, you are actually wrong

Although it looks like there are no laws
and it is your own space to speak and do
anything you want, you are actually wrong

SIGHAN 2015 我真不好意可是今天不能参加。
Translation: I’m sor, but I can’t attend
today

我真不好意意意思思思是今天不能参加。
I’m sorry, I can’t attend today

transformer and GECToR which require multiple iterations. This makes our
model more efficient for text editing tasks in terms of inference speed.

We analyze the predicted results of TiBERT in the text editing task. We
observe that TiBERT can effectively insert multiple tokens at a time. As shown
in Table 6, for the CoNLL 2014 task, TiBERT can correctly predict that it is
necessary to add two tokens and insert “there are” before “no laws” to make the
sentence more fluent.

Since the SIGHAN 2015 dataset not only includes spelling errors, but also
involves some extra missing errors, which may confuse TiBERT in certain sit-
uations. In Table 6, “不好意” (sor) should be changed to “不好意思” (sorry),
but this will lead to the missing of “但” (but). Because SIGHAN 2015 strictly
limits the consistency of input and output lengths, there are no better means to
correct these two errors at the same time.

6 Conclusion

In this paper, we present a new pre-trained non-autoregressive model named
TiBERT for text editing tasks. TiBERT not only guarantees the inference speed
but also enhances the generation performance. It demonstrates superior per-
formance in various text editing tasks, including GEC, text simplification, and
CSC. We also conduct detailed experimental analysis and introduce application
scenes for TiBERT. In the future, we will continue to explore the application of
TiBERT in natural language understanding (NLU) tasks.
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Abstract. Traditional Chinese Medicine (TCM) is the treasure of Chi-
nese civilization and plays an indispensable role in China’s medical sys-
tem, but the diagnosis of TCM relies heavily on doctors’ experience,
which can affect the accuracy of diagnosis in practice. With the devel-
opment of natural language processing technology, its mechanism can
learn from a large amount of unstructured text to obtain a compre-
hensive and unified classification model. In this paper, we take chest
impediment disease ( i.e. coronary heart disease in Western medicine)
as an example and build a pre-training diagnostic model based on the
BERT model for TCM texts to accomplish the text classification task for
different types of chest impediment medical records. Its overall F1 value
reached 0.851, which improved 0.096 compared with the model without
TCM pre-training; it also explored the problem of long text truncation
and stopwords removing of TCM cases, which improved 0.087 compared
with no TCM stopwords removing. This paper introduces natural lan-
guage processing into the TCM auxiliary diagnosis problem, in order to
improve the informationization, standardization and intelligence of TCM
in the new era.

Keywords: BERT · Text classification · Chest impediment ·
Unstructured data

1 Introduction

Traditional Chinese Medicine (TCM) is the treasure of China’s medicine, and
has played an important role in our medical system since ancient times, and in
the treatment of chronic diseases such as chest impediment (i.e. coronary heart
disease in Western medicine), it has unique advantages [1]. Chest impediment
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disease has a high prevalence in China with a high morbidity and mortality rate,
which has become a major public health problem in China [2], needing better
treatment methods. As a kind of empirical medicine, the personal experience
and subjective judgment of doctors in TCM diagnosis has a large proportion,
and moreover, there are many schools of TCM and the diagnostic system is not
entirely consistent, which can affect the accuracy of diagnosis in clinical practice
and even lead to bias in diagnosis. TCM medical records are a large amount
of free text recorded by clinical personnel, containing the diagnosis, treatment
and medication, and prognosis of patients [3], which is difficult to be processed
by traditional expert systems or machine learning methods. Natural language
processing (NLP) technology can be used to process a great deal of unstructured
text to make unified informational decisions. Applying NLP to TCM medical
records’ text discernment processing can avoid the bias of human perception
and produce the results with uniform standards and objective data support [4].

In TCM’s diagnosis system, chest impediment can be divided into 8 types [5],
giving a TCM medical record. Thus, the diagnosis question can be transformed
to a discourse-level text classification task in NLP field. Pre-training language
model is the most important progress of NLP in recent years, and some SOTA
models for text classification are also based on pre-training models. Several of the
most competitive pre-training language models include the dynamic word vector
algorithm ELMo [6], the generative pre-training language model GPT [7], the
masked pre-training language model BERT [8], seq2seq pre-training language
model BART [9]. GPT is a one-way model and can only be combined with the
above context, which makes it more appropriate for generative task rather than
discriminative task in this paper. BART can take context into account, but its
pre-training process is more cumbersome and it is not specifically designed for
text classification tasks. The ELMo model combines the context to solve the
problem of polysemy comparing one-hot and word2vec, which enhances its com-
prehending ability, but ELMo is a shallow bidirectional model with weak feature
extraction ability and long training time. The BERT model comprehends the
advantages of many existing language models and is a true deep bidirectional
model. BERT is derived from the Encoder part of the Transformer [10], which
uses the Multi-Head Attention mechanism to extract the features of each char-
acter in the sequence in parallel, with high computational efficiency and strong
generalization alility. The unique input method also makes it better understand
the text and can really solve the problem of polysemy. In summary, BERT is
chosen as the base model for the experiments in this paper.

2 Data

2.1 Data Source

The data of this article were obtained from China National Knowledge Infras-
tructure (CNKI). According to the search formula TI= ‘chest impediment ’+
‘coronary heart disease’+ ‘coronary atherosclerotic heart disease’ AND SU=
‘medical cases’+ ‘disease cases’+ ‘test cases’+ ‘examples’- ‘data mining ’- ‘big
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data’- ‘statistics’- ‘forensic’- ‘mental health’- ‘nursing ’ (TI=Title, SU=Subject),
936 eligible chest impediment TCM medical records were retrieved. Each med-
ical record is relatively sufficient, the minimum number of characters is 56, the
maximum number is 5014, and the average number is 1021, which has enough
information to be processed. The content is relatively complete, including the
patient’s personal information, chief complaint medical history, dialectical anal-
ysis, TCM prescriptions, etc. Dataset collection is extensive, there are not only
the case studies of masters of TCM such as Shikui Guo, Tietao Deng, and Keji
Chen, but also the clinical cases of many outstanding first-line doctors. The
following (Fig. 1) is a case of the dataset:

Fig. 1. An example of the dataset

2.2 Data Labeling

Syndrome type is a unique concept of TCM, and it is a reflection of the patho-
logical nature of a certain stage in the process of disease occurrence and evolu-
tion [11]. On the basis of identifying diseases, TCM further distinguishes syn-
dromes, which embodies the idea of “seeking the root of disease” in TCM. Chest
impediment can be divided into 8 syndromes in Chinese Internal Medicine (in
Chinese) with different treatment ideas and methods [5], and an accurate classi-
fication is the premise and key to obtain good curative effect. In this supervised
machine learning task, the features are free text in medical records (as shown in
Fig. 1), and the labels are the potential syndrome one record belongs to, which
displayed in Table 1. The standard of syndromes refers to the chapter Chest
Impediment in the book Chinese Internal Medicine (in Chinese), 4th edition of
China Press of Traditional Chinese Medice. The 8 syndromes defined in the book
are: (1) heart-blood stasis syndrome, (2) syndrome of Qi stagnation in heart and
chest, (3) phlegm blocking syndrome, (4) syndrome of cold clotting in heart and
veins, (5) syndrome of deficiency of Qi and Yin, (6) syndrome of Yin deficiency
in heart and kidney, (7) syndrome of Yang deficiency in heart and kidney, (8)
Yang detachment syndrome.

The data labeling work was handled by two undergraduates majoring in Tra-
ditional Chinese Medicine and a medical doctor to confirm. Syndrome labeling
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processing is a complex task that requires dealing with a variety of situations.
Among all the records, some of them are noted the corresponding syndrome and
can be used directly. Some cases are ambiguous to recognize and need to be cat-
egorized with medical knowledge. For example, the term “Qi yu” was recorded,
and the term derives from Plain Questions·Great Treatise on the Regular Prin-
ciples of the Six Origins (in Chinese), which is mostly caused by emotional and
mental discomfort and Qi stagnation [12], so it can be classified as “syndrome of
Qi stagnation in heart and chest”. Another term is “xin Yang bu zhen”, which
comes from the chapter Heart Palpitation in the Chinese Internal Medicine (in
Chinese), and the clinical manifestations are palpitation, chest tightness and
shortness of breath, especially when moving, pale face, cold form and cold limbs,
pale tongue with white fur, weak or sunken and weak pulse [13]. According to
those symptoms, this term can be grouped as “syndrome of Yang deficiency in
heart and kidney”. Some cases were labeled their syndromes, but they could
not be classified as current syndromes due to inconsistency with the diagnostic
system in the Chinese Internal Medicine (in Chinese) (e.g. water overwhelming
the heart, evil entering the blood channels, and deficiency of zongqi) and were
not included in the original data. In addition, because TCM syndromes can exist
together or be mutually transmitted, a patient may not belong to only one syn-
drome, and multiple syndromes may occur. According to the idea of “treating
both the surface symptoms and the root cause” in TCM, the model is expected
to identify all syndromes occurring in a patient. In practice, up to two of the
most prominent syndrome(s) of the current case were labeled. The specificity
of the data also requirs that this model completes a multiple classification task
rather than a single classification task.

Table 1. Example Data Set

heart-

blood

stasis

syndrome

syndrome

of Qi

stagnation

in heart

and chest

phlegm

blocking

syndrome

syndrome

of cold

clotting in

heart and

veins

syndrome

of

deficiency

of Qi and

Yin

syndrome

of Yin

deficiency

in heart

and kidney

syndrome

of Yang

deficiency

in heart

and kidney

Yang

detach-

ment

syndrome

Case 1 1 0 0 0 1 0 0 0

Case 2 0 0 0 1 0 0 0 0

Case 3 0 1 1 0 0 0 0 0

Case 4 0 0 0 0 0 1 0 0

Case 5 1 0 0 0 0 0 1 0

3 Method

3.1 Pre-processing Stage

In this paper, we preprocessed data from raw medical cases by filter, truncation,
and stopwords. The data set was first filtered to eliminate those invalid syn-
drome cases so that they would not adversely affect the model, which has been
mentioned in data labeling chapter.
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Secondly, truncation of the filtered dataset is performed. Discourse-level text
classification requires the input of entire articles into the model, and the length
of TCM case records is not uniform and the content is relatively free, which
creates difficulties in the use of models with limited input size, such as BERT.
Therefore, this experiment intercepts long cases based on the model size limita-
tion and preserves as much important information as possible. The TCM case
interception is divided into three steps: (1) Original case cutting: the original
complete case is cut into several segments. (2) Case structuring: a case structure
table is summarized based on medical knowledge, which specifies that the case
contains different parts such as diagnostic part, medication part, and specifies
the importance of different parts. This table allows each paragraph of the origi-
nal case to be divided into one of these sections. (3)Structured case interception:
In case the text is too long, the less important parts are deleted in turn.

Finally, stopwords removing of the cases was performed by applying the
TCM stopwords table on basis of truncation, because the writing grammar and
sentence structure of TCM cases are more literary oriented, and if there is no
word segmentation or stopwords removing is not used by stopwords table after
segmentation, it will adversely affect the prediction of the model, making the
model focus on those prepositions and inflectional auxiliaries (which exist in
abundance in ancient texts). This method enables the model to focus on the
important words during pre-training, which both improves the accuracy and
saves the time for training.

3.2 Pre-training Stage

The BERT model used in this paper was built by our team. In order to match
the amount of data with the size of the model for better results, the BERT model
was pre-trained with num layers=4 and num hiddens=512 for the pre-processed
TCM cases and TCM texts. Both NSP loss and MLM loss metrics are not too
high or too low.

Table 2. Pre-Training Losses

MLM LOSS NSP LOSS

3.445 0.711

3.3 Model Fine-tuning Stage

After the pre-training is completed, fine-tuning begins. The dataset is divided
into eight syndromes, and an eight classifier is constructed. Since the two most
probable syndromes are to be output, the loss function and the labels need to be
fine-tuned to some extent. When fine-tuning the model, a feed-forward neural
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network layer and a softmax layer are added to the model, and then the results
of the case subscripts are put into the maximum probability category of the
model output to obtain the type of chest impediment suffered by the case. The
method of accuracy is judged as follows: when predicting, two syndromes with
the highest probability are given, for only one syndrome, as long as it is among
the two predicted syndromes, it is successful, if there are two syndromes, only
if all of them are predicted correctly is considered successful. Table 3 shows a
small selection from all the predictions: the first (2, -100): (2, 1) for example, the
number in the first bracket represents the syndrome of this case, and -100 means
there is no second syndrome (-100 will only appear in the second position). So (2,
-100) has only one syndrome, and the second bracket is the predicted syndrome,
(2, 1) means the prediction is 2 and 1 syndrome.

Table 3. Example of Forecast

Label 1 Label 2 Prediction 1 Prediction 2

2 -100 2 1

5 4 5 4

7 -100 7 5

4 Results

4.1 Experimental Results of BERT Model

Through the above data pre-processing and the two stages of BERT method,
the results of the chest impediment category classification experiment are shown
in Table 4.

Table 4. Experimental results of the model in this paper

Category Precision P Recall R F1 value

Heart-blood Stasis Syndrome 0.979 0.6 0.744

Syndrome of Qi Stagnation in Heart and Chest 1.0 0.597 0.747

Phlegm Blocking Syndrome 1.0 0.776 0.873

Syndrome of Cold Clotting in Heart and Veins 0.909 0.769 0.833

Syndrome of Deficiency of Qi and Yin 0.985 0.945 0.964

Syndrome of Yin Deficiency in Heart and Kidney 0.957 0.697 0.806

Syndrome of Yang Deficiency in Heart and Kidney 0.947 0.849 0.895

Yang Detachment Syndrome 0.996 0.903 0.947

From the data results in Table 4, it can be seen that the Precision P, Recall
R, and F1 values all reached good levels in this dataset, and from the F1 values,
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which show comprehensive performance, the model has good results for each
classification. Among them, the recall rate R was low for syndrome of cold clot-
ting in heart and veins, syndrome of Yang deficiency in heart and kidney and
heart-blood stasis syndrome. From the data set, it is either because the number
of positive cases is small and the positive and negative ratio is unbalanced, or
because most of them have two labels and it is more difficult to complete two
predictions at the same time.

4.2 Experimental Results of Multi-model Comparison

This experiment selects hfl’s chinese-electra-small model for comparison, which
is a full-task model for small dataset and low computing power in the NLP field
released by iFlyTek Joint Lab of HIT in 2021. This model has achieved good
performance on GLUE and other datasets, and has 43.8k downloads on Hugging
Face, which is a very effective model with small dataset. The more common mod-
els, such as bert-base-chinese, hfl/chinese-roberta-wwm-ext, hfl/chinese-bert-
wwm-ext, etc., do not have a good result in the case of small dataset and long
sample length because they have too many parameters and layers. In addition,
the decision tree algorithm was also chosen to classify the data, as it is a classical
machine learning method and widely used in assisted diagnosis problem.

In order to further verify the performance of the BERT model and the feasi-
bility and effectiveness of the adopted method, this experiment also selected hfl’s
chinese-electra-small model for experimental comparison, and the decision tree
algorithm for classifying the data, in addition to comparing the effect of using
stopwords or not on the model. The results of the experimental comparisons are
shown in Table 5.

Table 5. Comparison results of multi-model experiments

Models Precision P Recall R F1 value

BERT(this paper) 0.9720.9720.972 0.7670.7670.767 0.8510.8510.851

Chinese-electra-small 0.788 0.695 0.755

Decision Tree 0.538 0.547 0.565

BERT without Pro-processing 0.87 0.698 0.764

From the overall F1 values, the BERT model used in this experiment is
improved over the hfl/chinese-electra-small and decision tree algorithms, and
from the precision P and recall R of each category, the model used in this exper-
iment is also improved, which is attributed to the preprocessing work of trun-
cation, word segmentation, and stopwords in the previous stage, as well as to
the use of texts related to TCM cases in the pre-training stage to improve the
understanding of the model. In addition, the comparison results also show that
the evaluation items of the model decrease without using the stopwords, which
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fully proves the effectiveness of the stopwords table used in this experiment and
reflects that there are many words of little use in each data, and these words
will make the attention mechanism to focus on those parts that have little effect
on the classification, thus reducing the performance of the model.

5 Discuss

After a series of training, the experimental model has good performance on the
collected chest impediment TCM case dataset, both in terms of overall F1 value
and individual category precision and recall, which has some improvement com-
pared with the common pre-training model chinese-electra-small or decision tree,
which indicates that the experimental model has some practical value. However,
because of the limited size of the training dataset and the single way of processing
the original case data, further efforts are needed to make the model perform well
on larger datasets. In general, the trend of applying deep learning knowledge to
the field of TCM is irresistible. This experiment constructs a specific model for
TCM diagnosis problem and achieves a certain accuracy, which has the poten-
tial to assist doctors in diagnosis and is expected to improve the standardization
and accuracy of TCM diagnosis. This experiment tries to combine the emerging
natural language processing technology with traditional TCM career, explores
the related work of TCM case truncation and TCM stopwords list construc-
tion, and does some subsequent natural language processing for TCM. At the
same time, the complex and ambiguous TCM diagnosis problems are solved by
adopting a unified model, which is conducive to the progress of quantification,
informatization and intelligence of TCM in the new era.
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Abstract. Entity Linking (EL) is the task of automatically linking
entity mentions in texts to the corresponding entries in a knowledge
base. Current EL systems exhibit the great performances on the standard
datasets, but in real-world applications, they are computationally inten-
sive and expensive in large-scale processing, and the entity entries are
limited to the knowledge bases. The newly-emerging entities may hinder
the generalization ability of the EL systems. To this end, we propose the
semantic candidate retrieval method for the few-shot entity linking task.
The semantic candidates corresponding to the mentions are selected by
inverted indexing, and then, the semantic ranker is proposed to choose
the top appropriate candidate to be linked. The proposed model achieves
the accuracy of 53.19% in the shared task 6 of NLPCC-2023.

Keywords: entity linking · semantic candidate · inverted index

1 Introduction

Entity Linking (EL) is the task of automatically connecting entities mentioned
in the text to their corresponding entries in a Knowledge Base (KB), such
as Wikipedia, which is a collection of facts relating to those entities. EL is
widely used in natural language processing (NLP) applications, including ques-
tion answering [1], information extraction [2], and natural language understand-
ing [3]. It is essential for connecting unstructured text with knowledge bases,
allowing access to a wealth of carefully selected material.

The entity mentions that appear in the context often pose ambiguity and
cannot be directly linked to the KB. Specifically, entity mentions in the text
invariably involve the inherent ambiguity of natural language expressions, where
the same entity has multiple mentions referring to multiple entities. As shown in
Fig. 1, the mention of England is attached to the entity England Football Team
instead of a country, a part of the United Kingdom. In real-world application,
the newly-emerging entities do not exist in the knowledge bases in the inference
stage, which is called zero-/few-shot entity linking [4].

To this end, existing EL methods apply the semantic retrieval in a Siamese
network with information stored in the knowledge base, such as textual entity
descriptions or fine-grained entity types. However, If these are billions of textual

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 41–47, 2023.
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Fig. 1. An illustrated example of zero- and few-shot entity linking.

descriptions, these methods will be computationally intensive, resulting in the
expensive computation.

To alleviate this problem, we propose a semantic candidate retrieval based
on inverted indexing for zero- and few-shot entity linking. An inverted indexing
is built to store the mappings from the mentions of entities to a set of rele-
vant textual descriptions. Instead of all the entity candidates, we select several
semantic-related entities candidates to be matched with the mentions by the
inverted indexing with the highest scores of term frequency-inverse document
frequency (TF-IDF). After that, the final entity linked to the mention is obtained
by measuring the cosine similarity between the selected entity candidates and
the context via the sentence-transformer [5].

The experiments are conducted on the development set released by the official
organizers. The experimental results show that our model has a 23% improve-
ment in Recall@10 over baseline, reaching 95.6%.

The rest of the paper is organized as follows. Section 2 introduces the related
work. Section 3 presents the proposed semantic candidate retrieval based on an
inverted index. Section 4 shows the experimental results and the ablation study.
Conclusions are drawn in Sect. 5.

2 Related Work

EL usually consists of two basic stages, candidate entity generation and entity
disambiguation. This section briefly summarizes the related work about the two
stages.

2.1 Candidate Generation

Much prior work on candidate generation use a Dictionary-Based approach. This
method is applied to almost all entity linking systems. The main idea is to make
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Fig. 2. Overall architecture of the proposed semantic candidate retrieval for zero- and
few-shot entity linking.

full use of all kinds of information provided by Wikipedia, including redirection
pages, disambiguation pages, anchor text, etc., to construct a mapping relation-
ship dictionary between entity names and all linked entities, and then use the
information in the dictionary to generate candidate entities gather.

2.2 Entity Disambiguation

Previous work focuses on designing effective artificial features and complex sim-
ilarity measures to obtain better disambiguation performance. He et al. learn
distributed representations of entities to measure similarity without human fea-
tures by keeping words and entities in the joint semantic space and ranking
candidate entities directly based on vector similarity [6]. Sun et al. propose the
embedded representations of the entities and the contexts via convolutional neu-
ral networks [7]. Based on BERT [8], Chen et al. integrate the entity similarity
into the local model of the latest model to capture the entity type information [9].

3 Semantic Candidate Retrieval

As shown in Fig. 2, the proposed semantic candidate retrieval consists of the
inverted indexing module and the ranker. The candidate generation module is
designed to select top-n candidate entities together with their descriptions in
KB, and the ranker is designed to obtain final entity according to the cosine
similarity between the entity descriptions and the context.
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3.1 Candidate Generation

Given the entities in the KB, it is expensive to enumerate all entity descriptions
in the KB for each mention. Instead, we aim to search the relevant entities
by applying TF-IDF scoring method on the entity descriptions. In particular,
given one mention, we select the entity descriptions in KB that contain the
mention by inverted indexing. After that, we obtain the top-n relevant entity
descriptions according to the TF-IDF score of the mention over the selected
entity descriptions.

3.2 Entity Disambiguation

Given the context u = [u1, u2, ..., um, ..., ul], where ui is the ith word and um is
the mention, A set of candidates of entity descriptions, V = {v}n, are generated,
as described in Sect. 3.1. Each candidate of entity description v = [v1, v2, ..., vk]
consist of sequence of words. The Simaese network with dual encoders is applied
to project the entity descriptions v and the context u to obtain the hidden
representations in a vector space, and the cosine similarity is computed,

sim(u, v) =
φ(u)Tψ(v)
φ(u)ψ(v)

, (1)

where φ and ψ are BERT encoders, and representations of [CLS] is used to be
the representation of input texts.

In addition, we adopt the TF-IDF score calculated by the inverted indexing
as the prior knowledge. The final score is produced with the cosine similarity as

score(u, v) = P (v|u) · sim(u, v) (2)

3.3 Post-processing

We define the function that returns the maximum frequency of the entity linked
by the mention:

f(um) = max
e∈E

c(e, um), (3)

where the function c(e, um) returns the frequency of the entity e linked by the
mention um. In the post-procerssing, we assign the mention um if f(um) ≤ 2
with the entity e = arg maxe∈Ec(e, um).1

4 Experiments

4.1 Dataset

Table 1 shows the data descriptions in Entity Linking, where each sample con-
tains a mention, as well as a text. The start and end index indicate the starting
1 The entity is chosen with random sampling if more than one entities satisfy the

condition.
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Table 1. An example in Entity Linking provided by the share task in NLPCC 2023.

Field Description Example

id The id of this sample hansel-eval-zs-1463

text The text which contains the mention to be linked. ...吉尔莫·德尔·托罗的《匹
诺曹》，在上个月...

start Starting position of the mention in the text. 29

end Ending position of the mention in the text. 32

mention A word or phrase to be linked. 匹诺曹

gold id The id of the corresponding entity in the KB. Q73895818

source The source of text. https://www.1905.com/

news/20181107/1325389

.shtml

domain The field that the text is talking about. news

and ending position of the mention in the text, respectively. We use the data
provided from the shared task in NLPCC 2023 for the experiments. This task
aims at testing the generalization of Chinese EL systems for infrequent and
newly-emerging entities. The dataset is a human-calibrated and multi-domain
Chinese EL benchmark with Wikidata as KB, consisting of 9,879,813 mentions
with 541,058 entities for training and 9,674 mentions with 6,320 entities as a
validation set. The evaluation metrics are recall and accuracy.

4.2 Baselines and Results

In order to investigate the modules in the proposed models, we take the two
baseline models:

– FTS: search for entity candidates by matching the mention with the wiki
titles. Then sort the candidates according to the number of mentions in the
wiki.

– RIS: obtain the candidates using the elastic search only without additional
selection strategy.

Table 2 shows the recall of the candidate generation in the second column. Since
both RIS-ST and RIS use the elastic search algorithm, they have the same
recall scores. The models equipped with the elastic search algorithm achieved
the highest recall score of 0.94. Table 2 shows the accuracy of the entity linking.
Compared to RIS, the proposed model achieves the best accuracy of 0.65 with
considering the cosine similarity via the sentence-transformer.

4.3 Analysis

Indexing Option. The main difference between using keyword and text as index
options in Elastic Search is that keyword is for the exact query on structured
data, while text is for the full-text search on unstructured data. To investigate

https://www.1905.com/
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Table 2. The recall of the candidate generation across models and the accuracy of the
entity linking

Model Recall(%) Accuracy (%)

FTS 71.2 /

RIS 94.0 59.2

RIS-ST (ours) 94.0 65.4

Fig. 3. The recall in choosing top-n candidates.

which indexing option is better for entity linking, we carry the comparative
experiment, where one model uses the text option, and the other uses the key-
word option. The experiments shows that the model using the keyword options
can achieves the recall of 94.0% in the candidate generation, which is better than
the model using the text option (86.6% recall).

Post-processing. In the test set, a total of about 900 entities or emerging entities
were post-processed (described in Sect. 3.3), resulting that the accuracy improved
by 3% points, compared to the models without post-processing.

Amount of Candidates. The top-n candidates are chosen as the results of the
candidate generation. If the size of candidates is too small, the correct links will
not appear in the list of candidates. In contrast, the more candidates there are,
the more noisy links will be added. Therefore, it is important to make a trade-off.
Figure 3 depicts the recall score of RIS-ST with different value of n. Based on
the elbow approach, we optimize the n to be 8 in our final models.

Hand-off Test Results. Table 3 shows the test results provided by the all ablation
models in the shared task of NLPCC 2023. We recommend the elastic search to
obtain 8 high-quality candidate sets with indexing options using keywords. The
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sentence-transformer is used to make full use of the contextual information of
wiki text to select reasonable hypotheses from the candidate sets. We also pro-
pose that post-processing for tail entities or emerging entities can also improve
the overall performance of the model.

Table 3. The test results across different models.

Strategy Accuracy (%)

RIS(Text) 48.59

RIS(Text)-ST 49.69

RIS(Keyword)-ST 50.18

RIS(Keyword)-ST-Post Processing 53.19

5 Conclusion

In this paper, the method based on inverted index and semantic analysis and
sorting is proposed for Chinese entity linking. In addition, we discovered that the
post-processing shows the significant improvement in the task of entity linking
for the newly-emerging entities. Together with the modules and the strategies,
our models achieved 53.19% in the share task 6 of NLPCC-2023 Accuracy, and
the final model is ranked 3 among all the submission models.
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Abstract. This article proposes a Chinese few-shot emerging entity
linking model based on ERNIE and adversarial training. The model uti-
lizes ERNIE as the base model and achieves accurate linking of Chinese
few-shot emerging entities by adding adversarial perturbations during
the training process. Experimental results on standard entity linking
evaluation datasets demonstrate significant performance improvements
of our proposed model compared to baseline models. Moreover, we com-
pare multiple candidate entity retrieval methods through comparative
experiments to evaluate and compare their effectiveness in the entity
linking task. The experimental results show that our appoarch achieved
an F1 score of 0.60 and ranked second in the NLPCC 2023 Shared Task 6
(Chinese Few-shot and Zero-shot Entity Linking). Experimental results
demonstrate that the model has high predictive performance and robust-
ness in the Chinese few-shot emerging entity linking task, providing ref-
erence and inspiration for research and practice in related fields.

Keywords: Entity Linking · Candidate Entity Retrieval · Adversarial
Training

1 Introduction

Entity linking (EL) is a fundamental task in natural language processing, which
aims to establish links between entities mentioned in the text and entities in a
knowledge base. Entity linking is widely applied in various domains, including
question answering systems, information extraction, semantic search, and rela-
tion extraction. With the development of deep learning, significant progress has
been made in the field of entity linking, particularly with the advent of pre-
trained language models. Enhanced Representation through kNowledge IntE-
gration (ERNIE) [10] is a semantic representation model proposed by Baidu,
which achieves state-of-the-art performance on various natural language under-
standing tasks. ERNIE is built upon techniques such as bidirectional Trans-
former encoders and masked language modeling. In comparison to Bidirectional
Encoder Representations from Transformers (BERT), ERNIE 1.0 incorporates
semantic knowledge from massive amounts of data, including words, entities,
and entity relationships, to learn real-world semantic knowledge.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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In this paper, we propose CELAT, a Chinese entity linking model based
on ERNIE and adversarial training, leveraging existing pre-trained models in
the general domain. By constructing adversarial training examples and various
retrieval strategies, CELAT aims to address the issues of poor performance in
few-shot Chinese entity linking, as well as the popularity bias in tail and emerging
entities.

2 Related Work

2.1 Pretrained Language Models

pretrained language models (PLMs) are a type of deep learning models that are
trained on large-scale textual data to learn language features such as vocabulary,
grammar, and semantics. These models learn in an unsupervised manner and
can be trained on massive amounts of unlabeled text data, such as Wikipedia
articles, web content, or extensive books. PLMs can be used for various natural
language processing tasks, including text classification, named entity recognition,
syntax analysis, machine translation, etc. By fine-tuning the pretrained models
based on specific domains or tasks, their performance can be further improved.
In recent years, renowned PLMs such as Generative Pretrained Transformer
(GPT) and Bidirectional Encoder Representations from Transformers (BERT)
have achieved tremendous success in the field of natural language processing
(NLP), becoming foundational models for numerous tasks.

2.2 Candidate Entity Retrieval

Candidate entity retrieval is a metric used in IR (information retrieval) and NLP
tasks to evaluate the effectiveness of a system in retrieving relevant entities.
It measures the proportion of relevant entities that are successfully retrieved
by the system among all the possible relevant entities. The goal of candidate
entity retrieval is to assess the system’s ability to recall all the relevant entities,
ensuring that important information is not missed during the retrieval process. A
common approach for candidate entity retrieval involves constructing an entity
name mapping table, where each entity is represented as a key-value pair (entity-
set of aliases). This table serves as an alias query table for the knowledge base.
Additionally, a reverse index table (mention-set of entities) is maintained based
on tne alias query table to facilitate querying entities by their aliases.

Candidate Entity Retrieval Based on Fuzzy String Matching. Entity
aliases can be retrieved through methods such as prefix matching, suffix match-
ing, and edit distance. Based on the inverted index table of entity aliases, each
alias index field is treated as the query text, and upper-level indexes are built
using algorithms such as trie and text inverted index.
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Candidate Entity Retrieval Based on Semantic Vector Retrieval. Can-
didate Entity Retrieval based on Vector Retrieval requires encoding each entity
semantically and mapping them to a vector space. During the retrieval process,
the mention is also encoded and mapped to the same vector space. This process
is known as text embedding. After text embedding, solving the Approximate
Nearest Neighbor (ANN) problem regarding the semantic vector of the mention
can complete the retrieval process [8].

Mention and Entity Encoding Methods. Traditional text embedding methods use
one-hot method. Due to the often large size of the vocabulary, one-hot encoding
results in a high-dimensional sparse vector space, which not only incurs high
computational cost but also makes it difficult to obtain effective semantic infor-
mation. Word2vec [6] method utilizes a low-dimensional dense vector space for
text embedding. In the word2vec method, words with similar meanings tend to
have higher vector similarity, and similar algorithms are referred to as static
word embedding methods. Static word embedding methods face challenges such
as polysemy and reliance on tokenization.

Nearest Neighbor Methods. K-Nearest Neighbor (KNN) is used to find k vectors
that are most similar to the query, and Radius Nearest Neighbor (RNN) is used
to find vectors that are within a distance smaller than d from the query. Com-
monly used distance metrics for vectors in machine learning include Euclidean
distance, Cosine distance, and Hamming distance. Euclidean distance measures
the straight-line distance between two vectors in Euclidean space.

d(p,q) =

√
√
√
√

n∑

i=1

(qi − pi)
2 (1)

Cosine distance calculates the angle between two vectors in Euclidean space.

d(p,q) =
∑n

i=1 piqi
√∑n

i=1 p2i
√∑n

i=1 q2i
(2)

Hamming distance calculates the number of different characters at correspond-
ing positions in two equally long strings. The computation complexity for solv-
ing exact KNN or RNN problems is high, therefore, an approximate solution
method called Approximate Nearest Neighbor (ANN) has been proposed for
vector retrieval. Faiss [4] is an open-source library developed by Facebook AI
Research for efficient similarity search and vector retrieval, and aims to address
large-scale vector retrieval problems. Faiss provides a range of highly optimized
algorithms and data structures that enable fast approximate nearest neighbor
search on large-scale datasets.

In the past two years, many researchers have proposed new methods for entity
representation and entity retrieval. Ran et. al. propose a novel approach called
STAMO to learn high-quality EL features for entitys automatically, as it could
leverage the knowledge hidden in the unlabeled data [9]. Cho et. al. address
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two challenge in entity linking: how to leverage wider contexts surrounding a
mention, and how to deal with limited training data [1].

3 Model Introduction

The structure of CELAT is shown in Fig. 1.

Fig. 1. Model structure of CELAT.

3.1 Task Definition

Given a document D, a mention set M in the document and a knowledge base
KB, where document D is an ordered sequence of multiple words. Each mention
m ∈ M is composed of one or more adjacent words. The knowledge base KB
is a collection of entities, each entity e ∈ KB can unambiguously and uniquely
describe a thing. The task goal of entity linking is to attempt to map each mi ∈
M to an entity emi that is semantically consistent with it, and emi ∈ KB.

3.2 Model with ERNIE

CELAT consists of input layers, encoding layers, and output layers.

Input Layer. First, each sentence is tokenized. Then, each word or subword is
transformed into a fixed-dimensional word vector through an embedding layer.
These word vectors are then passed as inputs to the next layer.

Encoding Layer. ERNIE consists of 12 layers of bidirectional Transformer
encoders. Each encoder in each layer includes two components: multi-head atten-
tion and feed forward neural network.
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Output Layer. The output layer is a fully connected layer used to map the
output of the encoding layer to the scores of candidate entities, we use a tanh
activation function layer to map the input values to an output range of [−1, 1].
Output values represents the relevance between candidate entities and mentions.

3.3 Adversarial Training

In the candidate entity sorting of the model, we used adversarial training to
enhance the training data. Adversarial training is a technique that improves
model robustness by training it with adversarial examples. In NLP, adversar-
ial training serves as a regularization method to enhance model generalization,
and typically involves applying adversarial perturbations to the word embed-
ding matrix, causing changes in the word vectors. Goodfellow et al. proposed a
perturbation calculation method called the Fast Gradient Sign Method (FGSM)
[3], and further improved it to introduce the Fast Gradient Method (FGM) [7].
For the input samples in entity linking, the formula for perturbation calculation
can be written as

Δx = ε · ∇xL(θ, x, y)
‖∇xL(θ, x, y)‖ . (3)

where x, y indicate the word embedding representation corresponds to the men-
tion and the entity ID needs to be predicted.

4 Experiments

4.1 Preprocessing and Parameter Setting

The experiment uses a dataset from the NLPCC 2023 Technical Evaluation Task
6 (Chinese Few-shot and Zero-shot Entity Linking). The data is sourced from
hansel, a high-quality human-annotated Chinese entity linking (EL) dataset. The
training dataset consists of a total of 9,879,812 data points, including 541,058
entities. All mentions have corresponding entities. First, 10,000 data points were
randomly selected from the original training set as the training set for the model,
and candidate entity retrieval is performed based on the given 10,000 mentions.
We employ the following methods for candidate entity retrieval.

Exact Matching. Exact matching is a string matching method that matches
mentions with entity names. By constructing an inverted index table for entity
names, we can quickly find the corresponding entity for a mention. The exact
matching method may result in an empty candidate entity retrieval set.

Token Matching. Token matching is a method that involves tokenizing the
mention to obtain a set of tokens. We constructs a token inverted index table
to quickly search for entity sets corresponding to the tokens in the mention.
The token matching method retrieves a larger number of entities in the retrieval
set, which increases the recall rate of candidate entity retrieval in cases where
the mention and entity names do not match exactly. However, it may lower the
precision of candidate entity ranking.
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Approximate Nearest Neighbor Matching. The ANN (Approximate Near-
est Neighbor) method first encodes the entity names of each entity semanti-
cally, and uses the Locality Sensitive Hashing algorithm from the faiss library to
project the entity name vectors into a 256-bit Hamming space. The candidate
entity set consists of k entities that have a Hamming distance less than d and
the highest similarity with the mention [5]. In the experiment, we set k to 50
and d to 3, which is a better value in our texts.

Jaro Similarity Matching. Jaro similarity is a measure used to compare the
similarity between two strings. It is based on the matching of characters and
the differences in their positions within the strings. Jaro similarity takes into
account the number of character matches, the similarity of character order, and
the differences in character positions [2]. We consider entities with the top 50
Jaro similarity as candidate entity sets.

Jaro sim =
1
3

·
(

m

l1
+

m

l2
+

m − t
2

m

)

(4)

where l1 and l2 are the lengths of the two strings, m is the number of match-
ing characters between the two strings, and t is the number of transpositions
(characters that are out of order) between the two strings. Both ANN match-
ing method and Jaro similarity matching method require matching against the
entire entity set, resulting in a high computational cost.

We encode the input text of the candidate entity ranking task using the
ERNIE model. First, concatenate the mention feature text and the candidate
entity feature text with [SEP] to obtain the mention-entity pair text. Then, add
[CLS] and [SEP] tokens before and after the concatenated text to obtain the
input text. We implemented the model based on ERNIE using the PaddlePad-
dle framework. During training, the text was cropped to a maximum length of
280 characters. The AdamW optimizer was used with a learning rate of 5e-5
and a batch size of 100. A linear decay learning rate was applied during the
training process, gradually decreasing as the number of epochs increased. In the
last epoch, the learning rate was reduced to 1e-6. To mitigate overfitting, L2
regularization was employed with a weight decay coefficient of 5e-6.

4.2 Evaluation Metrics

Entity linking (EL), as a fundamental task in NLP, is typically evaluated using
precision, recall, and F1 score as the evaluation metrics.

4.3 Experimental Results

We first tested several methods for candidate entity retrieval, using the validation
dataset from the Hansel dataset. The validation set consists of 9,673 data points,
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Table 1. Entity Linking prediction performance of candidate entity retrieval methods
using the validation dataset from Hansel

Method F1 score

Exact Matching 0.8641

Token Matching 0.9119

ANN Matching 0.9092

Jaro Similarity Matching 0.9283

including 6,320 entities. Table 1 shows the performance of different candidate
entity retrieval methods on the validation set.

As expected, the exact matching method has the worst results due to the
small number of recalled entities, and the token matching method and the ANN
matching method have similar effects. However, the token matching method
retrievals more related entities, which takes much more time than other methods.
The Jaro similarity method has the best effect, which may be due to the high
character matching of entity results and mentions.

We conducted ablation experiments on adversarial training, and the results
are shown in Table 2. The ERNIE model with adversarial training showed a sig-
nificant improvement in F1 score compared to the ERNIE model without adver-
sarial training. Therefore, introducing adversarial training during the training
process can increase noise perturbation in the data and enhance the robustness
of the model under perturbations.

Table 2. Entity Linking prediction performance of Adversarial Training for Candidate
Entity Ranking using the validation dataset from Hansel

Model F1 score

ERNIE 0.9283

ERNIE with Adversarial Training 0.9312

4.4 Analysis of Results

The final result of our model on the leaderboard is 0.6009, ranking second.
Through data analysis of the given test dataset and validation dataset of NLPCC
2023 Task6, it can be seen in Table 3 that the number of mentions in the test
dataset that cannot be excat matched with entity names is much larger than that
in the validation dataset. This means that there is a higher similarity between the
entity results and elements in the validation set, while there is a higher difference
between the entity results and elements in the test set, which maximizes the
impact of whether the entity results in the entity recall strategy exist in the
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entity recall set on the entity link results. Therefore, the effect of candidate
entities retrieval has a greater impact on the prediction of entity linking by the
model. This is also consistent with the fact that the entity names in the common
sense knowledge base cannot cover a large number of mentions that exist in real
life.

Table 3. The number of mentions in the validation dataset and the test dataset from
Hansel

Dataset Excat matched Inexact matched The proportion of inexact matches

Validation dataset 8555 1119 0.1157

Test dataset 3534 4466 0.5583

5 Conclusion

Entity linking is important as it associates entities in the text with entities
in a knowledge base, providing support for semantic understanding, improving
information retrieval, and facilitating knowledge graph construction and natural
language processing tasks. In this paper, we proposed CELAT, an entity linking
model that focuses on candidate entity retrieval and adversarial training. Our
experiments demonstrate the effectiveness of our approach in improving the accu-
racy of entity linking. By leveraging advanced retrieval techniques, we achieved
a higher recall rate in candidate entity retrieval, ensuring a more comprehensive
coverage of potential entities. Additionally, the integration of adversarial train-
ing enhanced the model’s robustness against noise and improved the precision of
entity linking. The experimental results indicate that our model achieved an F1
value of 0.60 and a second place performance in NLPCC 2023 Task 6 (Chinese
Few shot and Zero shot Entity Linking). Overall, our model presents a promising
solution for accurate and reliable few-shot entity linking with tail and emerging
entities.
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Abstract. Deep learning has shown remarkable effectiveness in vari-
ous language tasks. This paper presents Huawei Translation Services
Center’s (HW-TSC’s) work called HWCGEC which get the best per-
formance among the seven submitted results in the NLPCC2023 shared
task 1, namely Chinese grammatical error correction (CGEC). CGEC
aims to automatically correct grammatical errors that violate language
rules and converts the noisy input texts to clean output texts. This
paper, through experiments, discovered that after model fine-tuning the
BART a sequence to sequence (seq2seq) model performs better than the
ChatGLM a large language model (LLM) in situations where training
data is large while the LoRA mode has a smaller number of parame-
ters for fine-tuning. Additionally, the BART model achieves good results
in the CGEC task through data augmentation and curriculum learn-
ing methods. Although the performance of LLM is poor in experiments,
they possess excellent logical abilities. With the training set becoming
more diverse and the methods for training set data augmentation becom-
ing more refined, the supervised fine-tuning (SFT) mode trained LLMs
are expected to achieve significant improvements in CGEC tasks in the
future.

Keywords: Natural Language Generation · Pre-trained Language
Model · Grammatical Error Correction · Text Editing System

1 Introduction

Given a potentially noisy input sentence, grammatical error correction (GEC)
aims to remove all underlying textual errors in a given sentence without changing
its meaning [2]. Chinese Grammatical Error Correction (CGEC) aims to auto-
matically correct grammatical errors that violate language rules and converts
the noisy input texts to clean output texts. In recent years, CGEC has attracted
more and more attention from NLP researchers due to its broader applications
in all kinds of daily scenarios and downstream tasks [5,9].

NLPCC2023’s task1, which is a Chinese Grammatical Error Correction
(CGEC) task. In CGEC task, the widely used benchmarks are derived from the
grammatical errors made by foreign Chinese learners (i.e., L2 learners). The gap
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 59–68, 2023.
https://doi.org/10.1007/978-3-031-44699-3_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44699-3_6&domain=pdf
https://doi.org/10.1007/978-3-031-44699-3_6
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between the language usage habits of L2 learners and Chinese native speakers
makes the performance of the CGEC models in real scenarios unpredictable. This
task focuses on correcting grammatical errors made by Chinese native speakers,
which will be a challenging benchmark and a meaningful resource to facilitate
further development of CGEC.

2 Related Work

With the progress of deep learning, data-driven methods based on neural
networks, e.g., transformer [14], have become the mainstream for CGEC
[6,13,19,22]. However, owing to the limited number of real sentences containing
grammatical errors, the long-term lack of highquality annotated training corpora
hinders many data-driven models from exercising their capabilities on the CGEC
task. For Chinese GEC (CGEC), datasets are relatively scarce. The two publicly
available CGEC evaluation datasets are NLPCC18 and CGED, contributed by
the [21] and the series of CGED shared tasks [10], respectively.

For model evaluation, the widely used benchmarks such as NLPCC [21] and
CGED [10,11] are all derived from the grammatical errors made by foreign Chi-
nese learners (i.e., L2 learners) in their process of learning Chinese, the gap
between the language usage habits of L2 learners and Chinese native speakers
makes the performance of the CGEC models in real scenarios unpredictable.
Besides, sentences in existing CGEC evaluation datasets usually have only one
reference (i.e., 87% of the sentences inNLPCC18 and all in CGED). The model
performance will be unfairly underestimated. There is great demand for correct-
ing errors made by native speakers. For CGEC, such research has just begun.
CCTC [15] is the first native CGEC dataset composed of web documents written
by natives. Paper [17] collects sentences from the questions in Chinese examina-
tions. Another work, [3,12] increase the number of references.

3 Data Description

3.1 Schema Definition

According to the authoritative linguistic papers [1,7], Chinese grammatical
errors are categorized into 7 types: Structural Confusion, Improper Logicality,
Missing Component, Redundant Component, Improper Collocation, Improper
Word Order and Ambiguity. It is important to note that ambiguity errors are
frequently caused by a lack of contextual information. six types grammatical
errors are described as follows:

1. Structural Confusion refers to the mixing of two or more different syntactic
structures within a single sentence, leading to a confusing sentence structure.

2. Improper Logicality signifies the inconsistency or lack of adherence to
objective reasoning in the meaning of a sentence.

3. Missing Component indicates an incomplete sentence structure where cer-
tain grammatical components are absent.
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4. Redundant Component refers to the unnecessary addition of words or
phrases to a well-structured sentence.

5. Improper Collocation occurs when the collocation between sentence com-
ponents violates the structural rules or grammatical conventions of Chinese.

6. Improper Word Order primarily refers to the ungrammatical arrangement
of words or clauses within a sentence.

3.2 Training Set

The evaluation task provided some data sets, and we also utilized other Chinese
monolingual data sets.

Lang8 [21] is a language learning platform, where native speakers voluntar-
ily correct texts written by second-language learners. The NLPCC-2023 shared
task organizers collect about 717K Chinese sentences with their corrections from
Lang8 and encourage participants to use them as the training data.

HSK Dynamic Composition Corpus [18] has collected about 156K Chi-
nese sentence pairs is a corpus of answers for foreign non-Chinese native speakers
to take the higher Chinese proficiency test (HSK) composition exam. It collects
the essay answers of some foreign candidates from 1992–2005. The corpus ver-
sion 1.0 contains 10740 corpus articles, about 4 million words, and went live
in December 2006. In July 2008, after revision and supplementation, the total
number of corpus of version 1.1 reached 11569, with a total of 4.24 million words.

MuCGEC [19] is a multireference multi-source evaluation dataset for Chi-
nese Grammatical Error Correction (CGEC), consisting of 7,063 sentences col-
lected from three Chinese-as-a-Second-Language (CSL) learner sources. Each
sentence is corrected by three annotators, and their corrections are carefully
reviewed by a senior annotator, resulting in 2.3 references per sentence.

CGED [10,11] is the training data released by the Chinese Grammatical
Error Diagnosis (CGED) evaluation task since the first CGED task was held in
NLPCC2014. This data is for free use only for technical evaluation, academic
research and public welfare goals.

News Crawl [16] is WMT2022 general MT task’s monolingual training
data, which updated large corpora of crawled news, collected since 2007. After
using chinese grammatical error data generation method, we can generate CGEC
pseudo-parallel data for model training.

4 Methodology

In this section, we will introduce the specific details of the system’s method.
We employ the mainstream seq2seq model in all experiments. We attempt two
training approaches, namely the Encode-Decoder model and the Decoder-only
model, and established two sets of experimental procedures.

4.1 Encoder-Decoder Model

The Encoder-Decoder model is based on the BART pre-training model, and
its basic module is transformer, a model based on encoder and decoder. Its
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Fig. 1. Encoder-Decoder Model

structure is shown in the figure. Each Encoder module includes a Multi-Head
Self-Attention layer and Feed Forward layer, and each Decoder includes a Masked
Multi-Head Self-Attention layer, Multi-Head Cross-Attention layer and Feed For-
ward layer(Figs. 1 and 2)).

In the process of training the BART model, we used the training code of
SynGEC, we only used stage 1, and did not train the GEC-Oriented Parser.
Therefore, the BART model only relies on the understanding and learning of the
training corpus to generate results, without incorporating syntactic information.

4.2 Decoder Only Model

Fig. 2. Decoder Model

The Decoder model uses a chat language model based on ChatGLM-6B which
based on many GLMBlocks. A GLMBlock can be regarded as a Decoder module.
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A GLMBlock consists of a Multi-Head Self-Attention layer and a GLU layer.
On the basis of pre-training, ChatGLM-6B also uses human intent alignment
training, including Supervised Fine-Tuning, Feedback Bootstrap, Reinforcement
Learning from Human Feedback, and performs well in Chinese understanding
and generation.

We use the LoRA method to fine-tune ChatGLM. For details, please see [4].
LoRA is a training method that accelerates the training of large models while
consuming less memory. It adds pairs of rank-decomposition weight matrices to
existing weights, and only trains those newly added weights. We use PEFT [8]
to add the LoRA matrix to the attention layer of the original model to obtain
the fine-tuned Decode model.

4.3 Distantly Supervised Data Augmentation

We think there is a need to do data augmentation after observing training data
and development data because we find that the sentence length and grammatical
Error types are strongly different. The model will not perform very well when
encountering a grammatical error if the model has never seen any similar types
of errors during training.

We use two distantly supervised methods to augment data. One is to trans-
form the correct sentences, for instance, using rules to generate some wrong
sentences as pseudo training data, which is similar to Zhang’s paper [20].

The other is a method proposed by us. We extract the type of errors that
occur less frequently in the training set, especially errors related to conjunc-
tions and prepositions. Then we use conjunctions and prepositions as keywords,
retrieve the training set containing keywords from the training set, and manually
modify them into corresponding error types. For details, you can see experiment.

5 Experiment

In this section, we will introduce the specific details of our experiment.

5.1 Setup

The basic settings of the experiment are as follows:

Model. Our benchmark models are based on the BART and ChatGLM. For
BART, it is a pre-trained Encoder-Decoder seq2seq model that has recently
achieved SOTA performance on mainstream CGEC datasets. For ChatGLM, it
is a decoder-only auto-regressive large language model.

Baseline. We select Zhang’s [19] real learner bart CGEC model1 which has
SOTA performance in multi-domain Chinese grammatical error correction as
our baseline.
1 https://github.com/HillZhang1999/NaSGEC.

https://github.com/HillZhang1999/NaSGEC
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Evaluation Metric. We use the character-based metric proposed by Zhang
[19]. It is a consensus that a good model should correct errors accurately to
ensure a positive user experience. Therefore, we use F0.5 to place more emphasis
on precision by weighting precision twice as recall. The evaluation metric can be
described as follows:

1. Align the model’s output and reference with the input sentence to extract
two groups of character-based edits.

2. Merges them into spans based on rules.
3. Compares them to calculate the precision (P), recall (R), and F0.5 score.

F0.5 = (1 + α2) · precision · recall

α2 · precision + recall
;α = 0.5 (1)

5.2 Training Data

We use three kinds of data to train our models.

NLPCC2023’s Training Data. We select 500k sentence pairs from the Lang8
data set, 100k sentence pairs from the HSK data set randomly, and select all of
the sentence pairs from the MuCGEC data set.

Pseudo Training Data. We select 100k Chinese news sentences randomly from
News Crawl mentioned in Sect. 3 and use a method called linguistic rules-based
corpus generation which proposed by Ma [7] to generate 600k sentence pairs (a
grammatical error sentence and a correct sentence).

Artificially Constructed Training Data. We select 100 Chinese sentences
from HSK set and change them into one of six grammatical error types mentioned
in Sect. 3 grammatical error sentences artificially.

5.3 Development Data

We find that there is a large gap between the training set and the development
set. To compare our models more sufficiently, we select two kinds of development
data to test our models’ performance.

NLPCC2023’s Development Data. The NLPCC2023 provides 500 CGEC
sentence pairs of development data.

Self-collected Development Data. We select 100 CGEC sentence pairs from
the ungrammatical sentence judgment questions in Chinese examinations. Those
questions ask students to choose 1–3 ungrammatical sentences from 4 candidates.
We get them from the website2 and make the sentence pairs artificially.
2 https://tiku.baidu.com.

https://tiku.baidu.com


HWCGEC 65

5.4 Training Steps

We finetune BART and ChatGLM on different training data and compare the
models’ performance of different training stages.

Stage 1. Fine-tune the BART and the ChatGLM models on the
NLPCC2023’s training data. At the end of the training, we get the BART-FT1
and the ChatGLM-FT1 models.

Stage 2. Fine-tune the BART-FT1 model on the pseudo training data. As
the ChatGLM-FT1’s performance does not exceed the baseline, we are not going
to continue fine-tuning the ChatGLM-FT1. At the end of the training, we get
the BART-FT2 model.

Stage 3. Fine-tune the BART-FT2 model on the artificially constructed
training data. At the end of the training, we get the BART-FT3 model.

5.5 Experimental Results

We compare the performance of these trained models according to the experi-
ment procedure, and the performance on NLPCC2023’s development data shown
in the Table 1 can prove that the training data at different stages are valid. The
baseline model’s performance is not as high as described in the Zhang’s paper
[20]. It should be due to a large gap between the NLPCC2023’s development set
and the test set in the paper [20]. The ChatGLM basically can’t handle CGEC
tasks, this model can’t understand Chinese grammatical error. As limited com-
petition time and training resources, we use the fine-tune mode of LoRA to
train ChatGLM with simple prompts. Even with the fine-tuning of the training
data, it can’t have a nice performance compared with the baseline model. This
may be due to the fact that we are using the fine-tune mode of LoRA, which
has a smaller number of parameters for fine-tuning. When the training data is
large, the training performance of the model is poorer. Alternatively, it could
be due to the overly simplistic design of the prompts. Therefore, it is crucial
to focus on exploring these factors in the future. However, the BART-based
baseline model’s performance can be improved after stage 1 fine-tuning. So, we
won’t fine-tune the ChatGLM-based model in the next stages. Compared these
BART-FT1, BART-FT2, and BART-FT3 models, with adding different c to the
model training process, the performance of the models is improved gradually.

Obviously, the model’s performance on the two development sets differs
greatly, shown in the Table 1 and 2. This indicates that the GAP of the train-
ing set is different from that of the different development sets. However, the
performance of the four models (Baseline, BART-FT1, BART-FT2, and BART-
FT3) shows that the training data is valid. Constructing a better training set
containing more types of Chinese grammatical errors, which is great helpful to
improve the ability of solving CGEC task. So, we will focus on the training set
augmentation in the future.
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Table 1. The performance of each model on the NLPCC2023’s development data.

Model precision recall F0.5

Baseline 0.3656 0.2429 0.3320

ChatGLM 0.0829 0.0791 0.1022

ChatGLM-FT1 0.2312 0.1773 0.2180

BART-FT1 0.3825 0.4375 0.2545

BART-FT2 0.5928 0.6120 0.5268

BART-FT3 0.6823 0.6978 0.6268

Finally, on the test set of the NLPCC2023’s CGEC task, BART-FT3 get
0.5095 precision score, 0.3129 recall score and 0.4526 F0.5 score3, get the best
performance among the seven submitted results.

Table 2. The performance of each model on the self-collected development data.

Model precision recall F0.5

Baseline 0.5177 0.5775 0.3661

ChatGLM 0.0892 0.0908 0.0832

ChatGLM-FT1 0.1501 0.1431 0.1863

BART-FT1 0.5542 0.6026 0.4196

BART-FT2 0.6851 0.6971 0.6411

BART-FT3 0.7326 0.7339 0.7273

6 Conclusion

This paper presents a system named HWCGEC to tackle the problem of Chinese
grammatical error correction. We compared two types of seq2seq auto-regressive
decoding models, one is a Encode-Decoder model called BART, the other is a
Decoder-only large language model called ChatGLM. In the experiment, we find
that compared with the model structure, the impact of the data domain simi-
larity is obvious. Using CGEC data augmentation method, we generate a batch
of training data rich in grammatical error types. According to the curriculum
learning, we train the BART-based model in three stages, and at last, the model
works well. Due to limitations in time and training resources, as well as the
simplicity of our prompt design, fully experiment with the large language model
is scarce. However, we believe that the large language model will work better,
although it does not have a nice performance in our experiments.
3 https://github.com/masr2000/NaCGEC.

https://github.com/masr2000/NaCGEC
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Abstract. Grammatical error correction aims to correct ungrammati-
cal sentences automatically. Recently, some work has demonstrated the
excellent capabilities of closed-source Large Language Models (LLMs,
e.g., ChatGPT) in grammatical error correction. However, the potential
of open-source LLMs remains unexplored. In this paper, we introduced
GrammarGPT, an open-source LLM, to preliminary explore its poten-
tial for native Chinese grammatical error correction. The core recipe of
GrammarGPT is to leverage the hybrid dataset of ChatGPT-generated
and human-annotated. For grammatical errors with clues, we proposed
a heuristic method to guide ChatGPT to generate ungrammatical sen-
tences by providing those clues. For grammatical errors without clues, we
collected ungrammatical sentences from publicly available websites and
manually corrected them. In addition, we employed an error-invariant
augmentation method to enhance the ability of the model to correct
native Chinese grammatical errors. We ultimately constructed about
1k parallel data and utilized these data to fine-tune open-source LLMs
(e.g., Phoenix, released by The Chinese University of Hong Kong, Shen-
zhen) with instruction tuning. The experimental results show that Gram-
marGPT outperforms the existing SOTA system significantly. Although
model parameters are 20x larger than the SOTA baseline, the required
amount of data for instruction tuning is 1200x smaller, illustrating the
potential of open-source LLMs on native CGEC. Our GrammarGPT
ranks 3rd on NLPCC2023 SharedTask1, demonstrating our approach’s
effectiveness. The code and data are available at https://github.com/
FreedomIntelligence/GrammarGPT.
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1 Introduction

Grammatical Error Correction (GEC) aims to automatically correct ungram-
matical sentences without changing their meaning [10,26,27]. Previous works
[13,14,26,28] in Chinese Grammatical Error Correction (CGEC) mainly study
the errors from foreign Chinese learners, which are very obvious and naive.
Therefore, recent works [10,27] shift to the grammatical errors made by native
speakers, which are more subtle and challenging. Table 1 shows the six main
types of grammatical errors made by native speakers, which can be divided into
two types, e.g., with (w/) and without (w/o) clues. We can find that the incor-
rect sentences are fluent and in line with the habits of native Chinese. However,
they do not conform to Chinese grammar, which is more difficult to correct.

Previous studies in GEC mainly adopted both Seq2edit [5,9,10,26] and
Seq2seq [7,15,29] paradigms and have achieved impressive performance on vari-
ous GEC benchmarks. With the emergence of LLMs, Fang et al. [4] evaluated the
performance of closed-source LLMs (e.g., ChatGPT1) on GEC and revealed its
excellent capabilities for error detection and correction. However, the potential
of open-source LLMs remains unexplored.

In this paper, we introduce GrammarGPT, a novel model for studying the
potential of open-source LLMs architectures in addressing Native Chinese Gram-
matical Error Correction (CGEC) through supervised fine-tuning. The key chal-
lenge in fine-tuning LLMs for CGEC is obtaining high-quality parallel data com-
prising grammatical errors made by native speakers. However, manually anno-
tating such data is not only time-consuming but also expensive, necessitating the
exploration of automatic data annotation methods. Recent works [22,25] have
successfully leveraged distilled data from ChatGPT and real-world datasets to
fine-tune LLMs for specific domains, effectively reducing costs while achieving
superior performance. Inspired by this line of research, we propose a hybrid
dataset that incorporates different types of native Chinese grammatical errors.

Specifically, we first proposed a heuristic method for the grammatical errors
with clues as shown in Fig. 1 that guides ChatGPT to generate ungrammati-
cal sentences by providing those clues. Then, for those errors without clues, we
collected the ungrammatical sentences from the public website and corrected
them manually. In addition, we proposed an error-invariant data augmentation
method to enhance the diversity of the data by substituting the named entities
in parallel data with similar ones, which can improve the ability of the model to
correct native Chinese grammatical errors. We ultimately constructed 1k par-
allel data and utilized these data to fine-tune LLMs with instruction tuning.
The experimental results show that GrammarGPT can significantly outperform
state-of-the-art (SOTA) systems. Although the size of model parameters is 20x
larger than the SOTA baseline, the data for fine-tuning is 1200x smaller, which
demonstrated the potential of open-source LLMs on Chinese grammatical error
correction.

1 https://chat.openai.com/.

https://chat.openai.com/
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Table 1. Examples of sentences with various types of grammatical errors. For those
errors with clues, we can easily detect and correct them. For example, the co-occurrence
of (more than) and (about) lead to redundant component error and we can remove one
of them to make the sentence conform to Chinese grammar. However, for those errors
without clues, a deeper understanding of Chinese grammar is required to detect and
correct.

Our contributions are as follows:

– To the best of our knowledge, we are the first to explore the potential of
open-source LLMs with instruction tuning for native Chinese grammatical
error correction.

– We have constructed a hybrid dataset generated by ChatGPT and manual
annotation, which can effectively cover native Chinese grammatical errors for
taming the LLMs into an excellent grammar detector.

– We designed an error-invariant data augmentation method to substitute the
named entities in parallel data with similar ones, making the model more
accurate in correcting grammatical errors.

– The experimental results show that GrammarGPT can outperform the SOTA
system significantly, and the data size for instruction tuning is only 1/1200
of the SOTA system.
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2 Related Work

2.1 Grammatical Error Correction

The works in grammatical error correction can be divided into two paradigms:
the Seq2edit paradigm and the Seq2seq paradigm.

Seq2edit Paradigm. Seq2edit paradigm aims to predict the modification label,
including insertion, deletion, and substitution, for each position of the sentence
iteratively. Hinson et al. [5] proposed a heterogeneous approach to CGEC, com-
posed of a NMT-based model, a sequence editing model, and a spell checker.
Liang et al. [9] introduced and transferred the BERT-fused NMT model and
sequence tagging model into the CGEC field. Zhang et al. [26] proposed a multi-
reference multi-source evaluation dataset for CGEC and adopted the seq2edit
method that enhanced with large pre-trained language models. Ma et al. [10] pro-
pose a linguistic rules-based approach to construct large-scale CGEC training
corpora with automatically generated grammatical errors and adopt the seq2edit
method for evaluation.

Seq2seq Paradigm. This paradigm treats CGEC as a monolingual translation
task. Katsumata and Komachi [7] explored the utility of bidirectional and auto-
regressive transformers (BART) as a generic pre-trained encoder-decoder model
for GEC. Zhao and Wang [29] proposed a simple yet effective method to improve
the NMT-based GEC models by dynamic masking, which can generate more
diverse instances to enhance model generalization. Rothe et al. [15] proposed
a language-agnostic method to generate a large number of synthetic examples,
and then fine-tune large-scale multilingual language models.

In addition, several works [5,8,9,26] observe the complementary power of
the above two paradigms, thus promoting the performance through the model
ensemble. In this paper, we adopt the Se2seq paradigm to fine-tune LLMs with
instruction tuning.

2.2 Instruction Tuning for LLMs

Instruction tuning [16,21] can improve the ability of model generalization by
learning from a large number of tasks guided by instruction, which has been
successfully applied to fine-tune LLMs on some specific tasks. The work on task-
specific instruction tuning can be categorized into three types by data sources:
ChatGPT-generated, human-annotated, and hybrid dataset of ChatGPT and
human.

ChatGPT-generated Data. Several works adopted the data generated by Chat-
GPT to fine-tune LLMs in the form of instructions. Ho et al. [6] proposed Fine-
tune-CoT, a method that generates reasoning samples from LLMS to fine-tune
smaller models, which enables substantial reasoning capability of small models.
Wang et al. [19] proposed SCOTT, a faithful knowledge distillation method to
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Fig. 1. The framework of our method.

learn a small, self-consistent CoT model from a teacher model that is orders of
magnitude. Chen et al. [1] explored distilling the reasoning ability of LLMs into
a more compact student model for multimodal named entity and multimodal
relation extraction. Chen et al. [1] proposed a data synthesis framework built
upon the data generation functions parameterized by LLMs and prompts and
used synthesized data to fine-tune LLaMA.

Human-annotated Data. Some works directly convert the supervised data into
the format of instructions to fine-tune LLMs. Zhang et al. [24] proposed to
fine-tune LLaMA [18] on financial sentiment analysis with a small portion of
supervised financial sentiment analysis data. Wang et al. [20] proposed a unified
information extraction framework based on instruction tuning to model various
information extraction tasks and capture the inter-task dependency.

Hybrid Dataset of ChatGPT and Human. Recently, some works utilized the
hybrid data of humans and ChatGPT/GPT-4 to fine-tune LLMs. Zhang et al.
[25] proposed to leverage both distilled data from ChatGPT and real-world data
from doctors to fine-tune Bloom [17]. Yu et al. [22] adopted a hybrid data of
Chinese education and general-domain instructions [12] generated by GPT-4 to
fine-tune LLaMA [18]. In this paper, we follow this line and fine-tune LLMs
on native CGEC with the hybrid dataset of ChatGPT-generated and human-
annotated with instruction tuning.

3 Methods

Fig. 1 illustrates the framework of our method, which involves the construction of
parallel data comprising six types of native Chinese grammatical errors to facil-
itate the fine-tuning of open-source Language Model (LLMs). While human-
annotated data offer high-quality samples, the associated high cost remains a
significant concern. To address this, we adopt a compromise approach. We first
guide ChatGPT to generate ungrammatical sentences with clues by providing
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Fig. 2. Process of ungrammatical sentences generated by ChatGPT.

Fig. 3. An example of error-invariant augmentation.

those clues collected from the Internet. Then, we annotate the ungrammatical
sentences without clues collected from the Internet. Additionally, we propose
an error-invariant augmentation technique to substitute named entities in the
parallel data with similar ones, further enhancing the model’s capability to cor-
rect native Chinese grammatical errors. Finally, we convert the parallel data into
instructions, which are then utilized for fine-tuning LLMs. Detailed explanations
of these steps are provided in the following subsections.

3.1 Hybrid Dataset Construction

ChatGPT-generated Data. As shown in the first lines of Table 1, the gram-
matical errors with clues are easy to detect and correct by recognizing the spe-
cific clues. For example, “more than” and “about” are used together leading to
redundant component, “The cause” and “caused by” are used together lead-
ing to structural confusion, and “prompting” and “pace” are used together
leading to improper collocation. Conversely, we can construct the ungram-
matical sentences by inserting these cues into grammatical sentences. Thanks to
the strong capabilities of ChatGPT, we can instruct ChatGPT to generate the
ungrammatical sentences that meet our requirements by providing these clues
collected from public websites2. An example is as shown in Fig. 2.

Human-annotated Data. Some types of native ungrammatical errors are hard
to recognize, as shown in the last three lines of Table 1. We can find that those
ungrammatical sentences are fluent and with no obvious clues of grammatical
errors can help us to recognize them. For these types of grammatical errors, we
mainly collected ungrammatical sentences from publicly available websites3 and
then manually annotated them.
2 https://wenku.baidu.com.
3 https://tiku.baidu.com/.

https://wenku.baidu.com
https://tiku.baidu.com/
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Table 2. Components of an instruction.

Instruction {Task Suffix} Human:{Task Description} {Input}
Assistant :{Output}

Task Suffix A chat between a curious human and an artificial
intelligence assistant. The assistant gives helpful,
detailed, and polite answers to the human’s questions

Task Description Evaluate this sentence for grammar mistake

Input Ungrammatical sentence

Output Grammatical sentence

Table 3. Statistic of the dataset.

Dataset Number Percentage of Different Grammatical Errors (%)

ChatGPT-generated Human-annotated

RC SC IC IWO IL MC

training set 1061 23.54 28.25 13.70 6.50 13.18 15.07

validating set 500 – – – – – –

3.2 Error-invariant Data Augmentation

To prioritize the model’s focus on native grammar errors and improve its robust-
ness, we have devised an error-invariant augmentation method, as shown in
Fig. 3. Native Chinese grammatical errors are often subtle and infrequently found
in the position of named entities. To address this, we adopt a strategy of substi-
tuting the named entities in the parallel data with similar ones4. By employing
this augmentation method, the model can concentrate on identifying unchanged
errors rather than specific nouns, thereby improving its performance in correct-
ing subtle and imperceptible grammar errors.

3.3 Instruction Tuning

Instruction tuning [16,21] has emerged as the mainstream approach for fine-
tuning LLMs by providing explicit instructions to enhance model comprehension.
In this paper, we followed this mainstream trend and fine-tuned LLMs with
instruction tuning. Instruction details are as shown in Table 2, which mainly
consists of four components.

1. Task suffix: This component guides LLMs to assume the role of an AI assis-
tant.

2. Task description: Here, the specific task that LLMs are required to accom-
plish is outlined.

4 https://github.com/chatopera/Synonyms.

https://github.com/chatopera/Synonyms
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3. Input: This corresponds to ungrammatical sentences that are used as input
during the fine-tuning process.

4. Output: This represents grammatical sentences, which serve as the expected
output during fine-tuning.

Table 4. Details of hyper-parameters.

Backbone phoenix-inst-chat-7b

Max length 256

Optimizer AdamW

Batch size 64

Epoch 1

Learning rate 2e–5

Lr schedule type Linear

Warmup steps 5

4 Experiments

4.1 Datasets

We constructed a total of 1061 parallel data samples for training, and the data
statistics are provided in Table 3. Roughly 35% of the data were manually anno-
tated, while the remaining 65% were generated using ChatGPT. To evaluate
the performance of our model, we utilized the validating set available on the
NLPCC2023 SharedTask1 website5, which consists of 500 parallel data samples.
We report the model’s performance on this validating set for all the experiments
conducted.

4.2 Metrics

The evaluation of a grammatical error correction system relies on the extent
to which its proposed corrections or edits align with the gold-standard edits
[11]. In line with previous research [10,26], we adopt the word-level and char-
level MaxMatch (M2) Scorer [3] for evaluation6. This scorer computes Precision,
Recall, and F0.5 scores, comparing the gold edit set with the system edit set.

4.3 Hyper-parameters

The models are implemented in PyTorch using the Huggingface Transformers7.
We used phoenix-inst-chat-7b8 [2] as the backbone. We set the max sequence
5 https://github.com/masr2000/NaCGEC.
6 https://github.com/HillZhang1999/MuCGEC/tree/main/scorers/ChERRANT.
7 https://huggingface.co/.
8 https://huggingface.co/FreedomIntelligence/phoenix-inst-chat-7b.

https://github.com/masr2000/NaCGEC
https://github.com/HillZhang1999/MuCGEC/tree/main/scorers/ChERRANT
https://huggingface.co/
https://huggingface.co/FreedomIntelligence/phoenix-inst-chat-7b
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length to 256. The model is trained with the AdamW optimizer, where the batch
size and epoch are set to 64 and 3, respectively. We set the learning rate and
the schedule type of learning rate to 2e-5 and ’linear’, respectively. The warmup
step is set to 5. The hyper-parameters are shown in Table 4.

Table 5. Performance comparison between GrammarGPT and the SOTA baseline.

Model #Param. Data Data size Word-level Char-level

Prec Rec F0.5 Prec Rec F0.5

S2S BART 375M Lang8 HSK 1.2M 22.31 10.14 17.99 22.13 9.66 17.59

S2S BART 375M Ours 1061 21.08 10.54 17.57 22.09 10.62 18.16

GrammarGPT 7B Ours 1061 42.42 16.87 32.56 46.67 18.58 35.84

Table 6. Ablation study of our method.

Data Word-level Char-level

Prec Rec F0.5 Prec Rec F0.5

w/o Augmentation human-annotated 12.20 1.51 5.04 13.89 1.48 5.19

ChatGPT-generated 30.38 7.21 18.49 30.86 7.35 18.83

Hybrid dataset 41.76 11.45 27.30 44.32 11.50 28.22

w/ Augmentation human-annotated 15.46 4.52 10.42 16.48 4.44 10.68

ChatGPT-generated 43.75 6.33 20.04 44.90 6.49 20.56

Hybrid dataset 42.42 16.87 32.56 46.87 18.58 35.84

4.4 Experimental Results

To validate the effectiveness of our method, we conducted a comparison between
our GrammarGPT and the state-of-the-art (SOTA) baseline, S2S BART [26].
S2S BART utilizes Chinese BART as the pre-trained model and fine-tunes it on
the Lang8 [28] and HSK [23] datasets, which consist of approximately 1.2 million
parallel data samples. We also fine-tuned S2S BART on the hybrid dataset that
we constructed, and the results are presented in Table 5.

Remarkably, we observed that S2S BART trained on our 1k hybrid dataset
achieved 17.57 and 18.16 F0.5 on Word-level and Char-level separately, which is
comparable to that baseline model using the 1.2M data from foreign language
speakers. We attribute this to the significant discrepancy between the gram-
matical errors made by foreign language speakers and native Chinese speakers,
making it challenging to effectively improve the performance of native CGEC
by relying solely on data from foreign language speakers. These results further
highlight the effectiveness of our method in constructing a hybrid dataset that
contains native Chinese grammatical errors.
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Furthermore, our GrammarGPT exhibited substantial improvement with
only about 1k data samples for fine-tuning, achieving 32.56 and 35.84 F0.5,
respectively. It is almost double the performance of baseline models, showcasing
the remarkable potential of open-source LLMs in native CGEC.

4.5 Ablation Study

In our analysis of the impact of our contributions, namely the construction of
a hybrid dataset and the error-invariant augmentation method, we present the
results in Table 6.

Notably, the model trained on ChatGPT-generated data consistently out-
performs that trained the human-annotated data, irrespective of whether data
augmentation is applied. We attribute this observation to two primary reasons.
First, the quantity of human-annotated data is smaller than the data generated
by ChatGPT due to the high cost of human annotation. Second, grammatical
errors without clues are more challenging to correct.

Additionally, our hybrid dataset demonstrates the potential for enhancing
the performance of native CGEC. This finding substantiates the effectiveness
of our approach in constructing the hybrid dataset consisting of native Chinese
grammatical errors.

Moreover, by employing the error-invariant augmentation method, we
observe our model trained on hybrid dataset has significant improvements in
Recall and F0.5 metrics but only minor improvements in Precision. It indicates
that our augmentation technique enhances the model’s ability to detect gram-
matical errors by forcing the model to pay more attention to grammar errors in
the augmentation data.

5 Conclusion

In this paper, we introduce GrammarGPT, an open-source Language Model
(LLM) specifically designed for native Chinese grammatical error correction. We
first construct a hybrid dataset containing approximately 1k parallel data sam-
ples. It comprises both ChatGPT-generated data and human-annotated data for
dealing with grammatical errors with and without clues. Additionally, we intro-
duced an error-invariant augmentation method to improve the model’s capabili-
ties in native Chinese grammatical error correction by forcing the model to pay
more attention to grammar errors in the augmentation data. Finally, we further
fine-tune the open-source large-scale language model on the constructed dataset,
and experimental results and in-depth analysis demonstrate the effectiveness of
our GrammarGPT in native Chinese grammatical error correction.

Acknowledgement. This work is supported by the National Natural Science Foun-
dation of China (Grant No. 62271432) and the Guangdong Provincial Key Laboratory
of Big Data Computing, The Chinese University of Hong Kong, Shenzhen (Grant No.
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Abstract. This paper introduces the system proposed by the "Guess Right or Not
(Ours)" team for NLPCC 2023 Shared Task 2 (https://github.com/Yottaxx/NLP
CC23_SciMRC)--Multi-perspective ScientificMachineReadingComprehension.
This task requires participants to develop a reading comprehensionmodel based on
state-of-the-art Natural Language Processing (NLP) and deep learning techniques
to extract word sequences or sentences from the given scientific texts as answers
to relevant questions. In response to this task, we use a fine-grained contextual
encoder to highlight key contextual information in scientific texts that is highly
relevant to the question. Besides, based on existing advancedmodel CGSN [7], we
utilize a local graphnetwork and aglobal graphnetwork to capture global structural
information in scientific texts, as well as the evidence memory network to further
alleviate the redundancy issues by saving the selected result in the previous steps.
Experiments show that our proposed model performs well on datasets released
by NLPCC 2023, and our approach ranks 1st for SMRC Task 2 according to the
official results.

Keywords: SMRC · Fine-grained Contextual Information · Global Structural
Information

1 Introduction

Machine Reading Comprehension (MRC) is a task that involves answering questions
about a given context paragraph,which enablesmachines to read and understand unstruc-
tured text. MRC is a rapidly growing field of research due to its potential for various
enterprise applications, and it holds the potential to revolutionize the way humans inter-
act with machines. For example, as shown in Fig. 1, search engines equipped with MRC
techniques can directly output correct answers to questions rather than a series of related
web pages, which can significantly enhance the efficiency of information retrieval.

Early MRC systems primarily relied on rule-based or machine learning techniques,
which depended on manually crafted rules or features [1–3]. The drawbacks of these
methods lie in their limited ability to comprehend contextual information and their
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reduced generalization capabilities. Therefore, researchers have been dedicated to study-
ing deep learning-based approaches in recent years, and as deep learning continues to
evolve, researchers primarily focus on two research paradigms: attention mechanisms-
based methods and fine-tuning or optimization performed on pre-trained language mod-
els. For example, BiDAF (Bi-Directional Attention Flow) [4] utilizes a bidirectional
attention mechanism to capture contextual information at different granularity levels.
Gong H et al. [5] employ a pre-trained transformer model, such as BERT [6], to encode
the joint contextual information of texts and questions.

Fig. 1. An example of search engine Bing1 with MRC.

Most of the current deep learning-based MRC methods still encounter challenges
such as information loss during text vectorization and the long-distance semantic depen-
dency. To tackle these issues, we initially focus on the embedding layer and conduct
fine-grained context encoding on the input texts to prevent premature loss of essential
feature information. Additionally, we leverage gating mechanisms to set up redundant
filter, thereby further enhancing the refinement of vector representation. To capture
long-distance semantic dependency information in scientific texts and problems effec-
tively, we use the CGSNmodel [7], which employ local graph network and global graph
network to capture both local semantic information and global contextual information
separately, and establish long-range reasoning through iterative processes. Furthermore,
the evidence memory network is utilized to store the selection results from previous
steps and mitigate redundancy issues effectively.

In summary, our contributions are as follows:

• FollowingCGSN,weutilize local graph network and global graph network to enhance
global structural contextual information.

1 https://cn.bing.com/

https://cn.bing.com/
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• Based on CGSN, we propose a Fine-grained Contextual Encoder to highlight the
most relevant features and eliminate redundant information.

• Ourmodel achieves the first place inNLPCC2023 shared task 2 onScientificMachine
Reading Comprehension (SMRC).

2 Related Work

Machine reading comprehension can be roughly categorized into four types: cloze tests,
multiple choice, span extraction, and free answering [8]. This paper primarily focuses
on the span extraction tasks. Due to limitations in dataset size, Traditional rule-based
and machine learning-based methods exhibit poor performance and are impractical for
deployment in practical applications. In recent years, researchers have discovered that
methods basedondeepneural networks excel in extracting contextual information,which
results in significantly improved model performance compared to traditional methods
[9].

MRC models based on deep learning techniques typically contain four steps [8]:
embedding layer, feature extraction, question-text interaction, and answer prediction.
Firstly, it is essential to convert the input natural language into vector representation.
Match LSTMmodel [10] utilized word vectors to encode the input text. DocQA [11] and
MPMRC [12] employed a combination of word embedding and character embedding
techniques to extract the text representation vector. To capture contextual information,
Zhang W et al. [13] integrated the dynamic text representation model ELMO to derive
more precise text vectors. The encoding layer is primarily employed to extract key fea-
tures that are highly relevant to questions from the input texts. Recurrent neural networks
(RNNs) and variants are extensively utilized in machine reading comprehension tasks.
To comprehensively incorporate both forward and backward information, bi-directional
RNN networks are commonly employed in MRC [14, 16]. KAR model [15] utilized
Bidirectional Long Short-Term Memory (BiLSTM) to extract contextual features. The
interaction between questions and texts primarily relies on attention mechanisms to cap-
ture correlations and key features. To address the challenges posed by long-distance
semantic dependencies, current methods predominantly employ self-attention mecha-
nisms [19, 20]. R-Net model [17] introduced a gated self-attentionmechanism to capture
internal connections within texts, and Fastform model [18] utilized a multi-head self-
attention mechanism for interaction. And finally, we aggregate information from all
modules, make predictions, and output the final answer.

The adventure of pre-trained language models, such as BERT and XLnet [26], has
revolutionized the intricate architecture of MRC models. It is now possible to achieve
excellent results by solely fine-tuning these pre-trained language models. RoBERTa
[21], ALBERT [22], and other models are all enhancements built upon BERT, which
demonstrate remarkable performance in natural language processing tasks. Furthermore,
methods based on pre-trained models have emerged as mainstream solutions for MRC
tasks [23]. The length limitation of input texts in pre-trained models poses challenges
for addressing long document reading comprehension tasks. Gong H et al. [5] employed
reinforcement learning to enable the model to learn and determine the input length.
They also utilized a loop mechanism to capture dynamic semantic information. Ding
M et al. [24] drew inspiration from human cognitive processes and employed similar
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mechanisms to process long texts. Zhao J et al. [25] proposed a read-over-read method
to alleviate the challenges associated with length limitations.

3 The Proposed Approach

3.1 Task Definition

Following CGSN, we take a question Q = [
q1, q2, ..., qm

]
along with scientific texts

P = [
p1, p2, ..., pn

]
as input of MRC model, and the goal of our task to extract a

free-form answer A = [a1, a2, ..., al] for the input question from texts P, where m
and n denotes the length of question and the number of paragraphs separately, pi =[
w1
i ,w

2
i , ...,w

ki
i

]
(1 ≤ i ≤ n) denotes paragraph i with the word length of ki.

3.2 Model Structure

As shown in Fig. 2, our model is composed of four modules: fine-grained contextual
encoder, local semantic extractor, global semantic extractor andmemorynetwork. Firstly,
pre-trained Transformer encoder SciBERT [27] are utilized to encode the question-
paragraph pair, and fine-grained contextual encoding is conducted to further refine and
capture detailed information. Subsequently, local graph network is constructed at the
token, sentence, paragraph, and texts levels. The information obtained at each granularity
is then fed into the subsequent module to form the global graph network. The global
information will feedback to enhance the local representation. Finally, at each time step,
the memory network receives the enhanced local representation and the predicted logits,
and updates the global graph paragraph nodes for the next step.

Fine-grained Contextual Encoder. We set the initial embedding of each question and
paragraph as Eq and Ep, and utilize 2 layers of BiLSTM to obtain the fine-grained
contextual information Hq and Hp.

Hq = BiLSTM
(
Eq

)
(1)

Hp = BiLSTM
(
Ep

)
(2)

The gating mechanism is employed to eliminate redundant information and capture
semantic information that is highly relevant to the question.

Hq
p = Gate[Hq, Hp] (3)

where Hq
p denotes the question-aware paragraph embedding.

Local Semantic Extractor. The local graph network is constructed by sub-graphs at
four different granularity: token, sentence, paragraph, and texts. To initial the node
representation, the question-aware paragraph embedding Hq

p will be fed into the Local
Semantic Extractor. Token-level nodes hLocalt are initialized by the corresponding token
representation of Hq

p, and vector of sentence-level node hLocals can be calculated by the
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Fig. 2. The architecture of our proposedmodel. The Fine-grained Contextual Encoder is designed
to highlight themost relevant features and eliminate redundant information, and theLocal Semantic
Extractor, Global Semantic Extractor and Memory Network proposed by CGSN are utilized to
enhance global structural contextual information.

mean-pooling of hLocalt . [CLS] of Hq
p can represent paragraph-level node hLocalp , and

texts-level nodes hLocaltext are initialized by the mean-pooling of hLocalp .
The information propagation between sub-graphs in the unidirectional local graph

network can only be implemented from low-level to high-level. By executing graph atten-
tion [28] sequentially between adjacent sub-graphs, it can finally capture fine-grained
semantic information and local structural information in the input scientific texts. Taking
sentence-level and paragraph-level sub-graphs as an example, the mathematical process
of updating paragraph-level node hop with sentence-level node hos at time step o is as
follows:

esp =
(
hopW

Q
)(
hosW

K
)T

√
dz

(4)

αsp = softmaxs
(
esp

) = exp
(
esp

)

∑
i∈NS

exp
(
eip

) (5)

zheadxp =
∑

s∈NS

αsphosW
V (6)

ho+1
p = Cat

[
zhead1p , zhead2p , ..., zheadkp

]
(7)

where esp denotes the attention coefficients between hop and h
o
s , αsp is the normalization

of esp, z
headx
p denotes the output of the multi-head attention, WQ, WK , and WV are

the parameters of the query, key and value of attention mechanism, and ho+1
p is the

representation of paragraph-level node at time step o + 1, which is composed of the
concatenation of the multi-head outputs.
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Representation of sentence, paragraph and texts-level nodes will be updated through
the method mentioned above.

Global Semantic Extractor. Local sentence, paragraph and texts-level nodes are deliv-
ered into the global graph network through the similar multi-head attention mechanism
in Local Semantic Extractor, and form the local-aware global nodes hgloballocal . To fuse
features from local and global nodes, a feed-forward neural network (FFNN) and a gated
network are employed.

zglobalf = FFNN
(
hglobal, hgloballocal

)
(8)

γ = Gate
(
zglobalf

)
(9)

hglobalf = (1 − γ )hglobal + γ zglobalf (10)

where hglobal denotes the original global node representation, hglobalf denotes the updated
global node representation.

To further extract global structure information and interaction information suf-
ficiently, we employ cross attention mechanism between adjacent sub-graphs for m
times.

Besides, to integrate the local and global information for more precise prediction, the
global nodes are fed back to the local graph network, andmulti-head attentionmechanism
is employed to obtain enhanced local graph nodes. We define L as the extraction loss:

L = −1

n

∑N

i=1

∑Ni

j=1
[logP(y|hL←G

p )] (11)

where hL←G
p represents the enhanced local node representation, and y denotes the

predicted label of paragraph.

Memory Network. The enhanced local nodes and the prediction logits at time step
o will be cached and utilized at time step o + 1 to mitigating the adverse effects of
redundant information. Specifically, using prediction logits as the importance weights
for paragraphs and performing feature fusion based on these weights can highlight
important information while concealing redundant information.

4 Experiments

4.1 Dataset and Metric

We use the dataset released by NLPCC 2023 Shared task 2 to train and evaluate our
MRCmodel, and we extract a portion of the training dataset to form a validation dataset.
Table 1 shows the number of QA(question-answer) pairs in the given training and testing
datasets. We use the “Free_form_answer” field as final answer and take F1 value as the
evaluation metric following the official task guidelines.
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Table 1. Size of QA pairs for the official datasets.

# of Texts # of QA pairs

Train 372 3278

Dev 120 1595

Test 147 1169

4.2 Experiment Settings

Ourmodel is implemented based on PyTorch2 and the hugging-face3 framework.We use
several pre-trained models, such as SciBERT4, LED Encoder and BERT5, and selected
the pre-trained Transformer encoder SciBERT as the final initial encoder. To determine
the optimal parameter settings, we conducted multiple sets of experiments with different
batch size, epoch, learning rate, weight decay and warm-up proportion.

Table 2. Hyper-parameter setting.

Hyper-parameter Value

Epoch num 5

Batch size 4

Optimizer AdamW[31]

Learning rate 1e-5

Weight decay 0.01

Warm-up proportion 0.1

Max_token_len 256

Max_sentence_len 32

Max_paragraph_len 1

Local hop 4

Global hop 1

To limit the number of nodes in token-level, sentence-level, and paragraph-level sub-
graphs, we set the maximum number of nodes to 256, 32, and 1 respectively based on
experimental results. Besides, following CGSN, we implied multi-hop graph attention
in local and global graph network to capture global structural information and contextual
information, and conducted experiments to determine the number of local hop and global
hop. Some final training hyper-parameters are shown in Table 2.

2 https://pytorch.org
3 https://github.com/huggingface/transformers
4 https://huggingface.co/allenai/scibert_scivocab_uncased
5 https://huggingface.co/bert-base-uncased.

https://pytorch.org
https://github.com/huggingface/transformers
https://huggingface.co/allenai/scibert_scivocab_uncased
https://huggingface.co/bert-base-uncased
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4.3 Baselines

To demonstrate the effectiveness of our model, we compare it with several existing
methods, the specific description is listed as follows:

• LED [29]: LED is a method designed for long document question answering tasks,
which utilize the pre-trained LED model [30] as answer generator. With the ques-
tion and corresponding pre-selected evidences as input, the model trained with gold
evidences and question-answer pairs will output the predicted answer for the input
question.

• LEDEncoder [30]: The large-scale pre-trained languagemodels has achieved tremen-
dous success in the field of natural language processing. we choose LED Encoder as
backbone, which serves as the pre-trained encoder for the above LED model, and its
involvement contributes to the final outstanding performance of LED on MRC.

4.4 Results and Analysis

Table 3 shows the top-4 official result of NLPCC 2023 Task 2. Our team “Guess Right
or Not (Ours)” obtained a final evaluation score of 0.5459, and get the 1st place among
16 participating teams.

Table 3. Top-4 official result of NLPCC 2023 Task 2.

Team ID System Name Final Evaluation Score

1 Ours 0.5459

2 IMUNLP 0.4519

3 PIE 0.4181

4 OUC_NLP 0.3574

Table 4 shows the experimental results conducted on the Qasper [29] dataset. Com-
parison result with several typical baselines can validate the superiority of our method.
As is shown in Table 4, our method achieves the best performance, which demonstrates
the effectiveness of our solution to MRC task. Specifically, the fine-grained contex-
tual information is highly important for understanding the semantic information of long
texts, and the involvement of global structural information is also crucial in machine
reading comprehension tasks. Moreover, evidence memory network also contributes to
the improvement of the model performance.
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Table 4. The experimental results of different models on Qasper dataset.

Model F1 value

LED 51.50

LED Encoder 53.99

Our Method 54.37

5 Conclusion

In this paper, we design an MRC model based on the existing method CGSN, which
employ a local graph network and a global graph network to capture local and global
structural information in scientific texts. Besides, we propose a Fine-grained Contextual
Encoder to highlight features relevant to questions and eliminate redundant information.
Furthermore, we utilize various optimization strategies to optimize and improve the base
model CGSN to achieve optimal performance on the NLPCC dataset. And according
to the Official results of NLPCC 2023 shared task s on Scientific Machine Reading
Comprehensionmake known that our solution takes the first place among all participants,
which demonstrates the effectiveness of our solution toMRC task. However, there is still
a long way for machine reading comprehension tasks, and how to extract more precise
and interpretable answers remains an ongoing challenge that requires continuous and
in-depth exploration.
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Abstract. Scientific Machine Reading Comprehension (SMRC) aims
to understand scientific long text by providing answers for the given
questions. Most existing methods trend to answer the question using
Transformer-based models. However, in the scientific domain, the origi-
nal text is longer than the general domain. In this paper, we proposed
a model that consists of a content retrieval module and a pre-trained
model module. The content retrieval module finds the most semanti-
cally relevant sentences from the text and re-rank them. The seleted
sentences and question will be input into the pre-trained model to get the
answers. This model could overcome the length limitation of Transformer
model length while achieving impressive results. Our model achieved 0.45
score of RougeL, resulting in the second place in the NLPCC2023 Shared
Task2.

Keywords: Machine Reading Comprehension · Long Text
Comprehension · Text retrieval · Pre-trained language model

1 Introduction

Machine Reading Comprehension (MRC) aims to enable machines to understand
the content of texts, answer related questions, and provide accurate responses
[1,2]. As a challenging research direction, MRC has gained significant interest
from the research community due to its practical applications, such as question-
answering dialogue systems [3,4]. The core challenge in MRC involves extracting
pertinent information from a considerable amount of text, matching and reason-
ing with the information, and generating precise answers.

Scientific Machine Reading Comprehension (SMRC) is an extension of MRC
specifically focused on comprehending and extracting text-specific information
from scientific literature, academic papers, and other related texts to answer
questions related to scientific knowledge [5]. NLPCC2023 Shared Task2 presents
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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a multi-perspective scientific reading comprehension dataset that includes scien-
tific papers and question-answering pairs from different perspectives. However,
the substantial length of scientific papers presents a significant obstacle for read-
ing comprehension.

To tackle the issue of lengthy texts in reading comprehension, we propose
a simple retrieval and re-ranking method. Our approach is inspired by open-
domain question-answering [6] and information retrieval techniques [7]. In the
retrieval phase, our method treats sentences as fundamental text units and
encodes them, along with the question, into two independent vector spaces using
a bi-encoder. The encoded vector representations are then used to calculate
cosine similarities, providing the K highest scoring sentences as candidate sets.
In the subsequent re-ranking phase, a cross-encoder is employed to reorder com-
binations of the question and candidate sentences. The re-ordered sentences,
along with the question, are input into a pre-trained model to generate the
answer. This method effectively reduces text length, lowers computational costs,
and captures relevant information scattered throughout long texts to answer
questions.

Our retrieval and re-ranking pipeline significantly improves the baseline
model by approximately 15 in terms of RougeL score on the NLPCC2023 Shared
Task 2 dataset. The substantial enhancement in RougeL scores indicates that
future research in scientific reading comprehension can benefit from the retrieval
and re-ranking of text content that is more pertinent to the given questions.

2 Related Work

The QUALM system proposed by Lehnert [8] is an early MRC system, but due
to its small scale, it has not been widely used. Hirschman [9] et al. proposed a
bag-of-words technique that represents sentences with questions and context as
sets of words and selects words that appear in both the question and the context
as answers. Riloff [10] et al. designed a rule-based MRC system called Quarc,
which contains different heuristic rules for different types of “wh” questions.
Quarc also incorporates morphological analysis functions such as part-of-speech
tagging, semantic categorization, and entity recognition. These works mainly rely
on rule-based methods to solve MRC tasks. However, due to the lack of flexibility
and the complexity of rule construction requiring expert knowledge, later works
gradually shifted towards machine learning approaches. With the availability of
large-scale benchmark datasets such as SQuAD [11], and Narrative QA [12], it
became possible to tackle MRC tasks using deep neural architectures, providing
a platform for evaluating the performance of MRC systems.

Subsequent work mainly focused on various attention-based interactions
between passages and questions. Kadlec et al. [13] used Attention Sum, Dhingra
et al. [14] used Gated attention, Wang et al. [15] used Self-matching, Cui et al.
[16] used Attention over Attention, and Seo et al. [17] used Bi-attention. In our
model, SentenceTransformer is used in the text retrieval part to calculate text
similarity and to perform sentence ranking and retrieval based on the comparison
of similarity between texts.
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Recently, pre-trained language models (PrLMs) such as BERT [18], XLNet
[19], and T5 [20] have achieved success in various natural language processing
tasks. These powerful pre-trained encoders have demonstrated strong semantic
encoding capabilities. Our model utilizes the T5 pre-trained model for encoding.
These models typically consist of multiple layers of transformers, which encode
sequences of limited length (e.g., 512). However, in some MRC tasks, input
sequences may exceed the length limit. For example, documents in the Trivi-
aQA dataset averagely contain 2,622 tokens. The SciMRC dataset used in this
paper has an average of 6000 tokens per text. To handle documents with lengths
far exceeding the input length of pre-trained models, it is common to split the
documents into different segments and predict answers from each segment sepa-
rately. The highest-scoring answer among these segments is selected as the final
answer. Although this approach is simple, each part segmented from the docu-
ment is treated independently, and the model fails to capture information that
spans across text segments. Zhao et al. [21] predicted region answers from each
block, compressed these answers into a new document, and then generated an
answer. However, this two-step generation method inevitably introduces error
propagation. Our model divides the text into individual sentences and selects
sentences relevant to the question for answer generation. This approach only
performs answer generation once, avoiding error propagation, and the sentence-
level segmentation allows for finer extraction of textual information.

Regarding sentence retrieval, paragraph retrieval is an important step. Ini-
tially, TF/IDF-based sparse representation was used for retrieving supporting
documents [22]. Lee et al. [23] introduced a supervised learning method that
relies on BiLSTM to reorder paragraphs, while Wang et al. [24] trained a ranking
system using reinforcement learning. The second approach to improve retrieval
is by utilizing additional information such as Wikipedia or Wikidata graphs
(Min et al. [25]; Asai et al. [26]). In our text retrieval, we use the Bi-encoder
[27] approach for sentence selection, which is more efficient and performs better
compared to previous methods.

3 Method

Our model draws inspiration from the human process of reading and com-
prehending lengthy texts. It focuses exclusively on the text content relevant to
the given question. Our model comprises two components: the content retrieval
model and the pre-trained model. The content retrieval model consists of two
parts: retrieval and re-ranking, as depicted in Fig. 1. In the reading comprehen-
sion task, the scientific text is segmented into a collection of sentences. Both the
sentence collection and the question collection are input into the content retrieval
model. Specifically, for each question in the collection, a Bi-Encoder is employed
to retrieve a candidate set from the sentence collection. Subsequently, re-ranking
is performed to determine the sentence collection most semantically relevant to
the given question. Finally, the question and the relevant sentence collection are
fed into the pre-trained model for extracting the answer. This two-part model
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Fig. 1. The model consists of two parts: content retrieval and pre-trained model. The
content retrieval part includes two steps: retrieval and re-ranking.

architecture efficiently retrieves and selects the most pertinent information for
accurately answering the provided questions.

3.1 Retrieval Module

The retrieval component employs semantic search, which differs from traditional
search methods reliant on lexical matching. Semantic search matches items based
on their semantic information. The approach involves embedding all entries in
the corpus, be it sentences, paragraphs, or documents, into a vector space. Dur-
ing the search process, the query is also embedded into the same vector space,
and the closest embedding is identified from the corpus. These selected entries
are expected to exhibit a high semantic overlap with the query. In our implemen-
tation, the sentence collection obtained by segmenting the articles in the dataset
serves as the corpus, while the questions serve as queries for the semantic search
process.

The bi-encoder is a commonly used model architecture in natural language
processing tasks such as semantic search, sentence similarity calculation, and
question-answering systems. It is designed to generate semantic vectors for text
pairs. The bi-encoder architecture involves independently encoding the query
text and candidate text (typically from a document collection or question-
answer database) into two separate semantic vectors, without sharing parameters
between them. The generation of semantic vectors follows an encoder-decoder
structure. The encoder transforms an input text into a fixed-dimensional seman-
tic vector that captures its semantic information. Similarity metrics such as
cosine similarity or Euclidean distance can then be used to compute the similar-
ity between two vectors. By utilizing the semantic vectors from the bi-encoder,
it is possible to calculate similarity scores between queries and candidate texts
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in semantic search and find the most relevant texts to a query. The bi-encoder
architecture is also applicable to tasks like sentence similarity calculation, where
the semantic vectors of two sentences are compared to assess their similarity.
The advantages of the bi-encoder architecture include high computational effi-
ciency, as the encoder only needs to compute the semantic vectors once for each
query, enabling efficient search and similarity calculations on large-scale text
collections.

To input a collection of questions Q = {q1, ...qn} and a collection of sentences
S = {s1, ...sm} into the bi-encoder, we obtain representations of the question and
the sentence in the same vector space. Then, we calculate the semantic similarity
between the question and the sentence using cosine similarity and select the
top k highest cosine similarity scores as the retrieve candidates, where k is a
hyperparameter.

3.2 Re-Ranking Module

Re-Rank is the process of rearranging the retrieve candidate sentences using
a cross-encoder. The bi-directional encoder in the retrieval part captures some
semantic information, but it mainly reduces the computational cost of traditional
encoders in large-scale corpus matching.

The cross-encoder is a model architecture used to generate semantic vectors,
which is employed in various natural language processing tasks such as text
classification, sentence similarity calculation, and question-answering systems.
Unlike the bi-encoder, the cross-encoder compares the combination of query and
candidate texts when generating semantic vectors. It takes the query and can-
didate texts as input, processes them in the encoder, and generates an overall
semantic vector representation. The design principle of the cross-encoder is to
better capture the semantic relationship between queries and candidate texts.
This can be achieved by using attention mechanisms, transformers, or other neu-
ral network structures. Compared to the bi-encoder, the cross-encoder model has
higher computational costs because it requires encoding each query-candidate
text pair. The semantic vectors generated by the cross-encoder can be used in
text classification tasks to determine the degree of matching between queries
and candidate texts or in sentence similarity calculation to assess the similar-
ity between two sentences. In question-answering systems, the cross-encoder can
compare the question with possible answer options to find the most relevant
answer. The advantage of the cross-encoder lies in its ability to comprehensively
consider the semantic relationship between queries and candidate texts, but it
incurs higher computational costs due to the need for comparing every text pair.
Therefore, in tasks requiring deeper semantic understanding, the cross-encoder
model can provide more accurate matching and similarity calculation results.

4 Experiments

In this section, we introduce the dataset, baseline model, implementation details,
evaluation metrics, and key results of this task.



98 J. Chen et al.

4.1 Setuping

We implement sentence tokenization using Spacy, an open-source natural lan-
guage processing (NLP) library designed for efficient text processing. Built on
Python, Spacy provides a range of tools and functions for text processing.

The neural network is implemented using PyTorch, SentenceTransformer,
and the HuggingFace Transformers library. For the content retrieval part, we
employ the all-MiniLM-L6-v2 model from SentenceTransformer. This model is
obtained by compressing a large pre-trained Transformer-based language model
using knowledge distillation techniques, and it follows a bi-encoder architecture.

For the re-ranking part, we utilize the ms-marco-TinyBERT-L-2 model. This
model is obtained by compressing a large pre-trained BERT-based language
model using knowledge distillation techniques, and it follows a cross-encoder
architecture.

For answer generation, we employ the T5-base model. During the training of
the model, we set the learning rate to 1e–4, the batch size to 16, and train for
10 epochs. The maximum input length is set to 512, and the maximum output
length is set to 128.

We implemented the model in PyTorch and trained it on a single NVIDIA
A40 GPU with 48 GB VRAM. In our implementation, we set the hyperparameter
k to 10, which means that we selected the top 10 most similar sentences from
the article based on the bi-encoder and cosine similarity calculation.

4.2 Tasks and Datasets

We evaluate our model on the dataset provided by the NLPCC2023 ShareTask2.
The training and validation sets consist of 592 data samples, where each sample
contains five attributes: title, abstract, fulltext, figures, tables, and qas. These
sets include a total of 4,873 question-answer pairs. The test set consists of 1,169
question-answer pairs.

4.3 Evaluation Metrics

We evaluated our model on the dataset provided by the NLPCC2023 Share-
Task2. The training and validation sets consisted of 592 data samples, each
containing five attributes: title, abstract, fulltext, figures, tables, and qas. These
sets included a total of 4,873 question-answer pairs. The test set consisted of
1,169 question-answer pairs.

Rlcs =
LCS(X,Y )

m

plcs =
LCS(X,Y )

n

Flcs =
(1 + β2)RlcsPlcs

Rlcs + β2Plcs

(1)
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4.4 Main Results

The experimental results of our proposed model and the baseline model are
shown in the table1. From the results, we can observe that our proposed model
outperforms the baseline model significantly in various aspects, including Rouge
and Bleu scores. Using RougeL as the evaluation metric, our model achieved a
score of 45.

In order to further analyze the effectiveness of our model, we conducted
ablation experiments to demonstrate the effectiveness of the content retrieval
module. These experiments were performed on the train & validation dataset,
which was divided into training, validation, and testing sets in an 8:1:1 ratio. The
experimental parameters were kept consistent throughout, and we conducted
experiments on both the t5-base and t5-small models.

As shown in the Table 2, when the content retrieval module was removed,
the rougeL scores decreased by approximately 11.5 across different sizes of pre-
training models. This indicates that by providing text content that is semanti-
cally relevant to the question, we are able to generate decent answers. The use
of the entire text as input may prevent the model from focusing on the main
content, resulting in noise instead.

Table 1. Experiment results on NLPCC2023 SharedTask2 dataset.

model ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum

Baseline 32.82 19.02 30.58 30.55

Ours 47.14 35.30 45.18 45.32

Table 2. Rouge&Bleu-score of ablation experiments for pre-trained models.

model ROUGE-1 ROUGE-2 ROUGE-L BLEU1 BLEU4

Baseline(T5-small) 28.64 15.31 25.94 17.24 6.18

Ours(T5-small) 39.49 27.37 37.44 12.22 6.01

Baseline(T5-base) 32.82 19.02 30.58 16.62 6.76

Ours(T5-base) 47.14 35.30 45.18 14.35 7.24

5 Conclusion

This paper introduces our model, which is capable of handling long-text scientific
question-answering tasks. Our model can extract the sentences relevant to the
question from long texts and effectively answer different questions based on
these relevant sentences. Experimental results show that the model is able to
identify and infer correct answers in long texts when facing different perspectives
from beginners, students, and experts. The final model achieved the second-best
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results on the SciMRC dataset. It is important to note that although the SciMRC
dataset is related to the field of science, our model is also suitable for other
domains. For future work, we hope to improve the model’s ability to compute
the similarity between questions and text and enhance its ability to extract useful
information from the text. We acknowledge that the selection of sentences by
the model is crucial, as discarding sentences containing key information can
significantly impact the model’s results. Therefore, sentence selection becomes
particularly critical for the model.
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Abstract. In this report, we give an overview of the shared task about
multi-perspective scientific machine reading comprehension at the 12th
CCF Conference on Natural Language Processing and Chinese Comput-
ing (NLPCC 2023). Scientific machine reading comprehension (SMRC)
aims to understand scientific texts through interactions with humans by
given questions. In this task, questions about scientific texts include per-
spectives from beginners, students and experts. It requires different levels
of understanding of scientific texts. We describe the task, the corpus, the
participating teams and their results.
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1 Instruction

In today’s fast-paced world, there are countless articles and information created
around the world every day in the news field, self-media field and even technology
field. Therefore, it is impossible to fully digest every article for us. Machine
Reading Comprehension (MRC) can help us understand this information more
quickly and obtain useful information from it. Based on machines’ ability to
understand natural language, MRC can extract relevant content from a large
amount of information based on the questions we ask and make answers after
understanding the content in a short time.

Scientific machine reading comprehension (SMRC) aims to understand sci-
entific texts through interactions with humans by given questions. The abil-
ity of machines to understand and make sense of scientific texts is crucial for
many applications such as scientific research [1,4,8], education [2,5] and industry
[3,7,11]. With the increasing amount of scientific literature being produced, the
need [6,9,10] for machines to understand these texts is becoming more pressing.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 102–107, 2023.
https://doi.org/10.1007/978-3-031-44699-3_10
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2 The Task

As far as we know, there is only one dataset [6] focused on exploring full-text
scientific machine reading comprehension, which is proposed to improve MRC
models in seeking information from specific papers with questions. However, the
dataset has ignored the fact that different readers may have different levels of
understanding of the text, and only includes single-perspective question-answer
pairs from annotators whose background is NLP, which leads to a lack of consid-
eration of different perspectives, especially for beginner’s and expert’s perspec-
tives. Different perspectives correspond to different types of problems, which
requires different levels of understanding. It will help us analyze and explore
machine reading comprehension from a more comprehensive perspective. There-
fore in NLPCC 2023, we offer a multi-perspective scientific machine reading
comprehension task.

3 The Dataset

The provided dataset is referred as the SciMRC corpus in the following. It con-
tains a training set, a validation set, and a test set. For the training set, it
contains a large set of scientific papers from top conferences in natural lan-
guage processing (e.g. ACL, EMNLP, NAACL, etc.) as well as correspond-
ing human-written question-answer pairs (QA pairs) and their evidence para-
graphs/figures/tables, which denotes the specific information in the paper that
can support the answer to the question. The data is used for machine reading
comprehension on scientific papers. The training and validation datasets include
4,873 QA pairs with their evidence while the test set contains 1,169 QA pairs
with their evidence. As shown in Table 1, we collect QA pairs from different per-
spectives (i.e. BEGINNERS, STUDENTS, EXPERTS) to enhance the diversity
of the data in the SciMRC and calculate the average of the paper length, the
figure/table number, the question length and the evidence sentence number for
each perspective.

Table 1. Representative features from SciMRC categorized by different perspectives

Type Paper Figure/Table Question Evidence

Perspective Avg Paper
Length

Avg
Figure/Table
Number

Avg Question
Length

Avg Answer
Length

Avg Evidence
Sentence
Number

Beginners 3725.6 5.32 10.0 17.2 1.39

Students 9.8 11.7 1.08

Experts 22.4 95.9 4.56

All 11.0 21.8 1.56

3.1 Data Format

The training data contains a file and a directory, one file for the scientific papers
with evidence and the other directory contains images and tables. In the training
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file, each json item contains six fields: “id” “title” “abstract” “full text” “qas”
and “figures and tables”.

For evaluation, every line (in the json format) contains a paper with its
question and the answer and evidence are absent. Each submission must contain
a single json file with the name answer.json, with each key corresponding to a
question id in the test set and its value is the answer to the question.

All files are encoded in UTF-8.
Obtaining the Dataset: You may download the training data from https://drive.
google.com/file/d/1ewbgZOy6CEpjzoVxnkQPPVItj6yslUi1/
view?usp=sharing. The test data is available at https://drive.google.com/file/
d/1N2fVmr-InkIA8rdEoXrtIj6ENmDaGkrw/view.
Use of the Data: You are free to use the data for research purpose and please
cite the dataset paper with the following bib entry (Tables 2 and 3).

@article{zhang2023scimrc,
title={SciMRC: Multi-perspective Scientific Machine Reading
Comprehension},
author={Zhang, Xiao and Zheng, Heqi and Nie, Yuxiang and Huang,
Heyan and Mao, Xian-Ling},
journal={arXiv preprint arXiv:2306.14149},
year={2023}

}

Table 2. A total of 16 teams from the global industrial and academic sectors are
participating in our competition

Team ID System Name

1 Evay Info AI Team

2 Dependency Graphs For Reading Comprehension

3 OUC NLP

4 Langdiaozheyang

5 Emotional damage

6 Mirror

7 huawei tsc zeus

8 Lastonestands

9 cisl-nlp

10 CUHK SU

11 its666

12 zutnlp-wujiahao

13 MPSMRC cup

14 IMU NLP

15 Nicaiduibudui

16 PIE

https://drive.google.com/file/d/1ewbgZOy6CEpjzoVxnkQPPVItj6yslUi1/view?usp=sharing
https://drive.google.com/file/d/1ewbgZOy6CEpjzoVxnkQPPVItj6yslUi1/view?usp=sharing
https://drive.google.com/file/d/1ewbgZOy6CEpjzoVxnkQPPVItj6yslUi1/view?usp=sharing
https://drive.google.com/file/d/1N2fVmr-InkIA8rdEoXrtIj6ENmDaGkrw/view
https://drive.google.com/file/d/1N2fVmr-InkIA8rdEoXrtIj6ENmDaGkrw/view
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4 Evaluation Metric

In this paper, we utilized RougeL as our evaluation metric. RougeL is a com-
monly used metric for assessing the quality of text summarization systems. It
measures the overlap between the generated summary and a reference summary
using the longest common subsequence (LCS) algorithm. RougeL computes the
length of the LCS between the two summaries and normalizes it by the length
of the reference summary. This metric allows us to quantitatively evaluate the
performance of our summarization system based on the similarity and coverage
of the generated summaries compared to the reference summaries. The formula
for RougeL can be expressed as:

RLCS =
LCS(Prediction,Golden)

len(Golden)
(1)

PLCS =
LCS(Prediction,Golden)

len(Prediction)
(2)

FLCS =
(1 + β2)RLCSPLCS

RLCS + β2PLCS
(3)

5 Participating Teams

A total of 16 teams from the global industrial and academic sectors are partici-
pating in our competition.

6 Evaluation Results

The teams were ranked based on their performance in the evaluation, and the
final scores represent their respective achievements. The team ‘Nicaiduibudui’
secured the top position with a score of 0.5459, followed by ‘IMUNLP’ with a
score of 0.4519. ‘PIE’ and ‘OUC NLP’ also performed well, obtaining scores of
0.4181 and 0.3574, respectively.”

Table 3. Final Leaderboard

Team ID System Name Final Score

1 Nicaiduibudui 0.5459

2 IMUNLP 0.4519

3 PIE 0.4181

4 OUC NLP 0.3574
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7 Conclusion

We had a total of 16 teams participating in the competition and 4 of them
submitted their final results. Each team developed their own system for the task
at hand. The evaluation of the systems was performed using the RougeL metric,
which is a widely used measure for assessing the quality of text summarization.
In the field of machine reading, there are still significant challenges to overcome,
but there is also considerable room for future development.
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Abstract. Deep neural models have achieved promising progress in
solving Math Word Problems (MWPs) recently. This paper presents
a deep neural solver by adopting numeracy-enhanced decoding to pro-
mote the performance of expressions generation. It leverages numerical
properties to enhance the capabilities of the decoder, primarily focus-
ing on two aspects: token embedding and target prediction. For token
embedding, this paper proposes a numeracy-enhanced token embedding
method, which fuses the explicit numerical feature with the contextual
feature for number tokens, enabling the decoder to perceive numerical
properties during the inference. For target prediction, this paper pro-
poses a dynamic target prediction method, which utilizes a numerical
attention network to identify the mathematical category of the problem
and adaptively invokes category-aware parameter matrices to generate
diverse expressions for different problems. Experimental results demon-
strate that the proposed method not only achieves competitive perfor-
mance on the Chinese MWP dataset but also achieves state-of-the-art
results on the NLPCC Shared Task 3 dataset.

Keywords: Math Word Problem · Numeracy-enhanced Decoding ·
Token Embedding · Dynamic Target Prediction

1 Introduction

The research on solving MWP can be traced back to around the 1960s and holds
two significant implications: for the field of artificial intelligence and the field of
education [2,6]. In recent years, with the advancement of deep learning tech-
niques, the focus of MWP research has primarily revolved around the sequence-
to-sequence framework [21]. This framework takes problem text sequences as
input and tokenized equations sequences as output. Numerous important works
have been dedicated to optimizing the encoder to obtain more effective seman-
tic representations or reconstructing the decoder to make it more in line with
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mathematical logic reasoning [13,23,25,26]. Leveraging the powerful knowledge
transfer ability of pre-trained models, recent efforts have started exploring meth-
ods to enhance the solving performance of pre-trained models [5,9,10,17].

Despite the remarkable progress of pre-trained models in solving MWPs,
there are still two main issues during the decoding stage. Firstly, the embed-
ding of the number placeholder mainly captures contextual information from
the problem, lacking the numerical properties to constrain the decoding. Sec-
ondly, the target prediction relies on a static vocabulary generated from the
training samples, rendering the model unable to solve problems that involve
extra symbols not present in the training set.

Regarding the first issue, existing work primarily focuses on the representa-
tion of numbers during the encoding phase [12,20,26]. MWP-BERT introduces
a series of pre-training objectives related to numeracy, establishing connections
between contextual representations and numerical properties [9]. However, the
numerical properties play a more important role in the decoding process. For
example, in the problem “The first number is 10, the second number is 15, what
is their difference?”, a tree-decoder may correctly predict the operator “−” for
“their difference,” but it cannot determine whether “10” or “15” should be the
left child, resulting in an incorrect prediction of “−5” (as the calculation of neg-
ative numbers is beyond the scope of primary MWP). To address this issue, this
paper proposes a numeracy-enhanced embedding method for the decoder. First,
the explicit numerical features that can influence the decoding are summarized.
Then, these features are fused with the context feature generated by the encoder
to construct a new embedding for numbers. It enables the decoder to leverage
explicit numerical features during the inference.

For the second issue, most works build the target vocabulary following
[20,23], which includes operators (+, −, *, /, ˆ) and constants (3.14, 1, etc.,
appearing in the training set) that are context-independent, as well as number
placeholders that are context-dependent. However, in practical education cases,
problems may require extra operators or constants for solving. For example, the
“Euclidean algorithm” needs to be used to “find the greatest common divisor of
two numbers,” which cannot be simply represented using the existing expression
vocabulary. Furthermore, some problems involve the use of additional constants
to address perturbations within the problem, such as the constant “1000” used
in unit conversion problems. To tackle this issue, a numeracy-enhanced target
prediction method is proposed. It firstly utilizes a numerical attention network
to identify the category of the problem, and then adaptively invokes parame-
ter matrices tailored to the identified category, thereby enabling the decoder to
generate diverse expressions for different problems.

In summary, this work proposes a numeracy-enhanced decoding method for
the pre-trained solving model, incorporating a token embedding method that
allows the decoder to perceive the explicit numerical features during inference,
and a dynamic prediction method that enables the decoder adaptively to gener-
ate a diverse expression for a different problem.

The contributions of this paper are summarized as follows:
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1. This work proposes numeracy-enhanced decoding to improve the MWP-
solving models. It incorporates numerical properties during the token embed-
ding and target prediction of the decoder, achieving competitive performance
on both the Chinese MWP benchmark and the Shared Task 3.

2. It introduces a numeracy-enhanced token embedding method, which builds
explicit numerical features for each number placeholder and fuses it with
contextual features, enabling the decoder to perceive numerical properties
during the inference.

3. It introduces a numeracy-enhanced target prediction method, which utilizes
a numerical attention network to identify the category of the problem and
dynamically invokes category-aware parameter matrices, enabling the decoder
to generate diverse expressions for different problems.

2 Related Work

The field of MWP solving has witnessed a series of transformative evolutions
[7,18,21,24]. Recently Seq2Seq model has been widely adopted to solve MWP
and achieve remarkable progress [21,23,26]. A significant milestone in this jour-
ney is the advent of pre-trained models for solving MWP [5,8,9,17]. These mod-
els gained language understanding ability and external knowledge through pre-
training before conducting MWP-solving tasks, thus having significant advan-
tages in performance [10].

Numeracy often refers to the attention to numerical understanding and
manipulation [9]. This is especially important in tasks such as word representa-
tion learning, where the comprehension of numerical values and their interrela-
tions can play a significant role [14]. Furthermore, attention has been given to
MWP solving, where the focus is shifted from number value to the problem con-
text of numbers by replacing numbers with symbolic placeholders [21,23]. Recent
studies found that numerical properties can affect the generation of expressions,
and some methods have been proposed to enable encoders to establish associa-
tions between numeracy and context, with a representative study being MWP-
BERT [9]. Despite the attention given to numeracy encoding, the influence on
decoding has received less exploration.

The development of decoding methods for MWP solving has been devel-
oped for several years [13,21,23]. The tree-decoder [23] significantly improved
the performance of solving models and has since been widely applied in pre-
trained solving models [8,9]. However, one of the issues with these decoders is
that they use static candidate vocabulary during target prediction, limiting their
ability to generate diverse expressions for a broader range of problems. To over-
come this limitation, some studies, including DOL [18] and MathQA [1], have
employed neural-symbolic decoding to generate formal language. These works
demonstrated the effectiveness of Seq2Seq models in solving diverse problems by
expanding the symbolic system.

Building upon these findings, this work explores the significance of numeracy
on decoding, leveraging it to improve the token embedding and target prediction
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of the decoder, aiming to enhance the performance of the pre-trained solving
model.

3 Methodology

3.1 Problem Statement

In the sequence-to-sequence solving framework, an MWP consists of a natu-
ral language description text P and an expression E represented as a string.
In the input part, the problem text can be tokenized into a sequence P =
{w1, w2, w3, . . .} of length m, where a subset nP ⊆ P is used to describe the
number list of the problem text. In the output part, the equation E is usu-
ally constructed based on a symbol vocabulary V (also known as Output-Lang)
following certain arithmetic rules. The symbol vocabulary typically includes a
number list nP for numbers appearing in problems, as well as general operators
Vop and constants Vcon. The number list nP can be transformed through number
mapping [23], which replaces the numbers in the problem with unified placehold-
ers while preserving the original numerical values and their positions in P . Vop

contains common operators (+, −, *, /, ˆ), while Vcon includes commonly used
constant values (such as 3.14, 1, 2, etc.) required for calculations.

3.2 Basic Model Description

In this study, a PLM-encoder from MWP-BERT [10] is utilized along with a
Tree-decoder from GTS [23] as the basic model. The encoder utilizes a deep pre-
trained network to transform the text P of the problem t into a representation
matrix Z ∈ R

m×h, where m is the length of the character sequence and h is the
dimension of the hidden features.

Z = PLM encoder(P ) (1)

The representation vector zi in Z corresponding to the token wi will be used
in the decoding process, where i is the location of the tokens in P .

At the decoding stage, both the input and output of the decoder are in the
form of prefix expressions. The initial goal vector q0 is obtained by applying
mean pooling to the output vectors Z of the encoder.

q0 = MeanPool(Z) (2)

For the t-th step during the iteration, the goal vector qt is generated following
the Top-Down Decomposition [23]. A context vector ot is calculated based on the
attention function. The goal vector qt and the context vector ot are then used in
a scoring function Score(·) to compute the predicted score for each token embed-
ding e(y). The predicted token ŷ for the current step is determined by selecting
the token with the highest probability after applying the softmax function to
the scores.
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ot = Attn (qt, Z) (3)

prob (y | qt, ot, P ) =
Score (y | qt, ot, e)∑
i Score (yi | qt, ot, e)

(4)

ŷ = argmax (prob (y | qt, ot, P )) (5)

This work primarily focuses on improving the token embedding and target
prediction of the decoder, while no changes are made to the encoder. The details
of the improvements are explained in Sect. 3.3 and Sect. 3.4 that follow.

3.3 A Numeracy-Enhanced Token Embedding

Following the existing works, the contextual representation zloc(y|P ) generated
by the encoder can be reused as the token embedding e(y|P ), where loc(y|P ) is
the location index of the number y in nP :

e(y | P ) = zloc(y|P ) if y ∈ np (6)

Before MWP-BERT, the token embedding of numbers typically relied solely
on the context of the numbers in the problem text. MWP-BERT introduced
three pre-training objectives that allowed the encoder to perceive the relationship
between context and numeracy properties. This paper suggests that numeracy
properties can also be used to constrain the decoding process. Based on this
viewpoint, the paper proposes five numeracy features that can influence the
decoding process:

– Numerical type feature ft: The numerical type is the most prominent fea-
ture of a number. Numbers are categorized into five types: integer, decimal,
fraction, percentage, and other, with each type corresponding to a different
feature value.

– The numerical magnitude influences the order of the numbers under certain
operators in an expression. Some works encode this feature by using a graph
encoder [11,22,26], instead, this work assigns numerical features based on
descending order of numbers.

– Numerical units present the measurement scale of a number in the problem.
A method similar to [16] is employed to extract the units and assign the same
feature value to numbers with the same unit.

– Numerical ratio features fr: The numerical ratio feature indicates whether
a numerical value plays the role of a “ratio” in the problem. For example,
“On a map with a scale of 1:500”, “1” and “500” are both ratio values. The
numerical ratio feature is represented as a binary value.

– Numerical digit feature fd: The digit feature is important for problems involv-
ing digit knowledge, such as Divide 812 by 4, how many digits are in the
quotient, and in which position is the highest digit?” This work marks the
maximum digit of a number as the digital feature.
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Any number that appears in the number list nP can be explicitly encoded
into a 5-dimensional feature vector eN using the aforementioned features:

eN = [ft, fm, fu, fr, fd] (7)

This feature vector is concatenated with the original token embedding
e(y | P ) and then passed through a fully-connected layer to obtain a numeracy-
enhanced token embedding e′:

e′(y | P ) = σ
(
Wf

(
concat

[
zloc(y|P ) : eNy

]))
if y ∈ np (8)

where Wf is trainable matrix parameters used to fuse the contextual features
and numerical features for a number token.

3.4 A Numeracy-Enhanced Target Prediction

In this section, a method is proposed to improve the target prediction of the
decoder by utilizing enhanced numerical features. Specifically, an analysis of the
experimental dataset was conducted, and four additional mathematical cate-
gories beyond the “general” problem were identified. Each category is accom-
panied by a category-specific operator or constant vocabulary, as depicted in
Table 1.

Table 1. The category-specific vocabulary for the different mathematical categories

Mathematical
Category

Problem Sample Operator Vocabulary Constant Vocabulary

General +, -, *, /, ˆ 1, 2

Number GCD(n1,n2), LCM(n1,n2),

MOD(n1,n2), IDV(n1,n2)

-

Unit - 10, 100, 1000

Time - 60, 12, 24, 30, 31, 365

Geometry - 3.14, 3, 4, 6, 180

In Table 1, the vocabulary corresponding to each mathematical category is
presented, along with a textual example for each category. The categories and
their samples are derived from the dataset used in the experiment. To distinguish
the categories, a numerical attention network is proposed, which predicts the
mathematical category of a problem.
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εi = va · tanh (Wa · [q0 : e′ (yi | P )]) for yi ∈ np (9)

ai =
exp (εi)

∑k
j=1 exp (εj)

(10)

c = σ(Wb(
k∑

i=1

ai · e′(yi | P )) + βb) (11)

where va, Wa, Wb and βb are all trainable parameters, and e′ is the numeracy-
enhanced embedding of number tokens obtained in the last section. The atten-
tion network utilized the attention weights between the goal vector q0 and the
enhanced features e′ of all numbers, to identify the mathematical category to
which a given problem belongs.

Furthermore, the embedding matrices of operators and constants were
expanded to ensure alignment with the vocabulary.

e(y | P, c) =
{[

Mop(y) : M c
op(y)

]
if y ∈ Vop

[Mcon(y) : M c
con(y)] if y ∈ Vcon

(12)

where M c
op and M c

con represent two sets of trainable embedding matrices corre-
sponding to problem category c, and their lengths are aligned with the additional
vocabulary.

In the prediction of the decoder, this work adjusts the scoring function
Score(·) of the original tree decoder. Specifically, two sets of trainable parame-
ters, W c

score and αc, are assigned to different categories c, and the scoring func-
tion adaptively calls different parameter sets based on c, enabling the generation
tailored to the corresponding output vocabulary:

Score (y | qt, ot, e, c) = αc tanh (W c
score [qt, ot, e(y | P ), c]) (13)

prob (y | qt, ot, P, c) =
Score (y | qt, ot, e, c)∑
i Score (yi | qt, ot, e, c)

(14)

3.5 Training Objective

In the training stage, the training set D = Pi, Ei is provided, where Ei represents
the prefix tree structure of the expression and serves as the ground truth for each
step of prediction. Consequently, the loss function for training can be computed
as follows:

p(E | P ) =
l∏

t=1

prob (yt | qt, ot, P, c) (15)

Loss =
∑

(E,P )∈D

log(p(E | P )) (16)

where l denotes the size of the expression E.
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4 Experiments

In this section, the datasets and the baselines used in the experiment are first
introduced. Then, all models are evaluated, and the results are analyzed. Finally,
a case study on Shared Task 3 is presented for comparison.

4.1 Implementation Details

In this work, the Chinese-RoBERTa-wwm [3] is used as the pre-trained encoder.
The model is fine-tuned on an NVIDIA RTX4090 card. The model was trained
for 100 epochs with a batch size of 64. Adam optimizer is applied with an initial
learning rate of 5e-5 and the dropout rate is set to 0.5. A 5-beam search was
used in the test.

4.2 Datasets

In the training process, two datasets were utilized: Math23k and Ape-Clean. An
overview of the training datasets is provided below:

– Math23k [21] is the most commonly-used Chinese dataset in MWP solving.
It contains 23,162 problems including 21,162 training problems, 1,000 vali-
dation problems and 1,000 testing problems. This dataset also serves as the
training set for the NLPCC Shared Task 3.

– Ape-clean [9] is a high-quality Chinese dataset constructed from Ape-210k.
Since some problems in Ape210k have extra obstacles for MWP solving, Ape-
clean can be used for the fully-supervised learning setting. It contains 81,225
MWPs with 79,388 training problems and 1,837 testing problems. For training
the proposed model, Ape-clean is combined with the training set of Math23k.

All models are evaluated on the Math23k test dataset and the Val dataset
sourced from NLPCC Shared Task 31 (The test set of the task was not analyzed,
as it only provided the true answers of the validation set). In the evaluation, the
performance of models trained solely on Math23k and models trained on a larger
joint training set (Ape-Clean+Math23k) was analyzed.

4.3 Baselines

The model is compared with the following baselines, including the state-of-the-
art models:

– LoRA+LLaMa7b is a popular two-stage model that uses the LoRA algo-
rithm [4] to fine-tune the basic LLaMa model [19] for general content genera-
tion tasks. “Please output the expression for the following math problem” is
used as the instruction for this model.

1 http://tcci.ccf.org.cn/conference/2023/taskdata.php.

http://tcci.ccf.org.cn/conference/2023/taskdata.php
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– MWP-flan-T5 is a pre-trained language model, and a fine-tuning setting
similar to Generate & Rank is adapted for this study. The base model used
is T5-PEGASUS [15], with a total of 275 million parameters, a maximum
training length of 512, a batch size of 96, and a learning rate of 10e−4.

– Generate & Rank [17] designs a multi-task learning framework for adapting
BART in MWP solving.

– MWP-BERT (A&D) [9,10] originally used BERT and RoBERTa as the
backbone of the encoder and constructed 6 additional tasks to pre-train the
model. Subsequently, an improved version of MWP-BERT (A&D) was pro-
posed based on analysis identification and solution discrimination, achieving
state-of-the-art performance.

4.4 Evaluation and Results

In this work, answer accuracy is used as the evaluation metric for both the
proposed model and baseline comparisons, following the methodology of most
related works. This metric refers to the percentage of correctly solved problems
in a given dataset. The model is first compared with the baselines using two
training strategies. The first strategy is to train the models solely on the Math23k
train dataset, and the second one employs a joint training set that combines the
Math23k and Ape-clean datasets. The corresponding results for both training
strategies are measured on the testing set of Math23k and validation set from
Shared Task, and are all presented in Table 2.

Table 2. Comparison of answer accuracy (%) between models solely trained on the
Math23K and models trained on a joint dataset combined from Ape-clean and Math23k

Solely Trained on Math23K Joint Training Set

Math23K Shared Task 3 Math23K Shared Task 3

LoRA+LLaMa7b 70.5 20.3 76.7 25.3

MWP-flan-T5 80.3 24.5 82.4 29.6

Generate & Rank 85.4 28.7 90.1 36.2

MWP-BERT (A&D) 85.6 29.8 91.5 39.8

Our model 85.6 32.2 91.6 43.1

There are some interesting findings that can be concluded from the experi-
ment results: Firstly, the results from Tables 2 demonstrate a significant improve-
ment in the solving accuracy of all pre-trained models as the training data scale
increases, and our model achieves competitive results on the Chinese MWP
dataset. Secondly, the proposed model exhibits a more pronounced improve-
ment compared to the baseline on Shared Task 3. This is primarily attributed
to the fact that the Shared Task involves a greater variety of complex MWPs in
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comparison to Math23k, and these problems necessitate the application of the
proposed decoding method for a successful solution. Thirdly, despite the ability
of popular LLM-based models such as GPT, T5, LLaMa, etc., to quickly adapt
to different generation tasks, their performance is inferior to specialized solving
models in the Chinese MWP solving task such as MWP-BERT.

4.5 Case Study

In this section, the output from our model is shown and compared to the baseline
model MWP-BERT (A&D) in Table 3. In the first two cases, the baseline model
generated incorrect expressions and negative value answers during decoding. In
contrast, our model achieved correct expressions and answers by incorporating
numerical feature constraints during decoding. The baseline model lacked the
time-related constant “12” and the unit-related constant “100” in the third and
fourth cases, and failed to generate the correct expressions. Similarly, in the
last two cases, the absence of integer division and least common multiple opera-
tors led to wrong answers. Contrastingly, our model, employing dynamic target
prediction, generated accurate expressions and results.

Table 3. Comparison of output between our model and baseline on different cases

Problem Text Answer MWP-BERT Our model

30 x = 12 ∗ (6 − 12) = −72 x = 60∗(12−6)/12 = 30

960 x = 240/(6 − 10) ∗ (10 +

6) = −960

x = 240/(10 − 6) ∗ (10 +

6) = 960

950 x = 95 ∗ 6 = 570 x = 95 ∗ ((12 − 6) + 4) =

950

25 x = 2/(10 − 2) = 0.25 x = 2/(10−2)∗100 = 25

2 x = (50 − 3 ∗ 8)/12 =

2.1666

x = IDV((50 − 3 ∗
8), 12) = 2

58 x = 20 ∗ 30 − 2 = 598 x = LCM(20, 30) − 2 =

58

5 Conclusion

In this work, a numeracy-enhanced decoding approach for solving MWPs is
proposed, which comprises a token embedding method and a target predic-
tion method. On the input side of the decoder, explicit numerical features of
numbers are fused with contextual information to obtain numeracy-enhanced
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embeddings for all numbers, enabling the decoding process to perceive the con-
straints imposed by numerical properties. On the output side of the decoder,
a classifier is utilized to predict the problem category, dynamically invoking
category-specific parameter matrices and vocabulary, enabling the model to gen-
erate diverse arithmetic expressions. Experimental results demonstrate the pro-
posed method achieves competitive performance on the Chinese MWP and the
highest accuracy on Shared Task 3.

However, most MWP research, including this work, has primarily focused
on MWPs that can be formulated as equations. In contrast, the Shared Task
includes numerous MWPs that cannot be easily formulated as equations. These
problems may require a new solving paradigm. Therefore, the MWP community
should prioritize exploring new solving paradigms, rather than seeking marginal
benchmark improvements solely through network structure enhancements.
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Abstract. Math word problems (MWPs) require analyzing text
descriptions and generating mathematical equations to derive solutions.
Existing works focus on solving MWPs with two types of solvers: tree-
based solver and large language model (LLM) solver. However, these
approaches always solve MWPs by a single solver, which will bring the
following problems: (1) Single type of solver is hard to solve all types
of MWPs well. (2) A single solver will result in poor performance due
to over-fitting. To address these challenges, this paper utilizes multi-
ple ensemble approaches to improve MWP-solving ability. Firstly, We
propose a problem type classifier that combines the strengths of the
tree-based solver and the LLM solver. This ensemble approach lever-
ages their respective advantages and broadens the range of MWPs that
can be solved. Furthermore, we also apply ensemble techniques to both
tree-based solver and LLM solver to improve their performance. For
the tree-based solver, we propose an ensemble learning framework based
on ten-fold cross-validation and voting mechanism. In the LLM solver,
we adopt self-consistency (SC) method to improve answer selection.
Experimental results demonstrate the effectiveness of these ensemble
approaches in enhancing MWP-solving ability. The comprehensive eval-
uation showcases improved performance, validating the advantages of
our proposed approach. Our code is available at this url: https://github.
com/zhouzihao501/NLPCC2023-Shared-Task3-ChineseMWP.

Keywords: Math Word Problem · Ensemble Learning · Bert2Tree ·
Large Language Model

1 Introduction

Math word problems (MWPs) are primarily solved by analyzing the text descrip-
tion of the problem and automatically generating mathematical equations to
derive the solution, as illustrated in Table 1(a). Initially, the solver extracts
the problem’s text description and applies pre-processing techniques, including
semantic parsing. Subsequently, leveraging the processed text description, the
solver examines the mathematical logic relationships with the associated con-
cepts and generates the relevant mathematical equations. Finally, by utilizing
the generated equations, the solver obtains the corresponding answers.
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Table 1. Examples of math word problem

(a) General MWP:

Text: Dingding has read 180 pages of a book and has 150 pages left to read.
How many pages are there in this book?

Equation: x = 180 + 150

Answer: 330

(b) Law Finding MWP:

Text: Find the pattern and fill in the numbers. 2, 6, 10, , 18

Equation: x = 14

Answer: 14

(c) Unit Conversion MWP:

Text: The ratio of bean paste to white sugar is 2:1. Now there are 450
grams of white sugar, how many kilograms of bean paste are needed?

Equation: x = 450 * 2 ÷ 1000

Answer: 0.9

In recent years, a multitude of natural language processing (NLP) techniques
have emerged to tackle MWPs [1], encompassing advancements in semantic pars-
ing and deep learning. Semantic parsing serves as a powerful approach to decom-
pose the textual content of a math problem into structured representations, facil-
itating the generation of corresponding mathematical expressions [8,14]. Numer-
ous methodologies have been proposed for semantic parsing, spanning rule-based
and statistical methods. With the boom of deep learning, the research on solv-
ing MWPs has recently made great progress. For example, tree-based models
[19,21] as well as large language models (LLM) [16,18,22] have been extensively
exploited to deal with MWPs, and increase the accuracy of prediction signifi-
cantly.

However, these approaches always solve MWPs by a single solver, which
usually brings the following two problems. (1) Single type of solver is hard to
solve all types of MWPs well. For example, the tree-based solver is unable to
solve some types of MWPs like law finding problems (e.g., Table 1(b)) because it
relies on combining numbers into MWP and operators (+-*/) to get an answer
equation, while the LLM solver is unable to solve complex MWPs due to lacking
calculation ability. (2) A single solver tends to result in poor performance due
to over-fitting.

To address these challenges, we adopt the following two approaches. (1) To
combine the abilities of the tree-based solver and the LLM solver, we propose
a problem type classifier. Specifically, we define some heuristic rules to divide
MWP types into two categories. One is for LLM solver such as law finding
problems and unit conversions problems (e.g., Table 1(c)), and the other is for
tree-based solver. (2) To avoid over-fitting and improve the performance of the
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LLM solver and tree-based solver, we apply ensemble techniques to both of
them. For the tree-based solver, we propose an ensemble learning framework
based on ten-fold cross-validation and voting mechanism. In the LLM solver, we
adopt the self-consistency (SC) method to select the most appropriate answer
and enhance the model’s overall performance. Figure 1 shows an overview of
our method (Ensemble-MWP). Firstly, the problem type classifier assigns each
MWP to one category. Then the corresponding solver (either the tree-based or
LLM solver) will process the MWP to obtain a preliminary result. Lastly, we
adopt a post-processing method to obtain the final answer. In summary, our
contributions are as follows:

– We propose a problem type classifier to combine the abilities of both the
tree-based solver and the LLM solver. To the best of our knowledge, this is
the first effort to integrate them.

– We propose an ensemble learning framework based on ten-fold cross-
validation and voting mechanism for the MWP solver.

– Experimental results demonstrate the effectiveness of these ensemble tech-
niques in enhancing the ability to solve MWPs.

Fig. 1. Overview of Ensemble-MWP. The Problem Type Classifier assigns each
MWP to either the Bert2Tree solver or the LLM solver based on a set of predefined
rules. Once the classification is determined, the respective solver is employed to process
the MWP and generate a preliminary result. The obtained result undergoes further
Post-processing to derive the final answer

2 Related Work

2.1 Ensemble Learning

Ensemble learning has gained popularity for its ability to enhance predictive
performance by combining multiple models. Bagging, a widely adopted ensem-
ble learning technique, aims to reduce learner variation by training multiple
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samples using the same learning algorithm. Lin [11] conducted a study demon-
strating the effectiveness of bagging methods in improving the performance of
NLP models. The ten-fold cross-validation we adopt when dividing the dataset
using the bagging technique.

Stacking represents another powerful ensemble learning technique, involving
the combination of several weak learners using meta-learners. These weak learn-
ers are trained independently, and their predictions are then employed as input
for the meta-learner, which makes the final decision. Nunes [12] conducted a
study utilizing stacking in a document classification task, showcasing its effi-
cacy. We use a problem type classifier that allows the different solvers to play to
their strengths.

Moreover, ensemble learning has shown promise in enhancing deep learning
models in NLP. Kim [7] conducted a study where they employed an ensemble
approach to improve the text classification performance of Convolutional Neural
Networks (CNNs). The SC method we utilize in LLM solver is more like a self-
ensemble, acting on a single language model.

2.2 Tree-Based MWP Solver

Early solvers in the field of MWP solving employed predefined patterns to map
problems. To address this, a slot-filling mechanism was developed, enabling the
mapping of problems into equation templates using slots [2–4]. Wang [17] intro-
duced a sequence-to-sequence (Seq2Seq) approach for generating mathematical
expressions. However, Huang [5] identified an issue with Seq2Seq models that
predicted numbers in incorrect positions and generated incorrect values.

To address the problem of equation repetition, Wang [15] employed equa-
tion normalization techniques. Additionally, Xie and Sun [19] proposed a goal-
driven tree structure (GTS) model, which greatly enhanced the performance
of traditional Seq2Seq methods by generating expression trees. More recently,
researchers have explored the utilization of pre-trained language models, such
as BERT [6], in MWP solving. Peng [13] proposed an extension of BERT by
incorporating numerical information into the input sequence, thereby enhancing
the power of BERT in handling MWPs. In this paper, we adopt the sequence-to-
tree approach with bert (Bert2Tree) to solve MWPs, leveraging its improved
performance over traditional methods.

2.3 LLM Solver

In recent years, LLMs have showcased their remarkable capabilities in the field
of NLP. Wei’s [22] research explored the emerging capabilities of LLMs in solving
MWPs through step-by-step reasoning, leveraging cues derived from the chain-
of-thought (CoT) [18]. Without avoiding the greedy decoding strategy in the
CoT, wang [16] proposed the SC method, which allowed multiple inference paths
to reach the correct answer for complex reasoning tasks. In this work, we utilize
ChatGLM-6B [20] as our LLM solver.
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3 Research Methodology

Fig. 1 shows the overview of our method (Ensemble-MWP), which contains four
main components: problem type classifier, Bert2Tree solver, LLM solver, and
post-processing stage. Firstly, the problem type classifier assigns each MWP
to either the tree-based solver or the LLM solver. Once the classification is
determined, the respective solver is employed to process the MWP and generate
a preliminary result. Lastly, the final result is obtained through a post-processing
block. In the following, we will describe more details of each component.

3.1 Problem Type Classifier

In our proposed problem type classifier, we integrate the Bert2Tree solver and
the LLM solver. The main objective of the classifier is to categorize the MWPs
in the dataset into two categories. The first category comprises MWPs that
can be effectively solved by the Bert2Tree solver. Consequently, these MWPs
are directed to the Bert2Tree solver for further processing. The second category
consists of MWPs that are beyond the capabilities of the Bert2Tree solver. For
this category, we utilize the LLM solver to handle them.

The classification process is guided by specific heuristic rules to identify par-
ticular problem types. For instance, problems involving unit conversions (e.g.,
centimeters, decimeters, meters), law finding, and decimal point transformations
are categorized as MWPs that the Bert2Tree solver is unable to solve. As a
result, these specific problem types are directed to the LLM solver, which is bet-
ter equipped to address them. By employing these heuristic rules, we effectively
determine the appropriate solver for each MWP based on its characteristics.

3.2 Bert2Tree Solver

Model Structure: As illustrated in Fig. 2, the Bert2Tree model is employed
to solve the MWP. Firstly, we input the question text into the Bert2Tree model.
Secondly, the model encodes the question text and generates the corresponding
equation tree. Thirdly, we calculate 8 ÷ 2 = 4 according to the equation tree.
Finally, the Bert2Tree model returns the answer of 4.0.

For the structure of Bert2Tree, we adopt BERT as our encoder, we represent
the question Q as a sequence of T tokens: Q = [q1, q2, ..., qT ] and the process
of encoding is

[hq
1, h

q
2, ..., h

q
T ] = BERT ([q1, q2, ..., qT ]), (1)
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Fig. 2. The process of Bert2Tree solver. The MWP is fed into the Bert2Tree model,
which performs a comprehensive analysis of the MWP text. Bert2Tree generates an
equation tree that accurately captures the underlying mathematical structure of the
problem. By extracting the mathematical expression from the tree, the model is able
to compute the answer

where hq
i represents the embedding of token qi from the encoder. At last, the

representation of question is HQ :

HQ = [hq
1, h

q
2, ..., h

q
T ]. (2)

Then, we use a TreeDecoder to generate equation tree ET according to HQ :
ET = [et1, et2, ..., etn ], where n is the length of the pre-order of equation tree,
it can be written as:

[et1, et2, ..., etn ] = TreeDecoder
(
HQ

)
. (3)

Finally, calculate the equation tree can get the final Answer:

Answer = Calculate (ET ). (4)

Ten-Fold Cross-Validation: In this paper, we use a ten-fold cross-validation
method to avoid overfitting and improve the generalization performance of the
model. We break the dataset into 10 equal parts randomly: D0 − D9. In the
first model, D9 is used as the validation set, and the remaining 9 parts are used
as the training set to train the model and make predictions on the validation set.
The accuracy of the model on the validation set is calculated and recorded. For
the next 9 models, a different copy of the data is used as the validation set each
time, and the remaining 9 copies are used as the training set. Finally, we get the
accuracy of the 10 sets of models to evaluate the performance of the models.

Voting Mechanism: In the process of improving the answer accuracy, we use
the voting mechanism of ensemble learning to improve the probability of pre-
dicting the correct answer. When predicting the answer to the problem, there
are two cases in our voting mechanism: (1) Different models have different pre-
dictions, so we first choose the one with the most occurrences among the models
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as the final answer. (2) In cases where we have an equal number of voting results,
we compare the sum of the accuracy of the validation sets of the models with the
same prediction results, we set the accuracy of validation sets as the confidence
score and select the one with the largest sum of confidence score as the final
answer.

MWP-Bert and Data Augmentation: To further improve the ability of the
Bert2tree solver, we use better encoder and data augmentation strategies. For the
encoder, we use MWP-Bert [10], an MWP-specific pre-training language model.
For data augmentation, we use Li’s strategies [9]. They generate new MWPs by
knowledge-guided entity replacement and logic-guided problem reorganization.

3.3 LLM Solver

In this paper, we utilize ChatGLM-6B as our LLM solver. To improve the per-
formance of ChatGLM-6B, we use the Chain-of-Thought and Self-Consistency
techniques.

Chain-of-Thought (CoT): The LLM solver relies primarily on the widely
adopted CoT prompting [18], which has gained popularity in recent years. Few
chain of thought demonstrations provided as exemplars in prompting can signif-
icantly improve the ability of large language models to perform complex reason-
ing. Specifically, we provide 8 MWPs in prompt and manually annotate detailed
CoT for each MWP example. This enables the solver to acquire a comprehensive
understanding of the problem-solving process and develop the capacity to apply
logical thinking to mathematical challenges.

Self-Consistency (SC) Method: In the LLM solver, we leverage the SC
[16] method as an integral component of our approach. It samples a diverse
set of reasoning paths instead of only taking the greedy one and then selects
the most consistent answer by marginalizing out the sampled reasoning paths.
Specifically, we generated 20 answers for each MWP. By incorporating the SC
method into our LLM solver, we enhance the accuracy and robustness of the
generated solutions, enabling more reliable and effective MWP solving.

3.4 Post-processing

Upon obtaining results from both models, an additional step is carried out to
process the answers using uniform rules, leading to the derivation of the final
results. This post-processing stage plays a crucial role in improving the accuracy
rate by applying specific rules to refine the answers. For example, one common
rule involves retaining only two digits after the decimal point, ensuring precision
and consistency in the results. Additionally, certain rules may involve omit-
ting trailing zeros, eliminating any unnecessary redundancy or ambiguity in the
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final answers. These tailored rules provide a systematic approach to refine and
standardize the answers, addressing any potential inconsistencies or inaccuracies
generated by the individual models.

4 Experiments

4.1 Dataset Setting

We adopt Math23K [17] as our training dataset, which comprises 23,162 MWP
examples. To ensemble Bert2Tree models, we use ten-fold cross-validation and
obtain ten models. Each model’s training dataset consists of 20,844 MWP exam-
ples, and the remaining 2,316 examples are included in the validation dataset. To
evaluate our proposed Ensemble-MWP, we conduct experiments on a validation
set of the NLPCC2023 Shared Task3 completion1, which consists of 1,200 MWP
examples. It is challenging to solve these MPWs because they have a low over-
lap of lexicon and templates with the Math23K dataset. We call these samples
Challenging Examples, which make the models more difficult to generalize
from the patterns and relationships seen in the training data.

4.2 Experimental Settings

To compare the model performance, we adopt the answers’ accuracy as our
evaluation metric, which is calculated by comparing the predicted answer with
the correct answer. The higher the accuracy, the better the effect of the model
or method used. For the baseline MPW solver, we adopt Bert2Tree [19] without
voting mechanism and LLM solver [20] without SC as our baseline model in the
experiments.

4.3 Experimental Results

Bert2Tree Solver: Through ten-fold cross-validation, we obtain the accuracy
of each model, allowing us to compare the accuracy of different models. The
results are shown in Table 2, where we can see that the accuracy ranges from
23.2% to 25.2%. Furthermore, we adopt MWP-Bert and Data augmentation
on each Bert2Tree solver. In Table 3, we compared the accuracy of the model
with and without the voting mechanism. We observed that when we used the
voting mechanism, the accuracy improved from 24.1% to 26%. These results
demonstrate that the voting mechanism is useful in solving MWPs correctly.
When comparing Table 2 and 4, we see that the accuracy of the ten models are
all improved when using MWP-BERT and data augmentation. It shows that
using a domain-specific pre-trained language model like MWP-BERT and data
augmentation can lead to better performance. As shown in Table 5, the accuracy
was further improved by 2.8% when using the voting mechanism. It indicates
that our voting mechanism is also efficient in stronger models.
1 https://github.com/2003pro/CNMWP/tree/main/data.
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Table 2. The performance of ten Bert2Tree solvers

Model (BERT) M0 M1 M2 M3 M4 M5 M6 M7 M8 M9

Accuracy (%) 23.9 24.8 23.9 23.2 23.8 24.4 23.4 24.4 23.8 25.2

Table 3. Comparison of different methods. The accuracy of the baseline is the average
of the ten models’ accuracy in Table 2. The accuracy of the VoteMWP is the accuracy
achieved by using the voting mechanism

Methods (BERT) Baseline VoteMWP

Accuracy (%) 24.1 26.0

Table 4. The performance of 10 Bert2tree solvers with MWP-Bert and data augmen-
tation (DA)

Model (MWP-BERT+DA) M0 M1 M2 M3 M4 M5 M6 M7 M8 M9

Accuracy (%) 25.8 25.8 26.1 26.6 25.4 24.5 26.1 24.3 25.6 25.5

Table 5. Comparison of different methods. The accuracy of the baseline is the average
of the ten models’ accuracy in Table 4. The accuracy of the VoteMWP is the accuracy
achieved by using the voting mechanism

Methods (MWP-BERT+DA) Baseline VoteMWP

Accuracy (%) 25.6 28.4

LLM Solver: As we can see in Table 6, after incorporating the CoT prompting
technique, the LLM solver initially achieves an accuracy rate of 5%. With the
addition of the SC method, the accuracy rate of the LLM solver significantly
improves to 9.17%. This enhancement demonstrates the effectiveness of inte-
grating the SC method, as it directly contributes to the improved performance
and reliability of the LLM solver in solving MWPs.

Problem Type Classifier: In our comparative analysis, we evaluate the perfor-
mance of the Bert2Tree solver, the LLM solver, and the Ensemble-MWP solver.
The results demonstrate that the integrated Ensemble-MWP solver achieves sig-
nificantly higher accuracy compared to the individual solvers in Table 7.

By combining the strengths of multiple solvers and leveraging ensemble tech-
niques, our integrated Ensemble-MWP solver offers improved capabilities in
solving MWPs. The collaborative nature of the ensemble approach allows for
the aggregation of insights and decision-making from multiple solvers, resulting
in enhanced accuracy.
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Table 6. Comparison of different methods in the LLM Solver. CoT prompting is used
in the LLM solver, and we add the SC method later

Methods CoT CoT + SC

Accuracy (%) 5.00 9.17

Table 7. Comparison of different MWP Solvers. Three MWP Solvers: Bert2Tree
Solver, LLM Solver, Ensemble-MWP

Solvers Bert2Tree LLM Ensemble-MWP

Accuracy (%) 28.4 9.17 33.1

4.4 Case Study

In Fig. 3, we present a real case of Ensemble-MWP to illustrate the challenges
faced when using a single solver. When both questions are inputted into a single
solver, whether it is the Bert2Tree solver or the LLM solver, it is impossible
to answer both questions correctly. However, by employing Ensemble-MWP, we
utilize a problem type classifier that assigns each problem to the appropriate
solver, resulting in accurate and reliable solutions for both questions. Through
this ensemble approach, the final correct results are obtained, overcoming the
limitations of using a single solver for multiple math word problems.

Fig. 3. Two cases solved by Ensemble-MWP

5 Conclusion and Future Work

In this paper, we propose an ensemble technique to enhance the capability of the
MWP solver. By combining the strengths of the Bert2Tree solver and the LLM
solver, we significantly improve the overall MWP-solving performance. Our app-
roach capitalizes on the unique advantages offered by each solver, resulting in a
novel and effective solution. Within the Bert2Tree solver, we introduce a ten-fold
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cross-validation and voting mechanism to further enhance the model’s robust-
ness and reliability. Through multiple iterations of cross-validation, we rigorously
evaluate the performance of the solver on different subsets of the data. The inte-
gration of the voting mechanism ensures robust decision-making by considering
the collective insights of the model’s predictions. These enhancements not only
improve the accuracy of the Bert2Tree solver but also bolster its resilience to
handle diverse MWPs effectively.

In the future, our goal is to develop an automatic classifier that can pro-
ficiently identify the appropriate solver for MWPs. This innovative approach
aims to alleviate the reliance on predefined rules, consequently enhancing the
robustness of the system. By leveraging machine learning techniques, the clas-
sifier will autonomously categorize MWPs, assigning them to the most suitable
solver based on their unique characteristics.

Acknowledgments. This research was funded by National Natural Science Foun-
dation of China (NSFC) no.62276258, Jiangsu Science and Technology Programme
(Natural Science Foundation of Jiangsu Province) no. BE2020006-4, Xi’an Jiaotong-
Liverpool University’s Key Program Special Fund no. KSF-E-43.

References

1. Bobrow, D.G.: Natural language input for a computer problem solving system
(1964). www.api.semanticscholar.org/CorpusID:56584838

2. Bobrow, D.G.: A question-answering system for high school algebra word problems.
In: Proceedings of 1964 Fall Joint Computer Conference, Part I, pp. 591–614 (1964)

3. Dellarosa, D.: A computer simulation of children’s arithmetic word-problem solv-
ing. Behav. Res. Methods Instr. Comput. 18(2), 147–154 (1986)

4. Fletcher, C.R.: Understanding and solving arithmetic word problems: a computer
simulation. Behav. Res. Methods Instr. Comput. 17(5), 565–571 (1985)

5. Huang, D., Liu, J., Lin, C.Y., Yin, J.: Neural math word problem solver with
reinforcement learning. In: Proceedings of the 27th International Conference on
Computational Linguistics, pp. 213–223 (2018)

6. Kenton, J.D.M.W.C., Toutanova, L.K.: Bert: pre-training of deep bidirectional
transformers for language understanding. In: Proceedings of NAACL-HLT, vol. 1,
p. 2 (2019)

7. Kim, Y., Jernite, Y., Sontag, D., Rush, A.: Character-aware neural language mod-
els. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol. 30 (2016)

8. Koncel-Kedziorski, R., Hajishirzi, H., Sabharwal, A., Etzioni, O., Ang, S.D.: Pars-
ing algebraic word problems into equations. Trans. Assoc. Comput. Linguistics 3,
585–597 (2015)

9. Li, A., Xiao, Y., Liang, J., Chen, Y.: Semantic-based data augmentation for math
word problems. In: Database Systems for Advanced Applications: 27th Interna-
tional Conference, DASFAA 2022, Virtual Event, April 11–14, 2022, Proceedings,
Part III, pp. 36–51. Springer (2022)

10. Liang, Z., Zhang, J., Wang, L., Qin, W., Lan, Y., Shao, J., Zhang, X.: Mwp-bert:
numeracy-augmented pre-training for math word problem solving. arXiv preprint
arXiv:2107.13435 (2021)

www.api.semanticscholar.org/CorpusID:56584838
http://arxiv.org/abs/2107.13435


134 J. Yao et al.

11. Lin, S., Kung, Y., Leu, F.: Predictive intelligence in harmful news identification
by bert-based ensemble learning model with text sentiment analysis. Inf. Process.
Manag. 59(2), 102872 (2022)

12. Nunes, R.M., Domingues, M.A., Feltrim, V.D.: Improving multilabel text classifi-
cation with stacking and recurrent neural networks. In: Silva, T.H., Dorini, L.B.,
Almeida, J.M., Marques-Neto, H.T. (eds.) WebMedia ’22: Brazilian Symposium on
Multimedia and Web, Curitiba, Brazil, November 7–11, 2022, pp. 117–122. ACM
(2022)

13. Peng, S., Yuan, K., Gao, L., Tang, Z.: Mathbert: A pre-trained model for mathe-
matical formula understanding. arXiv preprint arXiv:2105.00377 (2021)

14. Shi, S., Wang, Y., Lin, C.Y., Liu, X., Rui, Y.: Automatically solving number word
problems by semantic parsing and reasoning. In: Proceedings of the 2015 Con-
ference on Empirical Methods in Natural Language Processing, pp. 1132–1142.
Association for Computational Linguistics, Lisbon, Portugal, September 2015

15. Wang, L., Wang, Y., Cai, D., Zhang, D., Liu, X.: Translating a math word problem
to an expression tree. arXiv preprint arXiv:1811.05632 (2018)

16. Wang, X., et al.: Self-consistency improves chain of thought reasoning in language
models. arXiv preprint arXiv:2203.11171 (2022)

17. Wang, Y., Liu, X., Shi, S.: Deep neural solver for math word problems. In: Proceed-
ings of the 2017 Conference on Empirical Methods in Natural Language Processing,
pp. 845–854 (2017)

18. Wei, J., Wang, X., Schuurmans, D., Bosma, M., Xia, F., Chi, E., Le, Q.V., Zhou,
D., et al.: Chain-of-thought prompting elicits reasoning in large language models.
Adv. Neural. Inf. Process. Syst. 35, 24824–24837 (2022)

19. Xie, Z., Sun, S.: A goal-driven tree-structured neural model for math word prob-
lems. In: Ijcai. pp. 5299–5305 (2019)

20. Zeng, A., et al.: Glm-130b: An open bilingual pre-trained model. arXiv preprint
arXiv:2210.02414 (2022)

21. Zhou, Z., Ning, M., Wang, Q., Yao, J., Wang, W., Huang, X., Huang, K.: Learn-
ing by analogy: Diverse questions generation in math word problem. In: Findings
of the Association for Computational Linguistics: ACL 2023, pp. 11091–11104.
Association for Computational Linguistics, Toronto, Canada, July 2023. www.
aclanthology.org/2023.findings-acl.705

22. Zoph, B., et al.: Emergent abilities of large language models. TMLR (2022)

http://arxiv.org/abs/2105.00377
http://arxiv.org/abs/1811.05632
http://arxiv.org/abs/2203.11171
http://arxiv.org/abs/2210.02414
www.aclanthology.org/2023.findings-acl.705
www.aclanthology.org/2023.findings-acl.705


Consistent Solutions for Optimizing
Search Space of Beam Search

Yehui Xu, Sihui Li, Chujun Pu, Jin Wang, and Xiaobing Zhou(B)

School of Information Science and Engineering, Yunnan University, Kunming, China
zhouxb@ynu.edu.cn

Abstract. Research on math word problems has made significant
advancements due to the emergence of language models. Large language
models have excelled in a variety of reasoning tasks. Still, due to the
demand for low costs, research on the upper bound of small language
models in reasoning tasks and the limitation of the knowledge they can
accommodate has drawn attention. In line with previous work on math
word problems, we discover that models that only learned a single solu-
tion lacked reasoning ability during the decoding process, further exac-
erbating the error accumulation caused by exposure bias that will fail
generalization. To tackle this problem, we suggest using the commuta-
tive property to generate a consistent solution set for each data in the
training set. Then, we use it as additional training data to optimize the
search space in beam search. On this foundation, we will go into great
detail about how consistent solutions training affects the work process of
beam search. In addition, we found significant differences between models
trained using consistent solutions and those trained without consistent
solutions, so the model ensemble technique is applied to improve model
performance. In the NLPCC-2023 shared task 3, our model ultimately
ranks fourth with an accuracy of 23.66%.

Keywords: Math Word Problem · Consistent Solutions · Beam Search

1 Introduction

Since the advent of pre-trained language models (PLMs), the enhancement in
model performance on knowledge-intensive tasks like arithmetic reasoning and
common sense reasoning has been attributed to the ability of semantic repre-
sentation and the acquisition of knowledge learned implicitly by PLMs trained
on pre-training tasks. The math word problem (MWP), as an important branch
task in arithmetic reasoning, has attracted the attention of many scholars. Large
language models (LLMs) such as GPT-4 [1] achieve SOTA on reasoning tasks,
but training them is extremely expensive. Thus, exploring the upper bound of
the capability of small language models and the limitation of the knowledge they
can accommodate is a more crucial issue.

Numerous scholars have made outstanding contributions to previous work on
MWP. Still, typically they only use one solution to each question in the train-
ing set, which will further damage generalization performance by exacerbating
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 135–146, 2023.
https://doi.org/10.1007/978-3-031-44699-3_13
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Table 1. The example of consistent solutions

Text(W ) 小李由乡里到县城办事每小时行4.0千米，到预定到达时间时，
离县城还有1.5千米，如果小李每小时走5.5千米，到预定到达时
间时，又会多走4.5 千米．乡里距县城多少千米？ Xiao Li
travels 4.0 km per hour from the village to the county seat to
handle affairs. At the scheduled arrival time, he was still
1.5 km away from the county seat. If Xiao Li travels 5.5 km
per hour, he will travel an additional 4.5 km by the scheduled
arrival time. How many kilometers is the distance from the
village to the county seat?

Solution 1(S1) +,×,÷,+, 4.5, 1.5,−, 5.5, 4.0, 4.0, 1.5

Solution 2(S2) +,×,4.0,÷,+, 4.5, 1.5,−, 5.5, 4.0, 1.5

Final Answer(A) 17.5

the error accumulation of ingrained exposure bias in the generative model [2].
To address this, we propose utilizing the addition commutative and multiplica-
tion commutative properties to generate consistent solutions for each question in
the training set. These consistent solutions are equivalent, as shown in Table 1.
Training the model with consistent solutions can optimize the search space of
beam search, reducing the error accumulation in exposure bias exacerbated by
training with only one solution. This is due to the fact that consistent solu-
tions can give the model the information to enhance reasoning abilities in the
decoder, i.e., there may be a number of reasonable options available at each time
step as opposed to using a single ground truth in a single solution, forcing the
model to generate an optimal sequence of a solution according to the different
ground truths from consistent solutions, which can be regarded as a disguised
approximation strategy to not using ground truth in training. In testing, this
will encourage model learning to adjust to circumstances without ground truth.

In addition, a significant distinction is found between models trained with
consistent solutions and those without, based on comparing results on the val-
idation set. The intuitive approach is to use this difference combined with the
model ensemble technique to improve the accuracy of the test set.

To sum up, our main contributions are as follows:
1. We use the consistent solutions generated by using the commutative prop-

erty to replace the single solution when training the model and explain how the
consistent solutions optimize the search space of beam search.

2. We utilize two models, one trained with consistent solutions and one
trained without consistent solutions, to further improve the model’s performance
with the model ensemble.

We achieve fourth place in the NLPCC-2023 shared task 3 with an accuracy
of 23.66% on the test set. The specific ranking is shown in Table 2. Our system
name is “Tsingriver”. Our codes are available at Github1.
1 http://github.com/vincent-hyx/NLPCC2023.

http://github.com/vincent-hyx/NLPCC2023
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Table 2. The ranking of the NLPCC-2023 shared task on Math Word Problem. Only
the top five results are shown in the table. A total of 18 teams participated in the task,
of which 7 teams submitted the results

Rank System Name Score(Acc)

1 Mimic Solver 45.83

2 Lagrange 29.75

3 Rush up 24.08

4 Tsingriver 23.66

5 BLCU-LCClab 22.58

2 Related Work

Parsing-based methods and rule-based methods attempt expression templates
that summarize various problems from data, but the generalization performance
is only moderately effective [3–6]. More researchers have concentrated their
efforts on considering MWP as a generative task and continuing to optimize
it since the invention of the seq2seq model. The seq2seq model is used as a
baseline model on the proposed Chinese MWP dataset math23k [7].

In terms of decoder architecture, to adapt to the characteristics of generated
solutions in MWP, many scholars have proposed tree-structured decoder [8–10],
among which GTS [10] is considered a strong baseline model. Pointer networks
utilized to enhance tree-structured decoder are impacted by machine translation
model [11,12].

To improve the semantic representation of the encoder, graph convolutional
networks are applied to capture relationships between quantities in math prob-
lems [13]. Similarly, the dependency parsing of hierarchical structure as semantic
information is fused into an encoder to enhance the representation of the GTS
model.

From the standpoint of deep reinforcement learning, the generative model
could be considered a policy network employing the policy gradient algorithm
to optimize the model’s capacity for generation [14].

With the emergence of pre-trained language models like BERT [15], the MWP
tasks have been switched to the generative model named bert2tree, with BERT
and GTS Decoder as the backbone. Subsequent research improves model per-
formance on more detailed issues, such as strengthening the model’s awareness
of numerical values through auxiliary or extra pre-training tasks [16–18], uti-
lizing contrastive learning to increase the accuracy of solving the problem with
similar solutions [19], and incorporating multilingual settings to boost general-
ization [20].

Inspired by the generative adversarial network (GAN), another mainstream
method in the MWP problem employs the ranker network as a discriminator to
score the answers in the candidate set generated by the generator. In order to
better enhance representation through generative adversarial training, sampling
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candidate sets has become an important issue. Two methods to generate addi-
tional candidate answers, including adding tree-based disturbance to real labels
[21] or using the diversity of solutions [22], both demonstrate the importance of
using effective data augmentation for sampling.

In addition to regarding MWP as a generating task, the method combining
deductive reasoning to treat MWP as an extraction task also shows excellent
performance [23].

To sum up, inspired by the diversity of consistent solutions [22], in order to
optimize the search space of the decoder, we use the commutative property to
obtain the consistent solutions set for each problem and use it directly as training
data to fine-tune the generative model consisting of the Mengzi encoder [24] and
GTS decoder. Finally, we found significant differences between models trained
using consistent solutions and those trained without consistent solutions, so the
model ensemble technique is applied to improve model performance (Fig. 1).

3 Proposed System

3.1 Problem Statement

Given a data (W,S,A) from dataset D, we denote the background and the
question as the input W = {w1, w2, ..., wn} with length n, while the gener-
ated solution S = {s1, s2, ..., sm} following the pre-order traversal ordering is
calculated to derive final answer A. Next, we define that S consisting of Vnum,
Vop and Vcon, where Vnum = {n1, n2, ..., nl} is variable-length set containing all
the numerical quantities involved in W . Vop = {+,−,×,÷,∧} and Vcon = {1, π}
denote the operators and the constant values that could be used in the solution,
respectively. With number mapping [7], the elements among Vnum transformed
to [NUM1], [NUM2], .., [NUMl] will be recognized by the encoder as a special
token to encode all tokens in W uniformly.

Given W and S from D in the training stage, we first encode W using a
pre-trained model, and then we extract the state Hen of the last hidden layer to
represent W , which can be indicated as follows:

Hen = Encoder(W ). (1)

the conditional probability p(S|W ) can be decomposed as

p(S|W ) =
m∏

i=1

p(si|hi,Hen), (2)

where hi uniformly denote the i-th hidden state containing qi and ci used in
GTS decoder [10]. At the beginning of decoding, q1 is the vector of [CLS] token
from all the hidden state Hen and ci is always derived by calculating attention
between Hen and qi. The objective is to minimize the negative log-likelihood of
D:

L =
∑

(W,S)∈D
− log p(S|W ). (3)



Consistent Solutions for Optimizing Search Space of Beam Search 139

Fig. 1. On the left is the training strategy with consistent solutions, and on the right
is the ensemble strategy

3.2 Consistent Solutions

During the training stage, the teaching forcing mechanism will force the ground
truth of the previous time step as the reasoning premise of the current time step.
To simplify the decoding process and highlight the role of the ground truth of
the previous time step, we can regard it as a Markov Decision Process. When
using GTS decoder as an illustration, the conditional probability p1i and p2i can
be expressed as follows:

p1i =

{
p(s1i |s1i−1), if s1i is left child
p(s1i |s1i−j , ..., s

1
i−1), if s1i is right child

(4)

p2i =

{
p(s2i |s2i−1), if s2i is left child
p(s2i |s2i−j , ..., s

2
i−1), if s2i is right child

(5)

where s1i and s2i denotes the prediction in current time step i, s1i−1 from solution
1 S1 indicates the ground truth in previous time step i-1 and s1i−j is parent node
of s1i . Assumes s2i−1 is another ground truth from solution 2 S2. For instance, 4.0
in S1 and ÷ in S2 both could be ground truth at the third time step as shown
in Table 1. Let’s use the left child node as an example to make the explanation
more straightforward.

Considering only S1 is used in training, the model would maximize the con-
ditional probability p1i in Eq. 4. However, in testing, if s1i−1 isn’t selected and
s2i−1 appear in the path of beam search, the specific predicted token of s2i could
be wrong even resulting error accumulation due to the conditional probability
p2i never be seen by the model. Thus, the beam search algorithm will be invalid
for searching consistent solutions except S1, resulting in performance loss man-
ifested as insufficient reasoning ability during decoding.

It is worth emphasizing that the insufficient reasoning ability is caused by
the complete dependence on the only ground truth S1, simultaneously failing to
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generate S2 according to s2i−1 never seen by the model. Essentially, although the
teaching force limits the exploration ability of the model, we have to rely on it
to make the model converge. Therefore, we observe this problem again in terms
of the impact of the single solution on the search space of beam search instead
of addressing exposure bias directly.

The single solution, essentially, limits the search space of beam search by
invalidating the path of beam search that generates S2 according to s2i−1. Thus,
we adopt consistent solutions for training directly based on two subsequent con-
siderations:

1) The consistent solutions enable the path of beam search that generates S2

according to s2i−1.
2) When overfitting occurs with the data (W,S1), (W,S2) fed into the model

can be regarded as an examination to generate S2 and s2i−1 simulates the output
of the model used to predict the next token in testing, which is a disguised
approximation strategy to not using ground truth in training.

Ideally, all the consistent solutions to each data should be sampled as training
data to address this problem. But the cost of manually labeling all consistent
solutions is relatively expensive. Thus, only the addition commutative property
and the multiplication commutative property are utilized to generate consistent
solutions. The experimental examples and figures for optimizing the search space
of beam search are offered in Sect. 4.4.

3.3 Model Ensemble

The data distribution with respect to D is defined as PD(W ), and a data
(W1, S

1
1) ∼ PD(W ). Next, We denote D∗ as the dataset augmented through

consistent solutions, corresponding to the data distribution PD∗(W ). Thus, W1

with t solutions and (W1, S
t
1) ∼ PD∗(W ).

The model with parameters θ trained on the data distribution PD(W ) is
denoted as Mθ and the model with parameters θ∗ trained on PD∗(W ) denoted as
Mθ∗ . A significant distinction between models trained with consistent solutions
and those without is found based on comparing results on the validation set.
Thus, we attempt to utilize two models combined model ensemble to improve
performance. To start with, construct bias sets for Mθ and Mθ∗ . We define that
BMθ

as bias set involving W can be answered correctly by Mθ only, and BMθ∗
as bias set involving W can be answered correctly by Mθ∗ only. They can be
described as follows:

Bθ = {W |W ∈ R(Mθ(·)),W ∈ E(Mθ∗(·))}, (6)

Bθ∗ = {W |W ∈ R(Mθ∗(·)),W ∈ E(Mθ(·))}, (7)

where R(·) and E(·) are indicating functions. R(·) and E(·) indicate the problem
from the validation set answered correctly and incorrectly, respectively.
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Given a new Ŵ , Bθ and Bθ∗ , the encoder with parameters θ, uniformly, is
used to derive the [CLS] vector corresponding to Ŵ and the [CLS] vector set
corresponding to BMθ

and BMθ∗ separately.

CLSŴ = Encoderθ(Ŵ ) (8)

CLSBθ
= Encoderθ(Bθ) (9)

CLSBθ∗ = Encoderθ(Bθ∗) (10)

Next, we calculate cosine similarity between CLSŴ and each element in CLSBθ

and take the top k [CLS] vector from CLSBθ
denoted as CLSi

Bθ
according to

cosine similarity in descending order. Similarly, we perform the same operation
between CLSŴ and CLSBθ∗ as described above. Final, we respectively calculate
the score of Ŵ on two bias sets as follows:

ScoreBθ
=

1
k

k∑

i=1

sim(CLSŴ , CLSi
Bθ

), (11)

ScoreBθ∗ =
1
k

k∑

i=1

sim(CLSŴ , CLSi
Bθ∗ ), (12)

where sim(·) indicates cosine similarity. Ŵ will be solved by Mθ if ScoreBθ
>

ScoreBθ∗ , otherwise by Mθ∗ .

4 Experiment

4.1 Dataset

Experiments are conducted on the challenging dataset from NLPCC-2023 shared
task 3, a well-annotated MWP dataset in Chinese. The training, validation, and
test sets include 23162, 1200, and 1200 data, respectively.

Due to the commutative property being used to generate additional consis-
tent solutions for each problem in the training set if their solution is commu-
tative, the number of data in the training set is 48,103. Each question in the
training set has a corresponding solution, whereas the validation and test sets
only contain the final answer. This is a minor distinction between the training,
validation, and test sets. Thus, the accuracy of the final answer serves as the
evaluation metric in NLPCC-2023 shared task 3.

4.2 Implementation Details

In the training phase, we use AdamW [25] to optimize our models and tune
hyperparameters based on the validation set results. In the hyperparameter set-
ting, it is appropriate to set the learning rate at 8e-5 for the model trained
without consistent solutions and 4e-5 for the model trained with consistent solu-
tions. We recommend setting the rest of the hyperparameters involving warmup
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Table 3. All results on the validation set. and indicate the model trained with or
without consistent solutions

Model Consistent Solutions Acc.

Ernie2tree 23.3

mBART 19.0

mBART 21.1

Mengzi2tree 25.8

Mengzi2tree 26.3

Model Ensemle - 29.4

steps, dropout rate, hidden size, embedding size, and beam size at 3000, 0.5,
768, 128, and 3, respectively.

In the ensemble phase, we start with a statistical analysis of the results of two
models on the validation set. Although the accuracy of the validation set for the
two models is only marginally different, a detailed analysis of the answers of the
models on particular questions reveals significant differences in that 37 problems
are answered correctly only by Mθ and 62 problems are answered correctly only
by Mθ∗ . Thus, we utilize it to improve performance based on the hypothesis that
the consistent distribution on validation and testing sets.

4.3 Experimental Results

Due to only one submission for the test set being allowed, we display all results
on the validation set in Table 3. And the submission for the test set is shown in
Table 2.

We experimented with two PLMs that work better in a Chinese context.
In addition to comparing results from the end-to-end generative model to fine-
tuning, mBART, used in previous work, is also added to our experiment.

Ernie-3.0-Base [26]. AutoRegressive and AutoEncoder networks are creatively
combined for pre-training in ERNIE 3.0 by including semantic tasks like entity
prediction, judging sentence causality, and reconstructing article sentence struc-
ture.
Mengzi-Bert-Base [24]. Mengzi encoder is a pre-trained model on 300G Chi-
nese corpus. Masked language modeling(MLM), part-of-speech(POS) tagging
and sentence order prediction(SOP) are used to train.
mBART [27]. With earlier methods concentrating just on the encoder, decoder,
or reconstructing portions of the text, mBART is the first method to pre-train
the complete sequence-to-sequence model by denoising full texts in multilingual
setting.
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Fig. 2. Solution on two models. The DACS Model indicates the model trained with
consistent solutions, while the Normal Model is trained without consistent solutions

4.4 Case Study

Solution on Models. The compared example from the validation set is fed
into the Mengzi2tree with and without consistent solutions. The solution output
is shown in Fig. 2.

Fig. 3. The results of beam search on two models. The beam search result from the
model trained with consistent solutions is shown above the red dashed line (Color figure
online)
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Fig. 4. Consistent solutions optimize the search space of beam search

When the left and right sub-nodes of the “∗” are interchangeable, selecting
the “4.0” as the left node first, the model that has not been trained with consis-
tent solutions cannot deduce the correct solution and the final answer. We will
display the results of the beam search from the model trained with consistent
solutions in the following subsection.

Optimization on Search Space. The model trained with consistent solutions
is still able to make accurate predictions even when the “4.0” is chosen as the
left node of the “∗” first, as shown in the second subgraph above the red dashed
line in Fig. 3.

Additionally, Fig. 4 illustrates how the consistent solutions optimize the
search space by demonstrating that our model trained with consistent solutions
can produce the correct solution regardless of whatever node among the inter-
changeable nodes is predicted to appear first. The top 5 results from the beam
search of the model are all correct, although the beam width is only set at 3 in
training.

5 Conclusion

Based on previous studies on math word problems, we found that models that
only learned one solution lacked reasoning skills when decoding. To address this,
we suggest utilizing the commutative property to generate consistent solutions
for the training set, and then using it as extra training data to optimize the
search space in beam search.

In addition, we discover significant differences between models trained with
and without consistent solutions, so the model ensemble is applied to improve
performance. For future research, we will focus on exploring the optimization of
search space with adversarial training and reinforcement learning.



Consistent Solutions for Optimizing Search Space of Beam Search 145

References

1. OpenAI. Gpt-4 technical report. arXiv preprint arXiv:2303.08774 (2023)
2. Lee, S., Lee, D.B., Hwang, S.J.: Contrastive learning with adversarial perturba-

tions for conditional text generation. In: International Conference on Learning
Representations (2021)

3. Bakman, Y.: Robust understanding of word problems with extraneous information.
arXiv preprint math/0701393 (2007)

4. Roy, S., Vieira, T., Roth, D.: Reasoning about quantities in natural language.
Trans. Assoc. Comput. Linguistics 3, 1–13 (2015)

5. Liang, C.-C., Hsu, K.-Y., Huang, C.-T., Li, C.-M., Miao, S.-Yu., Su, K.-Y.: A tag-
based English math word problem solver with understanding, reasoning and expla-
nation. In: Proceedings of the 2016 Conference of the North American Chapter of
the Association for Computational Linguistics: Demonstrations, pp. 67–71, June
2016

6. Hosseini, M.J., Hajishirzi, H., Etzioni, O., Kushman, N.: Learning to solve arith-
metic word problems with verb categorization. In: Proceedings of the 2014 Confer-
ence on Empirical Methods in Natural Language Processing (EMNLP), pp. 523–
533, October 2014

7. Wang, Y., Liu, X., Shi, S.: Deep neural solver for math word problems. In: Proceed-
ings of the 2017 Conference on Empirical methods in Natural Language Processing,
pp. 845–854, September 2017

8. Liu, Q., Guan, W., Li, S., Kawahara, D.: Tree-structured decoding for solving math
word problems. In: Proceedings of the 2019 Conference on Empirical Methods
in Natural Language Processing and the 9th International Joint Conference on
Natural Language Processing (EMNLP-IJCNLP), pp. 2370–2379, November 2019

9. Wang, Y., Lee, H.-Y., Chen, Y.-N.: Tree transformer: integrating tree structures
into self-attention. In Proceedings of the 2019 Conference on Empirical Methods
in Natural Language Processing and the 9th International Joint Conference on
Natural Language Processing (EMNLP-IJCNLP), pp. 1061–1070, November 2019

10. Xie, Z., Sun, S.: A goal-driven tree-structured neural model for math word prob-
lems. In: Proceedings of the Twenty-Eighth International Joint Conference on Arti-
ficial Intelligence, IJCAI-19, pp. 5299–5305, 7 2019

11. Lin, X., Huang, Z., Zhao, H., Chen, E., Liu, Q., Wang, H., Wang, S.: Hms: A hier-
archical solver with dependency-enhanced understanding for math word problem.
Proceedings of the AAAI Conference on Artificial Intelligence 35(5), 4232–4240
(2021)

12. Kim, B., Ki, K.S., Lee, D., Gweon, G.: Point to the expression: solving algebraic
word problems using the expression-pointer transformer model. In: Proceedings
of the 2020 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pp. 3768–3779, November 2020

13. Zhang, J., et al.: Graph-to-tree learning for solving math word problems. In: Pro-
ceedings of the 58th Annual Meeting of the Association for Computational Lin-
guistics, pp. 3928–3937, July 2020

14. Huang, D., Liu, J., Lin, C.-Y., Yin, J.: Neural math word problem solver with
reinforcement learning. In: Proceedings of the 27th International Conference on
Computational Linguistics, pp. 213–223, August 2018

15. Devlin, J., Chang, M.-W., Lee, K., Toutanova, K.: BERT: pre-training of deep
bidirectional transformers for language understanding. In: Proceedings of the 2019
Conference of the North American Chapter of the Association for Computational

http://arxiv.org/abs/2303.08774


146 Y. Xu et al.

Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers),
pp. 4171–4186, June 2019

16. Qin, J., Liang, X., Hong, Y., Tang, J., Lin, L.: Neural-symbolic solver for math
word problems with auxiliary tasks. In: Proceedings of the 59th Annual Meeting
of the Association for Computational Linguistics and the 11th International Joint
Conference on Natural Language Processing, pp. 5870–5881, August 2021

17. Wu, Q., Zhang, Q., Wei, Z., Huang, X.: Math word problem solving with explicit
numerical values. In: Proceedings of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International Joint Conference on Natural
Language Processing, pp. 5859–5869, August 2021

18. Liang, Z., Zhang, J., Wang, L., Qin, W., Lan, Y., Shao, J., Zhang, X.: MWP-BERT:
Numeracy-augmented pre-training for math word problem solving. In: Findings of
the Association for Computational Linguistics: NAACL 2022, pp. 997–1009 (2022)

19. Li, Z., Zhang, W., Yan, C., Zhou, Q., Li, C., Liu, H., Cao, Y.: Seeking patterns, not
just memorizing procedures: Contrastive learning for solving math word problems.
In: Findings of the Association for Computational Linguistics: ACL 2022, pp. 2486–
2496 (2022)

20. Tan, M., Wang, L., Jiang, L., Jiang, J.: Investigating math word problems using
pretrained multilingual language models. In: Proceedings of the 1st Workshop on
Mathematical Natural Language Processing, pp. 7–16, December 2022

21. Shen, J., Yin, Y., Li, L., Shang, L., Jiang, X., Zhang, M., Liu, Q.: Generate & rank:
A multi-task framework for math word problems. In: Findings of the Association
for Computational Linguistics: EMNLP 2021, pp. 2269–2279 (2021)

22. Liang, Z., Zhang, J., Wang, L., Wang, Y., Shao, J., Zhang, X.: Generalizing math
word problem solvers via solution diversification. In: Proceedings of the AAAI
Conference on Artificial Intelligence, 37, pp. 13183–13191, 06 2023

23. Jie, Z., Li, J., Lu, W.: Learning to reason deductively: math word problem solving
as complex relation extraction. In: Proceedings of the 60th Annual Meeting of the
Association for Computational Linguistics, pp. 5944–5955, May 2022

24. Zhang, Z., et al.: Towards lightweight yet ingenious pre-trained models for chinese.
arXiv preprint arXiv:2110.06696 (2021)

25. Loshchilov, I., Hutter, F.: Decoupled weight decay regularization. In: International
Conference on Learning Representations, May 2019

26. Sun, Y., et al.: Ernie 3.0: Large-scale knowledge enhanced pre-training for language
understanding and generation. arXiv preprint arXiv:2107.02137, 2021

27. Liu, Y., et al.: Multilingual denoising pre-training for neural machine translation.
Trans. Assoc. Comput. Linguistics 8, 726–742 (2020)

http://arxiv.org/abs/2110.06696
http://arxiv.org/abs/2107.02137


Evaluation Workshop: Conversational
Aspect-Based Sentiment Quadruple

Analysis



Improving Conversational Aspect-Based
Sentiment Quadruple Analysis

with Overall Modeling

Chenran Cai1,2, Qin Zhao1,2, Ruifeng Xu1,2(B), and Bing Qin1

1 Harbin Institute of Technology (Shenzhen), Shenzhen 518000, China
22s151167@stu.hit.edu.cn, {zhaoqin,xuruifeng}@hit.edu.cn,

qinb@ir.hit.edu.cn
2 Guangdong Provincial Key Laboratory of Novel Security Intelligence Technologies,

Shenzhen 518000, China

Abstract. In this paper, we describe the experimental schemes of Team
HLT-base for NLPCC-2023-Shared-Task-4 Conversational Aspect-based
Sentiment Quadruple Analysis (ConASQ). Different from the aspect-
based sentiment quadruple analysis task, the ConASQ task requires mod-
eling the relationship between different utterances in context. Previous
works commonly apply the attention mechanism (e.g., self-attention,
transformer) to model the interaction of different utterances after
extracting the feature of each utterance. However, this approach may
not capture the interaction of different utterances effectively with a sin-
gle self-attention layer or a transformer layer. To address this issue, we
propose a simple and efficient method in this paper. Specially, we con-
catenate all utterances as a single sentence and feed this sentence into
the pre-trained model, which can better construct the representation
of utterances from scratch. Then, we utilize different mask matrices to
model the features of dialogue threads, speakers, and replies. Finally,
we apply the gird-tagging method to quadruple extraction. Extensive
experimental results show that our proposed framework outperforms
other competitive methods and achieves 2nd performance in the ConASQ
competition.

Keyword: Conversation Aspect-based Sentiment Quadruple

1 Introduction

Aspect-based sentiment analysis (ABSA) is a fine-grained sentiment analysis
task that aims to identify the aspects of the entities in the text and determine
the sentiment polarity for each identified aspect. There are different subtasks
of ABSA, such as Aspect Term Extraction (ATE) [11,24], Aspect Term Sen-
timent Analysis (ATSA) [14,18], Aspect Sentiment Triplet Extraction (ASTE)
[2,21,22], and Aspect Category Opinion Sentiment (ACOS) [1]. These subtasks
involve different sentiment elements and their relations, such as the aspect term,
aspect category, opinion term, and sentiment polarity. For example, given the
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sentence “The food was delicious but the service was terrible.”, ATE will identify
“food” and “service” as aspect terms, ATSA will assign “positive” to “food” and
“negative” to “service”, ASTE will extract (“food”, “delicious”, “positive”) and
(“service”, “terrible”, “negative”) as triplets, and ACOS will extract (“food”,
“quality”, “delicious”, “positive”) and (“service”, “general”, “terrible”, “nega-
tive”) as quadruples.

To expand the application of ABSA, [10] proposes the conversational aspect-
based sentiment quadruple analysis task (DiaASQ) and manually annotates a
large-scale DiaASQ dataset. DiaASQ aims to detect the fine-grained sentiment
quadruple of (target, aspect, opinion, sentiment) given a conversation text.
Previous works [10] employ the attention mechanism (e.g., self-attention, trans-
former) to model the interaction of different utterances after extracting the fea-
ture of each utterance. However, relying on a single self-attention layer or a
transformer layer is insufficient to effectively model the interaction of different
utterances, since the parameters of the newly added self-attention layer or trans-
former layer are randomly initialized. To address this issue, we propose a simple
and efficient method in this paper. Specially, we concatenate all utterances in
dialogue as a single sentence and feed this sentence into the pre-trained model,
which can better construct the representation of utterances from scratch. Then,
we utilize different mask matrices to model the features of dialogue threads,
speakers, and replies, which can obtain the multi-view feature. Finally, we apply
the fused multi-view features to accomplish the conversational aspect-based sen-
timent quadruple analysis task and apply the gird-tagging method to quadruple
extraction. The main contributions of this paper are summarized as follows:

– We formulate the Conversational Aspect-based Sentiment Quadruple Analy-
sis (ConASQ) task as the end-to-end quadruple prediction task and propose
a simple and efficient framework to solve the ConASQ task, which improves
the ConASQ task with overall modeling.

– Extensive experimental results show that our proposed framework outper-
forms other competitive methods and wins second place in the ConASQ com-
petition.

2 Related Work

2.1 Aspect-Based Sentiment Analysis

Aspect-based sentiment analysis (ABSA) is a fine-grained sentiment analysis
task, which can be decomposed into term extraction task (e.g., aspect term and
opinion term) [11,24] and classification task (e.g. category classification and sen-
timent classification) [14,18]. However, solving a single ABSA task fails to meet
the needs in practical settings. To deal with this problem, recent studies gradu-
ally focus on the compound ABSA tasks such as aspect-opinion pair extraction
[5], end-to-end ABSA [8,25], and aspect sentiment triplet extraction [2,21,22].
These tasks are similar in that they contain multiple subtasks. For example, the
end-to-end ABSA consists of two subtasks, aspect term extraction, and aspect
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sentiment classification. [22] applied the pre-trained sequence-to-sequence model
BART to solve the aspect sentiment triplet extraction task and achieved state-of-
the-art performance. Moreover, there some works propose the aspect sentiment
quadruple extraction task, such as Aspect-Category-Opinion-Sentiment (ACOS)
[1] and Aspect Sentiment Quad Prediction (ASQP) [26].

Although the above methods can handle multiple subtasks and achieve good
performance, they cannot utilize the dialogue data because these tasks and
approaches are all based on a single sentence.

2.2 Dialogue Sentiment Analysis

Dialogue Sentiment Analysis is the task of identifying and extracting the sen-
timents expressed by the speakers in dialogue, which can enable various appli-
cations such as dialogue sentiment classification [19], multimodal conversational
search [12,23], multimodal emotion recognition in Conversation [3,9]. It is a chal-
lenging task because dialogues are dynamic and interactive, which means that
the opinions and sentiments of the speakers may change over time or depend
on the context and the interlocutor. Most existing methods [6,16] commonly
employ pre-trained models followed by fine-tuning and modeling the interaction
of different utterances to accomplish the Dialogue Sentiment Analysis task and
achieve superior performance.

In terms of existing research efforts, their dialogue-level opinion mining focus
on coarse granularity. In contrast, fine-grained sentiment analysis in conversa-
tions is more valuable and practical.

2.3 Dialogue Aspect-Based Sentiment Analysis

Dialogue Aspect-based Sentiment Analysis is a novel task that aims to extract
fine-grained opinions from dialogues, which is more challenging than traditional
Aspect-based Sentiment Analysis (ABSA) because it requires understanding the
context and coherence of dialogues, as well as handling multiple speakers and
topics. [15] propose the task of conversational aspect sentiment analysis (CASA)
that can provide useful fine-grained sentiment information for dialogue under-
standing and planning. Besides, they also construct the CASA dataset, which
contains 3,000 chit-chat dialogues (27,198 sentences) with fine-grained sentiment
information, including all sentiment expressions, their polarities, and the corre-
sponding target mentions. However, the CASA dataset may not capture the
comprehensive picture of the opinion status, as it lacks some key elements (e.g.,
aspect).

To address this issue, [10] construct a new Conversational Aspect-based Sen-
timent Quadruple Analysis (DiaASQ) dataset, which covers four types of fine-
grained sentiment information (i.e., target, aspect, opinion, and sentiment).
Moreover, the DiaASQ dataset is more complex and challenging than the CASA
dataset, as one aspect term may have multiple sentiments associated with it in
different utterances.
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3 Task Introduction

3.1 Task Definition

Given a dialogue context T = {t1, t2, ..., tn} and its correlated reply record
R = {r1, r2, ..., rn}, where ri denote ith utterance reply to rthi . Each ti =
{w1, w2, ..., wm} denote i-th utterance text and m is the length of ti. The reply
record R reflects the hierarchical tree structure of ti in T . Based on the input
T and R, ConASQ aims to extract all possible (target, aspect, opinion,
sentiment) quadruples, denoted as Q = {g, a, o, p}Kk=1. The target gk, aspect
ak or opinion ok term is a sub-string of the utterance text ti. The sentiment pk
∈ { pos, neg, other } is a category label.

3.2 Evaluation Metric

To evaluate the performance, the ConASQ competition employs two metrics:
micro-F1 score and iden-F1 score. The F1 score is computed using precision and
recall, which are calculated as follows:

Precision =
TP

TP + FP
, (1)

Recall =
TP

TP + FN
, (2)

F1 =
2 × Precision × Recall

Precision + Recall
, (3)

where TP represents true positives, FP represents false positives, TN represents
true negatives, and FN represents false negatives. Specifically, when computing
the micro-F1 score, TP corresponds to the number of predicted quadruples (i.e.,
(target, aspect, opinion, sentiment)) that match exactly with those in the
gold set. Conversely, for the iden-F1 score, TP counts the number of times the
triplets (target, aspect, opinion) in the prediction match those in the golden
set. The FP and FN also differ in the two settings. In order to better measure
the performance of the model, the ConASQ competition applies the average of
the two evaluation metrics as the final evaluation indicator.

Avg.F1 =
1
2
(micro-F1 + iden-F1). (4)

4 Methodology

4.1 Overall Architecture

Figure 1 illustrates the overall architecture of our framework for the conversa-
tional aspect-based sentiment quadruple task, which contains three main com-
ponents: (1) Text representation module, which aims to model the relationship
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Fig. 1. The architecture of our framework on the conversational aspect-based sentiment
quadruple task

of different utterances in dialogue and extract each token feature; (2) Multi-view
Interaction module, which aims to obtain the different dialogue-specific feature
(i.e., dialogue threads, speakers and reply); (3) Decoding module, which adopts
the fused feature to classify the pre-trained labels and decode the quadruple.

4.2 Text Representation Module

Given a dialogue context T = {t1, t2, ..., tn}, which contains n utterances. To
model the interaction of n utterances, we concatenate them into a sentence.
Specially, we add two special tokens (i.e., [start] and [end]) to distinguish
the different utterances. In addition, due to the nature of the pre-trained lan-
guage model, we keep the first and last tokens as [CLS] and [SEP] respectively.
Compared with using the pre-trained language model to extract the feature of
each utterance, our method better models the relationship between utterances,
which is helpful for extracting the quadruple.

S = [[CLS], t1, [end], [start], t2, [end], ..., [start], tn, [SEP]]. (5)

Then, we utilize the pre-trained language model (e.g., DeBERTa-v2 [7]) as
the text encoder to map each token into a dw-dimensional embedding:

Ht = DeBERTa-v2(S), (6)
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where Ht is the embedding feature matrix.

4.3 Multi-view Fusing Module

Through our statistical analysis of the ConASQ dataset, we find that all quadru-
ples appear in the same thread, which indicates that the reply information can
provide the key cues. Inspired by [10], we introduce a multi-view module to
learn the dialogue-specific features (i.e., dialogue threads, dialogue speakers,
and replying) and fuse their features. Specifically, we design the corresponding
attention mask M c for each feature and apply the self-attention mechanism to
extract the features of dialogue threads, dialogue speakers, and replying.

Tc = softmax
(

Q × K� � M c

√
dh

)
× V, (7)

where Q, K and V all are Ht, � is element-wise production, c ∈ {Th, Sp,Rp}
and 1√

dh
is scaling factor. In addition, the M c is defined as follows: (i) Thread

Mask: MTh
ij = 1 if the ith and jth tokens are in the same dialogue thread; (ii)

Speaker Mask: MSp
ij = 1 if the ith and jth tokens are from the same speaker;

(iii) Reply Mask: MRp
ij = 1 if the ith and jth tokens exist the reply relationship.

Then, we utilize the Max-Pooling, MLP layer, and Rotary Position Embed-
ding [17] to obtain the final feature representation:

F = MLP (Max - Pooling (TTh,TSp,TRp))R, (8)

where R is a positioning matrix parameter.

4.4 ConASQ Classification Module

In our framework, we decompose the ConASQ task label into three type labels
(i.e., entity boundary labels, entity pair labels, and sentiment polarity labels).
We utilize the fused representation F to calculate the score between any token
pair and predict the probability distribution of entity boundary labels, entity
pair labels, or sentiment polarity labels. Finally, we apply the cross-entropy loss
function to calculate loss:

y = softmax((F)T × F), (9)

Lk = − 1
G · N2

G∑
g=1

N∑
i=1

N∑
j=1

αkyk
ij log

(
yk
ij

)
, (10)

where k ∈ { ent, pair, pol }, N is the total token length in a dialogue, G is
the total training data, yk

ij is ground-truth label, and yk
ij is the prediction. For

decoding the process, we follow the previous works [10] and apply grid-tagging
to according yk

ij to decode the quadruple. Due to these three label types being
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Table 1. Statistics of ConASQ dataset.

Lang Set Dialogue Utterance Speaker Target Aspect Opinion Quadruple

CH total 1,000 7,452 4,991 8,308 6,572 7,051 5,742

train 800 5,947 3,986 6,652 5,220 5,622 4,607

valid 100 748 502 823 662 724 577

test 100 757 503 833 690 705 558

EN total 1,000 7,452 4,991 8,264 6,434 6,933 5,514

train 800 5,947 3,986 6,613 5,109 5,523 4,414

valid 100 748 502 822 644 719 555

test 100 757 503 829 681 691 545

imbalanced, thus we apply a tag-wise weighting vector αk to counteract this.
During the training phase, we combine all three loss functions for training the
entire framework.

Lf = Lent + βLpair + ηLpol . (11)

5 Experiments

In this section, we present the experimental setup and the results of our frame-
work on the ConASQ dataset.

5.1 Dataset

The ConASQ dataset consists of posts and replies about electronic products,
especially mobile phones, on Sina Weibo. The dataset structures the posts into
conversation trees based on the reply relation and contains 1000 dialogues, each
with up to 10 sentences. [10] also translate original Chinese corpus into English
and project the annotation to obtain a parallel corpus. The ConASQ dataset is
randomly split into the train, valid, and test sets with a ratio of 8:1:1. Table 1
shows more statistics.

5.2 Experimental Settings

For the text feature extraction module, we employ the Erlangshen-DeBERTa-
v2-320M-Chinese model1 [7] and the Roberta-Large model2 [13] as the feature
extractors of our framework for Chinese and English ConASQ datasets, respec-
tively. Besides, we utilize [unused1] and [unused2] as the special token of
[start] and [end], respectively.

1 https://huggingface.co/IDEA-CCNL/Erlangshen-DeBERTa-v2-320M-Chinese.
2 https://huggingface.co/roberta-large.

https://huggingface.co/IDEA-CCNL/Erlangshen-DeBERTa-v2-320M-Chinese
https://huggingface.co/roberta-large
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Table 2. Performance comparison of the baseline methods on Chinese ConASQ
dataset. We highlight the best score in each column in bold, and the second-best score
with underline. The results of baselines with † are retrieved from [10].

Methods Micro Iden

P(%) R(%) F1(%) P(%) R(%) F1(%)

CRF-Extract-Classify† - - 8.81 - - 9.25

SpERT† - - 13.00 - - 14.19

ParaPhrase† - - 23.27 - - 27.98

Span-ASTE† - - 32.21 - - 30.85

DiaASQ† - - 34.94 - - 37.51

Ours 45.77 40.68 43.07 49.19 43.73 46.30

For the hyper-parameters of our framework, β and η are set to 5 and 3.
In experiments, we use different learning rate settings on two datasets. For the
Chinese ConASQ dataset, the learning rate for the text representation module
is 6e-4 and for the other parts is 1e-5. For the English ConASQ dataset, the
learning rate for the text representation module is 1e-3 and for the other parts is
2e-5. Our framework uses AdamW as the optimizer and is trained for 20 and 15
epochs on Chinese and English ConASQ datasets, respectively. All experiments
are conducted as Tesla V100.

5.3 Comparision Models

Following [10], we utilize the same comparison methods and apply the following
baselines.

– CRF-Extract-Classify [1], which adopts a three-stage system for the ACOS
dataset and retrofits it to further support target term extraction.

– SpERT [4], which utilizes a span-based transformer for joint extraction of
entity and relation and modifies it to support triple-term extraction and
polarity classification.

– Span-ASTE [20], which is a span-based approach for triplet ABSA extraction
and adapts to the DiaASQ task by editing the last stage of SpanASTE to
enumerate triplets.

– ParaPhrase [26], which is a generative seq-to-seq model for quadruple ABSA
extraction and modifies the model outputs to fit the DiaASQ task.

– DiaASQ [10], which is an end-to-end solution based on the grid-tagging
method for the DiaASQ task.

5.4 Main Results

We conduct experiments on the conversational aspect-based sentiment quadruple
task, which are shown in Table 2 and 3, respectively. We can draw the following
conclusions.
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Table 3. Performance comparison of the baseline methods on English ConASQ dataset.
We highlight the best score in each column in bold, and the second-best score with
underline. The results of baselines with † are retrieved from [10].

Methods Micro Iden

P(%) R(%) F1(%) P(%) R(%) F1(%)

CRF-Extract-Classify† - - 11.59 - - 12.80

SpERT† - - 13.07 - - 13.38

ParaPhrase† - - 24.54 - - 26.76

Span-ASTE† - - 26.99 - - 28.34

DiaASQ† - - 33.31 - - 36.80

Ours 41.69 34.50 37.75 44.79 37.06 40.56

(1) Our framework significantly outperformers the other baselines on the con-
versational aspect-based sentiment quadruple datasets of Chinese and English.
For example, in terms of Micro-F1, our framework outperforms CRF-Extract-
Class by 34.26% and 26.16%, SpERT by 30.07% and 24.68%, ParaPhrase by
19.80% and 13.21%, Span-ASTE by 10.86% and 10.76%, and DiaASQ by 8.07%
and 4.44% on two datasets, respectively. The reason is that our framework
effectively models the relationship between different utterances, thus effectively
improving the performance of our framework on the ConASQ task.

(2) We observe that the performance of our framework on Chinese ConASQ
dataset is significantly better than that on the English dataset. The reason is
that the English ConASQ dataset is translated from the Chinese dataset, which
introduces bias.

Table 4. Ablation Study.

Methods Micro Iden

P(%) R(%) F1(%) P(%) R(%) F1(%)

ZH

Ours 45.77 40.68 43.07 49.19 43.73 46.30

w/o overall modeling 44.27 40.14 42.11 47.43 43.01 45.11

w/o RoPE 30.66 40.50 34.90 33.51 44.27 38.15

EN

Ours 41.69 34.50 37.75 44.79 37.06 40.56

w/o overall modeling 39.81 31.19 34.98 43.56 34.13 38.27

w/o RoPE 25.95 33.76 29.35 29.20 37.89 33.01
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5.5 Ablation Study

We also conduct the ablation study for our proposed framework, which is shown
in Table 4. First, we perform ablation experiments on the way of modeling the
different utterances. In our framework, we apply the overall modeling method,
which concatenates all utterances into a single sentence and feeds it into the
pre-trained model. w/o overall modeling directly applies the pre-trained model
to extract the feature of each utterance. From the results, we observe that over-
all modeling outperformers single utterance modeling (i.e., w/o overall model-
ing). This is because the latter does not account for the deep modeling of the
relationship between different utterances in dialogue. In addition, we conduct
experiments on Rotary Position Embedding (RoPE). Removing RoPE (i.e., w/o
RoPE ) leads to performance degradation. This is because RoPE captures the
overall relative distance between utterances in the dialogue. Such distance infor-
mation can facilitate better discourse understanding.

Table 5. The online result of the conversational aspect-based sentiment quadruple
task.

Rank Team Chinese English Avg. F1

Micro-F Iden-F Micro-F Iden-F

1 PAssion 43.00 46.20 38.32 44.06 42.89

2 HLT-base (Ours) 42.13 44.97 37.75 40.56 41.35

3 540 go 40.80 44.26 38.20 40.92 41.05

4 Prophet 39.50 45.17 37.08 41.42 40.79

5 DUTIR 914 42.09 45.62 35.54 38.76 40.50

6 Werkzeug 41.08 44.68 35.21 40.30 40.32

7 Go Go Go 41.79 44.47 34.97 39.88 40.28

8 Mobu 40.88 43.86 36.04 39.84 40.15

9 RookieGoAhead 40.08 43.61 34.33 39.50 39.38

10 megrlcigyht 38.17 41.86 33.46 38.13 37.91

11 TUA1 33.69 40.79 29.48 32.43 34.10

12 POLab 35.58 41.97 5.36 12.06 23.74

13 GSAPL 7.25 8.43 33.21 37.11 21.50

5.6 Online Results

We report the online results of our framework in Table 5. Our framework shows
a very convincing performance. We achieve second place in the conversational
aspect-based sentiment quadruple task, which fully demonstrates the effective-
ness of our framework.
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6 Conclusion

In this paper, we present a framework to solve the conversational aspect-based
sentiment quadruple task, where the key point is to model the interaction of
different utterances. To address this issue, we propose a simple and efficient
method in this paper. Specifically, we concatenate all utterances as a single
sentence and feed this sentence into the pre-trained model, which can better
construct the representation of utterances from scratch. As a result, our team
ranks 2nd in this ConASQ competition, which demonstrates the effectiveness of
the proposed framework. Moreover, we conduct ablation analysis experiments
and find that each module of our framework is effective and contributes to the
final performance.
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Abstract. With the development of information technology, the
increasing amount of content on the web has made aspect-based sen-
timent analysis an essential tool for extracting information about emo-
tional states. However, most of the existing work focuses on a single
text, while little attention is paid to the task of sentiment analysis in
complex texts such as dialogues, in which the quadruple of target-aspect-
opinion-sentiment may appear in different speakers during one conversa-
tion thread. In this paper, we proposed a novel framework that was built
by a Chinese pre-trained language model and a grid tagging classifier.
In addition, we use multi-view interaction with three consecutive multi-
head attention modules to improve the performance and robustness of
our model. Besides, based on the excellent performance of the Chinese
pre-training model, the English version is transferred from the final Chi-
nese weights to achieve cross-lingual transfer. To improve the general-
ization ability of the model, cross-validation is used to select the best
one. Our model ranks first on track 4 of the NLPCC-2023 shared task
on conversational aspect-based sentiment quadruple analysis. Our code
is publicly available at https://github.com/Joint-Laboratory-of-HUST-
and-PAIC/nlpcc2023-shared-task-diaASQ.

Keywords: Pre-trained language model · Attention · Cross-validation

1 Introduction

Sentiment analysis is one of the most active research areas in natural language
processing [11]. In recent years, due to the surge of user feedback information
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Fig. 1. An example data of the conversational aspect-based sentiment quadruple analy-
sis (DiaASQ). In this dialogue, three quadruples appear, which are (‘Xiaomi 11 ’, ‘WIFI
module’, ‘bad design’, ‘negative’), (‘Xiaomi 11 ’, ‘battery life’, ‘not well ’, ‘negative’) and
(‘Xiaomi 6 ’, ‘screen quality ’, ‘very nice’, ‘positive’).

about goods, social events, news, and other content on social media, the research
of this task has attracted wide attention [16]. In linguistics, the sentiment ele-
ments of text are mainly composed of several parts: aspect term, aspect entity,
opinion term, and sentiment polarity [19]. Based on the above linguistic back-
ground, relevant researchers have formally proposed a formal definition of aspect-
based sentiment analysis (ABSA) [4], which the sentiment polarity was directed
by an entity or aspect, not the whole sentence. Because different tasks have dif-
ferent combinations of elements extracted, the ABSA task was divided into a
number of subtasks with different goals [21].

Compared to the single text piece, dialogue text usually contains more infor-
mation, including the background, context, characteristics and relationship of the
speaker [10], which are all unique challenges in the task of dialogue sentiment
analysis and have a huge influence on emotional tendencies. Therefore, there
is an urgent need to design a conversational aspect-based sentiment quadruple
analysis framework, which aims to detect the fine-grained sentiment quadruple
of target-aspect-opinion-sentiment. In this task, for a given data, our goal is
to extract all the sentiment quadruples appeared in the dialogue. For example
in Fig. 2, there are three sentiment quadruples that appeared in the dialogue.
Although some scholars have made great efforts in the past, there is still a large
degree of distortion in conversational aspect-based sentiment quadruple extrac-



164 Y. Lai et al.

tion [13]. First, it is always difficult to model the characteristics of multi-person
conversations in a multi-person conversation. Different people may express senti-
ment on aspect terms at different times, and there may be a time delay between
sentiment expressions. So this non-synchronicity makes sentiment analysis more
challenging, which requiring consideration of emotional interaction and evolution
at different points in time. Second, in a multi-person conversation, the emotions
of different people may influence and compete with each other. Therefore, it’s
significant for us to analyze the interaction between multiple people and the
impact of emotions accurately. Third, exactly locating the boundary of emo-
tional elements and linking the same set of emotional elements are also one of
the research difficulties.

To address those issues, Li et al. proposed DiaASQ [9], an end-to-end neural
model for sentiment quadruple analysis. DiaASQ conducts feature interaction
at three different views (i.e., speaker, reply, and thread) independently, and
uses the max-pooling to aggerate information from different views. We argue
this independent multi-view interaction manner may not utilize the dialogue
information sufficiently. For example, when conducting thread-level interaction,
DiaASQ ignores the reply relation between utterances and the model is not aware
of which utterances come from the same speaker. Such shortcomings limited the
model to comprehensively capturing the emotional interaction and evolution
during the dialogue.

To this end, we introduce a novel multi-view interaction module consisting
of three consecutive multi-head attention layers. Specifically, we first conduct
the feature interaction between tokens from the same speaker to model the emo-
tional state of each speaker. Then we conduct feature interaction between utter-
ances and their corresponding replies to model the local emotional interaction.
Finally, we allow tokens in the same thread to interact with each other to gener-
ate dialogue-specific features. This hierarchical feature interaction architecture
allows us to aggregate emotional information from the local single speaker to the
global multi-round dialogue and we experimentally proved this method brings a
considerable performance improvement.

We also utilize other modules to further improve the model performance.
To better adapt the Chinese data, we use macbert [3] as the encoder, which is
pre-trained on a large corpus of Chinese text. And the English version model is
transferred from the final Chinese weights to achieve cross-lingual transfer. In
addition, we use k-fold validation to select the best models and ensemble them
by weight averaging. The main contributions of this work are summarized as
follows:

1. We deployed hierarchical feature interaction from the three levels of speaker,
reply, and thread successively, and carries out multi-granularity feature inter-
action from local to global.

2. We use macbert as the encoder in order to better adapt to Chinese data. At
the same time, the English model is fine-tuned on the basis of the Chinese
model, and the effect is improved through cross-language interaction.
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3. We experimental show that our method achieves state-of-the-art results on
the conversational aspect-based sentiment quadruple analysis. The ablation
study also proves the effectiveness of each component.

2 Related Works

2.1 Aspect Sentiment Triplet Extraction

As a compound ABSA task, the aspect sentiment triplet extraction (ASTE) task
attempts to extract sentiment triplets from a given sentence that tell us what
the opinion goal is, what its emotional tendency is, and why that emotion is
expressed via opinion terms. Researchers have done several valuable attempts in
ASTE task. Peng et al. [12] first proposed a two-stage pipeline model to extract
the triplet of sentiment elements, which extract sentiment elements and con-
struct aspect-opinion pairs separately. However, the pipeline method ignore the
interaction between sentiment elements and commonly suffer from error prop-
agation. So Wu et al. [17] extend the grid tagging scheme (GTS) applied to
other ABSA task to predict sentiment triplets, while this methods rely on the
interaction between word pairs. Xu et al. [18] proposed a span-level interaction
model that explicitly considers the interaction between the span of the entire
Aspect Term and Opinion Term. Their approach significantly improves the per-
formance, especially on sentiment triplets which contain multi word targets or
opinions. In order to further improve the model effect, Chen et al. [2] design a
span-level bidirectional network, which includes a span separation loss to ensure
that spans containing shared tokens have distinct representations.

Unlike the task that needs to be solved in this article, the ASTE task blurs
the boundary between aspect term and aspect entity, and this article needs to
accurately distinguish the two based on their differences.

2.2 Emotion Recognization in Conversation

As an extension of the basic task of sentiment analysis, conversational sentiment
analysis has attracted wide attention in the field of natural language process-
ing, and many researchers have focused on related research work [13]. Because
dialogue is a dynamic process in which the emotional expression between partici-
pants influences and evolves. Therefore, it is necessary to focus on the emotional
interaction of the participants in the dialogue and the evolution of emotions,
rather than simply viewing the dialogue separately. Hazarika et al. [7] propose
a conversational memory network that incorporates audio, visual, and textual
features to capture dependencies between speakerstried and model the histor-
ical conversation information of people in the conversation. Ghosal et al. [6]
proposed a graph-based convolutional neural network for emotion recognization
in conversation, which used the relationship graph in the conversation to sim-
ulate the propagation and influence of emotion. Hu et al. [8] designed multiple
rounds of reasoning modules to extract and integrate emotional cues, which fully
understand the conversational context from a cognitive perspective.
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Fig. 2. Architecture of the model. The input dialogue for both languages are encoded
by the same encoder, namely Macbert-large [3], and the output of the encoder is fed
into three consecutive attention modules, as shown in the figure. The first two atten-
tion modules contain multi-head attention and feed-forward network (FFN), and they
capture speaker and reply relations using speaker mask and reply mask respectively.

The task of emotion recognization in conversation needs to fully consider the
context information, which can reveal the transfer process of emotion in dialogue
by modeling the context, that is, the transmission and influence of emotion. The
method mentioned above can be widely applied in this task to better distinguish
different aspects of emotion and improve the accuracy of conversational aspect-
based sentiment quadruple extraction.

3 Methodology

Our model is an improvement over the DiaASQ model [9], and the architecture
is shown in Fig. 1.

3.1 Task Definition

Given a multi-user dialogue context D = {u1, · · · , un} with the correspond-
ing replying record l = {l1, · · · , ln} of utterances, where li denotes that i-th
utterance response to li utterance and each utterance ui is composed by m
length words wj , denoted as ui = {w1, · · · , wm} . Based on D and l, the ABSA
task aims to extract all target-aspect-opinion-sentiment quadruples, denoted as
Q = {t, a, o, p}K

k=1, where the target t, aspect a, opinion o are a sub-string
of the dialogue context, separately, and the sentiment p is a category label
∈ {pos, neg, other}.

Following previous work [9], we split the ABSA task into three subtasks,
namely entity boundary, entity pair and sentiment polarity. For entity boundary
subtask, we use tgt, asp, and opi label to mark the head and tail of target, aspect,
and opinion in the dialogue context. Entity pair subtask aims to use h2h (head-
to-head) and t2t (tail-to-tail) labels to link different types of terms together as
a combination (t, a, o). Sentiment polarity subtask is a sentiment classification
task and we assign the category label (i.e. pos, neg, other) between the heads
and tails of target and opinion terms.



Conversational ABSA with Consecutive Multi-view Interaction 167

Fig. 3. Attention modules used in our method. The attention module is composed
of multi-head attention and feed-forward network (FFN). The multi-head attention is
the same as the one in the transformer [15], and the FFN (for the first two attention
modules in 1) is a two-layer MLP with GELU activation. (Color figure online)

3.2 Base Encoding

We use macbert [3] as the pretrained language model (PLM) for both English
and Chinese encoders. The macbert modifies the masked language model (MLM)
task as a language correction manner to mitigate the discrepancy of the pre-
training and fine-tuning stage. The output of the last attention module is fed
into the RoPE and grid tagging modules as in the DiaASQ implementation [9].

u
′
i =< [CLS], w1, · · · , wm, [SEP] > , (1)

Hi = hcls,h1, · · · ,hm,hsep = PLM(u
′
i) , (2)

where hm is the contextual representation of word wm.

3.3 Consecutive Multi-view Interaction

In order to capture the deep interaction between different views, we design a
consecutive multi-view interaction module, which captures the correlation in
different views respectively through three consecutive attention layers. The first
two attention modules consist of multi-head attention and feed-forward net-
work(FFN) [15], shown in Fig. 3(a), capturing speaker and reply relations by
using speaker mask and reply mask respectively.

H ′ = Masked-Att(Q,K,V ,Mo)

= Softmax(
(QT · K) � Mo

√
d

) · V ,
(3)

Ho = FFN(H ′)
= max(0,H ′W1 + b1)W2 + b2,

(4)
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where Q=K=V =H ∈ R
N×d is the whole dialogue sequence representation

obtained by pre-trained language model, and � is element-wise production. The
o represent the token interaction under different views respectively, i.e. speaker,
reply, and thread.

The last attention module (in blue) contains a multi-head attention only,
shown in Fig. 3(b), as we found that adding FFN degrades the performance (see
ablation study), and thread mask is used to capture the thread relation. We
denote the dialog representation after continuous multi-view interaction as Hf .

3.4 Quadruple Decoding

First, we utilize multiple MLP layers with unshared parameters to map the
dialogue context representations into multiple tag spaces respectively.

vr
i = MLPr(hf

i ), (5)

where r ∈ {tgt, · · · , h2h, · · · , pos, · · · , εent, · · · } indicates a specific label and εent

denotes the non-relation label in the entity boundary matrix.
In order to help the model understand the dialogue context order, following

previous work [9], we fuse the rotation position embedding (RoPE) [14] with
the dialogue representation as the input of the quadruple decoding. RoPE can
model the relative positional distance between tokens, which can be formalized
as follows:

hr
i = R(θ, i)vr

i , (6)

where R(θ, i) is a positioning matrix parameterized by θ and the absolute index
i of vr

i .
For entity boundary subtask, we compute the dot product similarity between

tokens as a label score sr
ij , and use softmax to compute the probabilities pr

ij of
multiple labels. Other subtasks also get label probabilities through the same
method.

sr
ij = (hr

i )
T hr

j ,

pent
ij , ptgt

ij , pasp
ij , popi

ij = Softmax([sεent
ij ; stgt

ij ; sasp
ij ; sopi

ij ]),
(7)

During model training, we use the commonly used cross-entropy loss function
for each subtask.

Lk = − 1
G · N2

G∑

g=1

N∑

i=1

N∑

j=1

αk yk
ij log(pk

ij), (8)

where k ∈ {ent, pair, pol} indicates one of subtasks, and αk is the label weight
to alleviate the problem of label imbalance in the dataset. The final loss L is the
weighted sum of three subtask losses:

L = Lent + βLpair + ηLpol, (9)

where Lent,Lpair, and Lpol represent the losses of the three subtasks, namely
entity boundary, entity pair and sentiment polarity, separately. β and η are
specify hyperparameters.
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Table 1. Data statistics.

Dialogue Items Pairs Quadruples

Dia. Utt. Spk. Tgt. Asp. Opi. Pairt-a Pairt-o Paira-o Quad. Intra. Cross

ZH Total 1,000 7,452 4,991 8,308 6,572 7,051 6,041 7,587 5,358 5,742 4,467 1,275

Train 800 5,947 3,986 6,652 5,220 5,622 4,823 6,062 4,297 4,607 3,594 1,013

Valid 100 748 502 823 662 724 621 758 538 577 440 137

Test 100 757 503 833 690 705 597 767 523 558 433 125

EN Total 1,000 7,452 4,991 8,264 6,434 6,933 5,894 7,432 4,994 5,514 4,287 1,227

Train 800 5,947 3,986 6,613 5,109 5,523 4,699 5,931 3,989 4,414 3,442 972

Valid 100 748 502 822 644 719 603 750 509 555 423 132

Test 100 757 503 829 681 691 592 751 496 545 422 123

3.5 Training Strategy

Cross Validation and Model Fusion. We randomly split the training data
into 5 folds, and train the model on each fold. For each fold, we select the best
model on the validation set and use the weight for model fusion. The model
fusion is done by averaging the weights of the selected models. Note that we
only select the top 3 models among the 5 folds, as we found that using more
models degrades the performance.

Language Transfer from Chinese to English. We found that transfer learn-
ing from Chinese to English is effective, and we use the following method to
transfer the model from Chinese to English. First, we train the model on Chi-
nese data using cross-validation and model fusion(as described above). Then we
use the fused Chinese model to initialize the parameters of the English model.
Finally, the English model is trained as usual. We found that this method is
more effective than training the model from scratch on English data.

Sentiment Correction by Rules. We extract the apsect-opinion pairs from
the training set and build the rules based on the pairs. We keep the top 512 pairs
both positive and negative sentiments. We remove the pairs that appear in both
positive and negative sentiments, resulting in 426 pairs for both negative and
postive and both. The numbers of pairs for both languages are the same probably
because the english dataset is directly translated from the chinese dataset. These
pairs are used to correct the sentiment prediction in a simple manner: if the
pair appears in the prediction, we change the corresponding sentiment to the
sentiment of the pair.
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4 Experiment

4.1 Experimental Settings

Dataset. DiaASQ [9] is a mobile phone field conversational aspect-based senti-
ment quadruple analysis dataset, collected from Weibo. Each conversation orig-
inates from a root post, and multiple speakers participate in replying to pre-
decessor posts. Multiple threads and multiple turns of conversation form a tree
structure. The statistical information of the dataset is shown in Table 1.

Table 2. Main results on the offline test set. The best results are in bold.

Method Chinese English Avg. F1

Micro F1 Iden.F1 Micro F1 Iden.F1

CRF-Extract-Classify 8.81 9.25 11.59 12.80 10.61

SpERT 13.00 14.19 13.07 13.38 13.41

ParaPhrase 23.27 27.98 24.54 26.76 25.64

Span-ASTE 27.42 30.85 26.99 28.34 28.40

DiaASQ 34.94 37.51 33.31 36.80 35.64

Ours 43.00 46.20 38.32 44.06 42.90

Evaluation Metrics. Following previous works [9], we evaluate all methods on
quadruple extraction, using micro F1 and identification F1 as metrics respec-
tively. Micro F1 measures the whole quadruple, including the sentiment polarity
and identification F1 does not distinguish the polarity.

Alternative Baselines. Following previous work [9], we select CRF-Extract
Classify [1], SpERT [5], Span-ASTE [18], ParaPhrase [20] and DiaASQ [9]
as baselines, where DiaASQ is the official baseline of the track 4 of the NLPCC-
2022 shared task.

Implementation Details. We take the Chinese-macbert-large [3] as the pre-
train language model for the Chinese and English datasets. Throughout the
experiments, we use Adam optimizer, where the initial learning rate is 1e-6. In
order to prevent overfitting, the dropout rate is fixed at 0.2. Specify hyperpa-
rameters β and η are set to 3.

4.2 Main Comparisons

All evaluation results under automatic metrics are reported in 2. We can observe
that, among all models, our method achieves the best results in evaluation met-
rics. Compared with the official baseline, our method improves by 8.06%, 8.69%,
5.01%, and 7.26% on the micro F1 and identification F1 evaluation metrics for
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Chinese and English datasets, respectively. Compared with the official baseline
model (DiaASQ), the performance improvement of our solution mainly comes
from a stronger pre-training model, more sufficient feature interaction, and our
training strategy. Our approach also achieves the best result in the DiaASQ
competition.

Table 3. Ablation results

Chinese English Avg. F1

Micro-F1 Iden-F1 Micro-F1 Iden-F1

DiaASQ 34.94 37.51 33.31 36.80 35.64

w/o PLM 14.21 17.55 15.68 19.57 16.75

Ours 43.00 46.20 38.32 44.06 42.90

w/o PLM 17.52 21.33 16.97 20.28 19.03

w DiaASQ PLM 40.46 42.80 35.76 41.65 40.17

w max pooling 41.79 43.55 36.05 41.20 40.65

w all ffn 42.19 44.68 36.57 42.27 41.43

w/o k-fold 41.21 43.12 36.35 42.72 40.85

w/o trans 41.22 43.87 36.83 41.43 40.84

w/o rule 42.82 45.93 37.89 43.77 42.60

4.3 Ablation Study

In order to verify the effectiveness of each optimization we made to the official
baseline (DiaASQ), we conducted detailed comparison experiments. The exper-
imental results are shown in Table 3.

For pre-trained language model, we design two variants: removing the
pre-trained model entirely, using only randomly initialized word2vec (w/o PLM),
and using a pre-trained language model consistent with the baseline model (w
DiaASQ PLM). We can observe that different pre-trained language models have a
greater impact on performance, and the version without PLM drops significantly,
proving the important role of pre-trained language models in modeling semantic
relevance.

For methodology, we replaced the multi-view deep interaction module with
multi-view interaction max-pooling in the official baseline model (w max pool-
ing), and the average F1 on the Chinese and English datasets dropped by 1.93%
and 2.56%, respectively. This proves that multi-view deep interaction has a
strong ability to aggregate information from different views, which is beyond
the reach of the max pooling in the baseline method. We also add ffn layer for
the thread view in consecutive multi-view interaction module (w all ffn), and
the average F1 dropped by 0.47%.

For training strategy, we remove k-fold model fusion (w/o k-fold), language
transfer (w/o trans), and rule-based sentiment correction (w/o rule), separately.
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The performers of three variants of our method decrease by 2.05%, 2.06% and
0.29% in the average F1 metric respectively, which demonstrates the importance
of model ensemble and cross-lingual learning to further improve model perfor-
mance and stability.

5 Conclusion

In this paper, we use a Chinese pre-trained language model and grid tagging
schema as backbone to tackle the problem of conversational aspect-based senti-
ment quadruple analysis. We deploy a multi-view interaction module consisting
of three consecutive multi-head attention layers to aggregate emotional informa-
tion from the local single speaker to the global multi-round dialogue. Besides,
the English version model is transferred from the final Chinese weights and k-
fold validation is used to improve the model performance. Finally, our proposed
framework received second place in the NLPCC 2023 task 4, with an average
F1 score of 42.89%. Although exciting improvements over the baseline DiaASQ
model appear, our results show that the conversational aspect-based sentiment
quadruple analysis is still challenging, which needs further consideration and
discussion.
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Abstract. Fine-grained sentiment analysis of dialogue text is crucial
for the model to understand the conversational participants’ viewpoints
and provide accurate responses in generating replies. Unfortunately, in
the field of conversational opinion mining, coarse-grained dialogue emo-
tion analysis remains the mainstream approach, despite being unable to
meet the actual needs in some specific scenarios such as customer service
question and answer system. This work focuses on conversational aspect-
based sentiment quadruple analysis, which aims to detect the sentiment
quadruple of target-aspect-opinion-sentiment in a dialogue. In this study,
we mainly extract triplets and judge the unique sentiment, which is deter-
mined by the target and opinion terms together. For this purpose, we
fine-tune the pre-trained language models using the DiaASQ dataset.
We optimize the rotation positional information embedding by combin-
ing the actual length of the dialogue text and use adversarial training to
enhance the model’s performance and robustness. Finally, We use beam
search ensemble algorithm to improve the entire triplet extraction sys-
tem’s performance. Our system achieved an average F1 score 40.50 that
ranked second in the Chinese dataset and fifth in the general dataset for
the Conversational Aspect-based Sentiment Quadruple Analysis shared
task at NLPCC-2023.

Keywords: conversational quadruple extraction · fine-grained
sentiment analysis · beam search ensemble algorithm

1 Introduction

Aspect-based sentiment analysis has become a popular technique in natural lan-
guage processing to identify people’s opinions and attitudes towards products
or services by analyzing the sentiment of the text [1]. However, traditional sen-
timent analysis techniques often fail to capture the conversational flow of a dia-
logue or conversation. Conversations are complex and dynamic, where different
speakers may have different viewpoints and emotions towards distinct aspects
of the target, making it crucial to perform fine-grained sentiment analysis of
dialogue text. In certain specific scenarios, such as a customer service question

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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and answer system, it is insufficient to solely identify the emotions expressed by
consumers during a conversation. It becomes more important to identify the spe-
cific viewpoints of consumers regarding different aspects of the product in order
to effectively address post-sales issues and provide better assistance. However,
coarse-grained dialogue emotion analysis remains the mainstream approach in
the field of conversational opinion mining. It appears that despite incorporat-
ing dialogue into the fine-grained sentiment analysis (DiaASQ) [2], the model’s
actual performance is still subpar.

Our work focuses on conversational aspect-based sentiment quadruple anal-
ysis (CASQA), which aims to detect the sentiment quadruple of target-aspect-
opinion-sentiment in a dialogue. As shown in Fig. 1, our task involves extract-
ing triples such as ’Apple’,’power consumption’ and ’can’t hold’ from multiple
rounds of dialogue among four speakers who are discussing the various aspects
of the iPhone’s performance. The extracted triples like ‘Apple’, ‘power consump-
tion’ and ‘can’t hold’ will then be evaluated for negative emotional polarity. The
Corresponding aspect-based quadruples extracted in this dialogue fragment are
shown in the Table 1. CASQA enables us to identify sentiment with respect to
the specific aspects and opinions expressed in the conversation and provides a
more accurate understanding of the conversation’s sentiment.

Fig. 1. Illustration of CASQA task

On the basis of the model and data set provided by DiaASQ, We achieved
CASQA task by extracting triplets that judge the unique sentiment, which is
determined by the target and opinion terms together.
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Table 1. Corresponding aspect-based quadruples

Target Aspect Opinion Sentiment

Apple performance strong pos

Apple signal poor neg

Apple optimized well pos

Apple power consumption can’t hold neg

Our method is divided into two stages: (1) We first utilized a Neural Net-
work Intelligence tool to search for hyperparameters that would lead to optimal
performance of the model. Then we optimize the rotation positional information
embedding (Roformer) [3] by combining the actual length of the dialogue text.
Based on the discovered hyper-parameters, we fine-tuned the model using the
Chinese-English dataset provided by DiaASQ. After gradient back-propagation,
the adversarial training FGM method [4]is used to improve the performance
and robustness of the model. (2) Multiple pre-trained language models ensem-
ble. We have trained several models that perform well in the field of ABSA for
enhancing the understanding of the DiaASQ task. Given that different mod-
els may learn different dialog thread features, we adopts a voting mechanism
and ensemble learning to improve the performance of the CASQA system [5].
We perform ensemble learning on the 5 different pre-trained language models
to obtain corresponding model combinations, and the final triplets prediction
results is obtained by internal voting among the models. During the ensemble
learning process, we propose a model ensemble algorithm called beam search
ensemble.

In summary, our contributions are as follows:

– We use the optimized RoPE to further improve the model’s understanding
of dialog context and adversarial training to improve the robustness of the
model.

– To leverage the distinctive dialog thread features learned by different pre-
trained models, we employ the beam search ensemble algorithm. This algo-
rithm merges the predicted results from these models, allowing us to integrate
their insights and enhance the overall performance.

– Our proposed system achieved the second place in the Chinese dataset and
fifth place in the general dataset during the final evaluation of the Conver-
sational Aspect-based Sentiment Quadruple Analysis shared task at NLPCC-
2023. This achievement strongly demonstrates the effectiveness of our method.

2 Related Work

From the traditional approach of text-level sentiment analysis to the more com-
prehensive fine-grained analysis that encompasses opinion mining through the
prediction of various elements, including aspect terms, sentiment polarity, opin-
ion terms, aspect categories, and targets. The growing popularity of open-domain



A Model Ensemble Approach for Conversational Quadruple Extraction 177

dialogue systems, particularly ChatGPT, has given rise to increased interest in
sentiment analysis of integrated conversations.

Zhao et al. [6] and Wu et al. [7] proposed an end-to-end method to solve
the task of Pair-wise Aspect and Opinion Terms Extraction and a multi-task
learning framework based on shared spans, where the terms are extracted under
the supervision of span boundaries. Peng et al. [8] proposed a two-stage frame-
work to extract aspect sentiment triplet. The first stage predicts what, how and
why in a unified model, and then the second stage pairs up the predicted what
(how) and why from the first stage to output triplets. Knoester et al. [9] pro-
posed work extends a state-of-the-art model for ABSA with the methodology of
Domain Adversarial Training to create a deep learning adaptable cross-domain
structure. This improves the generalization and robustness of the model. Li et al.
[2] constructed a large-scale high-quality DiaASQ dataset which contains both
Chinese and English version. They bridged the gap between fine-grained senti-
ment analysis and conversational opinion mining by developing a neural model
which shows huge wins on the cross-utterance quadruple extraction. However,
their systems have limited understanding of the entity, aspect, and sentiment
triples in multi-turn dialogues. In contrast, our optimized rotational position
embedding enables our model to better comprehend the relationships between
triples across the conversation context. Additionally, our proposed model inte-
gration method leverages multiple perspectives to enhance the accuracy of triplet
extraction in the model’s multi-turn conversation flow.

3 Methodology

3.1 Triplets Extraction Model

Based on tree-structured parzen estimator (TPE), a classic Bayesian optimiza-
tion algorithm, we obtain a preliminary range of hyperparameters suitable for
different models. On various long text benchmark datasets, Su et al. [3] proposed
Rotary Position Embedding(RoPE). By using RoPE, various valuable properties
can be achieved, such as the ability to flexibly adjust sequence length, a reduc-
tion in the strength of inter-token dependencies at greater relative distances,
and the potential to enhance the linear self-attention mechanism with relative
position encoding. Consistent superior performance in comparison to alternative
methods has been demonstrated through their experiences. Our task is to inte-
grate the dialog into the tree-like dialogue replying structure. Since our context
length is shorter than the long text dataset on Roformer, we modify the weight
of the rotation positional information embedding.

{
pi,2t = sin

(
10000−wei∗2t/d)

pi,2t+1 = cos
(
10000−wei∗2t/d) (1)

in which wei is the RoPE embedding weight that we adjusted and pi,2t is the
2tth element of the d-dimensional vector pi.
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FGM is an adversarial training method, applying adversarial perturbations
to word embeddings. Suppose the word embedding vector is s, and the model
conditional probability of y given s as p(y|s; θ), where θ are the parameter of
the classifier, N is the number of labeled examples. Then the adversarial per-
turbation radv on s as

radv = −εg/‖g‖2whereg = ∇s log p(y | s;θ). (2)

The adversarial loss is computed as

Ladv(θ) = − 1
N

N∑
n=1

log p(yn | sn + radv,n;θ) (3)

Based on the above optimization strategy, we add 100 dialogue verification sets
to the training set to train the model, and finally get the best performance of a
single model. The structure of our system is shown in Fig. 2.

Fig. 2. The overall architecture of the system

3.2 Models Selection

In this section, we conducted experiments using several powerful Aspect-Based
Sentiment Analysis (ABSA) systems that have been verified on classic ABSA
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tasks, as reported in [10]. To encode the dialogue text for our task, we trained
both the English and Chinese versions of these models separately.

BERT [11] was the first pre-trained language model that used a large-scale
corpus, and has led to significant performance improvements in many down-
stream natural language processing tasks. In recent years, several improved Chi-
nese pre-trained language models based on BERT have emerged, including the
Chinese versions of RoBERTa-wwm [12], PERT [13], and MacBERT [14].

RoBERTa-wwm is a Chinese pre-trained language model based on RoBERTa
that uses a whole-word masking strategy and other pre-training techniques to
improve performance.

PERT takes a different approach to pre-training by replacing the Masked
Language Model (MLM) with a word order prediction task, where the model is
presented with randomly shuffled text and tasked with predicting the original
word order. This approach has been shown to improve the performance of pre-
trained models.

MacBERT improves upon the pre-training technique of RoBERTa by incor-
porating a synonym masking strategy. This strategy aims to reduce the gap
between pre-training and fine-tuning phases, and has demonstrated effective per-
formance improvements in Chinese pre-trained language models.

These models were selected for their proven efficacy in ABSA tasks and were
separately trained for Chinese and English language inputs.

3.3 Ensemble Model

As the number of distinct models continues to increase, finding the optimal
combination of models quickly becomes computationally expensive to model
with traditional methods. To overcome this challenge, we propose a beam search
ensemble algorithm for model fusion. This algorithm incorporates improvements
to the beam search approach, enabling a more efficient convergence to the opti-
mal combination. As shown in Fig. 3, we use beam search ensemble algorithm to
get the final result.

Fig. 3. The details of the beam search ensemble
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One key issue with traditional model fusion is the distribution of voting
weight amongst the models. In our algorithm, we have effectively addressed this
issue by considering the performance of each model and reducing any bias that
may arise from poorly performing models. By doing so, the algorithm ensures
that only models with good performance are given more significant voting weight,
and thus produce optimal results.

Our proposed algorithm is superior in terms of generalization ability when
compared to other existing model fusion methods. In addition, the algorithm
reduces time complexity significantly and allows for single model voting. This
approach fully considers the strengths of each model, and effectively updates
the voting weight to produce the best possible results. Overall, the beam search
ensemble algorithm can combine the prediction results of all models to obtain
more accurate prediction results. As follows.
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In this process, the calculation of the importance weight is to calculate the
relative weight of each emotion in proportion through the number of occurrences
of each emotion in the prediction result of the statistical model, and then fil-
ter the prediction result according to the threshold. Compared with the voting
method, the beam search ensemble algorithm can better deal with the situation
where there are fewer identifiers and the emotional distribution is unbalanced,
and it can better control the misjudgment rate while improving the prediction
effect.

4 Experiments

4.1 Dataset and Evaluation Index

The DiaASQ dataset includes 1000 dialogues in both Chinese and English lan-
guages. It is split into a training set, a verification set, and a test set at a ratio of
8:1:1 for each language. Since the data was originally in Chinese, and the English
data set was translated from it, there is some degree of noise in the English data,
which accounts for the lower F1 scores of the model on the English data set com-
pared to the Chinese data set. As a result, improving the model’s performance
on the English data set proves to be more challenging. Since our main focus is on
quadruple extraction, we primarily measure the performance using micro F1 and
identification F1 scores. The micro F1 score considers the entire quad, includ-
ing the sentiment polarity. On the other hand, the identification F1 score, as
described in Barnes et al. [15], does not differentiate between different polarities
in the evaluation.

4.2 Results and Analysis

To evaluate the effectiveness of the optimization techniques we applied to our
models, we first selected RoBERTa-large, the most effective pre-trained language
model, and conducted a single-model comparison experiment on both the Chi-
nese and English test sets. Next, we compared each baseline model to the model
incorporating all of our improvements. In the end, we will employ the beam
search ensemble algorithm to obtain the best possible prediction result by lever-
aging the various models optimized for optimal performance. +FGM means that
adversarial training modules are added to the +optimized RoPE, +verification
sets means that model training is further trained with verification sets on the
basis of the first two and +all means using all of the above strategies at the same
time. The ablation experiments are shown in Table 2.

Table 2 demonstrates that incorporating optimized RoPE into the DiaASQ
baseline results in an improvement of 1.02% and 0.87% for the roberta-large
model in both Chinese and English datasets. This highlights the effectiveness of
adjusting the weight of the positional embedding information based on the length
of the conversation and its ability to enhance the model’s context comprehension.
Additionally, the adversarial training process that accumulates both the original
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Table 2. The F1 of different models on the Chinese and English test set

Model Chinese English

Micro-F1 Iden-F1 Avg. F1 Micro-F1 Iden-F1 Avg. F1

DiaASQ (baseline) 34.94 37.51 36.23 33.31 36.8 35.06

roberta-large 36.24 42.78 38.31 33.67 37.3 34.69

+optimized RoPE 38.35 42.72 39.33 34.74 37.96 35.55

+FGM 38.50 42.92 39.51 34.82 38.08 35.65

+verification sets 39.23 43.85 41.54+5.32 35.13 38.55 36.84+1.79

roberta-base 33.7 40.02 36.86 31.68 35.96 33.82

+all 35.74 44.26 40.00 32.74 37.2 34.97

bert-large 33.17 39.33 36.25 31.29 35.41 33.35

+all 35.53 43.9 39.715 32.67 36.98 34.83

Pert 31.28 38.66 34.37 / / /

+all 34.64 42.83 38.135 / / /

Macbert 33.05 40.79 36.92 / / /

+all 35.39 43.85 39.62 / / /

beam search ensemble(ours) 42.09 45.62 43.855+7.63 35.54 38.76 37.15+2.10

gradient and the adversarial gradient can mitigate overfitting and improve the
model’s robustness. After including a verification set consisting of 100 dialogues
in the training data, the average F1 score for the Chinese dataset increased by
2.03% in the Roberta-large model, while that of the English dataset increased by
1.21%. This suggests that the dataset is of high quality, and that the amount of
data plays a significant role in limiting the performance of the models. We applied
the aforementioned optimization techniques to other Bert-based models, and
observed improvement in their performance. Considering the different features
learned by each model and the nuances of their predicted quadruples, we utilized
the beam search ensemble algorithm to merge the predictions of multiple models
in the Table 2, assign weights to each of them, sort them, and screen out the
quadruples with weights greater than the threshold t. The final result showed
an increase of 7.63% compared to the baseline. Furthermore, when compared
to the optimal model, the beam search ensemble algorithm demonstrated an
improvement of 2.31%.

5 Conclusion

In this paper, we propose a model ensemble approach for conversational quadru-
ple extraction. We initiated our efforts to enhance the task’s performance by opti-
mizing the RoPE positional information embedding. Subsequently, we employed
adversarial training techniques to further boost the model’s robustness and gen-
eralization capabilities. Additionally, we expanded the training dataset and fur-
ther improved the model’s F1 scores for both Chinese and English test set. We
then trained several models using these optimization strategies and identified
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the best results using the beam search ensemble algorithm. Experimental results
on the NLPCC2023 Shared Task4 DiaASQ dataset demonstrate the effectiveness
of our method and the necessity of the rotation positional information embed-
ding module and using beam search ensemble algorithm to integrates correct
predictions from distinct models.

References

1. Liu, B., Zhang, L.: A survey of opinion mining and sentiment analysis. In: Mining
Text Data, pp. 415–463. Springer (2012)

2. Li, B., Fei, H.: Diaasq: a benchmark of conversational aspect-based sentiment
quadruple analysis. CoRR abs/2211.05705 (2022)

3. Su, J., Lu, Y.: Roformer: enhanced transformer with rotary position embedding.
CoRR abs/2104.09864 (2021)

4. Miyato, T., Dai, A.M.: Adversarial training methods for semi-supervised text clas-
sification. In: 5th International Conference on Learning Representations, ICLR
2017, Toulon, France, April 24–26, 2017, Conference Track Proceedings. OpenRe-
view.net (2017)

5. Cui, S., Han, Y.: A two-stage voting-boosting technique for ensemble learning in
social network sentiment classification. Entropy 25(4), 555 (2023)

6. Zhao, H., Huang, L.: Spanmlt: a span-based multi-task learning framework for
pair-wise aspect and opinion terms extraction. In: Proceedings of the 58th Annual
Meeting of the Association for Computational Linguistics, ACL 2020, Online, July
5–10, 2020, pp. 3239–3248 (2022)

7. Wu, S., Fei, H.: Learn from syntax: improving pair-wise aspect and opinion terms
extraction with rich syntactic knowledge. In: Zhou, Z. (ed.) Proceedings of the
Thirtieth International Joint Conference on Artificial Intelligence, IJCAI 2021,
Virtual Event / Montreal, Canada, 19–27 August 2021, pp. 3957–3963 (2021)

8. Peng, H., Xu, L.: Knowing what, how and why: a near complete solution for aspect
based sentiment analysis. In: The Thirty-Fourth AAAI Conference on Artificial
Intelligence, AAAI 2020, The Thirty-Second Innovative Applications of Artificial
Intelligence Conference, IAAI 2020, The Tenth AAAI Symposium on Educational
Advances in Artificial Intelligence, EAAI 2020, New York, NY, USA, February
7–12, 2020, pp. 8600–8607. AAAI Press (2020)

9. Knoester, J., Frasincar, F.: Domain adversarial training for aspect-based sentiment
analysis. In: Web Information Systems Engineering - WISE 2022–23rd Interna-
tional Conference, Biarritz, France, November 1–3, 2022, Proceedings. LNCS, vol.
13724, pp. 21–37 (2022)

10. Li, Z., Zou, Y.: Learning implicit sentiment in aspect-based sentiment analysis
with supervised contrastive pre-training. In: Proceedings of the 2021 Conference
on Empirical Methods in Natural Language Processing, EMNLP 2021, Virtual
Event/Punta Cana, Dominican Republic, 7–11 November, 2021, pp. 246–256. Asso-
ciation for Computational Linguistics (2021)

11. Devlin, J., Chang, M.: BERT: pre-training of deep bidirectional transformers for
language understanding. In: Proceedings of the 2019 Conference of the North
American Chapter of the Association for Computational Linguistics: Human Lan-
guage Technologies, NAACL-HLT 2019, Minneapolis, MN, USA, June 2–7, 2019,
Volume 1 (Long and Short Papers), pp. 4171–4186 (2019)



184 Z. Tu et al.

12. Liu, Y., Ott, M.: Roberta: A robustly optimized BERT pretraining approach.
CoRR abs/1907.11692 (2019)

13. Cui, Y., Yang, Z.: PERT: pre-training BERT with permuted language model.
CoRR abs/2203.06906 (2022)

14. Cui, Y., Che, W.: Revisiting pre-trained models for Chinese natural language pro-
cessing. In: Findings of the Association for Computational Linguistics: EMNLP
2020, Online Event, 16–20 November 2020. Findings of ACL, vol. EMNLP 2020,
pp. 657–668

15. Barnes, J., Kurtz, R.: Structured sentiment analysis as dependency graph parsing.
In: Proceedings of the 59th Annual Meeting of the Association for Computational
Linguistics and the 11th International Joint Conference on Natural Language Pro-
cessing, ACL/IJCNLP 2021, (Volume 1: Long Papers), Virtual Event, August 1–6,
2021



Enhancing Conversational Aspect-Based
Sentiment Quadruple Analysis

with Context Fusion Encoding Method

Xisheng Xiao, Jiawei Chen, Qianer Li, Peijie Huang(B), and Yuhong Xu

College of Mathematics and Informatics, South China Agricultural University,
Guangzhou, China

pjhuang@scau.edu.cn

Abstract. Aspect-based sentiment analysis (ABSA) has been a hot
research topic due to its ability to fully exploit people’s opinions through
social media texts. Compared with analyzing sentiment in short texts,
conversational aspect-based sentiment quadruple analysis, also known
as DiaASQ, aiming to extract the sentiment quadruple of target-aspect-
opinion-sentiment in a dialogue, is a relatively new task that involves
multiple speakers with varying stances in a conversation. Conversations
are longer than ordinary texts and have richer contexts, which can lead to
context loss and pairing errors. To address this issue, this work proposes
a context-fusion encoding method based on conversation threads and
lengths to integrate the speech of different speakers, enabling the model
to better understand conversational context and extract cross-utterance
quadruples. Experimental results have demonstrated that the proposed
method achieves an average F1-score of 42.12% in DiaASQ, which is
6.48% higher than the best comparative model, indicating superior per-
formance.

Keywords: Conversational aspect-based sentiment quadruple
analysis · Context fusion · Conversational opinion mining

1 Introduction

In recent years, many people have shared their opinions and reviews on the
internet through various social media platforms. Fully mining information from
these texts can provide significant help in improving products and increasing effi-
ciency, making aspect-based sentiment analysis (ABSA) [1–3] a popular research
direction. ABSA is a task that aims to detect fine-grained sentiment towards
specific aspects of targets. Initially, ABSA only focused on aspect terms and
sentiment polarities [4–6]. Later, researchers gradually realized the importance
of two other key factors that influence sentiment polarity judgments: opinion
terms and categories [2]. Depending on the different elements of interest, various
ABSA tasks have been proposed, including pair extraction tasks (e.g. aspect-
opinion pair extraction, AOPE [7]), triple ABSA tasks (e.g. aspect sentiment
triplet extraction, ASTE [8,9]), and quadruple ABSA tasks (e.g. aspect senti-
ment quad prediction, ASQP [10,11]).
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Illustration of the conversational aspect-based sentiment quadruple analysis.
We can extract the following four target-aspect-opinion-sentiment quadruples from
this dialog: (‘Hongmeng’, ‘drop power’, ‘very fast’, ‘neg’), (‘mate40pro+’, ‘battery life’,
‘good’, ‘pos’), (‘Honor 30Pro’, ‘power drop’, ‘fast’, ‘neg’), and (‘Hongmeng’, ‘battery
life’, ‘poor’, ‘neg’).

The aforementioned research has been based on short texts such as com-
ments. However, conversational texts are also a significant category in social
media, and conducting sentiment analysis on these texts is equally meaningful.
To perform fine-grained sentiment analysis on conversational texts, aspect-based
sentiment quadruple analysis [12], also known as DiaASQ, has been proposed.
As shown in Fig. 1, conversational texts have a natural special structure. Firstly,
a conversation consists of multiple participants who may have different stances
and views [13]. Secondly, the elements of sentiment quadruples may come from
multiple sentences, which we refer to as cross-utterance quadruples. Finally, As
the conversation progresses, the topic tends to shift gradually. These charac-
teristics pose new challenges for modeling sentiment analysis on conversational
texts.

To address the problem of DiaASQ, Li et al. [12] proposed a new model that
used the thread, speaker, and reply views to model the conversation. Their model
encodes each utterance separately using pre-trained language models (PLMs)
[14], and then models the global information relying on self-attention mecha-
nisms [15] and masking methods. This approach, however, can not fully utilize
the powerful contextual modeling capabilities of PLMs, resulting in the loss
of some interactive information between adjacent utterance pairs. Therefore, we
propose a context-fusion encoding method for DiaASQ, which models the contex-
tual information of the entire thread’s speech, rather than model each sentence
separately, performing better in extracting cross-utterance quadruples. Mean-
while, we treat extremely short conversations as a whole for context encoding.
Furthermore, we incorporate regularized dropout [16] and fast gradient method
[17] to improve the robustness of the model.
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In summary, the main contributions of this work could be summarized as fol-
lows: (1) proposing a context-fusion encoding method that allows the model to
better understand context and extract cross-utterance quadruples; (2) incorpo-
rating regularized dropout and fast gradient method into the model to enhance
its performance; (3) the experimental results have demonstrated that the pro-
posed method achieves an average F1-score of 42.12% in DiaASQ, which is 6.48%
higher than the best comparative model, indicating superior performance.

2 Related Work

In this section, we will provide an overview of related work that focuses on
sentiment analysis of short texts and the shared task.

2.1 Aspect-Based Sentiment Quadruples Extraction

In the field of aspect-based sentiment analysis (ABSA) for short texts, aspect
sentiment quad prediction (ASQP), also referred to as aspect-based sentiment
quadruple extraction, has been an active research area [2,3]. Cai et al. [10] were
the pioneers to investigate the ABSA quadruple extraction task, with a focus
on implicit aspects or opinions. They introduced two new datasets with senti-
ment quadruple annotations and constructed a series of pipeline baselines by
combining existing models to benchmark the task. Zhang et al. [11] proposed a
paraphrase modeling strategy to predict sentiment quadruples end-to-end. They
transformed the original quadruple prediction task into a text generation prob-
lem and solved it using a Seq2Seq modeling paradigm. This approach enabled the
full utilization of label semantics, i.e., the meaning of sentiment elements. Later
methods have further formalized the task as generating opinion trees [18,19] or
structured schema [20].

2.2 Conversational Aspect-Based Sentiment Quadruple Analysis

Conversational aspect-based sentiment quadruple analysis [12] was a new task,
and previous work did not consider how to extract sentiment quadruples from
conversation text. The shared task provided a model that used a novel label-
ing scheme based on the grid-tagging method [8], which divided the labeling
task into three sub-tasks: detections of entity boundary, entity pair, and senti-
ment polarity. Compared to pipeline models that required extract-filter-matching
processes [10], this approach reduced error propagation and accumulation. Addi-
tionally, compared to seq-to-seq approaches [11], it avoided exposure bias. The
model first extracted the contextual representation of the sentence through an
encoding layer. Then, it proposed a multi-view interaction layer that constructed
Thread Mask, Speaker Mask, and Reply Mask, combined with a multi-head self-
attention mechanism [15] to strengthen the awareness of the dialogue discourse.
Finally, it fused the Rotary Position Embedding (RoPE) [21] and calculated the
score between any token pair in terms of the label.
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3 Methodology

In this section, we will provide a detailed description of our method. Our model
structure is shown in Fig. 2. Overall, we propose a context-fusion encoding
method based on the thread and conversation length in the stage of context
characterization. We will introduce the adversarial training strategy and regu-
larization technique strategy we used as well.

3.1 Task Introduction

The goal of conversational aspect-based sentiment quadruple analysis is to
extract the target-aspect-opinion-sentiment quadruple from conversational texts.
The target, aspect, and opinion are continuous words extracted from sentences,
and these elements may come from different sentences, referred to as cross-
utterance. The sentiment polarity can be classified into three categories: pos-
itive, negative, and neutral, based on the extracted three elements. As shown
in Fig. 1, a conversation starts from a root post. All subsequent posts are child
or grandchild posts of this root post. The so-called thread refers to the subtree
derived from the root node of the conversation tree. We treat the root post as
a separate thread. Target denotes a particular object(e.g. product or service),
while aspect denotes a specific attribute or component of the target. In contrast,
category is a broader concept that refers to the class to which the aspect belongs.
An opinion term often takes the form of an adjective that conveys the speaker’s
evaluation of the aspect. For instance, as shown in Fig. 1, the aspect of “battery
life” related to the target “mate40pro+” is mentioned.

Specifically, we represent each dialog as a training sample D = {u1, ..., un}
with the corresponding replies r = {l1, ..., ln} of utterances, where li denotes
ith utterance reply to lthi utterance. To maintain generality, we consider u1 as
root utterance. tk = {ui, ui+1, ..., uj}(1 ≤ i ≤ j ≤ n) represents k-th thread
where li equal to 1 and {li+1...lj} ∈ {i, i + 1, ..., j − 1}. Each ui = {w1, ..., wmi

}
denotes i-th utterance text and mi is the length of utterance of ui. DiaASQ
aims to extract all possible (target, aspect, opinion, sentiment) quadruples,
denoted as Q = {t, a, o, p} where {t, a, o} is the sub-string of dialogue D and
p ∈ {pos, neg, other}.

3.2 Context Fusion Encoding with Adversarial Training

Thread Fusion. Usually, a dialogue consists of multiple rounds and involves
multiple speakers, presenting a complex hierarchical structure. As reported in
[12], around 22% of cross-utterance quadruples exist in the Chinese and English
datasets. If context encoding is only performed on individual utterance, on the
one hand, the outstanding performance of PLMs [14] can not be fully utilized; on
the other hand, there is no interaction between different utterances, undoubtedly
resulting in the loss of contextual information. Therefore, we propose a contex-
tual fusion method based on thread, which we call “thread fusion”, and use
PLMs to better model multiple speakers and different utterances. The method
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Fig. 2. The overall framework of the proposed method.

merges the utterances in the same thread of conversation into a dialogue segment
and treats each segment as a whole for contextual representation encoding.

t′k =< [cls], ui, [sep], ui+1, [sep], ..., [sep], uj , [sep] >, (1)

THk = hcls,Hi,hsep, ...,hsep,Hj ,hsep = PLMs(t′k), (2)

where ui, ..., uj are the utterances of k-th thread tk , [cls] and [sep] are the
special tokens in PLMs, Hi and THk means the contextual representation of i-
th utterance and k-th thread. We found that the contents discussed in the same
thread often have relevance, while the relationships between different threads
are relatively weak. This is also the motivation for our proposed thread fusion.

Dialog Fusion. After further analysis of the dataset, it is discovered that some
threads in certain conversations are very short in length, containing incomplete
quadruples and little information, resulting making no predictions from model.
As shown in Table 1, the average length of threads is around 28, with the shortest
thread containing only 3 words. Naturally, we consider additional processing for
these particularly short threads, by merging them into longer texts. In addition,
the maximum length of threads in the Chinese dataset is 257 words, with the
longest conversation containing 462 words. It is not applicable to all conversa-
tions, as some long conversations may exceed the maximum acceptable length
of PLMs. Moreover, long conversations are usually more informative and may
introduce noise to the model if merged together.

Taking into account the above two points, we propose treating certain con-
versations with a length less than a threshold value τ as a whole, and using
a PLMs to obtain its global context information. The representation of whole
dialog DH can be constructed as follow:

D′ =< [cls], u1, [sep], u2, [sep], ..., [sep], un, [sep] >, (3)

DH =

{
hcls,H1,hsep, ...,Hn,hsep = PLMs(D′), if

∑n
i=1 mi ≤ τ,

TH1||TH2||...||THk, else,
(4)
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where dialog D′ is one training sample connected by [cls] and [sep], mi is the
length of i-th utterance, τ is a controllable hyperparameter that restricts the
scope of the processing object, and the operation of “||” is concat.

Adversarial Training. For further improving the performance and robustness
of context fusion encoder, we have chosen the Fast Gradient Method (FGM)
[17] as our adversarial training technique. FGM is a popular adversarial attack
method, which is used in deep learning to generate adversarial examples by
perturbing input data to maximize the loss function of the model. It calculates
the gradient of the loss function with respect to the input data and perturbs the
data in the direction of the gradient with a certain magnitude while maintaining
a maximum norm constraint. The perturbations radv can be defined as:

radv = ε · g/‖g‖2 where g = ∇sL(D, y), (5)

where ε is a hyperparameter limiting the size of adversarial perturbations radv.

3.3 Quadruple Decoder

Multi-view Interaction. Following Li et al. [12], we construct attention masks
M c and use multi-head self-attention [15] to extract three types of features: dia-
logue threads, speakers, and reply, where c ∈ {Th, Sp,Rp} and the corresponding
values represent thread mask, speak mask and speaker mask, respectively:

Hc = Masked-Att (Q,K,V ,M c) = Softmax(

(
QT · K

)
� M c

√
d

) · V , (6)

where Q = K = V = DH is the representation of whole dialogue. Thread mask
MTh

ij = 1 if the ith and jth token belong to the same dialogue thread; speaker
mask MSp

ij = 1 if the ith and jth token are derived from the same speaker; and
reply mask MRp

ij = 1 if the two utterances containing the ith and jth token
respectively have a replying relation.

To better guide discourse understanding, the model fuses the Rotary Posi-
tion Embedding (RoPE) [21] into token representations, which can dynamically
encode the relative distance globally between tokens at the dialogue level. And
then the score srij indicating the probability of relation label r between wi and
wj can be calculated as:

srij = (R(θ, i)vr
i )

T (R(θ, j)vr
j), (7)

where R(θ, i) is a positioning matrix parameterized by θ and the absolute index
i of vr

i .
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Regularization. Inspired by Liang et al. [16], we improve quadruple decoder
using Regularized Dropout (R-Drop), an unsupervised contrastive loss, as the
regularization technique. By utilizing the probabilistic nature of the dropout
layer, the model’s predictions vary each time. R-Drop passes each training data
sample through the model twice, and then uses Kullback-Leibler (KL) divergence
to constrain the results of the two predictions, which can be defined by the
following formula:

LKL =
α

2
[DKL (Pw

1 (y | D)‖Pw
2 (y | D)) + DKL (Pw

2 (y | D)‖Pw
1 (y | D))], (8)

where Pw
1 (y | D) and Pw

2 (y | D) are two distributions of model predictions, α is
the coefficient weight to control LKL.

3.4 Learning

The training loss Ld of the sum of each subtask can be defined as:

Lk = − 1
G · N2

G∑
g=1

N∑
i=1

N∑
j=1

αkyk
ij log

(
pkij

)
, (9)

Ld = Lent + βLpair + ηLpol , (10)

where k ∈ { ent, pair, pol } indicates a subtask defined by Li [12], N is the
total token length in a dialogue, and G is the total training data instances. yk

ij is
ground-truth label, pkij is the prediction. A tag-wise weighting hyperparameters
αk is applied to counteract the imbalance among label types, where αpair = β
and αpol = η are determined by dataset and experimental tuning. The finally
loss L with the loss of R-Drop is:

L = L1
d + L2

d + LKL, (11)

where L1
d and L2

d represent the loss obtained from the model predicting the same
sample twice.

4 Experiment

4.1 Datasets and Metrics

Datasets. The corpus consists of posts and comments collected from Weibo, the
largest Chinese social media platform. The datasets include both Chinese and
English, with the English dataset being translated from the Chinese dataset [12].
As shown in Fig. 1, a dialogue starts from a root post and is composed of replies
from multiple speakers. Each reply to the root post is considered as a thread.
From a data structure perspective, the multi-thread and multi-turn dialogue
forms a tree structure, where each subtree of the root node is a thread. This
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data structure provides clear information about the target of each sentence’s
reply, which benefits the model’s understanding of context a lot.

The data statistics of datasets are shown in Tables 1. From Table 1, we can
see that the English dataset is, on average, slightly longer than the Chinese
dataset. The length difference between the shortest and longest samples is very
large, regardless of whether it is an utterance, thread, or dialogue.

Metrics. The task of DiaASQ uses exact F1 as the metric, and a sample will be
viewed as false unless it matches all four elements exactly. Therefore, the task
uses micro F1 and identification F1 [22] respectively for measurements, where
micro F1 measures the whole quad, including the sentiment polarity. In con-
trast, identification F1 does not distinguish the polarity, and is more suitable for
evaluating the model’s boundary prediction ability and entity matching ability.
Finally, the evaluation criterion for the competition is the average of the four
indicators of the Chinese and English datasets.

4.2 Experiment Setting

Due to the similarity in content between the Chinese and English datasets,
after initial parameter search, we used the same parameter settings for both
datasets. We set the maximum epoch to 30 and trained the model with an early
stopping mechanism. The batch size was 1, and evaluation was performed every
100 steps. The initial learning rate was set to 1e-5, and we applied a dropout
rate of 0.1 to the intermediate layer. We set the weight α in R-Drop as 1e-4. For
the dialogue length threshold τ , we experimented with several different values,
including 128, 192, 256, and 512. As shown in Table 1, 512 is already longer
than all of dialogues. Following prior work, we used Chinese-Roberta-wwm-base
[23] and Roberta-Large [24] as our base encoders for the Chinese and English
datasets, respectively.

4.3 Baseline System

We mainly compared some of the latest models of short-text ABSA and dialogue
ABSA, as shown below:

– CRF-Extract-Classify [10]. A three-stage system (extract, filter, and com-
bine) proposed for the sentence-level quadruple ABSA.

– SpERT [25]. A model for joint extraction of entity and relation based on a
span-based transformer. The model was slightly modified to support triple-
term-extraction and polarity classification.

– Span-ASTE [26]. A span-based approach for triplet ABSA extraction. Sim-
ilarly, it was change to be compatible with the DiaASQ task by editing the
last stage of SpanASTE to enumerate triplets.

– ParaPhrase [11]. A generative seq-to-seq model for the quadruple ABSA
extraction. The model outputs are modified to adapt to DiaASQ task.

– DiaASQMTV [12]. A model to solve the problem of DiaASQ benchmark,
which encoding the utterance separately.
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Table 1. Statistics on the length of utterance, thread, and dialog in the testset. ‘Utt.’,
‘Thd.’, and ‘Dia.’ respectively refer to utterance, thread, and dialog.

ZH EN

Utt. Thd. Dia. Utt. Thd. Dia.

Avg. Len. 28.88 56.50 218.65 30.56 59.78 231.34

Max. Len. 142 257 462 156 258 481

Min. Len. 3 4 76 3 3 85

Table 2. Performance of the context fusion encoding method in both main experiments
and ablation experiments. ‘T-Fusion’ represents the thread fusion method, and ‘D-
Fusion128’ represents the dialog fusion method with a dialogue length threshold of
τ=128.

Model ZH EN Avg.

Micro Iden. Micro Iden.

CRF-Extract-Classify 8.81 9.25 11.59 12.80 10.61

SpERT 13.00 14.19 13.07 13.28 13.39

ParaPhrase 23.27 27.98 24.54 26.76 25.64

Span-ASTE 27.42 30.85 26.99 28.34 28.40

DiaASQMTV 34.94 37.51 33.31 36.80 35.64

Ours 42.79 45.58 38.52 41.60 42.12

w/o FGM, R-Drop 39.96 42.60 35.08 40.13 39.44

w/o D-Fusion128 40.80 44.26 38.20 40.92 41.05

w/o T-Fusion 42.57 44.55 38.51 40.93 41.64

4.4 Results and Analysis

Main Experiment. Table 2 presents the main results of our experiments,
demonstrating that our model outperforms all the models with which it is
compared. Our best model incorporates thread fusion encoding and dialog
fusion encoding with τ = 128 and it is trained using FGM and R-Drop. The
DiaASQMTV scores an average of 35.64% on the English and Chinese datasets,
while our method exceeds it by approximately 6.48%. This result demonstrates
the effectiveness of our approach and theory. Generally, the scores on the Chinese
dataset are higher than those on the English dataset.

We also conducted some ablation experiments. First, to verify the effective-
ness of context fusion method and eliminate the interference of FGM and R-
Drop, we removed these two modules and obtained an average score of 39.44%.
Although this score is worse than the main model, it is still 3.8% higher than
DiaASQMTV, further demonstrating that the context fusion method we proposed
can help with the context encoding of the model.
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Fig. 3. The comparison of the model with and without D-Fusion128 method on the
dialog which length less than 128.

In another ablation experiment, we verified whether thread fusion and dialog
fusion respectively played a role. The model achieves Average F1 of 41.05%
when removed dialog fusion, while achieves 41.64% when removed the thread
fusion. We also can find out that dialog fusion had a greater effect than thread
fusion. This result was somewhat unexpected, as dialog fusion only processes
some short conversations, while thread fusion is effective for all conversations.
One possible explanation we propose is that the effect of thread fusion is to
improve the accuracy of quadruple extraction within the same thread, whereas
many quadruples may not only be cross-utterance but also cross-thread. For
cross-thread sentences, dialog fusion can have a greater effect.

In the above experiments, our team achieved the third place in the NLPCC
2023 shared task 4 by obtaining an average score of 41.05% without using the
dialog fusion method which is denoted as D-Fusion128. In fact, our theoreti-
cal best score of 42.12%, which could have achieved a higher ranking, was not
submitted due to the competition’s limit of three submission attempts.

4.5 Effectiveness of Dialog Fusion

It is believe that the reason why dialog fusion improves the score is that the
model enhances its ability to understand the context of short dialogues. To fur-
ther verify this, we first identified all sentences with a dialogue length of less than
128 and then compared the model’s F1 scores on these sentences before and after
adding D-Fusion128. The results are shown in Fig. 3. After adding D-Fusion128,
the micro F1 and identification F1 scores on the Chinese dataset increased by
1.75% and 3.18% respectively, while the micro F1 score on the English dataset
increased by 1.47%. These results support our hypothesis. However, the identi-
fication F1 score on the English dataset decreased, indicating that the model’s
prediction performance for English boundaries deteriorated after concatenating
the dialogues. This may be due to the fact that the English dataset are gener-
ally longer than the Chinese dataset (as shown in Table 1) and that English has
WordPiece mechanism in PLMs, making the text longer and harder to locate.
Overall, this indicates that dialog fusion does improve the accuracy of the model
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in understanding and modeling the context of short dialogues. We also exper-
iment different threshold τ for further validation and as the τ increased, there
was an overall downward trend in the average score, which is consistent with our
hypothesis.

5 Conclusion

This work proposes a context fusion method to enhance the performance of
conversational aspect-based sentiment quadruple analysis. Firstly, utterances
within the same thread are merged through thread fusion, enabling the model to
simultaneously model context information from multiple speakers. Then, dialog
fusion is applied to some particularly short dialogues to obtain global informa-
tion, which effectively improves the model’s performance on shorter dialogues.
Through experiments, we conclude that concatenating the entire text of long
dialogues actually leads to negative effects. Our model achieved an average F1
score of 42.12%, which is 6.48% higher than the DiaASQMTV, indicating the
effectiveness of our approach.
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Abstract. Present advancements in digital content have resulted in
an enhanced interest in video understanding. The Temporal Answer
Grounding in Video Corpus (TAGVC) aims to pinpoint the visual
response within an extensive array of untrimmed instructional videos
using language-based questions. This research explores TAGVC, a
notably complex task involving an intricate combination of skills includ-
ing video retrieval and comprehension, visual answer localization, and
collaboration between vision and language, posing challenges greater
than the initial Temporal Answer Grounding in a Single Video (TAGSV).
This paper outlines a novel approach to tackling such challenges, propos-
ing a Fine-grained Modality Alignment and Local-Global Optimization
Framework(FMALG) for TAGVC. By combining the strengths of visual
and textual predictions, this system offers a resilient solution. The fine-
grained modality alignment is used to understand each video segment’s
context succinctly. In addition, the local-global optimization technique
is implemented to learn the global retrieval capabilities and visualize
answer localization. The subtitle quality is also improved using OpenAI’s
ChatGPT. The efficacy of the proposed methods is evidenced through
extensive experiments, where we achieved first place on track 3 and sec-
ond place on track 2.

Keywords: Video Question Answering · Video-grounded · Visual
Answer Localization

1 Introduction

The rapid proliferation of digital content, particularly in the form of videos, has
led to a surge in research interest in the field of video understanding. This is
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further fueled by the increasing demand for efficient and effective methods to
retrieve and comprehend information from large-scale video corpora. This paper
focuses on a novel task in this domain, namely Temporal Answer Grounding
in Video Corpus (TAGVC), which aims to locate the visual answer in a large
collection of untrimmed instructional videos using a natural language question.

The TAGVC task is a complex one, requiring a range of skills including the
interaction between vision and language, video retrieval, passage comprehen-
sion, and visual answer localization. It presents a higher level of difficulty than
the initial Temporal Answer Grounding in a Single Video (TAGSV), or Visual
Answer Localization (VAL), because it demands the precise retrieval of the tar-
get video from a substantial video corpus and the accurate localization of the
visual answer corresponding to this target video.

Our research is inspired by the work of [1], who introduced the TAGVC task
and proposed a cross-modal contrastive global-span (CCGS) method, jointly
training the video retrieval and visual answer localization subtasks in an end-
to-end manner. Their method has shown impressive results in terms of video
retrieval and answer localization, outperforming other competitive methods in
the field. In addition, we also draw insights from the work of [2], who proposed a
joint training method for dense passage retrieval and passage re-ranking, named
MutualSL. Their method has shown significant improvements in the retrieval
performance, which is a crucial aspect of the TAGVC task.

However, despite the advancements made by these studies, there are still
several limitations that need to be addressed. For example, current TAGVC
methods, including visual and textual predictors, encounter substantial dispari-
ties between the visual and text-based modalities. The visual predictor struggles
with continuous clip prediction due to the frequent changing of video scenes and
semantics to the question. On the other hand, the textual predictor, if the video
lacks subtitle information for a long clip, this clip cannot be located. These limi-
tations highlight the need for a more robust and comprehensive approach to the
TAGVC task.

In response to these challenges, we propose a novel method that leverages the
strengths of both visual and textual predictors while mitigating their weaknesses.
We introduce a Fine-grained Modality Alignment and Local-Global Optimiza-
tion Framework for TAGVC. Initially, we divide the video into subtitle-based
segments, each having a succinct context for fine-grained modality alignment.
Secondly, We have implemented the Local-Global Optimization technique, using
three types of loss functions to independently learn the capabilities of global
retrieval and visual answer localization. In addition, we utilize OpenAI’s Chat-
GPT to enhance the quality of subtitles and streamlining their length. This
approach aids in more efficient, parallel training, and also mitigates the effects
of subtitle truncation.

Our comprehensive experiments demonstrate the effectiveness of our pro-
posed methods, which achieved first place on track 3 and second place on track
2 in testB.
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Fig. 1. Illustration of the video corpus visual answer localization in the medical instruc-
tional video.

2 Related Work

2.1 Video Question Answering

Video question answering (VideoQA) represents a blossoming research area,
witnessing rapid advancements in datasets and methodologies. Tapaswi et al.
[3] introduced the MovieQA dataset and extended memory networks to the
VideoQA realm. Subsequent research [4,5] introduced sophisticated memory
architectures to optimize interaction across different modalities. Jang et al. [6]
presented the TGIF-QA dataset, combining deep appearance and motion fea-
tures with spatial and temporal attention for precise question answering.

Recent multi-modal VideoQA studies [7,8] have augmented VideoQA with
spatio-temporal annotations and have called for intelligent systems that can
retrieve relevant moments and detect referenced visual concepts concurrently.
These research efforts substantiate that temporal annotations linked to ques-
tions enhance both the accuracy and interpretability of QA models. Further
investigations [9,10] have incorporated captions as supplementary input sources
and developed a modality weighting strategy to improve question answering
performance. However, these studies overlooked the potential of the correlation
between frames and subtitles, which can act as guidance to enhance language
and video understanding within VideoQA models.

2.2 Temporal Natural Language Localization in Video

Temporal natural language localization (TNLL) in videos primarily aims to
locate natural languages temporally within videos. The existing TNLL works
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[11–14] predominantly employ top-down models, with predefined temporal pro-
posals and focus on creating robust multi-modal interaction modules to select
the proposal most relevant to the language query.

Weakly supervised TNLL tasks are also well-studied. The method proposed
by Bojanowski et al. [15] contemplates the task of synchronizing a video with
a set of temporally ordered sentences, leveraging temporal ordering as addi-
tional constraint and supervision. Text-Guided Attention [16–18] suggests learn-
ing joint visual-text embeddings and using the attention scores as the alignment
between video frames and the query. In comparison, Lin et al. [19] devised a top-
down proposal generation module combined with a semantic completion module
to measure the semantic similarity between proposals and queries, refining the
alignment scores of top-selected proposals.

3 Methodology

3.1 Problem Definition

The objective of the Chinese Medical Instructional Video Question Answering
track3, Temporal Answer Grounding in Video Corpus (TAGVC), is to provide a
comprehensive solution for addressing medical or health-related question (Q) by
utilizing a corpus of Chinese medical instructional videos (VC = {V1, V2, ..., Vn})
and their corresponding subtitles (SC = {S1, S2, ..., Sn}, Si = {T1, T2, ..., Tr}).
Here, n denotes the number of videos in the corpus, and r denotes the num-
ber of subtitle segments. The primary objective is to determine accurately the
starting and ending timepoints ([V̂s, V̂e]) within the most relevant video (V ∗)
for the given answer. This research aims to improve the accuracy and efficiency
in extracting relevant information from medical instructional videos to facilitate
effective question-answering in the Chinese medical domain, specifically within
a large video corpus.

3.2 Data Preprocess

During the data analysis, it was discovered that the dataset contained a signif-
icant number of low-quality subtitles filled with numerous typos. Additionally,
the video subtitles tended to be excessively long, causing the GPU to run out
of memory during the training process. To address these issues, we introduce
the Few-Shot based ChatGPT optimization method, which aims to improve the
quality of subtitles. This method involves providing prompts such as examples of
subtitle optimization, preprocessing tasks, and executing the Few-Shot learning
strategy to bolster ChatGPT’s abilities. By adopting this approach, we efficiently
reduce the length of subtitles, resulting in concise text that accurately captures
the essence and key information. Moreover, the language model automatically
corrects errors, including spelling, grammar, and semantic inconsistencies, lead-
ing to an overall enhancement in quality. The prompt we employ is structured
as follows:
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Help me simplify the contents of each dictionary whose key is ’text’ in the
following list. It is imperative to retain the content unchanged while signifi-
cantly reducing the word count. Additionally, ensure that the list structure
remains unaltered.
Example:
1. 使用频率最高→高频使用
2. 髋关节在人体主要负责承重→髋关节主要负责承重
Output should adhere to the following format:
1. ’raw’→ ’modified’
2. ...
Lists:
{text}

Prompt 1: Few-Shot ChatGPT

Fig. 2. Overview of proposed Fine-grained Modality Alignment and Local-Global Opti-
mization Framework.

The benefits of this approach encompass the transformation of lengthy sub-
titles into concise texts while preserving their inherent meaning. Furthermore, it
enhances the quality and accuracy through automated error correction, includ-
ing spelling, grammar, and semantic inconsistencies. Finally, the Few-Shot-based
optimization method enables ChatGPT to exhibit robust adaptability in han-
dling long sentences, extracting key information, and minimizing information
loss. Ultimately, this method offers a practical solution for subtitle generation,
significantly enhancing convenience and efficiency in the process.

3.3 Overall Architecture

Shown in Fig. 2, The proposed FMALG is a Contrastive Learning structure
with five components: video corpus sampling, feature extraction, cross-modal
fusion, global spanning matrix, and two specific modules - global span compar-
ison learning and global span predictor. The video corpus sampling stage cre-
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ates positive and negative samples for comparison training. Feature extraction
extracts fine-grained video and text features by pre-trained model and achiev-
ing precise modality alignment. Through cross-modal fusion, the cross-attention
mechanism merges the text and video modalities, comprehensively integrating
the data. A global spanning matrix is then constructed by partitioning the fused
information with positional embedding. This matrix facilitates efficient utiliza-
tion of information, enabling analysis and comparison of global characteristics.
Ultimately, these modules enhance retrieval and grounding results, maximizing
the effectiveness and efficiency of FMALG.

Fine-Grained Cross-Modal Alignment. Building on the foundation of the
baseline method [1], a preexisting visual model, specifically S3D [20], works in
unison with a pre-trained language model (PLM) to extract feature vectors from
videos (V ) and corresponding subtitles (T = [Q,T1, ..., Tr]). The main driver
behind this operation is to produce feature vectors ideal for analytical compu-
tations. To achieve inter-modal alignment, video clips are segmented congruent
with their associated subtitles, resulting in independently extracted video seg-
ments (V = [V1, ..., Vr]). Here, r symbolizes the number of subtitle spans. Each
independent video segment is processed with S3D to draw out pertinent video
features, thereby promoting a precise alignment between video and text features.

Vi = S3D(Vi), i ∈ [1, r]
T = PLM(T )

(1)

In subsequent phases of our methodology, we place significant reliance on
the efficiency of the cross-attention mechanism for feature fusion. The first piv-
otal action involves transforming both video and textual features into a unified
output, Fjoint, utilizing the Cross-Attention (CA) mapping function. The CA
function, optimized during the previous alignment stage, takes video features,
Fvideo = [V1, ...,Vr], and text features, Ftext = T , as input variables as articu-
lated in the equation:

Fjoint = CA(Fvideo,Ftext) (2)

The Cross-Attention mapping function amalgamates these dynamic represen-
tations, producing a coherent output, Fjoint, that effectively bridges the inherent
disparities between the video and textual domains.

Local-Global Optimization. Our model’s video retrieval and localization
capabilities are enhanced by the application of Local-Global Optimization within
the training process, offering effective supervision at diverse stages. Particularly,
both positive and negative video samples are transformed into feature cross-
modal interactions, denoted respectively as Fpositive

joint and Fnegative
joint . Subsequently,

these features are bifurcated into positive and negative samples by the CLS
Head. To compute the aggregate CLSloss for video retrieval, we employ Cross-
Entropy loss founction. The retrieval performance of the model can be reinforced



FMALG 205

by adhering to the baseline of Global-span Contrastive Learning, denoted as
GCLloss.

Furthermore, in the visual answer localization task, we continue to employ the
baseline approach. This involves transferring the features through the Embedded
Split Linear Layer (ESLayer), which results in the generation of start and end
probabilities for the video response. The Intersection Over Union (IOU) loss is
then computed using Cross-Entropy, denoted as IOUloss.

The incorporation and concurrent optimization of these components give rise
to the final loss function, predicated on the local-global approach. This can be
encapsulated by the following equation:

Loss = CLSloss + GCLloss + IOUloss (3)

4 Experimental Evaluation

4.1 Dataset and Evaluation Metrics

We conducted experiments for the NLPCC Shared Task 5, which provides Chi-
nese medical instructional videos sourced from YouTube1. The dataset comprises
of 1628 videos, out of which 1228 are assigned to the Train and Dev set. Each
video contains multiple question-answer pairs, each pair uniquely matched and
annotated by experts with medical training. To select the optimal model, we
divided the dataset into the Train and Valid set with a ratio of 90% and 10%,
respectively.

The leaderboard evaluation methodology incorporates both Intersection over
Union (IoU) and mean IoU (mIoU), computed as the average IoU across all test
samples.

4.2 Experiment Settings

In this study, we have evaluated the impact of text feature extraction, visual fea-
ture extraction, data preprocessing schemes, Fine-Grained Cross-Modal Align-
ment (FG-MA) and a Local-Global Optimization (LGO) policy on the Visual
Answer Localization task. The experimental results summarized in Table 1,
Table 2 and Table 3 provide insights into the performance of various methods,
which can be analyzed in the following sections.

Text and Visual Feature Setting. Table 1 primarily discusses the experi-
mental results of utilizing different text and visual feature extraction methods
for Temporal Answer Grounding in Video Corpus (TAGVC). The baselines per-
formances are from the DeBERTa-v2-320M as the text feature extractor and
I3D as the visual feature extractor.

1 https://github.com/cmivqa/NLPCC-2023-Shared-Task-5.

https://github.com/cmivqa/NLPCC-2023-Shared-Task-5
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When comparing other text feature extraction models, DeBERTa-v2-710M-
Chinese [21] demonstrates a consistent superior result over the RoBERTa-
Chinese-large [22] model and baseline model - with mean scores on valid and
test sets that exceed their counterparts. This suggests that DeBERTa-v2-710M-
Chinese has a superior capability in extracting and understanding features from
the text source, which is crucial for the TAGVC task. As for the video feature
extraction methods, it is noted that when S3D is applied in conjunction with the
text feature extractors, it consistently outperforms the I3D method. Employing
S3D with DeBERTa-v2-710M-Chinese again resulted in the greatest results. This
indicates not only the supremacy of the S3D feature extractor in dealing with
visual information, but also the promising performance of the DeBERTa model
in cross-modal tasks.

Table 1. Experimental results obtained from distinct backbone networks. RoBERTa
and DeBERTa refer to RoBERTa-Chinese-large and DeBERTa-v2-710M-Chinese,
respectively.

Method Valid Set A Test Set

R@1 R@10 R@50 Average R@1 R@10 R@50 Average

Baseline 0.2217 0.3681 0.4777 0.3558 0.1947 0.3397 0.4409 0.3291

Text Feature Setting

RoBERTa + I3D 0.2104 0.3445 0.4594 0.3381 0.1787 0.3236 0.4295 0.3106

DeBERTa + I3D 0.2352 0.3798 0.4864 0.3671 0.2106 0.3583 0.4457 0.3382

Visual Feature Setting

Baseline + S3D 0.2269 0.3724 0.4817 0.36 0.1999 0.3436 0.4498 0.3311

RoBERTa + S3D 0.2156 0.3488 0.4634 0.3412 0.1839 0.3277 0.4386 0.3157

DeBERTa + S3D 0.2404 0.3841 0.4902 0.3716 0.2156 0.3629 0.4564 0.3416

Data Preprocess Setting. This study meticulously analyses the impact of
various data preprocessing techniques on Temporal Answer Grounding in Video
Corpus (TAGVC). Techniques such as Data Clean, Hard Caption and Few-Shot
ChatGPT (FSC), along with an integrated DC+HC+FSC approach, are used
to optimize captions and refine data set quality.

As depicted in Table 2, implementing these data preprocessing methods sig-
nificantly improves performance in both the validation and the test sets. The
combination of DC, HC, and FSC yielded the most favourable results, validat-
ing the potency of comprehensive data preprocessing techniques in enhancing
TAGVC. Methodologically, this research adopts an elaborate evaluation that
varies one variable at a time to document its sequential effects - a strategy piv-
otal in distinguishing the unique influence of each component.

Commencing with a baseline feature extractor, the improvements in perfor-
mance are evident with each successive preprocessing method. The initiation
of Data Clean increases the average performance from 0.3625 in the validation
set to 0.3318 in the test set. The subsequent inclusion of Hard Caption and
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FSC yields additional enhancements. Remarkably, the combined DC+HC+FSC
strategy results in a pronounced boost to 0.3998 and 0.352 averages for the val-
idation and test sets, respectively. The pattern reemerges when the language
feature extractor is switched to DeBERTa-v2-710M-Chinese, with the combined
use of DC, HC, and FSC leading to the highest average performance of 0.4093
and 0.3776 in the validation and test sets, respectively.

Table 2. The impact of data preprocessing schemes on Temporal Answer Grounding in
Video Corpus (TAGVC). Notably, the first and second experimental groups utilized the
baseline and DeBERTa-v2-710M-Chinese models as their language feature extractors,
respectively. Furthermore, each subsequent experiment incorporated the S3D model
for video feature extraction.

Method Valid Set A Test Set

R@1 R@10 R@50 Average R@1 R@10 R@50 Average

Based on Baseline in which S3D are used for visual feature extractor

+Data Clean 0.2316 0.3758 0.4801 0.3625 0.2017 0.3426 0.4512 0.3318

+Hard Caption 0.2524 0.3974 0.5042 0.3847 0.2196 0.3475 0.4592 0.3421

+Few-Shot ChatGPT 0.2501 0.4015 0.4938 0.3818 0.2154 0.3423 0.4606 0.3394

+DC+HC+FSC 0.2752 0.4029 0.5214 0.3998 0.2256 0.3569 0.4736 0.352

Based on DeBERTa-v2 and S3D

+DataClean 0.2519 0.3912 0.4983 0.3804 0.2242 0.3662 0.4649 0.3518

+Hard Caption 0.2647 0.4041 0.5137 0.3942 0.2374 0.3806 0.4757 0.3646

+Few-Shot ChatGPT 0.2623 0.4082 0.5031 0.3912 0.2331 0.3751 0.4868 0.365

+DC+HC+FSC 0.2874 0.4096 0.5308 0.4093 0.2433 0.3897 0.4998 0.3776

Model Setting. Table 3 elucidates the influence of Fine-Grained Cross-Modal
Alignment (FG-MA) and a Local-Global Optimization (LGO) policy on the
Visual Answer Localization task performance.

A perceptible augmentation in the R@K values is discernible following LGO
implementation, evident across both validation and test sets. This consistent
improvement bolsters the argument for LGO’s potential in performance enhance-
ment. The integration of FG-MA escalates this further, amplifying performance
across both sets under evaluation. Such tangible improvements underscore the
pivotal role of fine-grained alignment between differing modalities, thereby align-
ing with the findings of previous studies [23]. This insinuates that fostering
granular-level connections promotes increased benefits.

When incorporated within the intricate architecture of DeBERTa-v2-710M-
Chinese along with S3D, the LGO policy and FG-MA collectively actuate more
profound advancements. Such improvements can be attributed to the sophisti-
cated representations proffered by contemporary models, which likely expedite
the optimization policy and alignment strategy in tapping performance enhance-
ment potential further.
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Table 3. The influence of Fine-Grained Cross-Modal Alignment (FG-MA) and a Local-
Global Optimization (LGO) policy on the Visual Answer Localization task.

Method Valid Set A Test Set

R@1 R@10 R@50 Average R@1 R@1 R@1 Average

Based on Baseline and data preprocese

+ LGO 0.2778 0.4161 0.5362 0.41 0.2266 0.3757 0.4837 0.362

+ FG-MA 0.2789 0.4172 0.5373 0.4111 0.2277 0.3768 0.4848 0.3631

+ LGO + FG-MA 0.3029 0.4517 0.5716 0.4421 0.2487 0.3913 0.4991 0.4283

Based on DeBERTa-v2-710M-Chinese, S3D and data preprocese

+ LGO 0.2987 0.4623 0.5989 0.4533 0.2489 0.3919 0.4999 0.3802

+ FG-MA 0.3089 0.4694 0.6035 0.4606 0.2501 0.3998 0.491 0.3803

+ LGO + FG-MA 0.3483 0.5168 0.6367 0.5006 0.2641 0.3964 0.5042 0.4554

5 Conclusion

In conclusion, our research introduces the Fine-grained Modality Alignment and
Local-Global Optimization Framework (FMALG), which effectively addresses
the complexities of TAGVC. A range of experiments were conducted to evaluate
the impact of various feature extraction techniques, data preprocessing schemes,
and model settings. Remarkably, the DeBERTa-v2-710M-Chinese and S3D mod-
els emerged as the most effective means of text and visual feature extraction,
respectively. Using a combination of sophisticated data preprocessing techniques
resulted in significant performance improvements. We also observed tangible
enhancements in task performance when utilizing Fine-Grained Cross-Modal
Alignment and a Local-Global Optimization policy. Our proposed FMALG
framework, validated through comprehensive evaluations, secured top rankings
in testB, thus illustrating the potential of our approach and its significance in
advancing video understanding. Extensive experimental evaluations have demon-
strated the effectiveness of the proposed FMALG, securing it leading rankings
in testB (first place on track 3, second place on track 2). These findings under-
score the potential of our approach and contribute significantly towards the
advancement of video understanding. As refinement of this framework continues,
it is anticipated to make substantial contributions to the video comprehension
domain.
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Abstract. With the increasing popularity of online videos, research on
video corpus retrieval (VCR) has made significant progress. However,
existing VCR models have not performed well in the medical field due to
the unique characteristics of medical VCR task. Specifically, the open-
ended queries used in medical VCR are more challenging compared to
image-caption style queries, and the long duration of medical videos poses
a great burden on model retrieval efficiency. To address these challenges,
we propose a two-stage framework based on GPT-3.5 and cross-modal
contrastive global-span (CCGS) for medical video VCR (termed GPT-
CMR). In the first stage, we leverage the powerful natural language
processing capabilities of the large language model (LLM) GPT-3.5 to
improve retrieval efficiency. In the second stage, we use CCGS model to
further enhance retrieval accuracy. Additionally, we developed a CCGS-
VCR Analyzer to leverage the characteristics of the CCGS model’s out-
put without additional training costs. According to the official result,
our method achieve first place in Track 2 of the NLPCC 2023 Task 5
competition. Experiments show that our method has retrieval efficiency
and accuracy far exceeding the official baseline.

Keywords: Video corpus retrieval · Large language model ·
Cross-modal contrastive global-span

1 Introduction

In recent years, the rise of online videos has fundamentally changed the way
people acquire knowledge and access information [12,24]. However, in the case
of medical videos, individuals often lack the necessary medical expertise to effec-
tively navigate the vast array of resources available on the internet. Therefore,
it is highly meaningful to explore a video retrieval system that can assist people
in efficiently and accurately obtaining targeted medical videos.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 211–220, 2023.
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Video Corpus Retrieval (VCR) is a complex task that requires a deep under-
standing of both language and video. The majority of current VCR datasets,
such as MSVD [2], ActivityNet [7] and MSR-VTT [25] consist of short video
clips accompanied by a few queries. These queries are often in the form of image
captions like “a dog is running in the grass.” However, in the medical video
domain, the goal of Video Corpus Retrieval is to retrieve target videos based on
open-ended queries like “How can I ease my neck pain?” This demands models
with a more profound comprehension of the videos. Medical videos also tend to
be longer, with an average duration of 388.68 s in the proposed medical video
dataset by [6]. Open-ended problems and extended video duration require models
with robust overall capabilities. Models that prioritize efficient reasoning, such
as the dual-tower structure utilized in [17], may not be well-suited for medical
video retrieval. While span-based models like [13] have shown good performance,
they suffer from low reasoning efficiency.

To address the aforementioned challenges, we present a two-stage retrieval-
rerank framework aimed at improving both reasoning efficiency and accuracy. In
the first stage, we utilized large language model [1] GPT-3.5 due to its excellent
performance in natural language processing tasks to generate video summaries
based on video subtitles. As the length of the summary is much shorter than that
of the subtitles, we can use pretrained language models [4,9,11,21] like RoBERTa
[16] for efficient retrieval. However, due to the loss of local key text information
during the process of subtitles conversion into summarizes, further reranking was
necessary to improve retrieval accuracy. In the second stage, we made the fol-
lowing enhancements to the cross-modal contrastive global-span (CCGS) model
[13] : (1) We designed a CCGS-VCR Analyzer for the VCR task that lever-
ages the characteristics of the CCGS model’s output without training cost. This
CCGS-VCR Analyzer utilizes a simulated annealing algorithm [10] to weigh the
position and quantity sequences to obtain the final prediction sequence; (2) To
address the scarcity of training samples in medical video datasets, we employed
projected gradient descent(PGD) [19] for adversarial training to improve model
robustness.

In summary, our contributions include:

– To balance efficiency and accuracy for Chinese medical long video retrieval, we
designed a two-stage retrieval-rerank framework using GPT-3.5 and CCGS.
To the best of our knowledge, we are the first to attempt using large language
model to assist with the retrieval of Chinese medical videos.

– In this study, we propose a novel CCGS-VCR Analyzer without training cost
specifically designed for the VCR task that leverages the output characteris-
tics of the CCGS model. The results of the ablation experiments demonstrate
the effectiveness of the CCGS-VCR Analyzer.

– Our solution achieve first place in Track 2 of the NLPCC 2023 Task 5 compe-
tition, with significantly improved retrieval accuracy and efficiency compared
to the official baseline.
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2 Related Work

With the growing popularity of online videos, VCR task has emerged as a crucial
research topic in the field of multimodal learning. With the expansion of pre-
training data such as Laion-400m [23] and Laion-5b [22] and the emergence of
contrastive learning [8], multimodal pre-training models [3,14,15] such as CLIP
[20] have gained prominence in video retrieval due to their robust image-text
matching capabilities. Typically, clip-based method [18] utilize the CLIP model
for image-text encoding, followed by cosine similarity calculation to generate the
output. One advantage of this approach is that visual features can be computed
beforehand and stored as vectors, enabling efficient inference by encoding the
query and computing cosine similarity with the visual feature vectors. However,
although effective for short videos and image-caption queries, this method may
not be suitable for lengthy medical videos with open-ended queries.

Li et al. [13] developed the CCGS method for medical video retrieval to
tackle the challenge of lengthy medical videos. The CCGS method first extracts
features to obtain positive and negative pairs of video samples, and then feeds
them into a language model along with their corresponding positive subtitle
samples to extract text features. The resulting text feature pairs are then fused
with visual feature pairs through cross-modal fusion, which generates a Global-
span Matrix that is used for prediction purposes. Although CCGS achieve good
results on the MedVidCQA dataset [6], its inference efficiency is limited by the
long input subtitles. In the domain of natural language processing, text retrieval
tasks usually follow a retrieval-rerank two-stage framework, which includes initial
sorting using simple methods like the dual-tower model proposed by [5] in the
retrieval stage to ensure efficiency and more complex methods in the rerank stage
to improve retrieval accuracy. Works within such a framework have demonstrated
good retrieval efficiency and accuracy. Additionally, previous studies like [1] have
showcased the remarkable ability of large language models for text-related tasks
such as Text Summarization.

3 The Proposed Approach

3.1 Task Definition

Formally, Video Corpus Retrieval(VCR) task comprises a set of queries
Q = {q1,q2,q3,q4,...,qk} and a video corpus V = {v1,v2,v3,...,v4}, where k denotes
the total number of queries and n represents the number of videos in the video
corpus. Each query q corresponds to a unique video v, while each video may
correspond to multiple queries. The primary objective of the VCR task is to
accurately identify the specific video v that corresponds to each query q.

3.2 Method

Figure 1 illustrates our two-stage framework comprising retrieval and rerank
stages. The retrieval stage employs GPT-3.5 and RoBERTa [16] for preliminary
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Fig. 1. The overall framework of GPT-CMR.

retrieval ranking, while the rerank stage utilizes the CCGS model [13] in con-
junction with an CCGS-VCR Analyzer that we developed to selectively reorder
the results obtained from the retrieval stage.

Retrieval Stage. We utilized GPT-3.5 to generate a video summary from the
subtitles of a single video. To do so, we used a manually crafted prompt that
instructed the model to retain key information for ease of retrieval tasks. We
then combined this prompt with the video subtitles and input it into GPT-3.5
to produce the video summary. The output of this process is a new video corpus
V = {v1 : s1;v2 : s2;v3 : s3;...;vn : sn}, where videnotes the video ID and
si represents the corresponding video summary. Subsequently, we concatenated
each query qi in the set Q={q1,q2,q3,q4,...,qk} with every video summary si in V
to construct the Inputi={qi + s1, qi + s2, qi + s3, ..., qi + sn} for RoBERTa [16].
This input was employed to generate Pi={v1 : p1, v2 : p2, v3 : p3, ..., vn : pn},
where pi signifies the probability score of each video in V given the query qi.
Finally, we sorted the Pi in descending order based on Pi values, which enabled
us to rank the videos in V according to their relevance to the queries in Q.

Rerank Stage. After the first stage, each query can retrieve a list of video ID
sorted in descending order by their relevance score. For instance, let Ri = {v7,
v1, v15, ..., vq} represent such a list. In this stage, we select the top k videos from
Ri and feed them, along with their corresponding subtitles and video features,
into the CCGS model [13]. To improve robustness against adversarial attacks, we
incorporate PGD [19] perturbations into the text embedding layer of the CCGS
model during training.

CCGS-VCR Analyzer. Considering that the CCGS model [13] is a span-based
model, we have designed a CCGS-VCR Analyzer for the VCR task based on the
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characteristics of the CCGS model’s output. For example, let’s assume that
the original prediction obtained from CCGS is Predictorig=[video1 : segment1,
video3 : segment2, video3 : segment24, video3 : segment15, video2 : segment28].
For the assessment of Predictorig, a comprehensive analysis can be con-
ducted from two perspectives: positional order and segment count. Positional
order refers to the relative position of a video within Predictorig. A higher
position indicates greater relevance to the query. As such, we can generate
Predictpos=[video1, video3, video2] by organizing the videos in Predictorig based
on their positional order. Similarly, the frequency of appearance of a video within
Predictorig is indicative of its relevance to the query. Thus, we can generate
Predictnum=[video3, video1, video2] by organizing the videos in Predictorig
based on their frequency of appearance.

Finally, we will calculate the weighted sum of Predictpos and Predictnum to
obtain the final prediction, which is defined as:

Prediction = α ∗ Predictpos + β ∗ Predictnum (1)

where the parameters α and β are obtained through a simulated annealing algo-
rithm [10] with the overall metric on the validation set as the optimization target.

4 Experiments

4.1 Dataset and Evaluation

We utilized Chinese Medical Instructional Video Question Answering(CMIVQA)
dataset, which was released by NLPCC 2023 Shared Task 5, to assess the effec-
tiveness of our method. Table 1 presents the composition of the training and
testing datasets in CMIVQA, as well as the average video length. During train-
ing, we randomly selected four hundred samples from the training set to use as
the validation set. To evaluate the system’s performance, we used R@1, R@10,
R@50, MRR, and overall value as metrics, where overall is the sum of R@1,
R@10, R@50, and MRR. In addition, to explore reasoning efficiency, we will also
calculate the average reasoning time for each query, which is the total reasoning
time divided by the number of queries.

4.2 Experimental Settings

All of our experiments were conducted on a single NVIDIA 3090 GPU. The train-
ing process consisted of retrieval and rerank stages, and the detailed parameters
can be found in Table 2. In terms of experimental settings, we considered both
retrieval accuracy and efficiency. To investigate the best retrieval accuracy, we
selected the top 150 of the retrieval stage as the input for the rerank stage in the
comparative and ablation experiments. To evaluate the impact of our framework
on retrieval accuracy while improving efficiency, the retrieval stage’s top k val-
ues were set to top 5, top 10, top 20, top 50, top 100, and top 150, respectively.
Retrieval accuracy and average search time were then computed on the test set.



216 N. Lei et al.

Table 1. Composition of the CMIVQA Dataset.

Dataset Videos QA pairs Vocab Nums Question Avg. Len Video Avg. Len

Train 1,228 2,937 3125 17.16 263.3

Test 200 492 2171 17.81 242.4

Table 2. Main hyper-parameter setting

Retrieval stage Rerank stage

Epoch num 100 Epoch num 30

Batch size 32 Batch size 1

Optimizer AdamW Optimizer AdamW

Learning rate 3e-6 Learning rate 1e-5

Weight decay 0.01 PGD ε/α 1/0.3

4.3 Results and Discussions

To assess the efficacy of our framework, we conducted ablation experiments and
compared our method with the official baseline and CCGS [13]. The detailed
experimental results are documented in Table 3. We carried out a comparison
between our framework and the baseline model in terms of retrieval efficiency
and retrieval accuracy under the condition of top k=top 10 to demonstrate its
superiority, as presented in Fig. 2. Moreover, we investigated the influence of
retrieval efficiency on retrieval accuracy using our method by testing different
values of top k separately, and the results are outlined in Table 4 and Fig. 3.

Table 3. Comparison experiment and ablation experiment results. The experimen-
tal results of the official baseline were obtained from official, while the experimental
parameters of CCGS were consistent with GPT-CMR’s reranking stage, except for the
absence of PGD.

Model R@1 R@10 R@50 MRR Overall

Official baseline 0.3943 0.5366 0.6423 0.4412 2.0144

CCGS 0.4012 0.8024 0.8696 0.4991 2.5723

GPT-CMR(Ours) 0.5764 0.8391 0.9431 0.6710 3.0296

W/o Analyzer 0.5163 0.8374 0.9431 0.6323 2.9290

From the results, it is evident that our proposed GPT-CMR framework out-
performed all other models in every metric. When compared to the official base-
line, GPT-CMR presented significant improvements across all metrics. Further-
more, when compared to CCGS, GPT-CMR demonstrated enhancements across
all metrics, especially with 17.52% increase in R@1, indicating superior retrieval
accuracy performance.
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The last row of Table 4 presents the ablation experiment results of GPT-CMR
after removing CCGS-VCR Analyzer. We used simulated annealing algorithm
[10] to optimize the overall value as the optimization objective on the validation
set and determined the weights in formula (1) to be α =0.9 and β=0.1. From the
ablation experiment results, it can be seen that removing CCGS-VCR Analyzer
led to a significant decrease in both R@1 and MRR, indicating the effectiveness
of CCGS-VCR Analyzer.

Furthermore, we evaluated the retrieval efficiency and accuracy of GPT-
CMR, CCGS, and the official baseline by setting top k as top 10, and the compar-
ative results are depicted in Fig. 2. As shown in Fig. 2(a), although the retrieval
accuracy decreased after reducing top k from top 150 to top 10, GPT-CMR still
outperformed all baseline models in overall retrieval accuracy. Additionally, as
seen in Fig. 2(b), the retrieval time of GPT-CMR was significantly faster than
that of all baseline models.

Fig. 2. Experimental results of retrieval efficiency time. Figure 2(a) shows the compar-
ison of the Overall metrics between GPT-CMR and other models under the top 10
condition, with the horizontal axis indicating the Overall value. Figure 2(b) shows the
comparison of retrieval time, with the horizontal axis representing the average retrieval
time of queries in seconds.

Table 4. The retrieval metrics and retrieval time results of GPT-CMR under different
top k conditions.

Top k R@1 R@5 R@10 R@50 MRR time(s)

top 5 0.5609 0.7296 0.7825 0.8699 0.6455 1.3076

top 10 0.5508 0.7744 0.7886 0.8719 0.6465 2.0879

top 20 0.5569 0.7886 0.8089 0.8719 0.6568 4.2988

top 50 0.5565 0.7906 0.8292 0.8719 0.6590 11.8995

top 100 0.5535 0.7947 0.8321 0.9021 0.6627 23.6831

top 150 0.5764 0.7947 0.8391 0.9429 0.6710 34.1863
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Fig. 3. The experimental results under different top k conditions. Figure 3(a) shows
the statistics of retrieval accuracy under different values of k, while Fig. 3(b) illustrates
the trend of retrieval time under different values of k.

From the experimental results in Table 4, it can be observed that the increase
of k value has a small impact on R@1 before k=150. However, the overall metrics
including R@5, R@10, R@50 and MRR show an increasing trend as k value
increases. This trend is more evident in Fig. 3(a) where there is a slow but
steady growth. As for retrieval efficiency, it is clear that the average retrieval
time significantly increases with an increase in k value. This is evident from the
line chart in Fig. 3(b) showing an overall increasing trend.

Taking the comparison between top 10 and top 100 as an example, we can
observe that top 100 only increases by 0.0027% in terms of R@1 compared to
top 10, and MRR also only improves by 0.0162%. However, the retrieval time
for top 100 is 11.343 times that of top 10. This phenomenon indicates that the
improvement in retrieval accuracy brought about by the increase in top k is not
proportional to the decrease in retrieval efficiency.

In addition, in terms of the R@5 metric, there is a significant improvement
of 4.48% in accuracy when comparing top 10 to top 5. However, the retrieval
time for top 10 is only 0.7803 s longer than that of top 5. Therefore, selecting
a reasonable top k can achieve decent retrieval accuracy on the basis of fast
retrieval efficiency.

5 Conclusion

In this paper, we propose a two-stage framework called GPT-CMR (Chinese
Medical Video Retrieval with CCGS and GPT-3.5) for medical VCR task. To
improve the efficiency of medical video retrieval, we use the large language
model GPT-3.5 in the first stage to generate video summaries based on the
video subtitles, which are then used for initial retrieval. In the second stage, we
employ CCGS [13] in conjunction with CCGS-VCR Analyzer to rerank the top k
retrieval results obtained in the first stage. This process yields the final retrieval
results. Comparative experiments demonstrate the superiority of GPT-CMR in
terms of retrieval accuracy and time efficiency. Ablation experiments also con-
firm the effectiveness of the CCGS-VCR Analyzer. Furthermore, the retrieval
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accuracy and efficiency of GPT-CMR can be impacted by varying values of top
k. To address this, we conducted an analysis of GPT-CMR’s performance using
different top k values. Our data analysis indicates that GPT-CMR can maintain
excellent retrieval accuracy while sustaining efficient retrieval performance.

We believe that there are some directions for future exploration. Firstly, there
is a need to explore more effective ways of leveraging large language models to
improve the performance of the VCR task. While we have attempted to gener-
ate video summaries to assist in VCR, other techniques such as keyword-based
retrieval can also be explored. Secondly, given that the GPT-CMR model heav-
ily relies on textual information, there is a pressing need to investigate how
audio and visual information can be integrated more effectively to assist in VCR
tasks. Finally, although GPT-CMR has demonstrated notable progress in terms
of retrieval efficiency compared to baseline models, it still falls short of meeting
the requirements of practical applications. As such, further research is necessary
to enhance retrieval efficiency.
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Abstract. The growing popularity of video content for acquiring knowl-
edge highlights the need for efficient methods to extract relevant infor-
mation from videos. Visual Answer Localization (VAL) is a solution to
this challenge, as it identifies video clips that can provide answers to user
questions. In this paper, we explore the VAL task using the Chinese Med-
ical instructional video dataset as part of the CMIVQA track1 shared
task. However, VAL encounters difficulties due to differences between
visual and textual modalities. Existing VAL methods use separate video
and text encoding streams, as well as cross encoders, to align and pre-
dict relevant video clips. To address this issue, we adopt prompt-based
learning, a successful paradigm in Natural Language Processing (NLP).
Prompt-based learning reformulates downstream tasks to simulate the
masked language modeling task used in pre-training, using a textual
prompt. In our work, we develop a prompt template for the VAL task
and employ the prompt learning approach. Additionally, we integrate an
asymmetric co-attention module to enhance the integration of video and
text modalities and facilitate their mutual interaction. Through compre-
hensive experiments, we demonstrate the effectiveness of our proposed
methods, achieving first place in the CMIVQA track1 leaderboard with
a total score of 0.3891 in testB.

Keywords: VAL · Prompt · Cross-modal fusion · Data pre-processing

1 Introduction

The emergence of video content has led people to increasingly adopt video for-
mats for acquiring knowledge. However, due to the typically lengthy nature
of video clips, extracting knowledge from them can be a time-consuming and
tedious process. Therefore, finding efficient methods to retrieve relevant infor-
mation from videos is important.
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Visual Answer Localization (VAL) is an emerging task that corresponds to
this issue. Its objective is to identify the video clips that can answer the user’s
question. The process of VAL involves analyzing the visual and subtitle compo-
nents of a video to identify segments that contain relevant information. Recently,
a new task temporal answer localization in the Chinese Medical instructional
video is proposed. The datasets for this task have been collected from high-
quality Chinese medical instructional channels on the YouTube website. These
datasets have been manually annotated by medical experts. In this paper, we
explored the VAL task in Chinese Medical dataset, which is the shared task in
CMIVQA track1.

The VAL task presents challenges due to significant disparities between the
visual and textual modalities [1]. Previous research has been conducted in related
tasks like video segment retrieval [2] and video question answering [3]. However,
it does not work well to directly transfer these methods due to difference in tasks
[4]. Existing VAL methods typically employ a two-stream model to separately
encode video and text, and utilize a cross encoder to align the modalities [4,5].
They then use cross-modal representations to predict the relevant video clips.
The effectiveness of these methods relies on pre-trained language models, such
as Deberta, but there is a noticeable discrepancy between the finetuning process
of the VAL task and the pre-training of language models. The pre-training phase
utilizes Masked Language Modeling, while the downstream VAL tasks involve
token prediction.

We adopt language prompt to resolve this issue. Prompt-based learning is
a novel paradigm in NLP that has achieved great success. In contrast to the
conventional“pre-train, finetune” paradigm that involves adapting pre-trained
models to downstream tasks through objective engineering, the “pre-train,
prompt predict” paradigm reformulates the downstream tasks to simulate the
masked language modeling task optimized during the original pre-training, uti-
lizing a textual prompt. This paradigm aligns the downstream tasks more closely
with the pre-training tasks, thereby enabling better retention of acquired knowl-
edge. Notably, under low-resource conditions, it surpasses the “pre-train, fine-
tune” paradigm, and has demonstrated promising results across various NLP
tasks, including Question Answering and Text Classification.

In our work, we developed a prompt template for the VAL task and uti-
lized the prompt learning approach. To enhance the integration of video and
text modalities, we employ an asymmetric co-attention module to foster their
mutual interaction. Our comprehensive experiments demonstrate the effective-
ness of our proposed methods, which achieved the first place on the leaderboard
on CMIVQA track1 with a total score of 0.3891 in testB.

2 Related Work

2.1 Visual Answer Localization

Visual answer localization is an important task in cross-modal understanding
[4,5]. This task involves identifying the video clips that correspond to the user’s
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query [6]. The current methods in(VAL) primarily employ sliding windows to
generate multiple segments and rank them based on their similarity to the query.
Alternatively, some methods use a scanning-and-ranking approach. They sam-
ple candidate segments through the sliding window mechanism and integrate
the query with each segment representation using a matrix operation Some
approaches directly predict the answer without the need for segment proposals
[7]. In the latest work [5,8], the subtitle and query are inputted into a pretrained
language model. Subsequently, a cross encoder is utilized to interact with the
visual modality. In this paper, we utilize the prompt technique to improve the
model’s comprehension of the task, achieving this by employing a prompt to
transform VAL into a MLM task.

2.2 Prompt Based Learning

Prompt-based learning is an emerging strategy that enables pre-trained language
models to adapt to new tasks without additional training, or by training only
a small subset of parameters. The manual prompt involves creating an intuitive
template based on human understanding. The early use of prompts in pre-trained
models can be traced back to GPT-1/2 [9,10]. These studies demonstrated that
by designing suitable prompts, language models (LMs) could achieve satisfactory
zero-shot performance in various tasks, including sentiment classification and
reading comprehension. Subsequent works [11–13] further explored the use of
prompts to extract factual or commonsense knowledge from language models
(LMs). PET [14] is a semi-supervised training technique that rephrases the input
in completion format using a prompt to enhance the model’s comprehension
of the task. It subsequently annotates the unsupervised corpus with multiple
models tailored to single prompts, and ultimately trains the classifier on the
enlarged corpus. And our approach is inspired by the ideas introduced in the
PET technique.

3 Method

This section begins with the presentation of our data preprocessing approach,
which aims to reduce noise in the model inputs. Subsequently, we will introduce
our novel model architecture, emphasizing the significant components of prompt
construction and cross-modal fusion. Ultimately, we will provide a detailed expla-
nation of our loss design and training techniques.

3.1 Task Formalization

The Chinese Medical Instructional Video Question-Answering task aims to pro-
vide a comprehensive solution by addressing medical or health-related question
(Q) in conjunction with Chinese medical instructional video (V ) and their cor-
responding set of subtitles (S = [Ti]

r
i=1), where r denotes the number of subtitle
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spans. The primary objective is to accurately determine the start and end time-
points of the answer [V̂s, V̂e] within the video V .

This task endeavors to develop advanced algorithms and systems capable
of comprehending questions posed in Chinese medical instructional videos and
effectively retrieving the corresponding answers. Moreover, it incorporates a sub-
title timeline table (STB) that precisely maps each subtitle span to its corre-
sponding timeline span in the subtitle set S. By functioning as a Look-up Table,
this timeline table facilitates seamless mapping between frame span timepoints
[V̂s, V̂e] and accurate target answers[Vs, Ve], thereby ensuring the provision of
accurate target answers. Ultimately, the task can be mathematically represented
as:

[
V̂s, V̂e

]
= f(Q,V, S) (1)

[Vs, Ve] = STB(
[
V̂s, V̂e

]
) (2)

3.2 Data Preprocess

Before inputting the data into the model, a comprehensive data analysis was con-
ducted. It was discovered that the subtitle information provided in the dataset
was incomplete, as certain videos lacked subtitles. Upon closer examination, it
was determined that the absence of subtitles was primarily attributed to the
lack of audio subtitles (soft subtitles) in these videos.

However, it was observed that the video content itself contained subtitles,
referred to as hard subtitles. In order to address this issue, Optical Charac-
ter Recognition (OCR)1 technology was employed to extract the subtitle text
from the videos and supplement the missing captions. Additionally, for cases
where subtitle information lacked both hard and soft subtitles, the correspond-
ing subtitle was filled with a space. This method was implemented to enhance
the integrity of the data.

3.3 Model Architecture

In this shared task, a novel method (MutualSL) [5] is employed as the baseline,
demonstrating superior performance compared to other state-of-the-art (SOTA)
approaches across various public VAL datasets. To further enhance the VAL
capability for Chinese medical videos, an extended version of the baseline method
is utilized by integrating prompts that activate powerful language comprehen-
sion and representation capabilities offered by large-scale language models for
downstream tasks. Additionally, asymmetric co-attention [15] is incorporated to
improve the model’s cross-modal interaction capability.

The structure of the model is depicted in Fig. 1. During the initial stage,
diverse feature extractors are employed to extract representations from both
the input text and video frame sequences. Subsequently, the model combines

1 https://github.com/YaoFANGUK/video-subtitle-extractor.

https://github.com/YaoFANGUK/video-subtitle-extractor
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Fig. 1. The proposed cross-modal prompt model comprises separate feature extractors
for video and text. Video features are enriched through Asymmetric Co-Att and the
Visual Predictor, yielding [V̂s, V̂e] predictions. Text and video features are combined
using MLM Head and a broadcast mechanism, resulting in [T̂s, T̂e] predictions. The
final outcome considers four losses, with < Vs, Ve > as the pseudo-label generated by
text for video, and < Ts, Te > as the pseudo-label generated by video for text.

asymmetric co-attention with both video features and text-query features. To
facilitate cross-modal interaction, the model employs a broadcast mechanism to
combine the deep video features extracted by Asymmetric Co-Attn with the text
features extracted by Deberta-V2-large [16] resulting in the final fused features
being text-based. Finally, both the fused textual features and visual features
are individually processed by their corresponding Predictors to obtain the final
result.

Visual Feature Extraction. In contrast to the baseline model, we use sep-
arable 3D CNN (S3D) [17] pretrained on Kinetic 400 [18], which has better
integration of spatial-temporal features and enhanced generalization capability,
to extract video features instead of Two-Stream Inflated 3D ConvNets (I3D) [19].
Specifically, first, we extract video keyframes from video V using FFmpeg, and
then S3D extracts video features from the video frames:

V = S3D(V ) (3)

Here, V ∈ R
k×d, where d represents the dimension and k represents the

length of the video.

Text Input Template. The main objective of text encoder is to provide us
with high-quality question and subtitle information representation. we still follow
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the baseline approach by using the pre-trained Chinese language model Deberta-
V2-large as the text encoder. However, simply putting in subtitle information
does not fully activate the large model’s understanding of the language task, so
we employ prompt-based techniques to reconstruct the input text.

We introduce a reconstruction process by adding a prompt (P ) before the
problem and inserting the [Mask] (M) token in the middle of each subtitle seg-
ment to predict the result. Input template is defined as T

T = {P,Q, T1,M1, T2,M2, ..., Tn,Mn} (4)
T = Deberta-V2-large(T ) (5)

Here, T ∈ R
n×d, where d represents the dimension and n represents the

length of the text. We went through a lot of experiments and ended up with the
best performing prompt templates. Finally Our prompt P is set as “请根据视频
和字幕判断问题对应的答案在哪个位置”.

Cross-Modal Fusion. To improve the semantic representation of video fea-
tures and capture interactions between visual and textual information, we
employ asymmetric co-attention. This mechanism consists of three components:
a self-attention (SA) layer, a cross-attention (CA) layer, and the Context-Query
Concatenation (CQA).

In the self-attention layer, the video features V extracted by S3D are uti-
lized to capture internal dependencies within the visual information. This process
yields enhanced visual features, denoted as VSA

visual, and attention keys, repre-
sented as KSA

visual.

VSA
visual,K

SA
visual = LN(SA(V)) (6)

Next, we incorporate textual features Qtextual obtained from the prompt
and question into the visual features. The cross-attention layer plays a crucial
role in integrating these textual features with the visual features VSA

visual and
KSA

visual. This integration facilitates the fusion of information from both modali-
ties, enabling a comprehensive understanding of the video content. The output
of the cross-attention layer is represented as VCA

visual and KCA
visual, capturing the

cross-modal interactions and enriching the semantic representation of the visual
features.

VCA
visual,K

CA
visual = LN(CA(VSA

visual,K
SA
visual)) (7)

Finally, the outputs of the cross-attention layer, VCA
visual and KCA

visual, along
with the textual features Qtextual, are concatenated and fed into the Context-
Query Concatenation layer. This layer combines the contextual information from
the video and the query, resulting in a text-aware video representation, VCQA

visual,
that captures the interplay between visual and textual elements.

VCQA
visual = Conv1d(Concat[Qtextual,VCA

visual,K
CA
visual]) (8)
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Regarding the textual modality, we employ global averaging to pool the visual
features VCQA

visual, resulting in the representation V
CQA

visual. Finally, we combine
V

CQA

visual with TDeberta extracted by the Deberta-v2 model through summation
to obtain the ultimate output of the textual features T.

V
CQA

visual = AvgPool(VCQA
visual) (9)

T = {V
CQA

visual + Ti
Deberta}ni=1 (10)

Visual Predictor. To address the current task, we adhere to the Visual Pre-
dictor approach established by the baseline, which includes separate start and
end predictors. Each predictor is composed of a unidirectional LSTM model and
a FNN. The VCQA

visual) features are inputted into the LSTM model, followed by the
utilization of the feedforward layer to calculate the logarithm of the predicted
time point logits {V̂s, V̂e}, encompassing both the start and end time points.

V̂s = FNN(LSTMstart(V
CQA
visual)) (11)

V̂e = FNN(LSTMend(V
CQA
visual)) (12)

Prompt-Based Prediction. Figure 2 illustrates the “prompt,predict” parad-
igm. Our Input template is T with n “[mask]” tokens. We aim to predict the cat-
egory words “始” and “末” using the textual prompt T . This process is similar
to masked language modeling during the pre-training stage. Let Ts represent the
probability of the “始” token and Te represent the probability of the “末” token
of all mask. Additionally, [T̂s, T̂e] represent the probabilities of the ground truth
being predicted as “始” and “末” , respectively.

Fig. 2. Illustration of the “prompt, predict” paradigm.

Loss Function. In order to optimize the logits of the Visual Predictor and
the Prompt-based Prediction, we utilize the Cross-Entropy function (CE). To
enhance the model’s robustness, we employ a subtitle timeline Look-up Table,
which generates pseudo-labels 〈Vs, Ve〉 for videos based on text prediction results
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and 〈Ts, Te〉 for texts based on video prediction results. Additionally, we intro-
duce the rdrop loss to further improve the model’s robustness and enhance its
generalization capabilities.

Finally, our loss function is defined as follows:

Ltotal = Lv + Lt + Ldistill v + Ldistill t + β × LRdrop (13)

The loss terms are defined as follows: Lv represents the loss between the pre-
dicted video features and the true labels, Ldistill v represents the loss between the
predicted video features and the pseudo labels, Lt represents the loss between the
predicted text features and the true labels, Ldistill t represents the loss between
the predicted text features and the pseudo labels, and LRdrop represents the loss
of rdrop. Additionally, β represents the weight of the rdrop loss.

4 Experiments

4.1 Dataset and Metrics

NLPCC Shared Task 5 involves a dataset of 1628 Chinese Medical Instructional
Videos with annotated question-answer pairs tied to video sections and divided
into training (2936 examples) and two test sets (491 and 510 examples). This
dataset, sourced from YouTube’s Chinese medical channels and annotated by
experts, includes videos, audios, and both types of Chinese subtitles. The data
extraction process converts everything to Simplified Chinese.

Performance is evaluated using two metrics: Intersection over Union (IoU)
and mean IoU (mIoU) [20], assessing video frame localization as a span prediction
task. The examination includes “R@n, IoU = μ” and “mIoU”, with experiments
using n = 1 and μ ∈ 0.3, 0.5, 0.7 for evaluation.

4.2 Experiment Details

We executed a range of thorough experiments to verify the pipeline’s efficiency.
All tests maintained consistent training tactics and dataset arrangements for
accurate comparisons. Particularly, the AdamW optimizer was used in our train-
ing regimen with an initial learning rate of 8e-6 and a 10% linear warmup. We
divided the training and validation sets at a 0.9:0.1 ratio from the officially given
annotated data, ensuring uniform dataset splits. Performance assessment of the
top-performing model occurred on the validation set using the official testA sets.
It is noteworthy that each epoch’s training time was optimized to be only 30 min.

4.3 Experimental Results and Analysis

In this study, we have evaluated the impact of text feature extraction, visual
feature extraction, data preprocessing schemes, asymmetric co-attention model
setting and prompt setting on the Visual Answer Localization task. The exper-
imental results summarized in Table 1 and Table 2 provide insights into the
performance of various methods, which can be analyzed in the following sec-
tions.
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Table 1. Impact of text and visual feature extraction, and data preprocessing schemes
on Visual Answer Localization task performance. Visual Feature setting is based on
DeBERTa-v2-710M-Chinese; Data Preprocess setting is based on DeBERTa-v2-710M-
Chinese and S3D.

Method Valid Set TestA Set

IoU= 0.3 IoU= 0.5 IoU= 0.7 mIoU IoU= 0.3 IoU= 0.5 IoU= 0.7 mIoU

Baseline 60.52 43.13 26.58 43.41 56.71 40.65 23.58 40.28

Text Feature Setting

Macbert-large 62.86 45.30 25.73 44.63 57.37 40.93 22.06 40.12

RoBERTa-large 58.74 42.07 27.90 41.57 55.74 40.07 19.12 38.31

DeBERTa-v2 62.37 44.93 27.64 44.98 56.92 41.13 23.54 40.53

Visual Feature Setting

+ S3DG 61.64 43.25 26.81 43.90 56.63 40.55 23.81 40.33

+ Resnet151 59.14 42.49 25.99 42.54 52.10 40.49 23.12 38.57

+ S3D 62.68 44.34 29.06 45.36 56.68 41.34 25.52 41.18

Data Preprocess Setting

+ Soft Caption 62.83 44.40 29.09 45.44 57.03 41.49 25.56 41.36

+ Hard Caption 63.70 44.88 29.30 45.96 57.86 42.03 25.69 41.86

+ Both Caption 64.17 45.13 29.42 46.24 58.18 42.17 25.71 42.02

Text Feature Setting. Among Chinese-Mac- bert-large [21], Chinese-
RoBERTa-large [22], and DeBERTa-v2-710M-Chinese [16], we observe that the
DeBERTa-v2-710M-Chinese model performs the best in IoU scores and mIoU for
Valid Set and TestA Set, surpassing the baseline model. This proves its superior
effectiveness in text feature extraction for the Visual Answer Localization task.

Visual Feature Setting. When evaluating different visual feature extraction
schemes, we find that incorporating S3D into the DeBERTa-v2-710M model
yields the highest mIoU on the Valid Set (45.36) and shows consistent improve-
ment in the TestA Set (41.18), exceeding the baseline by 1.2%. This demonstrates
S3D’s suitability compared to S3DG and Resnet151, which scored lower than the
baseline, showcasing their lower efficacy in visual feature extraction.

Data Preprocess. The blend of soft and hard caption extraction schemes
outperforms the baseline model in mIoU scores for Valid Set (46.24) and TestA
Set (42.02), substantiating the benefit of using audio and OCR-based techniques
for caption extraction. A combination of both techniques results in the biggest
improvement, hinting the advantage of using both audio and visual information
to improve model performance in Visual Answer Localization tasks.

Model Evaluation. When examining the impact of different model settings,
adding the Asy-Co-Att mechanism results in a significant improvement in per-
formance across all IoU thresholds on both the validation and TestA sets, as
compared to the baseline De-S3D-DP model. This indicates the mechanism effec-
tively captures visual-textual interactions and refines video feature semantics.
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While the addition of Rdrop also improves upon the base model, it doesn’t
provide the same significant gains as Asy-Co-Att. However, combining Asy-Co-
Att and Rdrop attains the best performance, highlighting their complementary
benefits.

Table 2. Impact of Model Settings and Prompt Configurations on De-S3D-DP for
Visual Answer Localization. De-S3D-DP denotes the method which separately employs
DeBERTa-v2-710M-Chinese and S3D models to extract textual and visual modality
features, and optimizes the text through the use of both soft and hard subtitles. Asy-
Co-Att refers to the asymmetric co-attention mechanism. Both (A&R) indicates that
both the Asy-Co-Att and RDrop methods are employed simultaneously.

Method Valid Set TestA Set

IoU= 0.3 IoU= 0.5 IoU = 0.7 mIoU IoU= 0.3 IoU= 0.5 IoU= 0.7 mIoU

De-S3D-DP 64.17 45.13 29.42 46.24 58.18 42.17 25.71 42.02

Model Setting

+ Asy-Co-Att 65.61 46.23 34.29 48.71 60.17 43.53 26.98 43.56

+ Rdrop 64.87 46.11 31.07 47.35 60.61 42.72 25.43 42.92

+ Both(A&R) 67.28 48.01 35.14 50.14 60.08 44.57 27.43 44.03

Text Prompt Setting Based on best method

+ Prompt1 65.10 52.64 37.15 51.63 60.25 45.49 27.19 44.31

+ Prompt2 66.14 54.03 39.20 53.12 60.82 46.94 27.71 45.16

Text Prompt Setting. We analyzed two prompt configuration schemes:
Prompt1, which constructs text input without a [Mask] (M) token for predic-
tions; and Prompt2, which includes the [Mask] (M) token for downstream predic-
tion. Prompt2 performs better across all IoU thresholds and datasets. This con-
sistency with the pretraining task seems to enhance the model’s Visual Answer
Localization abilities.

In summary, our analysis indicates that certain pre-trained language models
(e.g., Macbert-large) and data preprocessing techniques (e.g., combining soft and
hard captions) can significantly improve the performance of the Visual Answer
Localization task. Besides, based on the De-S3D-DP model above, the results in
Table 2 suggest that incorporating both the Asy-Co-Att mechanism and Rdrop
method, along with the Prompt2 configuration, leads to the most significant
improvements in performance for the Visual Answer Localization task.

5 Conclusion

This research is dedicated to the challenge of gleaning pertinent information from
videos through Visual Answer Localization (VAL). Our focus was the VAL task,
utilizing the Chinese Medical instructional video dataset in the CMIVQA track1
shared task. The inability of existing methods to effectuate a smooth transfer
from related tasks is recognized. To surmount these challenges, the Prompt-based



Visual Answer Localization Using Language Prompts 231

learning paradigm from Natural Language Processing (NLP) was employed by
us. This approach recalibrates downstream tasks to emulate the masked language
modeling task employed during pre-training. A prompt template customized for
the VAL task was developed and the prompt learning approach institutionalized.
Furthermore, an asymmetric co-attention module was initiated to augment the
integration of video and text data.

The efficiency of our methods was illustrated by our experiments, culmi-
nating in us achieving the topmost place on the CMIVQA track1 leaderboard,
with an aggregate score of 0.3891 in testB. Prompt-based learning is proven to
hold superiority over traditional pre-training and fine-tuning methods, especially
under low-resource conditions. To conclude, our research propels VAL techniques
forward and lays out functional solutions for valuing knowledge from videos.
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Abstract. In this paper, we present an overview of the NLPCC 2023
shared task, named Chinese Medical Instructional Video (CMIVQA),
which includes three sub-tracks: temporal answer grounding in a sin-
gle video, video corpus retrieval, and temporal answer grounding in
video corpus. The CMIVQA datasets containing the videos, audios, and
corresponding subtitles are made public, and the corresponding labels
are manually annotated by medical experts. Details of the shared task,
datasets, evaluation metrics, and final results will be provided in order.
We hope this shared task can provide more insights into the first-aid,
medical emergency, or medical education.

Keywords: Chinese medical instructional video · Video question
answering · Video retrieval · Temporal answer grounding

1 Introduction

The Multi-modal Video Question Answering (MVQA) is one of the key tech-
niques to building a multi-modal human-robot interaction system [1,2], and has
long1 received much attention in the Artificial Intelligence (AI) fields for many
years [3–5]. The traditional MVQA technique can be mainly divided into two
types, i.e., multiple choice [6] or sentence generation [7], which can provide users
with information-enriched textual feedback. However, the MVQA is not enough
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for people to accomplish a particular task with a series of step-by-step proce-
dures, as the textual feedbacks are too plain to perform the act [8]. For example,
when asking “How to examine lymph nodes in the head and neck?”, you may
fail to act according directly to the textual answer obtained from the MVQA.

Recently, a new task named temporal answer grounding (TAG) has been
proposed [9] to solve this problem. Different from the MVQA, the TAG technique
is more efficient and effective [10], as it can provide more intuitive video clips
for people to accomplish a particular task with a question. The video with the
corresponding verbal explanations is the more intuitive and effective feedback
for people to perform the answer steps [11]. However, current research mainly
focuses on TAG tasks in English-oriented medical instructional videos, while
few studies concentrate on the Chinese. Besides, the TAG task is defined in
the given single video, which means that the target answer can be easily found
within the video clips. This does not comply with real-world scenarios, where
people sometimes need to search for the answer through multiple video corpus
[12].

In order to promote the development of related TAG technologies in the
Chinese field and explore more applications suitable for Chinese real-world med-
ical instructional scenarios, we proposed the first Chinese Medical Instructional
Video Question Answering (CMIVQA) challenge. Specifically, we built the com-
petition datasets from high-quality Chinese medical instructional channels on the
YouTube website, where the questions and the corresponding labels are manually
annotated by medical experts. The whole tasks include three tracks: (1) Tem-
poral Answer Grounding in Singe Video (TAGSV), (2) Video Corpus Retrieval
(VCR), and (3) Temporal Answer Grounding in Video Corpus (TAGVC). The
first track TAGSV is similar to the traditional TAG task, which requires the
participants to find the most relevant video clips given a single Chinese video.
The second VCR and third TAGVC can be viewed as different pipelines of the
TAG technique in a large video corpus. The ultimate goal for this shared task
is to develop a system that can provide temporal answer video segments for a
first-aid, medical emergency, or medical education within multiple video corpus.

2 Task Introduction

2.1 Definition of Each Track

This CMIVQA shared task contains 3 tracks:

1. Temporal Answer Grounding in Singe Video: given a medical or health-related
question and a single untrimmed Chinese medical instructional video, this
track aims to locate the temporal answer (start and end time points) within
the video. As can be seen from the Fig. 1, when given a Chinese medical-
related question “如何利用工具缓解头部前倾的问题?” (How to alleviate the
problem of head tilting forward with tools ?) in a single video, the goal of this
track is to locate to most related temporal answer span (0:54 s-1:25 s) that
can answer this question.
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Fig. 1. Introduction of the Temporal Answer Grounding in Singe Video track

Fig. 2. Introduction of the Video Corpus Retrieval track

2. Video Corpus Retrieval: given a medical or health-related question and a
large collection of untrimmed Chinese medical instructional videos, this track
aims to find the most relevant video corresponding to the given question in
the video corpus. As shown in Fig. 2, when given a Chinese medical-related
question “如何利用工具缓解头部前倾的问题?” (How to alleviate the problem
of head tilting forward with tools ?) in the video corpus, the aim of this track
is to find the most related video as the target video. Intuitively, the video
content of the first one is more related with the given medical question.

3. Temporal Answer Grounding in Video Corpus: given a text question and a
large collection of untrimmed Chinese medical instructional videos, this track
aims at finding the matching video answer span within the most relevant
video corresponding to the given question in the video corpus. As shown in
Fig. 3, when given a Chinese medical-related question “如何利用工具缓解头
部前倾的问题?” (How to alleviate the problem of head tilting forward with
tools ?) in the video corpus, the ultimate goal is to locate the most relevant
video segments within the given video corpus. The predicted answer should
be 0:54 s-1:25 s.
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Fig. 3. Introduction of the Temporal Answer Grounding in Video Corpus track

2.2 Evaluation Metrics

1. Temporal Answer Grounding in Singe Video (TAGSV): we will evaluate the
results using the metric calculation equation shown in equation (1). Specif-
ically, we use Intersection over Union (IoU), and mIoU as the evaluation
metrics, where the mIoU is the average IoU over all testing samples. Follow-
ing the previous work [8], we adopt “R@n, IoU = µ”, and “mIoU” as the
evaluation metrics, which treat localization of the video frames in the video
as a span prediction task. The “R@n, IoU =µ” denotes the Intersection over
Union (IoU) of the predicted temporal answer span compared with the ground
truth span, where the overlapping part is larger than “µ” in top-n retrieved
moments. The “mIoU” is the average IoU over the samples. In this track, we
use n = 1 and µ ∈ 0.3, 0.5, 0.7 to evaluate the TAGSV results. The main
ranking of this track is based on the mIoU score, and other metrics in this
track are also provided for further analysis.

IOU =
A ∩ B

A ∪ B

mIOU =

(
N∑
i=1

IOUi

)
/N

(1)

where A and B represent different spans, and
∑N

i=1 IOUi represent IoU =
0.3/0.5/0.7 respectively, N=3.

2. Video Corpus Retrieval (VCR): following the pioneering work [13], we adopt
the video retrieval metric like “R@n” for evaluation. Specifically, we adopt
the n=1, 10, and 50 to denote the recall performance of the video retrieval.
The Mean Reciprocal Rank (MRR) score to evaluate the Chinese medical
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instructional video corpus retrieval track, which can be calculated as follows.

MRR =
1

|V |
|V |∑
i=1

1
Ranki

(2)

where the |V | is the number of the video corpus. For each testing sample Vi,
the Ranki is the position of the target ground-truth video in the predicted
list. In this track, the main ranking of this track is based on the Overall
score. The Overall score is calculated by averaging the R@1, R@10, R@50
and MRR scores, which is shown as follows.

Overall =
1

|M |
|M |∑
i=1

1
Valuei

(3)

where the |M | is the number of the evaluation metrics. Valuei is the i-th
metric in the above metrics (R@1, R@10, R@50 and MRR), |M |=4.

3. Temporal Answer Grounding in Video Corpus (TAGVC): we kept the Inter-
section over Union (IoU) metric similar to the Track 1, the retrieval indexes
“R@n, n=1/10/50” and MRR similar to Track 2 for further analysis. The
“R@n, IoU = 0.3/0.5/0.7” is still used, where we assign the n = 1, 10,
50 for evaluation. The index of mean IoU in video retrieval subtask, i.e.,
“R@1/10/50—mIOU”, is also adopted for measuring the average level of par-
ticipating model’s performance. In this track, the main ranking of this track
is based on the Average score. The Average score is calculated by averag-
ing the R@1—mIoU, R@10—mIoU, R@50—mIoU scores, which is shown as
follows, where the |M ′| = 3.

Average =
1

|M ′|
|M ′|∑
i=1

1
Valuei

(4)

2.3 Dateset

The videos for this competition are crawled from the Chinese medical instruc-
tional channels on the YouTube website, where the subtitles (in Chinese) are
transcribed from the corresponding video. The question and corresponding tem-
poral answer are manually labeled by annotators with the medical background.
Each video may contain several question-answer pairs, where each question cor-
responds to a unique answer. The dataset is split into a training set, a validation
set, and a test set. During the competition, the test set along with the true
“id” data number is not available to the public. The Fig. 4 shows the dataset
examples for the CMIVQA shared task. The “id” is the sample number which
is used for the video retrieval track. The “video id” means the unique ID from
YouTube. The “question” item is written manually by the medical experts. The
“start and end second” represent the temporal answer from the corresponding
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Fig. 4. Overview of the competition datasets

Table 1. Details of the datasets in NLPCC shared task 5

Dataset Videos QA pairs Vocab Nums Question Avg. Len Video Avg. Len

Train & Dev 1228 2937 3125 17.16 263.3

Test A 200 492 2171 17.81 242.4

Test B 200 511 2234 17.48 310.9

video. As a result, our final goal is to retrieve the target video ID from the test
corpus, and then locate the visual answer.

All the Train & Dev files include videos, audio, and the corresponding subti-
tles. The video and the corresponding audio come from Youtube Chinese med-
ical channel, which is obtained by using Pytube tools2. The subtitles are gen-
erated from the Whisper3, which contains Simplified Chinese and Traditional
Chinese tokens. In order to unify the character types of questions and subtitles,
we converted all the questions and subtitles into simplified Chinese. As shown in
Table 1, the whole datasets contain 1,628 videos, where the QA pairs are 3,940.
We also report the vocabulary numbers in Simplified Chinese and Traditional
Chinese, the averaged question length and the average video length. The Test
A&B set and baseline are released at the website4 for further comparison.

2 https://github.com/pytube/.
3 https://github.com/openai/whisper.
4 https://github.com/WENGSYX/CMIVQA Baseline/.

https://github.com/pytube/
https://github.com/openai/whisper
https://github.com/WENGSYX/CMIVQA_Baseline/
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3 Baseline Methods

In this section, we will introduce our baseline methods in the three tracks in this
shared task in order.

3.1 Baseline Method for Track 1

Inspired by the work [11], we adopt a crossmodal mutual knowledge transfer
span localization (MutualSL) method for track 1. MutualSL shares both visual
predictor and textual predictor, so the semantic knowledge understanding can
be better performed between cross-modalities. Also, a one-way dynamic loss
function is used to dynamically adjust the proportion of knowledge transfer.

In the experiments, we followed the original hyper-parameter settings Specif-
ically, we set all the dimensions to 1024 and use the AdamW optimizer for train-
ing, where lr = 1e−5. We use PyTorch in three A100 GPUs for experiments,
where the batch size = 4 and training epoch = 15.

3.2 Baseline Method for Track 2 and 3

We use the cross-modal contrastive global-span (CCGS) method [13] to perform
tracks 2 and 3. Specifically, we adopt the global-span contrastive learning to sort
the positive and negative span points in the video corpus. Contrastive learning
can differentiate the positive and negative samples during video retrieval for
track 2. Also, we use the global-span predictor with the element-wise cross-modal
fusion to locate the final visual answer for the track 3.

For the experiments, we use the DeBerta-V3 [14] to encode the texts, and
then calculate the logits for all videos. We sort all the logits and select the
highest prediction interval as the final result. We set d = 768 and optimize
the loss function via the AdamW optimizer with lr = 1e−5. As for the hyper-
parameter, we follow the original work. The hidden size d is set to 768. We use
DeBERTa-v3-base as the pre-trained language model (with a limited maximum
length of 1300). We use PyTorch in two A100 GPUs for experiments, where the
batch size = 1 and training epoch = 15.

4 Evaluation Results

There is a total of 26 teams registered for the NLPCC 2023 Shared Task 5. Since
the competition adopts a double-list leaderboard, the final result should be the
result of leaderboard B. During the run of Leaderboard A, a total of 13 teams
submitted their results. During the run of leaderboard B, a total of 9 teams
submitted their results. We then give a brief introduction to the representative
systems designed by nsddd for track 1, DSG-1 for track 2, and nsddd for track
3 (Tables 2 and 3).

For the track 1, to overcome the disparities between the visual and textual
modalities, the nsddd team proposed to adopt the prompt-based learning to fin-
ish this track. Specifically, they develop a prompt template tailored for the VAL
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Table 2. Final Results of the track 1

Rank Team ID R@1,IoU = 0.3 R@1,IoU = 0.5 R@1,IoU = 0.7 mIoU(R@1)

1 nsddd 0.5557 0.3894 0.2239 0.3891

2 Ditto 0.5284 0.3816 0.2290 0.3866

3 HLT-base 0.5245 0.3562 0.2524 0.3794

4 辣子鸡丁队 0.5205 0.3679 0.2368 0.3788

5 WAN 0.5284 0.3738 0.2368 0.3782

6 Mote 0.5068 0.3581 0.2446 0.3768

7 Ditto 0.4912 0.3542 0.1879 0.3596

8 Baseline Method 0.4990 0.3738 0.2133 0.3592

Table 3. Final Results of the track 2

Rank Team ID R@1 R@10 R@50 MRR Overall

1 DSG-1 0.5225 0.7613 0.8982 0.6118 2.7938

2 nsddd 0.5342 0.7241 0.8239 0.5916 2.6738

3 Weilan 0.4540 0.7143 0.8395 0.5472 2.5550

4 HLT-base 0.4853 0.6497 0.6986 0.5373 2.3709

5 Baseline Method 0.3249 0.4403 0.5427 0.3641 1.6720

Table 4. Final Results of the track 3

Rank Team ID R@1|mIoU R@10|mIoU R@50|mIoU Average

1 nsddd 0.2346 0.4368 0.5631 0.4115

2 DSG-1 0.2221 0.3799 0.4773 0.3598

3 HLT-base 0.2090 0.3854 0.4513 0.3486

4 Baseline Method 0.1431 0.2642 0.3560 0.2545

task and leverage prompt learning to align the semantic information between the
downstream pre-training. Additionally, they employ an asymmetric co-attention
module to enhance the integration and interaction between the video and text
modalities. To further improve the robustness of their model, they introduce r-
drop [15] strategy. Moreover, in terms of data pre-processing, they utilize Optical
Character Recognition (OCR) to extract video hard captions, thereby reducing
data noise (Table 4).

For the track 2, the DSG-1 team proposed a two-stage retrieval-rerank frame-
work. In the first stage, they utilized the large language model gpt-3.5 [16] to
generate video summaries based on video subtitles and then use RoBERTa [17]
for efficient retrieval. In the second stage, they designed a CCGS-VCR Analyzer
for the VCR task that leverages the characteristics of the CCGS model’s output
without training cost. And, they employed projected gradient descent (PGD)
[18] strategy for adversarial training to improve model robustness.
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For the track 3, the nsddd team proposed to leveraging visual cues that
are contextually relevant to the given question, utilizing the explicit seman-
tic information embedded in text patterns. To extract subtitle information and
facilitate retrieval and prediction, they employ the DeBERTa-v2-710M-Chinese
pre-trained language model [19] as our backbone network. In order to enhance
the robustness and performance of the model, they introduce various techniques
during the training process, including data cleaning, pre-processing, and subtitle
optimization based on Few-Shot ChatGPT5 and contrastive loss.

5 Conclusion

This paper briefly introduced the overview of the NLPCC 2023 Shared Task 5:
Chinese Medical Instructional Video Question Answering (CMIVQA). We pro-
posed the new task CMIVQA containing three sub-tracks, Temporal Answer
Grounding in Singe Video (TAGSV), Video Corpus Retrieval (VCR), and Tem-
poral Answer Grounding in Video Corpus (TAGVC). Then, we introduced the
datasets used in the whole competition. Finally, we reported the evaluation
results of all three tracks. Despite the promising results of these competitors,
the overall system is still not applicable for real application. There is still a long
way to the instructional temporal answering grounding in video corpus. In short,
we believe our new tasks can lead to more interesting insights for applications
in multi-modal fields.

References

1. Song, Q., Sun, B., Li, S.: Multimodal sparse transformer network for audio-visual
speech recognition. IEEE Trans. Neural Networks Learn. Syst., 1–11 (2022)

2. Buch, S., Eyzaguirre, C., Gaidon, A., Wu, J., Fei-Fei, L., Niebles, J.C.: Revisiting
the” video” in video-language understanding. In: Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 2917–2927 (2022)

3. Li, B., et al.: More but correct: Generating diversified and entity-revised medical
response. arXiv preprint arXiv:2108.01266 (2021)

4. Li, B., Weng, Y., Xia, F., Sun, B., Li, S.: VPAI Lab at MedVidQA 2022: a two-
stage cross-modal fusion method for medical instructional video classification. In:
Proceedings of the 21st Workshop on Biomedical Language Processing, pp. 212–
219, Dublin, Ireland, May 2022. Association for Computational Linguistics

5. Jabeen, S., Li, X., Amin, M.S., Bourahla, O., Li, S., Jabbar, A.: A review on
methods and applications in multimodal deep learning. ACM Trans. Multimed.
Comput. Commun. Appl. 19(2s), 1–41 (2023)

6. Rogers, A., Gardner, M., Augenstein, I.: QA dataset explosion: a taxonomy of NLP
resources for question answering and reading comprehension. ACM Comput. Surv.
55(10), 1–45 (2023)

7. Yang, A., Miech, A., Sivic, J., Laptev, I., Schmid, C.: Just ask: learning to answer
questions from millions of narrated videos. In: Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pp. 1686–1697 (2021)

5 https://chat.openai.com/chat.

http://arxiv.org/abs/2108.01266
https://chat.openai.com/chat


242 B. Li et al.

8. Gupta, D., Attal, K., Demner-Fushman, D.: A dataset for medical instructional
video classification and question answering. Sci. Data 10(1), 158 (2023)

9. Gupta, D., Demner-Fushman, D.: Overview of the medvidqa 2022 shared task
on medical video question-answering. In: Proceedings of the 21st Workshop on
Biomedical Language Processing, pp. 264–274 (2022)

10. Li, B., Weng, Y., Sun, B., Li, S.: Towards visual-prompt temporal answering
grounding in medical instructional video. arXiv preprint arXiv:2203.06667 (2022)

11. Weng, Y., Li, B.: Visual answer localization with cross-modal mutual knowledge
transfer. In: ICASSP 2023–2023 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 1–5 (2023)

12. Neo, S.-Y., Ran, Y., Goh, H.-K., Zheng, Y., Chua, T.-S., Li, J.: The use of topic
evolution to help users browse and find answers in news video corpus. In: Pro-
ceedings of the 15th ACM International Conference on Multimedia, pp. 198–207
(2007)

13. Li, B., Weng, Y., Sun, B., Li, S.: Learning to locate visual answer in video corpus
using question. In ICASSP 2023–2023 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 1–5 (2023)

14. He, P., Gao, J., Chen, W.: Debertav 3: improving deberta using electra-
style pre-training with gradient-disentangled embedding sharing. arXiv preprint
arXiv:2111.09543 (2021)

15. Lijun, W., et al.: R-drop: regularized dropout for neural networks. Adv. Neural.
Inf. Process. Syst. 34, 10890–10905 (2021)

16. Brown, T., et al.: Language models are few-shot learners. Adv. Neural Inf. Process.
Syst. 33, 1877–1901 (2020)

17. Liu, Y., et al.: Roberta: a robustly optimized bert pretraining approach. arXiv
preprint arXiv:1907.11692 (2019)

18. Gupta, H., Jin, K.H., Nguyen, H.Q., McCann, M.T., Unser, M.: CNN-based pro-
jected gradient descent for consistent ct image reconstruction. IEEE Trans. Med.
Imaging 37(6), 1440–1453 (2018)

19. He, P., Liu, X., Gao, J., Chen, W.: Deberta: decoding-enhanced bert with disen-
tangled attention. arXiv preprint arXiv:2006.03654 (2020)

http://arxiv.org/abs/2203.06667
http://arxiv.org/abs/2111.09543
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/2006.03654


Evaluation Workshop: Chinese
Few-Shot and Zero-Shot Entity Linking



Improving Few-Shot and Zero-Shot
Entity Linking with Coarse-to-Fine

Lexicon-Based Retriever

Shijue Huang1,2, Bingbing Wang1,2, Libo Qin3, Qin Zhao1,2,
and Ruifeng Xu1,2(B)

1 Harbin Institute of Technology (Shenzhen), Shenzhen 518000, China
{22S051040,bingbing.wang}@stu.hit.edu.cn,

{zhaoqin,xuruifeng}@hit.edu.cn
2 Guangdong Provincial Key Laboratory of Novel Security Intelligence Technologies,

Shenzhen 518000, China
3 School of Computer Science and Engineering, Central South University, Changsha,

China
lbqin@csu.edu.cn

Abstract. Few-shot and zero-shot entity linking focus on the tail and
emerging entities, which are more challenging but closer to real-world
scenarios. The mainstream method is the “retrieve and rerank” two-
stage framework. In this paper, we propose a coarse-to-fine lexicon-based
retriever to retrieve entity candidates in an effective manner, which oper-
ates in two layers. The first layer retrieves coarse-grained candidates by
leveraging entity names, while the second layer narrows down the search
to fine-grained candidates within the coarse-grained ones. In addition,
this second layer utilizes entity descriptions to effectively disambiguate
tail or new entities that share names with existing popular entities.
Experimental results indicate that our approach can obtain superior per-
formance without requiring extensive finetuning in the retrieval stage.
Notably, our approach ranks the 1st in NLPCC 2023 Shared Task 6 on
Chinese Few-shot and Zero-shot Entity Linking.

Keywords: Entity linking · Few-shot and zero-shot learning

1 Introduction

Entity linking is a crucial task in natural language processing that involves asso-
ciating an ungrounded mention in text with its corresponding entity in a knowl-
edge base, thereby facilitating language understanding. Entity linking serves as
a fundamental component for various downstream applications, including ques-
tion answering [4], knowledge base completion [13,20], text generation [10] and
end-to-end task-oriented dialogue system [11]. However, existing entity linking
systems face challenges when dealing with newly created or tail entities that
share names with popular entities. To address this challenge, the few-shot and
zero-shot entity linking task has been proposed, aiming to enhance models’ abil-
ity to accurately link against the less popular and emerging entities [8].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 245–256, 2023.
https://doi.org/10.1007/978-3-031-44699-3_22
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Recent research on few-shot and zero-shot entity linking task has primarily
employed a “retrieve and rerank” two-stage framework, owing to the vast number
of entities present in knowledge bases. In this framework, the first stage involves
selecting candidate entities for a given mention, while the second stage reranks
these candidates and selects the most probable entity. Specifically, Logeswaran et
al. [8] explore deep cross-attention within candidate rerank stage. Wu et al. [16]
adopt a BERT architecture based two-stage approach for the zero-shot linking.
And to leverage additional information from entity embeddings, Xu et al. [17]
consider entities as input tokens and introduce a LUKE-based cross-encoder in
the reranking stage. Moreover, Xu et al. [18] enhance the dual encoder model
in the retrieve stage by incorporating the Wikidata type system as an auxiliary
supervision task. And they also release a new benchmark in Chinese.

In this paper, we propose a coarse-to-fine lexicon-based retriever that
improves the few-shot and zero-shot entity linking in an effective manner. Specif-
ically, our proposed approach consists of two layers of lexicon-based retriever.
In the first layer, two separate BM25 models [12], namely the AT-BM25 and
KB-BM25, are employed to retrieve coarse-grained candidate entities based on
the entity names from the alias table and the knowledge base, respectively. Subse-
quently, in the second layer, another BM25 model called Description-BM25
is introduced to retrieve fine-grained candidates from the previously obtained
coarse-grained candidates by leveraging the entity descriptions. This step uti-
lizes the entity description as detailed context to disambiguate tail entities that
share names with existing popular entities. To further refine the retrieved candi-
dates, we employ a BERT-based dual-encoder for reranking. Finally, we propose
an ensemble method to aggregate the results of the reranker with the outputs
from the three BM25 models in the coarse-to-fine lexicon-based retriever. This
ensemble approach ensures more robust predictions.

Experimental results demonstrate significant improvement of our coarse-to-
fine lexicon-based retriever, even without extensive finetuning in retrieve stage.
Notably, our approach achieves the 1st place in NLPCC 2023 Shared Task 6.

The main contributions of our work are summarized as follows:

– We propose a coarse-to-fine lexicon-based retriever based on BM25 to improve
few-shot and zero-shot entity linking, which offers a solution to mitigate the
computational burden while improving retrieve accuracy.

– We introduce an ensemble method to aggregate the results from both retrieve
and rerank stage, resulting in more robust predictions.

– Empirical results and analyses indicate the effectiveness of our approach in
few-shot and zero-shot entity linking. And our approach ranks the 1st in
NLPCC 2023 Shared Task 6.

2 Related Work

Entity Linking. Entity linking (EL) refers to the task of associating mentions
with entries in a designated database or dictionary of entities. In order to achieve
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accurate and efficient identification of target entities from extensive knowledge
bases (KBs), most entity linking systems adopt a two-stage approach known as
“retrieve and rerank”. This contains a retriever that retrieves candidate entities
from the knowledge base, followed by a reranker that reorders the candidates and
selects the most probable entity. In traditional entity retrieval, existing meth-
ods typically rely on simple techniques such as frequency information [19] or
sparse-based models [12] to quickly retrieve a small set of candidate entities. For
the ranking stage, neural networks have been widely utilized to calculate the
relevance score between mentions and entities [3,7].

Recently, the emergence of pre-trained language models (PLMs) has led to
their extensive adoption in both retrieve and rerank stages of entity linking. For
instance, Logeswaran et al. [8] employ a cross-encoder architecture and introduce
deep cross-attention in the candidate ranking stage, demonstrating significance
of attention between the mention-context pairs and entity descriptions. Wu et
al. [16] explore a BERT-based two-stage approach for zero-shot linking. Xu et
al. [17] leverage additional information encoded in entity embeddings by consid-
ering entities as input tokens in the rerank stage, proposing an entity-enhanced
cross-encoder based on LUKE. Wiatrak et al. [14] propose a proxy-based met-
ric learning loss coupled with an adversarial regularizer, providing an efficient
alternative to conduct hard negative sampling in candidate retrieve stage. In
comparison to these existing works, our approach do not need large-scale fine-
tuning for candidate retrieval, effectively reducing computational overhead while
maintaining effectiveness.

Few-Shot and Zero-Shot Entity Linking. Entity linking on temporally
evolving knowledge bases (KBs) presents a formidable challenge in zero-shot
settings. To address this, Hoffart et al. [5] introduce a method for entity linking
on emerging entities, particularly dealing with the ambiguity surrounding their
names. More recently, Logeswaran et al. [8] propose the zero-shot entity linking
task to evaluate the generalization capability of entity linking systems, mak-
ing minimal assumptions. They also release an English zero-shot entity linking
dataset. In the context of Chinese entity linking, Xu et al. [18] introduce a chal-
lenging multi-domain benchmark that utilizes Wikidata as the KB. In contrast
to most of the existing works, our research focuses specifically on few-shot and
zero-shot entity linking in the Chinese language.

3 Methodology

In this section, we introduce our approach for few-shot and zero-shot entity
linking. Given a knowledge base E consisting of entities, each characterized by
a name ei and a description di. The objective of this task is to determine the
most suitable entity for a given mention mi within a document doci.

Our approach follows the “retrieve and rerank” two-stage framework. In the
retrieve stage, we propose a coarse-to-fine lexicon-based retriever that efficiently
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Fig. 1. The architecture of coarse-to-fine lexicon-based retriever, where the first layer
contains AT-BM25 and AT-BM25 to retrieve coarse-grained candidate entities from alias
table and knowledge base. And the second layer utilizes the Description-BM25 to
obtain fine-grained candidate entities from coarse-grained ones.

retrieves candidate entities without the need for time-consuming large-scale fine-
tuning (Sect. 3.1). In the rerank stage, we adopt a BERT-based dual-encoder
to reevaluate the retrieved candidate entities and select the most appropriate
entity (Sect. 3.2). Finally, we introduce an ensemble method to combine the
results obtained from both stages, thereby producing more robust predictions
(Sect. 3.3).

3.1 Coarse-to-Fine Lexicon-Based Retriever

The overall architecture of our proposed coarse-to-fine lexicon-based retriever
is illustrated in Fig. 1. It contains two layers to retrieve candidate entities in a
coarse-to-fine manner.

The First Layer (Coarse Stage). Given a text sample (mi, doci), an entity
set E = {ei, di}Ni=1, and an alias table AT = {mj , ej}Mj=1 that defines the prob-
ability of a mention mj linking to an entity ej , we construct the retriever in two
layers. In the first layer, we employ two separate BM25 models, namely AT-BM25
and KB-BM25. The AT-BM25 model uses the entity names in the alias table as
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the corpus, while the KB-BM25 model utilizes that in the knowledge base. By
treating the mention mi in the test sample as a query, we utilize these two models
to retrieve coarse-grained candidate entities as follows:

DAT = {mj ,mj ∈ AT}, (1)
DKB = {ei, ei ∈ E}, (2)

CandAT = AT-BM25(mi,DAT ), (3)
CandKB = KB-BM25(mi,DKB), (4)

where DAT and DKB are the corpus to build AT-BM25 and KB-BM25, respec-
tively; CandAT and CandKB are the retrieved coarse-grained candidate entities
from alias table and knowledge base.

The Second Layer (Fine Stage). To further disambiguate the tail enti-
ties based on the detailed mention context, we treat the document doci of the
test sample as query and merge the obtained coarse-grained candidate enti-
ties CandAT and CandKB into a non-repeated set Cand1. We then introduce
the second layer BM25 model, called Description-BM25, which utilizes the
descriptions from the obtained coarse-grained candidate entities as the corpus.
This step retrieves the fine-grained candidate entities as follows:

Cand1 = CandAT ∪ CandKB , (5)
Ddes = {di, di ∈ Cand1}, (6)

Cand2 = Description-BM25(doci,Ddes), (7)

where Cand1 are the merged coarse-grained candidate entities; Ddes is the union
of descriptions from Cand1, which is used to build Description-BM25; Cand2
is the obtained fine-grained candidate entities.

3.2 BERT-Based Dual Encoder

To rerank the obtained coarse-grained candidate entities and get the most proper
entity, we follow previous works [1,16] to train a BERT-based dual encoder.
This approach offers scalability benefits, as the entity embeddings can be pre-
computed and stored, allowing for fast retrieval and similarity score computation
using dot product. Figure 2 illustrates the architecture of the BERT-based dual
encoder. Given a document {x1, x2, ...xn} with n tokens, where a mention m =
{xi, xi+1, ...xj} is present, the input sequence for the mention is constructed as
follows:

X1 = [CLS]x1, ..., xi−1[unused0]xi, ..., xj[unused1]xj+1, ..., xn[SEP],(8)

where [unused0] and [unused1] are are special tokens stand of mention start
and end, respectively. Following Humeau et al. [6], we feed the input sequence
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of the mention into the BERT encoder [2] to obtain the representation of the
[CLS] token in the last layer:

ym = BERT(X1), (9)

where ym is the representation of given mention.

Fig. 2. The architecture of BERT-based dual-encoder. Two BERT encoders are
employed to encode the mention within context and the entity-description pair sepa-
rately. And the mention-entity similarity is computed by dot product.

For a given entity e, which includes the entity name {e1, ..., em} and descrip-
tion {d1, ..., dl}, the input sequence is created by concatenating the entity name
and description:

X2 = [CLS] e1, ..., em [unused2] d1, ..., dl [SEP], (10)

where [unused2] is a special token to separate the entity name and description.
Similar to the mention encoding approach, we feed the input sequence of entity
into the BERT encoder to obtain the representation of the entity:

ye = BERT(X2), (11)

where ye is the representation of entity.
Finally, the score of the mention and entity pair is calculated as the dot

product of their representations:

s(m, e) = ym · ye (12)

Optimization. We apply the standard cross-entropy loss to train the BERT-
based dual encoder:

L = − 1
N

N∑

n=1

yn · logŷn, (13)

where N is the number of total samples, yn is the golden label, and ŷn is the
predicted distribution.
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Inference. During the inference phase, we utilize the BERT-based dual encoder
to rerank the combination of coarse-grained and fine-grained candidate entities
(Cand1 ∪ Cand2) in the retrieval stage to avoid missing retrievals and error
propagation. Moreover, to enhance computational efficiency, we pre-compute ye

for each e ∈ E and store all the entity embeddings.

3.3 Ensemble Method

Due to we focus on entity linking in few-shot and zero-shot scenarios, where
a majority of the entity mentions are either unseen or only a few of them are
encountered during training. This could introduce a bias in the rerank stage,
because there is a huge gap between the training set and the few-shot and zero-
shot test set. To mitigate this bias, we propose an ensemble method that lever-
ages information from both the retrieve and rerank stages, aiming to enhance
the robustness of predictions.

To achieve this, we employ an ensemble strategy that combines four results
obtained from the retrieve and rerank stages, include:

– The top-ranked result from the AT-BM25 retrieval process;
– The top-ranked result from the KB-BM25 retrieval process;
– The top-ranked result from the Description-BM25 retrieval process;
– The top-ranked prediction from the BERT-based dual encoder;

In our ensemble strategy, the final predicted result is determined by consid-
ering above four predicted results. If two or more results are identical, we select
the same result as the final prediction. In cases where the four predicted results
differ, we choose the output from the BERT-based dual encoder as the final pre-
diction. Additionally, there may has a unique 2:2 situation arising during voting.
In this case, we opt for the prediction that incorporates the result derived from
the BERT-based dual encoder.

4 Experiments

4.1 Data

Hansel Dataset. Hansel [18] is a benchmark dataset for few-shot and zero-
shot entity linking in simplified Chinese. The training set of Hansel is derived
from Wikipedia and the test set consists of Few-Shot (FS) and Zero-Shot (ZS)
settings. The FS setting focuses on tail entity linking, while the ZS setting aims
to evaluate the zero-shot generalization to emerging and tail entities. The dataset
statistics are presented in Table 1.

Knowledge Base. In order to reflect the realistic scenario of knowledge bases
evolving over time, the Hansel dataset divides Wikidata entities into two sets,
namely the Known and New sets, based on two historical dumps:
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Table 1. Statistics of the Hansel dataset.

# Mentions # Documents # Entities

In-KB NIL Total In-KB NIL Total Eknown Enew Total

Train 9.89M – 9.89M 1.05M – 1.05M 541K – 541K

Validation 9,677 – 9,677 1,000 – 1,000 6,323 – 6,323

– Known Entities (Eknown) are Wikidata entities from the dump on August 13,
2018. And our models are trained using Eknown as the knowledge base.

– New Entities (Enew) refer to Wikidata entities from the dump on March 15,
2021, which are not present in Eknown. These entities are added to Wiki-
data between 2018 and 2021 and unseen during training on the 2018 data,
representing a zero-shot setting.

Alias Table. For both Eknown and Enew, Hansel constructs an alias table by
extracting information from Wikipedia dated March 1, 2021. And this table is
generated by parsing Wikipedia’s internal links, redirections, and page titles.

4.2 Experimental Settings

In the retrieve stage, we use rank-BM251 implementation of BM25 algorithm for
the coarse-to-fine lexicon-based retriever. And the number of retrieved candidate
entities for AT-BM25, KB-BM25 and Description-BM25 are all set 10.

In the rerank stage, our model is implemented using the Huggingface
Library [15], with bert-base-chinese as backbone model for the BERT-
based dual encoder. We use AdamW [9] to optimize the parameters of model.
Due to the large amount of training data, the training epoch is set to 1 and the
batch size is set 384. The learning rate is set 5e−5. And the max sequence length
of mention and entity are both set 128. All experiments are conducted on Tesla
V100 GPUs.

4.3 Main Results

The evaluation metric employed in is accuracy, and the evaluation results on test
set are provided by the organizers. The main results in shown in Table 2, our
approach achieves 1st place in NLPCC 2023 Shared Task 6 on Chinese Few-shot
and Zero-shot Entity Linking.

It is evident from the results that our approach significantly outperforms
the systems ranked second and third, with an accuracy advantage of 9.06% and
15.96%, respectively. This notable improvement can be attributed as follows:

– The proposed coarse-to-fine lexicon-based retriever can accurately retrieve
candidate entities, which plays a crucial role in our overall approach and
forms a solid foundation for subsequent processes.

1 https://github.com/dorianbrown/rank bm25.

https://github.com/dorianbrown/rank_bm25
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Table 2. The results for NLPCC 2023 Shared Task 6.

System name Accuracy

Ours 0.6915

ITNLP 0.6009

YNU-HPCC 0.5319

Table 3. The performance of three used lexicon-based retriever. The r@1, r@5 and
r@10 represent the top-1 recall, top-5 recall and top-10 recall, respectively.

Retriever r@1 r@5 r@10

AT-BM25 0.5232 0.8245 0.8626

KB-BM25 0.4846 0.6015 0.6614

Description-BM25 0.3891 0.6904 0.8341

– The utilization of a BERT-based dual encoder allows for effective reranking
of candidate entities, thereby enhancing the final prediction result.

– Our proposed ensemble method effectively combines the information from
both retrieve and rerank stages to disambiguate entities, which bridges the
gap between training and few-shot or zero-shot test setting.

4.4 Performance of Retrieve Stage

In order to gain a deeper understanding of how our coarse-to-fine lexicon-based
retriever improves few-shot and zero-shot entity linking, we present a compre-
hensive analysis of the retrieve stage’s performance. Specifically, we retrieve 10
candidate entities for all BM-25 models and report the recall at the top-1, top-5,
and top-10 levels on the test set.

The results are illustrated in Table 3. We can have the following observations:
Firstly, the AT-BM25 model achieves the best performance across all metrics,
indicating that the prior knowledge contained in the alias table significantly ben-
efits the few-shot and zero-shot entity linking. We speculate that this improve-
ment stems from the fact that newly created or tail mentions in the test set may
share similar names with certain aliases.

Secondly, the KB-BM25 model exhibits the poorest performance. This obser-
vation aligns with our expectations since most mentions do not strictly match
entity names in the knowledge base. However, the results obtained from the
KB-BM25 model still contribute because mentions link accurately when they
match entity names in the knowledge base.

Lastly, the Description-BM25 model does not exhibit significant disam-
biguation as expected. We attribute this to the limited maximum length of
the context, which is imposed by computational resource constraints, thereby
impacting the disambiguation of tail entities. Nonetheless, Description-BM25
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model provides an alternative perspective by retrieving candidate entities based
on descriptions, thus also enhancing the final prediction.

Table 4. The ablation study.

System name Accuracy

Ours 0.6915

w/o Ensemble 0.6791

w/o AT-BM25 0.6713

w/o KB-BM25 0.6791

w/o Description-BM25 0.6769

4.5 Ablation Study

In order to validate the effectiveness of our proposed coarse-to-fine lexicon-based
retriever, we conducted an ablation study by individually removing the ensemble
method and the AT-BM25, KB-BM25, and Description-BM25.

The results are presented in Table 4. We can observe that when we remove
the ensemble method, the accuracy drops 1.24%. This suggest that the ensemble
method can aggregate useful information form both retrieve and rerank stages,
which results in more robust prediction.

And it can be observed that upon removing AT-BM25, KB-BM25, and Descr
iption-BM25, the accuracy decreased by 2.02%, 1.24%, and 1.46%, respec-
tively. This observation provides evidence that all the employed BM25 models
in our coarse-to-fine lexicon-based retriever contribute positively to the task of
few-shot and zero-shot entity linking. Furthermore, the combination of these
models leads to the retrieval of more accurate candidate entities.

5 Conclusion

In this paper, we present a novel approach for improving few-shot and zero-
shot entity linking through a coarse-to-fine lexicon-based retriever. Our proposed
method adopts the widely-used “retrieve and rerank” framework, consisting of
two stages: the coarse-to-fine lexicon-based retriever for retrieving candidate
entities, and a BERT-based dual encoder for reranking the candidate entities.
Moreover, we address the learning bias during the training phase of rerank stage
by employing an ensemble method that combines information from both retrieve
and rerank stages. The experimental results and analyses verify the effectiveness
of our approach, which achieves the 1st ranking in the NLPCC 2023 Shared Task
6 on Chinese Few-shot and Zero-shot Entity Linking.
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Abstract. Entity Linking (EL) is the task of grounding a textual men-
tion in context to a corresponding entity in a knowledge base. How-
ever, current EL systems demonstrate a popularity bias, significantly
underperforming on tail and emerging entities. To this end, we organize
NLPCC 2023 Shared Task 6, i.e., Chinese Few-shot and Zero-shot Entity
Linking, which aims at testing the generalization ability of Chinese EL
systems to less popular and newly emerging entities. The dataset for
this task is a human-calibrated and multi-domain Chinese EL bench-
mark with Wikidata as KB, consisting of few-shot and zero-shot test
sets. There are 22 registered teams and 13 submissions in total, and the
highest accuracy is 0.6915. The submitted approaches focus on different
aspects of this problem and use diverse techniques to boost the perfor-
mance. All relevant information can be found at https://github.com/
HITsz-TMG/Hansel/tree/main/NLPCC.

Keywords: Entity Linking · Few-shot Learning · Zero-shot Learning

1 Introduction

Entity Linking (EL) is the task of grounding a textual mention in context to
a corresponding entity in a Knowledge Base (KB). It is a fundamental compo-
nent for many downstream applications, such as Question Answering [3,5,6], KB
Completion [10,13] and Dialogue [2].

An unresolved challenge in EL is to accurately link against emerging and
less popular entities. The Zero-Shot Entity Linking problem was presented
by Logeswaran et al. [8], aiming at linking mentions to entities unseen during
training. In our continuously evolving world, new entities (such as “2022 Winter
Olympics” in Fig. 1) emerge, so the generalization ability to emerging entities
is essential for the evaluation of EL systems. On the other hand, Chen et al.
[1] raised a common popularity bias in EL, i.e. EL systems significantly under-
perform on tail entities that share names with popular entities. Figure 2 shows
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 257–265, 2023.
https://doi.org/10.1007/978-3-031-44699-3_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44699-3_23&domain=pdf
https://github.com/HITsz-TMG/Hansel/tree/main/NLPCC
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Fig. 1. Zero-shot setting. Models are trained with a previous Wikipedia dump, and
tested on newly emerging entities.

Fig. 2. Few-shot setting. The correct entity is not the most popular by the mention.

an example. Current state-of-the-art EL systems (e.g., mGENRE [4]) tend to
choose the most popular entity that shares the same mention text. Intuitively,
we name the challenge to resolve tail entities as Few-Shot Entity Linking,
as most of them have only a few number of training examples. Despite the
aforementioned studies, non-English resources for zero-shot and few-shot EL are
seldom available, hindering progress for these challenges across languages.

To prompt the research in Chinese EL, we organize the Chinese Few-shot
and Zero-shot Entity Linking task and provide a human-calibrated and chal-
lenging EL dataset, i.e., Hansel. Hansel consists of few-shot and zero-shot test
sets, with a Wikipedia-based training set. The few-shot slice is collected from
a multi-stage matching and annotation process. A core property of this slice
is that all mentions are ambiguous and “hard” [11], where the ground-truth
entity is not the most popular by the mention. The zero-shot slice is collected
from a searching-based process. Given a new entity’s description, annotators find
corresponding mentions and adversarial examples with web search engines over
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Table 1. Statistics of the Hansel dataset. We break down the number of distinct
entities by whether the entity is in Enew.

# Mentions # Documents # Entities

Eknown Enew Total

Train 9.88M 1.05M 541K – 541K

Validation 9,674 1,000 6,320 – 6,320

Hansel-FS 4,000 3,986 3,375 – 3,375

Hansel-ZS 4,000 3,998 968 2,880 3,848

diverse domains. To the best of our knowledge, Hansel is the first non-English
EL dataset focusing on emerging and tail entities.

In total, we receive 22 team registrations and 13 submissions. We use accuracy
as the evaluation metric, and top-3 teams achieved 0.6915, 0.6009, and 0.5319
separately. The best performing team solves the proposed task by striking a
balance among sparse and dense retrieval methods, suggesting that future work
may explore the combination of lexical and semantic similarity.

2 Dataset

A set of entities E in Knowledge Base (KB) is provided. We assume that
each entity has a name and a description. Given an input text document D =
{s1, . . . , sd} and a list of mentions with spans: MD = {m1, . . . ,mn}, the task of
Entity Linking (EL) is to output mention-entity pairs: {(mi, ei)}i∈[1,n], where
each corresponding entity ei is an entry in KB.

We publish an EL dataset for simplified Chinese (zh-hans), named Hansel.
The training set is processed from Wikipedia. The test set contains Few-Shot
(FS) and Zero-Shot (ZS) slices, focusing respectively on tail entities and emerg-
ing entities. Both test sets contain mentions from diverse documents, with the
ground truth entity ID annotated. Dataset statistics are shown in Table 1.

2.1 Knowledge Base

To reflect temporal evolution of the knowledge base, we split Wikidata entities
into Known and New sets using two historical dumps:

Known Entities (Eknown) refer to Wikidata entities in 2018–08–13 dump.
All our models are trained with Eknown as KB.

New Entities (Enew) refer to Wikidata entities in 2021–03–15 dump that
do not exist in Eknown. Intuitively, entities in Enew were newly added to Wiki-
data between 2018 and 2021 thus never seen when training on 2018 data, thus
considered as a zero-shot setting.

Entity Filtering. We filter Wikidata entities to get a clean KB: we remove
all instances of disambiguation pages, templates, categories, modules, list pages,
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Fig. 3. Annotation process for the Few-Shot dataset, with a translated example
in Hansel-FS. We first match aliases against the corpora to generate potential mentions,
then judge whether the most popular entity (AT@1) is the correct entity. We only keep
cases where AT@1 is incorrect, and then annotate the correct entity.

Fig. 4. Annotation process for the Zero-Shot dataset, with a translated example
in Hansel-ZS. Given a new entity, we search on the Web for a corresponding mention,
and a few mentions that share the same mention text but refer to different entities.

project pages, Wikidata properties, as well as their subclasses. For the scope of
our work, we further constrain to entities with Chinese Wikipedia pages. After
filtering, there are roughly 1M entities in Eknown and 57K entities in Enew.

Alias Table. An alias table defines the prior probability of a text mention m
linking to an entity e, i.e. P (e|m), estimated as follows:

P (e|m) =
count(m, e)
count(m)

, (1)

where count(m) denotes the number of anchor texts with the surface form m in
Wikipedia; count(m, e) denotes the number of anchor texts with the surface form
m pointing to the entity e. We extract an alias table AT-base from Wikipedia
2021–03–01 by parsing Wikipedia internal links, redirections and page titles.
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2.2 Few-Shot Evaluation Slice

For the Few-Shot (FS) test set, we collect human annotations in three Chinese
corpora: LCSTS [7], covering short microblogging texts, SohuNews and TenSite-
News [12], covering long news articles.

Matching. The FS slice is collected based on a matching-based process as illus-
trated in Fig. 3. We first use AT-base to match against the corpora to generate
potential mentions, then randomly sample for human annotation. Note that we
only match ambiguous mentions with at least two entity candidates in Eknown,
and keep limited examples per mention word for better diversity.

Annotation. Human annotation was performed on more than 15K examples
with 15 annotators. For each example, annotators first modify the incorrect
mention boundary, or remove the example if it is not an entity mention. Then,
they select the referred entity from candidate entities given by AT-base. For
each candidate, annotators have access to its description (first paragraph in
Wikipedia) and Wikipedia link. If the candidate with the highest prior (AT@1) is
correct, then the example is discarded. 75% of examples are dropped in this step.
If none of the candidates are correct, the annotator find the correct Wikipedia
page for the entity through search engines.

There are 3,000 examples in Hansel-FS after quality control, and Fig. 2 shows
an example. In order to prevent shortcuts that could unfairly enhance the per-
formance on Hansel-FS (e.g., simply choosing the candidate with the second
highest prior), we add 1,000 adversarial examples where AT@1 is the correct
entity. Therefore, as Table 1 shows, the FS slice has 4,000 mentions from 3,986
documents, covering 3,375 diverse entities. Domains are news (51.3%) and social
media (48.7%).

2.3 Zero-Shot Evaluation Slice

Collecting a Zero-Shot (ZS) slice is challenging, due to the difficulty to find
occurrences of new entities on a fixed text corpus, especially when the corpus
has no hyperlink structure. To address this challenge, we design a data collection
scheme by searching entity mentions across the Web given an entity description.

Searching-Based Annotation. The process is shown in Fig. 4 with an anno-
tation example. Given the title, description and aliases of an entity in Enew,
annotators search the Internet1 for a corresponding mention and collect the
mention context. They further seek 1 or 2 adversarial examples by searching for
a same or similar mention referring to a different entity. Such ambiguous men-
tions introduce more diversity on this dataset. Figure 2 shows another example
and its adversarial mention in the ZS slice.

As Table 1 shows, the ZS slice has 4,000 mentions from 3,998 documents,
covering 3,848 diverse entities. Domains are news (38.9%), social media (15.8%),
and other articles such as E-books and commerce (45.3%) for ZS slice.
1 To facilitate searching, we provide annotators with pre-filled search query templates

in an annotation tool, such as Google queries with entity names and target domains.
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Table 2. An example and its adversarial mention collected by annotators in Hansel-ZS.
The mentions are wrapped with [E1] and [/E1].

Mention 1 2019 年 [E1] 上海大师赛 [/E1] 举行了男单正赛的抽签仪式。今年进入网球
名人堂的李娜与获得男单正赛外卡的张之臻 . . .

Translation The draw of men’s singles competition was held in 2019 [E1] Shanghai
Masters [/E1]. Na Li, who entered the Tennis Hall of Fame . . .

Entity 1 2019年上海大师赛Q69355546: 2019年上海大师赛为第12届上海大师赛，
是ATP世界巡回赛1000大师赛事的其中一站 . . .

Translation 2019 Shanghai MastersQ69355546: The 2019 Shanghai Masters was the 12th

edition of the Shanghai ATP Masters 1000 . . .

Mention 2 #2020斯诺克世锦赛# 交手记录 . . . 2019年 [E1] 上海大师赛 [/E1] 半决
赛：奥沙利文10-6威尔逊 . . .

Translation #2020 World Snooker Championship# Match Record . . . 2019 [E1] Shanghai
Masters [/E1]
Semi-final: O’Sullivan 10–6 Wilson . . .

Entity 2 2019年斯诺克上海大师赛Q66436641: 2019年世界斯诺克·上海大师赛属
于2019年9月9日－15日在上海富豪环球东亚酒店举行 . . .

Translation 2019 Shanghai Snooker MastersQ66436641: The 2019 World Snooker Shanghai

Masters took place at the Regal International . . .

Analysis During data collection, Entity 1 (entity in Enew) was provided. The annotator
found Mention 1 via Web search, as well as an adversarial Mention
2 with the same phrase (”Shanghai Masters”), referring to a tennis tournament
and a snooker tournament respectively

3 Evaluation Results

In total, 22 teams registered for this shared task and we received 13 submissions.
Other than the final submission, we also provided 4 additional submission oppor-
tunities and released the test results to help the participated teams improve their
system. In the result submission phase, participants are not given whether the
example is from the zero-shot slice or the few-shot slice. We adopt the accuracy
on the test set (i.e., a total of 8K examples in Hansel-FS and Hansel-ZS) as the
evaluation metric.

3.1 Evaluation Systems

The submitted approaches focus on different aspects of this shared task and
use diverse techniques to boost the performance. Here we briefly introduce the
solutions of top-3 teams.

– Oops! : The team proposes a coarse-to-fine lexicon-based retriever to retrieve
entity candidates in two layers. The first layer retrieves coarse-grained can-
didates by leveraging entity names, while the second layer narrows down the
search to fine-grained candidates within the coarse-grained ones. This sec-
ond layer utilizes entity descriptions to effectively disambiguate tail or new
entities that share names with existing popular entities.

https://www.wikidata.org/wiki/Q69355546
https://www.wikidata.org/wiki/Q69355546
https://www.wikidata.org/wiki/Q66436641
https://www.wikidata.org/wiki/Q66436641
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– ITNLP : The team applies a “retrieve-and-rerank” two-stage approach to
tackle the entity linking problem. The first stage uses an alias table to retrieve
candidates based on mention texts. The second stage uses a cross-encoder
based on ERNIE [14] to re-rank candidates, leveraging fine-grained mention-
entity interaction.

– YNU-HPCC : The team uses Elastic Search to retrieve candidates, and then
encodes mention contexts and entity descriptions with Sentence-BERT [9].
The final prediction is based on the similarity of sentence embeddings.

3.2 Submission Results

In Table 3, we present the test results of the entity linking systems in Sect. 3.1.
From the results on Hansel-ZS, all systems show strong transferability on
emerging entities, indicating the zero-shot capability of two-stage “retrieve-and-
rerank” methods. Comparing the overall results of FS (i.e., tail entities) and
FS-adv (i.e., head entities), we observe that the tail entities are harder to disam-
biguate than the head ones. The team Oops! strikes a balance between head and
tail entities, thus achieving the 1st place in the shared task. We hypothesize that
the retrieval stage in Oops! is critical for its state-of-the-art performance, as its
retrieval stage ensembles entities from alias table, sparse and dense retrievers.

Table 3. Results on the Hansel dataset. We break down the results on the few-shot
slice, the zero-shot slice and the adversarial examples.

Hansel-FS Hansel-ZS Overall

FS FS-adv ZS ZS-adv

Oops! 0.4457 0.9170 0.8163 0.8290 0.6915

ITNLP 0.3070 0.6960 0.8173 0.7380 0.6009

YNU-HPCC 0.2107 0.7090 0.7357 0.7070 0.5319

4 Conclusion

In this paper, we present a comprehensive overview of the NLPCC 2023 Shared
Task 6: Chinese Few-shot and Zero-shot Entity Linking. Current entity linking
(EL) systems demonstrate a popularity bias, significantly underperforming on
tail and emerging entities. In this shared task, we propose the first Chinese
few-shot and zero-shot EL benchmark, which aims at testing the generalization
ability of Chinese EL systems to less popular and newly emerging entities. We
received 13 submissions from 22 registered teams. The best performing team
solves the proposed task by striking a balance among sparse and dense retrieval
methods, suggesting that future work may explore the combination of lexical
and semantic similarity. There is still large room for system improvement on
this task, and we call for more EL research on less popular entities.
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Abstract. In this paper, we present the method proposed by our team
for Track 2 of NLPCC 2023 Shared Task 7, which focuses on the extrac-
tion of paragraph-level and whole essay topic sentences in middle school
student essays. This paper proposes a two-stage topic sentence extrac-
tion framework for each paragraph and the whole essay. In the first stage,
we extract topic sentences for each paragraph, considering local seman-
tic and contextual aspects. In the second stage, we derive the text topic
sentence for the whole essay from the extracted paragraph-level topic
sentences. Compared with the one-stage method, the two-stage method
which can focus on the local semantic information of paragraphs related
to the task has advantages in paragraph and full-text topic sentence
extraction. Comparative experiments show that the extraction perfor-
mance of the fine-tuned two-stage topic sentence extraction framework
surpasses the few-shot large language models (GPT-3.5 et al.). The final
comprehensive index also achieved the first-place result in this track.

Keywords: Topic sentences extraction · Information extraction ·
Automated essay evaluation

1 Introduction

Evaluation Chinese middle school student essays is a time-consuming and
resource-intensive task. Therefore, employing an automated essay scoring system
to assist in the evaluation process can significantly enhance efficiency. NLPCC
2023 Shared Task 7 presents a natural language understanding task focusing
on the logical structure and coherence of Chinese essays. Specifically, Track 2
aims to extract paragraph-level topic sentences for each paragraph and one topic
sentence from whole essays written by middle school students.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Inspired by [4,7,14] use of a multi-stage approach to NLP, this paper pro-
poses a two-stage method for extracting topic sentences that target the local
information within student essays and the concept of pseudo-paragraph for the
text sequence elements which are semantically the same paragraph and do not
contain the topic sentence. In the first stage, the topic sentences of all paragraphs
are extracted. During this stage, the model focuses on the semantic and contex-
tual aspects at the paragraph level, including the themes and arguments within
each paragraph. In the second stage, the topic sentences for the entire essay are
extracted from the text sequence of topic sentences derived from the paragraphs,
facilitating the effortless acquisition of the whole essay’s topic sentences. As the
topic sentence extraction process in these two stages only involves the content
of specific paragraphs or text sequence of sentences within the essay, we refer
to it as a two-stage topic sentence extraction that targets the local information
of the essays. Universal Information Extraction (UIE) model is employed as the
text sequence extraction model in each stage.

The main contributions of our work in this paper are as follows:

1. Proposal of a Two-Stage Topic Sentence Extraction Method: We
propose a feasible approach to extract topic sentences from student essays,
introducing the concept of Two-Stage Topic Sentence Extraction. This app-
roach allows us to specifically target the paragraph-level information within
the essay’s paragraphs and extract topic sentences accordingly.

2. Analysis of Paragraphs and Topic Sentences in Student Essays: We
prove through data that there are a certain number of paragraphs that do not
contain topic sentences and propose the concept of pseudo-paragraph. These
confirmed results provide valuable guidance for designing suitable methods
and strategies.

3. Performance Analysis: We evaluate the performance of our method on a
Chinese essay dataset, including comparisons with the GPT [10,13] of LLMs.
The results show that our method achieves effective outcomes and obtains
the first-place result in Track 2.

2 Related Work

Extracting a specific sentence from a text sequence involves the task of infor-
mation extraction (IE) in natural language processing (NLP). IE refers to the
extraction of desired structured information from text, which is a subfield of
NLP. Deep learning methods [2,3] often divide IE into multiple subtasks of dif-
ferent types and model each subtask using neural classifiers, such as Named
Entity Recognition (NER), Relation Extraction (RE), Event Extraction (EE),
and others.

Currently, the most effective method for NER is fine-tuning a pre-trained
language model like BERT [5] based on specific tasks to achieve accurate extrac-
tion. RE can be categorized into two different modes including the traditional
pipeline approach [20] and the end-to-end approach [9,17,19]. For EE, the most
effective method also utilizes BERT and often involves joint training with other
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tasks such as NER and RE [6,16,18]. Lu proposed the UIE model adopted a
unified structure generation approach to model various IE tasks using struc-
tured extraction language and leverages the capability of remote text structure
supervision for pre-training structure generation [8].

To extract the sentences from the text sequence, Pujari proposed a two-stage
framework for extracting sentences with opinions from a given news article [11]. It
utilized the naive Bayes classifier to assign scores in the first stage and used prior
probability to sort to obtain sentences with opinions. Similarly, Deng proposed a
new two-stage automatic text summarization that is based on keyword sentence
screening in the first stage and based on sentence summarization in the second
stage [4].

In the case of sentence extraction from a text segment, the NER task can
be utilized by replacing the named entities with the desired text sequence. We
utilized the NER extraction task and two-stage method to extract paragraph
topic sentences and full-text topic sentences.

3 Task Definition and Approach

3.1 Task Definition

In the process of Chinese middle school student essay scoring, the extraction of
essay topic sentences is indispensable. Track 2 of NLPCC 2023 Shared Task 7
focuses on extracting paragraph-level and full-text-level topic sentences from
each essay. Every essay contains topic sentences which are primarily manifested
in two aspects: 1) Each paragraph of the essay has a topic sentence that reflects
the central idea of the paragraph; 2) The essay as a whole also has a topic sen-
tence that reflects the central idea of the essay. Track 2 transforms the evaluation
process of the essay’s topic sentences into an IE task in NLP, aiming to extract
both paragraph-level and full-text-level topic sentences from the essay.

The dataset used in this paper is jointly constructed by East China Normal
University and Microsoft. It consists of Chinese essays written by middle school
students, and the topic sentences have been annotated by annotators. The anno-
tations include the topic sentences of each paragraph and the topic sentence of
the whole essay.

3.2 Approach

The topic sentence extraction model mainly used in this paper is the UIE model
[8] proposed by Lu et al. In this chapter, the UIE model and its principle are
mainly introduced. In addition, the most important methods used in our exper-
iments will be introduced in this chapter.

UIE Principle. The UIE model [8] is a unified framework for a text-to-structure
generation that can model four different IE tasks. It decomposes the transfor-
mation from text to structured format into two atomic operations: Spotting
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and Associating. Spotting involves determining the positions of desirable spans
while associating specifies the semantic roles between different spans. The UIE
model’s spotting abilities are primarily utilized in this paper, and the associating
mechanism is not utilized as it doesn’t require specifying semantic roles between
different spans.

Regarding the output of the UIE model, it employs a structural extraction
language (SEL). SEL includes Spot Name and Asso Name for each structure,
where Spot Name represents the key information segments to be extracted, and
Asso Name represents the information segments associated with the upper-level
Spot Name.

For the input of the UIE model, the authors propose a structural schema
instructor (SSI) to specify the desired output structure. SSI utilizes the prompt
mechanism to control which types of information should be spotted and associ-
ated. The tokens form the structural schema instructor represented by s. Assum-
ing the text sequence to be extracted is represented by x, the entire UIE model’s
input and output are expressed by the formula y = UIE(s ⊕ x). Here, y rep-
resents the structured extraction language sequence, which corresponds to the
final IE results with Spot Name and Asso Name.

Regarding the structure of the UIE model, it utilizes the encoder and decoder
of the transformer [15]. As shown in Eq. 1 and Eq. 2, the structural schema
instructor s and the text sequence to be extracted x are input to the transformer
encoder. The encoder outputs hidden layer information H. In addition to includ-
ing the hidden layer information H from the encoder, the transformer encoder
input also includes the decoder state hd

i previously output by the decoder.

H = Encoder(s1, ..., s|s|, x1, ..., x|x|) (1)

yi, h
d
i = Decoder([H;hd

1, ..., h
d
i−1]) (2)

The resulting sequence yi is the SEL expression representing the information
extraction output.

Sentence Extraction Methods. The most crucial aspect of this paper is the
use of the UIE model structure as the primary IE model for extracting topic
sentences from Chinese essays written by middle school students. The schema is
designed for paragraph topic sentences and full-text topic sentences. The paper
conducted multiple experiments using the UIE model, including both one-stage
and two-stage methods (see Fig. 1).

One-Stage Method and the Use of UIE. In the one-stage method, a schema
with two spot names, paragraph topic sentences and full-text topic sentence, is
designed, without including an asso name. This method involves placing para-
graph topic sentences and full-text topic sentences in the same schema structure
and fine-tuning the UIE model with the text sequence to be extracted. In other
words, a single UIE model is trained using a schema that includes both para-
graph topic sentences and full-text topic sentence spot names to directly extract
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Fig. 1. The schematic diagrams of the one-stage method topic sentence extraction and
two-stage method topic sentence extraction.

topic sentences from the entire essay. The extraction results include several para-
graph topic sentences and one overall text topic sentence. Therefore, the entire
process requires training only one UIE model to perform the extraction of both
paragraph and overall text topic sentences.

Two-Stage Method and the Use of UIE. In the two-stage method, unlike the
one-stage method, two UIE models with the same structure but different weight
parameters are used. In other words, the two-stage method involves designing
separate schemas for paragraph topic sentences and full-text topic sentences.
Therefore, two UIE models with the same structure but different weight param-
eters are employed. There are two steps involved in this method: 1) extracting
topic sentences of different paragraphs and 2) extracting topic sentences of the
full text. The first step involves extracting topic sentences for each paragraph of
the Chinese essay. This step uses a schema with the spot name paragraph topic
sentences. Thus, if the Chinese essay has N paragraphs, ideally, N paragraph
topic sentences will be extracted. According to the official documentation and
our observed statistical analysis (details will be provided in the 4 section), the
overall text topic sentence can be generated from the paragraph topic sentences.
In other words, the overall text topic sentence is derived from the topic sentences
of each paragraph in the essay. Therefore, the second step is to design a schema
with the spot name full-text topic sentence. The text sequence to be extracted
is the result of the successful extraction of paragraph topic sentences from the
first step. Refer to Algorithm 1 for more details of the two-stage method for
extracting topic sentences.

4 Experiments

This chapter mainly introduces the definition of model evaluation indicators
related to the experiment, the analysis and statistics of characters and para-



274 Y. Dong et al.

graph topics in the composition data of middle school students, the conversion
of data format, and the experimental setup in detail.

Algorithm 1: Two-stage Method
Input : data json - Jsons all of data
Output: results json - The prediction results of topic sentences are

included
1 results json ← [];
2 for data ∈ data json do
3 if length(data[′Text′]) = 0 then
4 continue;
5 end
6 paragraph topics ← [];
7 res paras ← para model(data[′Text′]);
8 for res ∈ res paras do
9 if ′ParagraphTopic′ in res and length(res[′ParagraphTopic′])

>0 then
10 append res[′ParagraphTopic′][0][′text′] to paragraph topics
11 end
12 end
13 if length(paragraph topics) = 0 then
14 res fulltext ←

fulltext model(join with separator(data[′Text′],′###′));
15 end
16 else
17 res fulltexts ←

fulltext model(join with separator(paragraph topics,′###′));
18 end
19 Full textTopic ← None;
20 res ← res fulltexts[0]
21 if ′FulltextTopic′ in res and length(res[′FulltextTopic′]) >0 then
22 sort res[′FulltextTopic′] by descending order of ′probability′

23 Full textTopic ← res[′FulltextTopic′][0][′text′];
24 end
25 if Full textTopic = None and length(paragraph topics) >0 then
26 Full textTopic ← paragraph topics[−1];
27 end
28 result ← {′ID′ : data[′Id′],′ ParagraphTopic′ :

paragraph topics,′ Full − textTopic′ : Full textTopic} append result
to results json ;

29 end
30 return results json
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4.1 Evaluation Metrics

The evaluation of Chinese essay topic sentence extraction mainly focuses on
several aspects. These include the accuracy, recall, precision, and F1 score of
paragraph-level and full-text-level topic sentence extraction. The accuracy of
paragraph-level topic sentence extraction (ParaAcc) is defined as the number of
correctly extracted paragraph-level topic sentences as shown in Eq. 3, denoted as
Pcorrect, divided by the total number of labeled paragraph-level topic sentences,
denoted as Plabel. From the perspective of recall, the accuracy of paragraph-
level topic sentence extraction is also equivalent to its recall (ParaRec). The
precision of paragraph-level topic sentence extraction (ParaPre) is defined as the
Pcorrect divided by the total number of predicted paragraph-level topic sentences,
denoted as Pinfer, as shown in Eq. 5. As for its F1 score (ParaF1), it is defined
as the harmonic mean of precision and recall as shown in Eq. 7. Similarly, the
accuracy, recall, precision, and F1 score of full-text-level topic sentences follow
the same principle as paragraph-level topic sentences, as shown in Eq. 4,6 and
8. The final accuracy (FinalAcc) combines the weighted sum of paragraph-level
topic accuracy and full-text-level topic accuracy as shown in Eq. 9.

ParaRec = ParaAcc =
Pcorrect

Plabel
(3)

FullRec = FullAcc =
Fcorrect

Flabel
(4)

ParaPre =
Pcorrect

Pinfer
(5)

FullPre =
Fcorrect

Finfer
(6)

ParaF1 =
2 × ParaRecll × ParaPre

ParaRec + ParaPre
(7)

FullF1 =
2 × FullRecll × FullPre

FullRec + FullPre
(8)

FinalAcc = 0.3 × ParaAcc + 0.7 × FullAcc (9)

4.2 Data Analysis

The dataset for Track 2 focuses on the task of topic sentence extraction. The
training and validation sets consist of 50 and 10 Chinese essays, respectively,
with annotations for both paragraph-level and full-text-level topic sentences.
We utilize this annotated dataset of 60 essays to train and evaluate our model,
and subsequently test its performance on a test set containing 5,000 essays.

Each data instance in the dataset represents a complete essay that has been
divided into paragraphs as shown in the raw data in 2. The content of the essay
is represented by a list, where different elements of the list indicate paragraph
divisions in the original text. However, these divisions do not necessarily indicate
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separate paragraphs. As shown in Fig. 3, although the three lines are different
elements of the Text list, they actually represent the content of the same para-
graph, which contains only one topic sentence. If there is an element in the Text
list that is semantically a paragraph with other structurally adjacent elements
but does not contain a text sequence of topic sentences, it is called a pseudo-
paragraphs.

Fig. 2. Data format conversion at the paragraph-level.

Based on our statistical analysis, it was found that 8% of the data instances
in the training set have a mismatch between the number of topic sentences
and the number of annotated paragraphs provided in the data. According to
the official information and data analysis, this discrepancy can be attributed to
the following factors: 1) Some text sequences are different elements of the Text
list but semantically belong to the same paragraph in the original text. These
elements of the Text contain only one topic sentence, as shown in Fig. 3. This
situation accounts for 2% of the training set. 2) As mentioned in the guideline,
some paragraphs do not have an explicit topic sentence. As shown in the example
in Fig. 4, this instance is an independent paragraph in the training set but lacks
an annotated paragraph-level topic sentence. This scenario accounts for 6% of
the training set. During model training and prediction, we handle these cases
of pseudo-paragraphs without clear topic sentences or actual topic sentences by
setting appropriate thresholds.

Fig. 3. An example of a semantic paragraph with a pseudo-paragraph.

Finally, based on our analysis of the 50 essays in the training set, we found
that the token length distribution ranges from 600 to 1014, with an average
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Fig. 4. An example of paragraphs with no explicit paragraph topic.

length of 713 tokens. The average number of paragraphs per essay is 6.76, assum-
ing that different elements of the list represent semantically different paragraphs
in the essay.

4.3 Data Format Conversion

We employ the UIE model for information extraction. To transform the original
data structure into the desired structure for our model, as shown in Fig. 3, we
convert the raw data into the format that includes the starting and ending indices
of the labeled sequence, along with the corresponding label (Spot Name). This
format is applied to both the training and validation sets. This conversion allows
us to obtain the data format suitable for fine-tuning the model.

4.4 Experiment Settings

The training and validation sets of 60 data instances were combined and ran-
domly split into training and validation sets in a 5:1 ratio. All subsequent exper-
imental schemes were conducted using the new training and validation sets,
including two sets of primary approaches along with some experiments using
GPT language models as controls.

For the one-stage approach, the first step involved converting the format
of the training and validation sets. During the format conversion process, the
paragraphs of each article were connected using the ### token to create a
single essay, enabling the model to perceive the global semantic information.
Furthermore, the starting and ending indices of each topic sentence annotation
were considered in relation to the entire essay. The model used was uie-base,
with a learning rate of 1e−5, batch size of 16, and training epochs set to 100.
The model with the highest F1 score on the validation set in 100 epochs was
selected as the optimal model.

Regarding the two-stage approach, all parameter configurations remained
the same as in the one-stage approach. The key difference lies in the design
of the two-stage approach, which utilizes two separate models to capture the
relationship between paragraph topic sentences and full-text topic sentences.
The training and prediction of the model in the stage of full-text topic sentence
extraction are slightly different. 1) During training, the input content for the
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model extracting full-text topic sentences consists of the concatenation of labeled
paragraph-level topic sentences, with the ### token used as the connector. 2)
During model prediction, the full-text topic sentence extraction model utilizes
the paragraph topic sentences predicted by the first-stage model. During model
training and prediction, we deal with these pseudo-paragraphs without explicit
topic sentences or actual topic sentences by setting an appropriate threshold.

Pre-trained LLMs such as the GPT family have made great achievements
in the field of NLP [1,10,12]. For the experiments using GPT large language
models, the GPT-3.5-turbo and GPT-4-0314 versions were selected1. For the
GPT-3.5-turbo experiment, both zero-shot and three-shot prompts were used.
The GPT-4-0314 experiment utilized a three-shot prompt. All three experiments
with GPT models also employed the two-stage method, and the text sequence
extracted from the full-text topic sentences in the second stage is the annotated
data rather than the predicted data in the first stage in order to compare with
the two-stage method implemented by UIE.

4.5 Results and Analysis

Table 1. Experimental results of different methods on the new validation set. The
equality of Precision, Recall, and F1 metrics for the GPT series of large language
models is due to the fact that the number of topic sentences predicted by the model
and the number of topic sentences labeled are equal.

Method Precision Recall F1

ParaPre FullPre ParaRec FullRec ParaF1 FullF1

One-stage(UIE) 64.93 63.29 64.10

Two-stage(UIE) 71.67 54.55 68.25 60.00 69.92 57.14

Two-stage(GPT-3.5 0-shot) 1.59 0 1.59 0 1.59 0

Two-stage(GPT-3.5 3-shot) 31.75 30.00 31.75 30.00 31.75 30.00

Two-stage(GPT-4 3-shot) 38.10 30.00 38.10 30.00 38.10 30.00

Based on our experiments, the optimal models of our one-stage method and the
optimal models of the two-stage method with different steps yield the results
shown in Table 1 on the validation set. We observed that the first stage of the
two-stage approach for paragraph topic extraction outperforms the one-stage
method. Therefore, for the task of extracting topic sentences from paragraphs,
the model trained specifically for paragraph extraction performs better than the
model trained to extract paragraph topics from the entire document. Regarding
the GPT series of large language models, we discovered that the performance
in experiments related to GPT falls short of the effectiveness achieved by the
two-stage method utilized by UIE.
1 https://platform.openai.com/docs/api-reference/introduction.

https://platform.openai.com/docs/api-reference/introduction


Two-Stage Topic Sentence Extraction for Chinese Student Essays 279

Table 2. Our method ranked first on the final test set of 5000 instances, where * rep-
resents the test result of the other team’s models or methods.

Model ParaAcc FullAcc FinalAcc ParaSimilarity FullSimilarity

Model1* 62.61 33.33 42.12 85.20 79.16

Model2* 62.61 23.81 35.45 85.20 76.11

One-stage(Ours) 59.44 23.58 34.34 86.41 66.97

Two-stage(Ours) 61.27 34.92 42.82 87.34 80.37

Based on the predictions of our two models on a test dataset comprising 5000
instances, the predicted results were submitted to the official evaluation for scor-
ing. The performance of our two proposed models, as well as two models from
another team on the test dataset, is presented in Table 2. It can be observed that
our two-stage approach for extracting full-text-level topic sentences outperforms
the other models, resulting in the highest final accuracy score. Compared with
the one-stage method, the two-stage method which can focus on the local seman-
tic information of paragraphs related to the task has advantages in paragraph
and full-text topic sentence extraction. Furthermore, in terms of paragraph-level
topic sentence similarity and document-level topic sentence similarity, the predic-
tions of our two-stage model also surpass those of the other models. Considering
the overall rankings, our models achieved the highest scores and ranks first.

5 Conclusion

In this paper, we present a two-stage topic extraction approach by UIE
that focuses on local information within paragraphs. The concept of pseudo-
paragraph is proposed by this paper for the elements which are semantically the
same paragraph and do not contain the topic sentence. Additionally, we conduct
comparative experiments among the latest and most advanced GPT models that
are prevalent in the current research community. Our approach which ultimately
achieves the first position on the leaderboard with an advantage provides evi-
dence of its effectiveness. However, there is some room for further improvement
such as conducting threshold adjustment experiments in the pseudo-paragraph
topic sentence determination and exploring the use of more sophisticated IE
models during the two-stage process.
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Abstract. The assessment of Chinese essays with respect to text coher-
ence using deep learning has been relatively understudied due to the lack
of large-scale, high-quality discourse coherence evaluation data resources.
Existing research predominantly focuses on characters, words, and sen-
tences, neglecting automatic evaluation of Chinese essays based on arti-
cles’ coherence. This paper aims to research automatic evaluation of
Chinese essays based on articles’ coherence by leveraging some data
from LEssay, a Chinese essay coherence evaluation dataset jointly con-
structed by the CubeNLP laboratory of East China Normal University
and Microsoft. The coherence of Chinese essays is primarily evaluated
based on two big aspects: 1. The smoothness of logic (the appropriateness
of using related words, and the appropriateness of logical relationship
between contexts) 2. The reasonableness of sentence breaks (how well
punctuation is used and how well the sentence is structured). Therefore,
in this paper, we adopt prompt learning and cleverly design a multi-
angle prediction prompt template that can realize the assessment of the
coherence of Chinese essay from four angles. During the inference stage,
the prediction of the coherence of Chinese essays is obtained through the
multi-angle prediction template and voting mechanism. Notably, the pro-
posed method demonstrates excellent results in the NLPCC2023 Shared-
Task7 Track1.

Keywords: Prompt learning · Multi-angle prediction · Voting
mechanism

1 Introduction

The difficulty of automatic coherence evaluation for Chinese essays using artifi-
cial intelligence (AI) is marked by a dearth of extensive labeled data specifically
dedicated to evaluating the coherence of Chinese essays. Consequently, there
exists a notable research gap in the classification of the coherence degree of
Chinese essays within the AI-based Chinese essay assessment techniques.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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With rapid rise of large language models (LLMs) such as T5 [13] and GPT-
3 [1], etc. Researchers have found that pre-trained language models (PLMs) yield
remarkable outcomes in various downstream tasks encompassing text classifica-
tion, question answering, and knowledge graph. Through in-depth research, it
has been discerned that since LLMs are trained with a large amount of data in
the pre-training stage, they have acquired rich knowledge [3,11].

For text classification problem, based on this finding, researchers have pro-
posed the utilization of the fine-tuning approach to mine and make use of
the knowledge of PLMs acquired in pre-training stage, wherein a classifier is
appended to a PLM to enable the adaptation of the PLM to a downstream task.
However, the effectiveness of fine-tuning in capturing the knowledge gained by
PLMs during pre-training is limited in scenarios characterized by sparse training
data, such as few-shot and zero-shot scenarios. Such limitations become particu-
larly evident in real-world settings. For instance, when evaluating the coherence
of Chinese essays, the practical challenge of the lack of discourse coherence eval-
uation resources has persistently hindered progress.

In light of the lack of massive labeled data, researchers have recently proposed
the adoption of prompt learning to effectively mine and leverage the knowledge
acquired during the pre-training phase of PLMs. Prompt learning has emerged as
a promising approach in which the text classification problem can be converted
into a cloze problem by using [MASK] token and prompt characters, when deal-
ing with text classification task. The cloze problem format closely aligns with
the pre-training task of PLMs, leading to enhanced stimulation of PLMs and
obtaining the knowledge of PLMs acquired during pre-training better. The final
prediction is achieved through the application of answer engineering which is
another research content of prompt learning. For instance, in the case of pre-
dicting the coherence of an article, a prompt template is defined as follows:
“<TEXT>这篇文章的连贯程度？<MASK>”. Here, the <TEXT> placeholder
is replaced by an article’s text, resulting in a new input. It will be introduced
into a PLM. Assuming the coherence category is labeled as “excellent coherence”,
the [MASK] token is most likely to be filled with words from the words set that
represents “excellent coherence”. The mapping from the words set representing
categories to the corresponding classes is referred to as the verbalizer [6], serving
as an effective mechanism to bridge the regression values of PLMs and the final
prediction regression values which can identify which category the input belongs
to directly.

In this paper, we aim to automate the classification of coherence of Chinese
essays by leveraging prompt learning. A small amount of labeled data in LEssay
is used in our study.

Merely employing the prompt template “<TEXT>这篇文章的连贯程
度？<MASK>” and treating it as a conventional text classification problem fail
to realize the particularity of assessing coherence of Chinese articles. Therefore,
this simplistic approach is inadequate in achieving reliable coherence predictions.

The assessment of coherence of Chinese essays encompasses four crucial
aspects: the use of related words, the logical relationship between contexts, the
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use of punctuation, and the sentence structure. Based on such particularity, in
this paper, we will design a prompt template that can predict the coherence of
Chinese articles from the four angles respectively. By doing so, we move beyond
the simplistic notion of treating coherence assessment as a mere text classifica-
tion task, and we can obtain more comprehensive knowledge from PLMs.

In scenarios characterized by limited annotated data, such as the few-shot
scenario, updating the parameters of randomly initialized model components
becomes challenging. However, we contend that the extensive knowledge acquired
by PLMs during the pre-training stage is often sufficient to address downstream
task, without the need to introduce additional parameters or randomly initial-
ized model components to help PLM make predictions. In this paper, we propose
the utilization of prompt learning to mine and leverage the knowledge of PLMs.
The primary objective of our proposed method is to construct a prompt template
that serves as the vital link between PLMs and downstream task and enables
effective and comprehensive mining of PLM knowledge through this template
construction better. The construction of the prompt template constitutes the
focal point of prompt learning research. Meanwhile, our proposed method does
not introduce supplementary model components. We design a multi-angle pre-
diction prompt template carefully to realize the comprehensive acquisition and
utilization of the knowledge acquired by PLMs in the pre-training stage well. Fur-
thermore, we craft the training and inference modes of the model in a thoughtful
manner to ensure accurate predictions in coherence classification for essays.

In this paper, the procedure of our proposed method can be outlined as fol-
lows: (1) Given that Chinese articles are basically long text, it is feasible to gain
the coherence of essays by analyzing a portion of the text, each Chinese essay’s
text is sliced and evenly segmented into two parts, effectively leveraging the
semantic information within the text and augmenting the amount of trainable
supervised data to a certain extent. (2) A multi-angle prediction prompt tem-
plate is devised specifically, capable of generating coherence prediction from each
assessment angle. (3) During the model training stage, the prompt template is
integrated with the original input sequence. The wrapped input sequence is then
introduced to a PLM, utilizing a mapping mechanism to obtain multiple [MASK]
regression values, The loss values between these multiple regression values and
the ground truth are strictly calculated, and model optimization is achieved
by minimizing the sum of these loss values. (4) In the inference stage, multi-
ple [MASK] regression values are obtained using the same approach employed
during training. Subsequently, a voting mechanism is employed to facilitate the
prediction of article coherence.

This paper makes several key contributions, which can be summarized as
follows:

– Making use of the special properties of Chinese text, slice the article into
two equal length text, which alleviates the problem of less supervised data
available for training to a certain extent.

– Conduct prompt engineering for prompt learning, involving the design of a
prompt template tailored for multi-angle prediction to facilitate comprehen-
sive coherence assessment of Chinese essays.
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– Devise a rigorous training mechanism that ensures strict model optimization,
coupled with the astute utilization of a voting mechanism to realize the infer-
ence of the coherence of Chinese essays.

– In NLPCC2023 SharedTask7 Track1, the proposed method has demonstrated
outstanding performance, substantiating the effectiveness of the proposed
method.

2 Related Work

2.1 BERT

BERT [4], introduced by Google in 2018, is a pre-trained language model that
employs a deep bidirectional Transformer [15] architecture as its core component.
This model has attained state-of-the-art (SOTA) performance across various
Natural Language Processing (NLP) tasks.

2.2 Prompt Learning

The advent of LLMs and the recognition that the extensive knowledge is acquired
by PLMs during the pre-training phase have spurred a burgeoning development
in prompt learning [9]. Prompt learning has emerged as a more effective app-
roach than fine-tuning, particularly in few-shot scenario and zero-shot scenario.
Promisingly, prompt learning has found application in a wide range of down-
stream tasks of NLP, including but not limited to Text Classification [14], Nat-
ural Language Understanding [10], Relationship Extraction [2,5]. Notably, this
methodology has exhibited noteworthy predictive performance in these down-
stream tasks of NLP.

2.3 Prompt Engineering

Prompt engineering plays a pivotal role in prompt tuning. As evidenced in the
preceding example, prompt characters and [MASK] token are used to construct
a prompt template. We denoted the template as fprompt(·). The original input
sequence x = (x0, x1, ...xN ) is integrated into the template to form a cloze input
form fprompt(x), we can bridge the gap between PLMs and downstream tasks
by this way.

Prompt engineering methods encompass two primary approaches: manual
template design and automatic template construction. The former entails the
expertise and experience of designers who possess specialized knowledge in the
domain that the used dataset related to. Skillfully crafting a template through
manual designing can yield excellent outcomes, particularly in zero-shot sce-
narios. On the other hand, automatic template construction methods, such as
prompt mining [7], prompt paraphrasing, continuous prompt [12], mitigate the
need for manual intervention. These approaches can train template using limited
data to make accurate prediction.
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3 Task Definition

The objective of this task is to construct a multi-angle prediction prompt tem-
plate and use the template to comprehensively acquire and utilize the knowledge
acquired by PLMs in the pre-training stage to accurately predict the coherence
classification of Chinese essays in scenario of having limited annotated data
available for model training and verification. The coherence classification results
are categorized into three levels, namely 2 (excellent coherence), 1 (moderate
coherence), and 0 (incoherence).

4 Method

This section will delineate the proposed approach, encompassing several key
components: (1) supervised data preprocessing; (2) prompt characters design and
template construction; (3) overview of model operation flow; (4) model training
and inference.

4.1 Supervised Data Preprocessing Module

The raw input to the model is text which is a metadata of LEssay. Given that
the majority of the input text is long text, it is observed that the coherence of
an article can be assessed by analyzing a portion of the text, rather than having
to consider the whole article. Therefore, we employ slicing operation, dividing
the original input sequence x = (x1, x2, ...xN ) into two input sequences xa =
(x1, ...xN

2
),xb = (xN

2 +1, xN
2 +2, ...xN ) evenly. This approach partially mitigates

the issue of having too little supervised data available for training.

4.2 Prompt Characters Design and Template Building Module

Prompt character design plays a pivotal role in the prompt engineering process.
By carefully selecting prompt characters that are relevant to the specific task
and dataset, we can elicit and utilize knowledge of PLMs better.

Given the unique nature of this task that we can evaluate the coherence of
an essay from four specific assessment angles, we design four groups of prompt
characters to represent four assessment angles, including “关联词使用恰当程
度？”，“上下文之间逻辑关系情况？”，“标点符号使用情况？”， “句子结构情
况？”, which is referred to as T0, T1, T2, T3.

A prompt template, designed to realize multi-angle prediction, has been
devised cleverly by using four groups of prompt characters: “< TEXT ><
T0 >< MASK >< T1 >< MASK >< T2 >< MASK >< T3 ><
MASK >”. This template enables the coherence prediction of Chinese essays
base on four distinct assessment angles. Each <MASK> token will make predic-
tion based on the coherence assessment angle in front of the <MASK> respec-
tively.
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4.3 Overview of Model Operation Flow

The PLM utilized in this study is denoted as M . After the slicing operation, the
input sequence is divided into two parts. Let us assume that the input sequence
after slicing is represented as original input = (x1, x2, ..., xn). As shown in Fig. 1,
The model input sequence original input is integrated with the multi-angle pre-
diction prompt template defined in Sect. 4.2, yielding a new input sequence xp,
xp =< original input >< T0 >< MASK >< T1 >< MASK >< T2 ><
MASK >< T3 >< MASK >. The integrated input sequence xp is then intro-
duced into the pre-trained language model M . The regression value of MLM
Head of M is obtained finally.

logits = M (xp) (1)

where logits ∈ R
n×vocab size, n is the max sequence length of input sequence.

vocab size is vocabulary length of M .

Fig. 1. Model architecture diagram

In order to realize the mapping between the PLM’s vocabulary and the answer
space, we design a mapping mechanism f : ν �−→ γ, Where ν is the words set
representing classes, γ is the set of classes. We define ν2 = {“好”}，ν1 = {“一
般”}，ν0 = {“差”}，γ = {0, 1, 2}. Uy∈γνy = ν. The probability that [MASK] is
predicted as class y:

p (y‖xp) = p ([MASK] = a‖xp) , a ∈ νy (2)

The value of p ([MASK] = a‖xp) is the [tokenizer.encode(a)]-th value of logits
in the [MASK], νk is the words set that represent class k.

For an input sequence, we can get four probability vectors because the tem-
plate we designed has four [MASK] tokens, which is the reason why the template
we design can realize multi-angle prediction.
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4.4 Training and Inference

Training. Following the approach described in Sect. 4.3, the x of the sliced
data {x: original input, label: y} is combined with the multi-angle prediction
prompt template to generate the new input sequence xp. Subsequently, xp is
introduced into M and the proposed mapping mechanism is employed to obtain
the probability vector of [MASK] tokens respectively.

ppi = [ppi(y = 0|xp), ppi(y = 1|xp), ppi(y = 2|xp)], i = 0, 1, 2, 3 (3)

where ppi represents the probability vector of i-th [MASK] when xp is introduced
into our proposed model, ppi(y = m|xp) represents the probability that class m
is predicted in the i-th [MASK] when xp is introduced into our proposed model.

Hence, when the proposed model receives an input sequence xp, it generates a
vector at each [MASK] position, denoted as pp0，pp1，pp2，pp3, which represent
the probability vectors based on four assessment angles respectively, then we can
calculate the loss:

loss0 = BCE Loss (pp0, label) (4)

loss1 = BCE Loss (pp1, label) (5)

loss2 = BCE Loss (pp2, label) (6)

loss3 = BCE Loss (pp3, label) (7)

loss = loss0 + loss1 + loss2 + loss3 (8)

Inference. For the raw input sequence to be predicted x = (x1, x2, ...xN ),
two input sequences can be obtained after slicing operation. We note sliced
input sequence as xa =

(
x1, . . . xN

2

)
, xb = (xN

2 +1, xN
2 +2, ...xN ). Two input

sequences are introduced into our proposed model respectively. And we will get
Pa = [pa0, pa1, pa2, pa3]�，Pb = [pb0, pb1, pb2, pb3]�, Pm represents the combined
tensor of the regression values of the sliced input sequence xm at the four [MASK]
positions, Pm ∈ R

4×3. pkj represents the regression vector of the input sequence
xk at the j-th [MASK] token, pkj ∈ R

1×3. As a result, For the original input
sequence x = (x0, x1, ...xN ), we can calculate the regression value.

Px = [Mx0,Mx1,Mx2,Mx3]� = Pa + Pb (9)

Pa + Pb = [pa0 + pb0, pa1 + pb1, pa2 + pb2, pa3 + pb3]� (10)

where Mxj is the regression vector of input sequence x in j-th [MASK] token.
Compute the index of the maximum value of each [MASK] regression vector’s

elements, they are the prediction results of the coherence classification relative
to the four coherence classification assessment angles respectively.

pred0 = argmax (Mx0) (11)

pred1 = argmax (Mx1) (12)
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pred2 = argmax (Mx2) (13)

pred3 = argmax (Mx3) (14)

By employing a voting mechanism, the final prediction for the coherence level
of a Chinese article is determined by selecting the index that was predicted the
most times among the four assessment angles.

numi = num of (predj == i) , i = 0, 1, 2; j = 0, 1, 2, 3 (15)

pred = argmax (numi) (16)

where i represents the index of class and predj represents the predicted value of
the j-th criterion. The final predicted value pred is the index that the category
was predicted the most times.

5 Experiment

In this section, we will demonstrate the effectiveness of the proposed method
based on some of data from LEssay.

5.1 Dataset

To evaluate the effectiveness of the proposed method, we conducted experiments
using some of data from the LEssay, which is utilized in the NLPCC2023 Shared-
Task7 Track1. It is specifically designed for evaluating the coherence of Chinese
articles. Our experimental data consists of 50 Chinese essays for training, 10
Chinese essays for validation, and 5,000 Chinese essays for testing. The coher-
ence of the Chinese essays can be classified into three categories: 2 (excellent
coherence), 1 (moderate coherence), and 0 (incoherence).

5.2 Baseline

Fine-Tuning. Fine-tuning adds a [CLS] token at the beginning of the original
input sequence and then feeding it into a PLM. To predict the classification
results, a classifier composed of a linear layer is added to the last layer of the
PLM to predict the classification results.

P-Tuning. P-tuning [10] is an automatic method for constructing prompt tem-
plates to facilitate downstream task prediction. This approach employs custom
prompt embedding to obtain preliminary prompts and uses MLP and LSTM to
further process prompts, resulting in the final prompts for a template. P-tuning
has demonstrated excellent performance in both few-shot and fully-supervised
settings.
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5.3 Implementation Details

For all our experiments, we employ bert−base−chinese as our PLM. The epoch
is 50. We use AdamW [8] as the model optimizer and the learning rate is set
to 2e-5. Loss values are calculated by BCE loss function. During the training
phase, we set the batch size to 2, while for verification and testing, the batch
size is set to 8.

5.4 Main Results

During the testing phase, we employed precision (P), recall (R), and Macro-F1
(F1) to evaluate the effectiveness of our proposed model. The specific results of
our proposed method and baseline are shown in Table 1.

Table 1. Experiment results on NLPCC2023 SharedTask7 Track1 dataset

Model P R F1

Fine-tuning 34.78 34.48 29.15

P-tuning 34.12 33.36 33.36

Ours 36.26 37.10 35.77

In both Fine-tuning and P-tuning, randomly initialized parameters are intro-
duced to assist in model prediction. In few-shot setting, due to the scarcity of
adequate labeled data, it becomes challenging to optimize these randomly ini-
tialized parameters effectively. From Table 1, it can also be observed that the
proposed method is better than Fine-tuning and P-tuning in terms of precision,
recall and Macro-F1. Furthermore, the Macro-F1 is 6.62% higher than Fine-
tuning and 2.41% higher than P-tuning, respectively.

5.5 Analyze

To further assess the effectiveness of our proposed method, we conducted a
series of ablation experiments as follows: 1. Randomly initialize 4 prompt tokens
to replace the prompt characters used in our proposed method, it means that
we use < TEXT >< T0 >< MASK >< T1 >< MASK >< T2 ><
MASK >< T3 >< MASK > as prompt template, where < T0 >,< T1 >
,< T2 >,< T3 > are initialized randomly. 2. Remove four groups of prompt
characters, which means that it uses < TEXT >< MASK >< MASK ><
MASK >< MASK > as prompt template. 3. The prompt characters still use
four essay coherence evaluation criteria, but it only uses one < MASK >. Con-
sequently, the prompt template used is < TEXT >< T0 >< T1 >< T2 ><
T3 >< MASK >, indicating the absence of multi-angle prediction. 4. Use
one < MASK > and no prompt character is added, which means that it uses
< TEXT >< MASK > as prompt template. 5. The slicing operation is not
used. The specific results are shown in Table 2.
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Table 2. Ablation experiment results

Model P R F1

Ours 36.26 37.10 35.77

Initialize the prompt tokens at random 35.44 38.29 33.77

Without prompt characters 33.70 34.29 24.27

With prompt characters and one [MASK] 33.15 32.92 28.47

Without prompt characters and with one [MASK] 36.20 36.78 34.56

Without slicing operation 35.13 35.44 33.71

In comparison to our proposed method, the ablation experiments involving ran-
dom initialization of prompt tokens and the removal of prompt characters (abla-
tion experiments 1 and 2) result in a reduction of 2% and 11.5% in Macro-F1,
respectively. These experiments serve as the evidence of the fact that we cannot
optimize randomly initialized parameters effectively in few-shot setting and the
effectiveness of our proposed prompt characters design method, which utilizes
the four angles of essay coherence evaluation criteria as prompt characters. In
comparison to the proposed method, the ablation experiments involving the use
of prompt characters but only one [MASK] token for prediction, and the use
of only one [MASK] token without prompt characters (ablation experiments 3
and 4) result in a reduction of 7.3% and 1.21% in Macro-F1, respectively. These
findings provide evidence for the effectiveness of our proposed multi-angle pre-
diction template, which utilizes multiple [MASK] tokens to predict the results
from multiple assessment angles, as well as the utilization of the voting mech-
anism. The ablation experiment involving the removal of the slicing operation
(ablation experiment 5) results in a decrease of 2.06% in Macro-F1, compared
to the approach using the proposed slicing operation as described in the paper.
This observation provides further evidence for the effectiveness of our use of
the slicing operation to alleviate the problem of lacking a substantial amount of
supervised training data.

6 Conclusion

In this paper, we present a novel deep learning approach to address the task
of coherence classification of Chinese essays. We propose a unique multi-angle
prediction prompt template construction method. Our approach employs four
distinct criteria of evaluating the coherence of Chinese essays to be prompt char-
acters set. Additionally, we introduce a [MASK] token following each group of
prompt characters, allowing for the prediction bases on the corresponding assess-
ment angle. To ensure effective training, we establish rigorous mechanisms that
require accurate predictions for each [MASK] token. During inference, we lever-
age a voting mechanism to obtain the final coherence classification prediction
for Chinese essays. We also apply a slicing operation to all texts to mitigate
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the challenge of limited training data. The proposed method achieves excellent
results in NLPCC2023 SharedTask7 Track1, which proves the effectiveness of the
proposed method. In theory, even when we scale with larger datasets, we can still
employ the template used in the paper. By leveraging a substantial amount of
supervised data to optimize prompt and other parameters better, we can achieve
more accurate multi-angle predictions. When we need predict the coherence of
other forms of text and if the text can also be evaluated from multiple angles,
we can construct prompt templates following the method proposed in the paper
and implement the final prediction using a voting mechanism. In theory, this
approach can yield favorable results in the scenario.

Acknowledgments. This work was supported by Improvement of Innovation Ability
of Small and Medium Sci-tech Enterprises Program (No. 2023TSGC0182) and Tai Shan
Industry Leading Talent Project.
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Abstract. In this paper, we present an overview of the Chinese Essay
Discourse Coherence Evaluation task in the NLPCC 2023 shared tasks.
We give detailed descriptions of the task definition and the data for train-
ing as well as evaluation. We also summarize the approaches investigated
by the participants of this task. Such approaches demonstrate the state-
of-the-art of discourse coherence evaluation for Chinese essay. The data
set and evaluation tool used by this task is available at https://github.
com/cubenlp/NLPCC-2023-Shared-Task7.

Keywords: Discourse Coherence · Topic Sentence Extraction ·
Discourse Relation Recognition

1 Introduction

Discourse coherence, a key aspect in natural language processing (NLP), is of
paramount importance in various tasks, including essay grading in academic
contexts. Despite its significance, discourse coherence, especially in Chinese, has
not been extensively studied due to the lack of comprehensive and annotated
datasets [2,4,11].

To address this limitation, we have organized a competition focusing on dis-
course coherence in Chinese essay assessment. A significant feature of our com-
petition is the utilization of the newly constructed LEssay dataset, developed
by the CubeNLP laboratory of East China Normal University in collaboration
with Microsoft Research Asia. This dataset was designed to promote and assess
the development of AI techniques for evaluating discourse coherence in Chinese
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 292–301, 2023.
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essays, marking the first instance of employing such a robust dataset in a com-
petition revolving around discourse coherence in Chinese essays [3,5].

The main objective of our competition is to foster the development of inno-
vative techniques for assessing discourse coherence in essays-an integral facet of
text quality. A total of 21 teams registered for the competition, and seven of them
submitted their final results, demonstrating a robust and engaging participation
in our initiative. Our competition comprises four tracks: Coherence Evaluation
(CE), Text Topic Extraction (TTE), Paragraph Logical Relation Reco-
gnition (PLRR), and Sentence Logical Relation Recognition (SLRR).
Each track aims at addressing a specific aspect of discourse coherence and text
quality. The multifaceted LEssay dataset, which serves as the backbone for all
these tracks, adds a unique dimension to our competition, challenging the teams
to delve into the intricate complexities of discourse coherence in the real-world
scenario of Chinese essay evaluation.

Our key contribution resides in bridging the gap in the available resources
for discourse coherence in Chinese through the LEssay dataset. This provides
an opportunity to evaluate the performance of participating teams using real-
world texts, thereby adding to the complexity and diversity of tasks usually
encountered in coherence studies [6,9].

This overview paper is organized as follows: Sect. 2 provides a detailed
description of the competition; Sect. 3 introduces the LEssay dataset and its
annotation guidelines; Sect. 4 discusses the employed evaluation metric; Sect. 5
presents various approaches undertaken by the participating teams; Sect. 6 dis-
closes the final results, and Sect. 7 concludes the paper.

2 Competition Tracks and Task Definitions

The competition was organized into four tracks, each examining a distinct facet
of discourse coherence. This structure not only allowed for a comprehensive
evaluation of the essays but also encouraged participants to consider the inter-
connected nature of the different aspects of text coherence. Figure 1 provides a
visual representation of these four tracks in the context of essay evaluation.

2.1 Coherence Evaluation (CE)

Description and Definition. Coherence, referring to the logical and smooth
flow of ideas in a text, is a fundamental aspect of effective writing. This track
encourages participants to detect and assess the coherence in middle school stu-
dent essays. It explores how discourse structure and logical composition con-
tribute to the overall coherence of a text. Participants are to evaluate the coher-
ence of an essay on a three-level scale: 2 for excellent, 1 for moderate, and 0
for poor coherence. The assessment focuses on two elements: logical flow and
sentence break appropriateness.
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Fig. 1. A schematic representation of the four competition tracks with respect to the
components of discourse coherence in an essay. It depicts the interaction between the
tracks, emphasizing the comprehensive approach to evaluating essay coherence.

2.2 Text Topic Extraction (TTE)

Description and Definition. The organization of content in a text heav-
ily influences its coherence. Each paragraph generally contains a central idea,
embodied in a topic sentence. The extraction of these topic sentences is essential
for assessing the structural quality and coherence of the text. In this track, par-
ticipants are to identify the topic sentence of each paragraph and one overarching
topic sentence for the entire essay.

2.3 Paragraph Logical Relation Recognition (PLRR)

Description and Definition. The logical relations between paragraphs are
crucial in text understanding and information extraction, providing insights into
the quality, coherence, and structure of a text. This track aims to evaluate the
capacity of participants to recognize these relations in middle school student
essays. Participants are to identify the logical relationship between two ordered
paragraphs from a composition, based on provided definitions and examples of
logical relationships.
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2.4 Sentence Logical Relation Recognition (SLRR)

Description and Definition. The logical relations between sentences are inte-
gral to the evaluation of the coherence, fluency, and overall logical structure of
a text. This track seeks to assess participants’ abilities in classifying and under-
standing the logical relationships between sentences, such as cause-effect, com-
parison, and chronology. Participants are to determine the type of logical relation
between two consecutive sentences from an essay, based on provided definitions
and examples.

3 Dataset Description

In this section, we discuss the characteristics and distribution of the dataset
used in our study. This dataset comprises a rich set of Chinese essays written
by middle school students. For each task, the dataset was split into training,
development, and testing subsets. We also encourage participants to leverage
complementary resources for enhancing their training.

3.1 Dataset Overview

As shown in Table 1, the granularity of the text varies across different tasks, rang-
ing from the whole essay to individual sentences. We have meticulously curated
these data, ensuring they accurately represent middle school writing. Besides,
we encourage participants to leverage data from other sources to enhance their
training.

During the testing phase, we provide a substantial number of Chinese essays
as test data. To maintain the highest quality and accuracy of the competition,
we meticulously review a portion of the test set, providing constructive feedback
to participants.

Table 1. Data statistics of the four tasks. Each task has its specific granularity, which
is reflected in the size of the training, development, and testing subsets.

Textual granularity Train Set Dev Set Test Set

Track 1 Essay 50 10 5000

Track 2 Essay 50 10 5000

Track 3 Paragraph 100 20 5000

Track 4 Sentence 450 50 10000

3.2 Annotation Process

Our dedicated team of annotators, comprising language students and expert
reviewers, underwent extensive training before initiating the annotation pro-
cess. The dataset was divided into five distinct groups to ensure efficient and
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consistent annotation. This rigorous process, involving the grading of discourse
coherence, the identification of topic sentences, and the Portraits of discourse
relations, spanned three months and culminated in the production of a high-
quality annotated dataset.

To maintain the quality of the annotated data, we measured Inter-Annotator
Agreement (IAA) across various tasks, such as identifying discourse coherence
score, primary topic sentence, paragraph and sentence relation. We achieved
IAAs of 65.53%, 78.90%, 94.33%, and 94.26% across the four tasks, respectively,
thereby validating the reliability and consistency of our annotations.

3.3 Dataset Distribution

As a case study, we present the distribution of coherence scores in the Track
1 data. Figure 2 illustrates the percentage of essays that were assigned each
coherence grade across different genres. This visual representation underscores
the diversity of the dataset and the varied proficiency levels of the middle school
students’ writings.

Fig. 2. Distribution of coherence grades across different genres, represented as bar
plots. This graph demonstrates the diverse proficiency levels of middle school students’
writings across different genres.

We believe this comprehensive dataset description will help the participants
to gain a better understanding of the tasks and support their efforts in developing
effective models. Specific data formats and additional details are provided in
the competition’s technical manual and data specification document1, to avoid
cluttering the paper with excessive details.

1 https://github.com/cubenlp/NLPCC-2023-Shared-Task7/blob/main.

https://github.com/cubenlp/NLPCC-2023-Shared-Task7/blob/main
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4 Evaluation Metrics

In this work, we employ several evaluation metrics across the shared tasks,
including precision (P ), recall (R), accuracy, and the Macro-F1 score (F1). Preci-
sion is defined as the ratio of correctly identified instances to the total number of
identified instances. Recall is defined as the ratio of correctly identified instances
to the total number of instances labeled in the ground truth. The F1-score, often
used in tasks involving binary or multi-class classification, is the harmonic mean
of precision and recall, calculated using the formula: F1 = 2PR

P+R .
For the tasks of Coherence Evaluation (CE), Paragraph Logical Relation

Recognition (PLRR), and Sentence Logical Relation Recognition (SLRR), we
employ P , R, and F1 as metrics to evaluate the effectiveness of coherence or
logical relationship identification.

On the other hand, the task of Text Topic Extraction (TTE) uses accuracy
as the metric to evaluate the effectiveness of extracting paragraph and overall
topics from the text. Specifically, paragraph theme sentence accuracy (ParaAcc)
is defined as the ratio of accurately identified paragraph theme sentences to the
total number of paragraph theme sentences. Similarly, overall theme sentence
accuracy (FullAcc) is defined as the ratio of accurately identified overall theme
sentences to the total number of overall theme sentences. The comprehensive
evaluation accuracy is a weighted sum of ParaAcc and FullAcc, calculated as
0.3 ∗ ParaAcc + 0.7 ∗ FullAcc.

5 Participated Systems

In total, seven teams submitted 48 entries, with each team being allowed to sub-
mit at most one entry per track per day. Table 2 shows the detailed information
about the participating teams.

Table 2. The detailed information of participants.

System Organization Participating Tracks

EssayFlow Peking University Track 1

Evay Info AI Team Shandong Computer Science Center Track 1

Ouchnai National Open University Track 1/2/3/4

CLsuper Guangdong University of Foreign Studies Track 1

Wuwuwu Shanghai Jiao Tong University Track 2/3/4

Lrt123 Beijing Normal University Track 3

BLCU teamworkers Beijing Language and Culture University Track 3/4

5.1 Track 1. Coherence Evaluation (CE)

The aim of this track was to evaluate the coherence of text from both a global
and local perspective. Notably, this was a common approach used by many of the
participating teams. EssayFlow utilized the pre-trained model2 as a backbone,
2 https://huggingface.co/hfl/chinese-roberta-wwm-ext.

https://huggingface.co/hfl/chinese-roberta-wwm-ext
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then proposed a hierarchical classification model that integrates punctuation
information, and further developed a multi-tower framework for cross-domain
adaptation to enhance performance in low-resource settings. The Evay Info AI
Team, on the other hand, deployed a prediction system based on four perspec-
tives, with a voting mechanism to provide a comprehensive coherence evaluation
[3]. Lastly, Ouchnai leveraged a combination of a local coherence discrimina-
tive model and a punctuation correction model, both fine-tuned on BERT [1], to
extract features from the text. A GBRT, with linguistically-informed constraints,
was employed to map these features into a final global coherence score.

5.2 Track 2. Text Topic Extraction (TTE)

In this track, Ouchnai developed two token classification models for paragraph-
level and overall topic sentence extraction. On the other hand, Wuwuwu pro-
posed a two-stage topic sentence extraction approach tailored for student essays,
which first identifies topic sentences from each paragraph, considering the seman-
tic and contextual aspects at a paragraph level, and then distills a global topic
sentence from this sequence of paragraph topic sentences, utilizing the UIE model
[8] for information extraction in both stages.

5.3 Tracks 3 & 4: Paragraph-Level and Sentence-Level Logical
Relation Recognition (PLRR & SLRR)

For these tracks, wuwuwu utilized relevant data from the Discovery dataset
[10], translated it into Chinese and augmented the respective category in their
training set. They employed a self-training strategy, progressively increasing the
size of the training set. Given the label imbalance, they expanded each category
in steps of 10%, 12%, etc., selecting the model with the highest precision on the
validation set at each step. Besides, Ouchnai leveraged a sequence classification
approach for logical relation recognition, fine-tuning a BERT-based model pre-
trained on TED-CDB dataset [7] for improved task-specific performance.

6 Results

A comprehensive analysis of the results presented in Tables 3, 4, and 5 revealed
the robust performance of several methods across the four tracks.

In the Coherence Evaluation (Track 1), the multi-tower framework and hier-
archical classification model, as demonstrated by EssayFlow, provided superior
outcomes, suggesting the efficacy of these techniques in evaluating the coherence
of texts. At the same time, the four-perspective prediction system deployed by
the Evay Info AI Team also yielded competitive results, underlining the effec-
tiveness of multiple evaluation perspectives in text coherence assessment.
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Table 3. Results for Track 1: Coherence Evaluation

Team Name Organization P R F1 Acc

EssayFlow Peking University 38.50 43.54 32.54 43.99

Evay Info AI Team Shandong Computer Science Center 35.64 35.70 35.61 36.05

Ouchnai National Open University 36.38 41.32 33.22 34.92

CLsuper Guangdong University of Foreign Studies 34.13 34.28 32.80 32.88

In Text Topic Extraction (Track 2), both Ouchnai and Wuwuwu presented
strong performance, with Ouchnai having a slight edge. This demonstrates the
feasibility and effectiveness of their respective strategies, such as a two-stage
topic sentence extraction process and a token classification model, in textual
topic extraction.

Table 4. Results for Track 2: Text Topic Extraction

Team Name Organization ParaAcc FullAcc F inalAcc

Wuwuwu Shanghai Jiao Tong University 61.27 34.92 42.82

Ouchnai National Open University 62.61 33.33 42.12

When moving towards logical relation recognition, both at the paragraph-
level (Track 3) and sentence-level (Track 4), the sequence classification approach
adopted by Ouchnai showed remarkable superiority. The high precision and
recall rates achieved by Ouchnai reflect the strength of pre-training and fine-
tuning methodologies, particularly when using BERT-based models. Meanwhile,
the performance of Wuwuwu accentuates the utility of self-training and dataset
augmentation strategies in tackling challenges posed by label imbalance.

Table 5. Results for Track 3: Paragraph Logical Relation Recognition (PLRR) and
Track 4: Sentence Logical Relation Recognition (SLRR)

Team Name Organization Track 3: PLRR Track 4: SLRR

P R F1 Acc P R F1 Acc

Ouchnai National Open University 54.66 52.45 52.16 71.03 36.63 36.36 34.38 53.95

Wuwuwu Shanghai Jiao Tong University 29.26 28.98 28.77 46.97 23.49 25.37 23.67 39.94

Lrt123 Beijing Normal University 28.19 30.26 27.54 48.81 – – – –

BLCU teamworkers Beijing Language and Culture University 27.17 27.65 25.95 48.73 7.55 6.30 6.32 18.35

In sum, the findings from the competition reveal that a combination of
pre-training and fine-tuning methodologies appears highly effective across these
tasks. Alongside, other approaches, such as multi-tower frameworks, hierarchical
models, diverse evaluation perspectives, and dataset augmentation also exhibit
their respective merits. These insights contribute to future research and appli-
cations in the field of automated essay evaluation.
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7 Conclusions

This paper provides the overview of the Chinses Essay Discourse Coherence
(CEDC) shared task in NLPCC 2023. We release a high-quality Chinese learner
corpus and briefly introduce participants’ methods. The final results show that
it is still a challenging task which deserves more concern.
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Abstract. Coherence is a crucial aspect of evaluating text readability
and can be assessed through two primary factors when evaluating an
essay in a scoring scenario. The first factor is logical coherence, charac-
terized by the appropriate use of discourse connectives and the estab-
lishment of logical relationships between sentences. The second factor
is the appropriateness of punctuation, as inappropriate punctuation can
lead to confused sentence structure. To address these concerns, we pro-
pose a coherence scoring model consisting of a regression model with two
feature extractors: a local coherence discriminative model and a punctu-
ation correction model. We employ gradient-boosting regression trees as
the regression model and impose monotonicity constraints on the input
features. The results show that our proposed model better generalizes
unseen data. The model achieved third place in track 1 of NLPCC 2023
shared task 7. Additionally, we briefly introduce our solution for the
remaining tracks, which achieves second place for track 2 and first place
for both track 3 and track 4.

Keywords: Automated Essay Scoring · Discourse Coherence ·
Monotonic Constraints

1 Introduction

Discourse coherence refers to the degree to which the various components of a
discourse are logically interconnected and contribute to a clear and meaningful
message [1]. Analyzing coherence can greatly benefit numerous natural language
processing tasks, such as text generation [2], summarization [3] and essay scor-
ing [4,5].

In essay scoring tasks, there are many dimensions to measure the student’s
language proficiency, such as lexical sophistication, grammatical errors, content
coverage and discourse coherence [6]. Since coherence is a key property of a
well-written essay, coherence assessment plays an essential role in the task.
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In this work, we argue that two key aspects should be considered when evalu-
ating the coherence of an essay. The first aspect is the logical coherence between
sentences. The content of the essay should demonstrate a clear progression of
ideas, with sentences and paragraphs closely connected and unfolding in log-
ical order. Factors that may negatively impact the logical coherence between
sentences include the improper use of discourse connectives and a lack of log-
ical relationships between contexts. The second aspect is the appropriateness
of punctuation. Proper punctuation is essential for clarifying the structure and
organization of the essay. It can help establish logical connections between sen-
tences, making the text easier to understand. Inappropriate punctuation can
lead to confusion and disrupt the smooth flow of the text.

In this work, we propose a feature-based coherence-scoring model framework.
We employ two feature extractors to tackle the two essential aspects of coher-
ence. Specifically, the first feature extractor is a local discriminative model [7],
while the second is a punctuation correction model [8]. The local discrimina-
tive model takes two or three consecutive sentences as input and generates a
probability estimate of the local coherence of the sequence. We separated the
essay into successive sentences, taking each one as input for the model. Following
the inference, we obtained the ratio of coherent sequences to the total number
of sequences. The punctuation correction model examines the essay’s punctua-
tion usage and explicitly focuses on identifying redundant, missing, and misused
commas and periods.

Following feature extractors, we propose employing a regression model to
map features onto a final global coherence score. A simple yet transparent model
for combining features is linear regression. However, when the patterns in the
data exhibit non-linear relationships, alternative models such as random forest
regression, gradient-boosted regression trees (GBRT), and neural networks offer
superior performance compared to linear regression. A non-linear model may be
prone to overfitting the data and negatively impacting the validity of automated
scores. To address this issue, we enforce regulations on the input features to
maintain linguistically-informed monotonicity, thereby enhancing scoring trans-
parency and improving the model’s generalization ability.

Consequently, we present a scoring model that utilizes GBRT and incorpo-
rates monotonic constraints on the input features. We assume that the input
feature, the ratio of locally coherent sequences to the total sequence of the essay,
demonstrates a positive correlation with global coherence. Thus, we apply an
increasing constraint to this feature. Furthermore, we assume that the feature of
the number of redundant, missing, and misused commas and periods negatively
correlates with global coherence. Hence, we impose a decreasing constraint on
these features.

In summary, our contributions are as follows:

– We proposed a novel coherence scoring model consisting of a scorer with
two feature extractors, i.e. a local discriminative model and a punctuation
correction model. We showed that a local discriminative model with a more
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extended contextual input performs better than just consecutive pairs of sen-
tences on the subsequent scoring tasks.

– We implement linguistically-informed monotonicity constraints on the input
features to enhance the generalization ability in scoring essay coherence.

– Experiments on the LEssay dataset demonstrate the effectiveness of our pro-
posed methods, and we achieved third place on track 1 from NLPCC2023
shared task 7.

In the last of this paper, we will briefly overview our solution for the remaining
tracks from NLPCC 2023 shared task 7. The code is available at
https://github.com/chernzheng/nlpcc2023 shared task7 ouchnai solutions.

2 Related Works

Coherence Modeling. The early development of models for coherence analysis
was influenced by lexical cohesion [9], which refers to sharing identical or seman-
tically related words in nearby sentences. Reference [10] introduced the concept
of lexical chains and demonstrated that the number and density of lexical chains
correlated with the topic structure. Reference [11] introduced the TextTiling
algorithm revealing that sentences or paragraphs within a subtopic exhibit higher
cosine values than those in neighbouring subtopics. Reference [12]’s LSA Coher-
ence method pioneered the use of embeddings in studying coherence between
sentences.

Modern neural representation-learning coherence models [7,13,14] incorpo-
rate insights from early unsupervised coherence models for learning sentence
representations and assessing their transformations between adjacent sentences.
These models are designed to differentiate between natural and unnatural dis-
courses based on deep neural networks.

Automated Chinese Essay Scoring. Reference [15] implemented LDA to
score Chinese essays. Reference [16] enhanced the accuracy of Chinese AES by
recognizing beautiful sentences and incorporating them as literary features. Ref-
erence [17] assessed the organizational score of high school argumentative essays.
Reference [18] investigated cross-prompt holistic scoring on four distinct essay
sets, with articles in each dataset responding to a distinct prompt. Reference [19]
proposed a multi-task learning framework for the Chinese AES and an inter-
sequence attention mechanism to enhance information interaction between the
different trait tasks.

3 Method

The architecture of our coherence scoring model is presented in Fig. 1. The
model consists of three components: a local discriminative model, a punctuation
correction model, and a scorer. The local discriminative model is employed to

https://github.com/chernzheng/nlpcc2023_shared_task7_ouchnai_solutions
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evaluate the local coherence of consecutive sentences of the essay. The punctua-
tion correction model is utilized to identify the inappropriateness of punctuation
usage. The scorer maps the features extracted from the above two models into
a final coherence score of the essay.

Fig. 1. The figure shows the architecture of our coherence scoring model. The
punctuation correction model outputs six features: num del comma, num ins comma,
num rep comma, num del period, num ins period, and num rep period, which enforced
decreasing constraints on the subsequent scoring process. The local discriminative
model output one feature: num coh norm, which enforces an increasing constraint.

3.1 Local Discriminative Model

Our local discriminative model is similar to that of Ref. [7], but we employ
BERT as an encoder and treat the problem as a text classification task. Refer-
ence [7] proposed a scoring model to differentiate between consecutive sentence
pairs in the training corpus, which are assumed to be coherent, and constructed
incoherent ones. We extend the input sequence to three consecutive sentences
rather than just two sentences and compare the different context lengths on the
performance of subsequent scoring tasks.

For the case of sentence pairs, the input sequence is represented as [CLS]
+ Sentence A + [SEP] + Sentence B, where segment embeddings distinguish
between the two sentences. For an essay with n sentences, si is the i-th sentence.
We construct negative training samples by replacing one of the sentences, si or
si+1, with another sentence, sj (j �= i, i + 1), from the same essay. The trained
model denoted as LD-Bisent).
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For the case of three sentences, the input sequence is set as [CLS] + Sentence
A + Sentence B + Sentence C without using a special token [SEP] to separate
them. We randomly substitute one sentence, si, si+1 or si+2, by sj (j �= i, i +
1, i+2) from the same essay as the negative training sample. The trained model
denoted as LD-Trisent).

The model use the final hidden vector C ∈ RH (in our case, Chinese-
RoBERTa-wwm-ext-large [20], H=1024) corresponding to the first input token
[CLS] as the aggregate representation. The classification layer weights W ∈
RK×H , where K is the number of labels. In our case, K = 2 for coher-
ent or incoherent sequence. We compute a standard classification loss as
log(softmax(CWT )).

3.2 Punctuation Correction Model

Our punctuation correction model is composed of two components. The first
component, called the punctuation restoration model, accepts punctuation-free
input texts and predicts the label for each token, indicating the punctuation
that should follow it. The possible labels include a comma, a period, or no punc-
tuation following the token. The second component is a misused-case classifier,
which compares the punctuation-restored text with its original counterpart and
determines the type of error the author has made. For instance, consider the
sentence written by the author:
有一次我上学要迟到了。闷着头硬闯红灯。
(I ran late for school one day and recklessly charged through the red light.)

To begin with, we remove the punctuation, resulting in the sentence
有一次我上学要迟到了闷着头硬闯红灯

Next, we input this sentence into the punctuation restoration model. The model
predicts that the token ‘了’ should be followed by a comma, the token ‘灯’
should be followed by a period, and no punctuation following the rest of the
token. Consequently, the punctuation-restored sentence becomes
有一次我上学要迟到了，闷着头硬闯红灯。

Subsequently, the misused-case classifier aligns the punctuation-restored sen-
tence with its original counterpart and identifies that a comma has been erro-
neously used after the token ‘了’.

The punctuation restoration model is built upon a token classification model.
We remove all punctuation marks from the original text and then pass it through
a BERT encoder to obtain the final hidden vector for each input token Ti ∈ RH .
The probability of the token i belonging to one of the labels {0, 1, 2} is computed
as softmax (S · Ti), where S ∈ RK×H is the set of weights to be learned of the
final layer. Here, label 0 signifies that the token is not followed by punctuation,
label 1 indicates a comma follows it, label 2 indicates it is followed by a period,
and K = 3 is the number of labels.

The misused-case classifier uses a sequence-matching algorithm to compare
the punctuation-restored texts with their original counterparts. We then count
the instances of redundant, missing, and misused punctuation in the essay. For
the sake of simplicity, all colons within the dataset are transformed into commas.
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Semicolons, question marks, and exclamation marks are replaced with periods
while disregarding other punctuations.

3.3 Scorer

The scorer takes extracted features from the above two models as input. The one
feature is the ratio of coherent sequences to the total number of sequences in the
essay (num coh norm). Additional features are the number of redundant, missing,
and misused commas (num del comma, num ins comma, and num rep comma) and
the period counterparts (num del period,
num ins period, and num rep period).

We employ the abovementioned features as input and utilize a GBRT scorer
with monotonic constraints to map these features into a final global coherence
score. We impose a decreasing constraint for all features extracted from the
punctuation correction model because these features characterize the inappro-
priateness of punctuation. For feature xi ∈ {num del comma,
num ins comma, num rep comma, num del period,
num ins period, num rep period}, the model satisfies

GBRT(x1, . . . , xi, . . . , xn) ≥ GBRT(x1, . . . , x
′
i, . . . , xn) (1)

whenever xi ≤ x′
i. We impose an increasing constraint for feature xj =

num coh norm because the feature captures the local coherence between adjacent
sentences. It satisfies

GBRT(x1, . . . , xj , . . . , xn) ≤ GBRT(x1, . . . , x
′
j , . . . , xn) (2)

whenever xj ≤ x′
j .

We compare our proposed scoring model against two regression models: a
linear model and a random forest model. We also compare the performance of
our model with different configurations, i.e. the scorer with or without monotonic
constraints and the local discriminative model with different context lengths.

4 Experiments

4.1 Datasets

LEssay Dataset. The LEssay dataset consists of four sub-datasets correspond-
ing to four tasks. All tasks are related to the coherence evaluation of Chinese
student essays. The first sub-dataset is dedicated to the task of global coherence
evaluation. It includes a training set of 50 essays, a verification set of 10 essays,
and a test set of 5,000 essays. All of these essays are written in Chinese by mid-
dle school students and assessed for their coherence on three levels: excellent,
moderate, and poor. The remaining three sub-datasets are allocated to the topic
sentence extraction, paragraph and sentence logical relation recognition tasks,
respectively.
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These four tasks are interconnected, and a model trained on one sub-dataset
can potentially contribute to another task. However, in this study, a global coher-
ence scoring model will be trained only by the first sub-dataset and two external
datasets. These external datasets, including the Chinese essay dataset for pre-
training [18] and the IWSLT 2012-zh dataset for punctuation restoration [21],
will be utilized to train the feature extractors for the scoring model. The global
coherence scores of the first sub-dataset will be used to train the scorer.

Chinese Essay Dataset for Pre-training. The dataset comprises 93,002
essays authored by Chinese students in grades 7 to 12, covering various topics
and genres, such as narrative, argumentative, and expository essays.

We utilized the dataset for training the local discriminative model. In prac-
tice, we excluded essays with the lowest rating (assigned rating 1) due to poor
writing quality. For the remaining essays, we divided each into consecutive sen-
tence pairs or triple sentences, assuming their coherence. And we constructed
incoherent sentences, as described in Sect. 3.1. We generated 4.3 million positive
and equal negative training samples for the LD-Bisent. We also prepared 3.1
million positive and equal negative training samples for the LD-Trisent.

IWSLT2012-Zh Dataset. The dataset consists of 150k lines of sentences in
Chinese from TED talk transcripts. We only predict commas and periods. The
question marks are converted to periods for simplicity.

4.2 Experimental Settings

We use the pre-trained Chinese-RoBERTa-wwm-ext-large model to fine-tune
the local discriminative and punctuation correction models. For the random
forest scorer, we set the number of trees in the forest to 30 and maintained the
other parameters at their default values. For the GBRT scorers, we configure
the number of boosted gradients to 30, with a maximum tree depth for base
learners of 4. The learning rate is set to 1, and all other parameters are left at
their default values.

We use precision, recall, and macro F1-score to evaluate the effectiveness of
coherence identification. The precision is calculated by dividing the number of
correctly identified coherence types (excellent, moderate, and poor) by the total
number of identified coherence types. The recall is determined by dividing the
number of correctly identified coherence types by the total number of coherence
types as labelled.

4.3 Results

Table 1 presents the results of each regression model. In the experiment, we used
the LD-Trisent feature extractor in linear and random forest regressions.
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Table 1. Comparison of regression models

Model Precision Recall Macro F1

Linear Regression 35.55 48.44 25.57

Random Forest Regression 38.86 23.44 28.74

GBRT (Bi-sent) 33.41 34.10 31.82

GBRT w/ MC (Bi-sent) 36.98 23.02 26.67

GBRT (Tri-sent) 35.77 36.26 34.52

GBRT w/ MC (Tri-sent) 37.28 39.90 33.02

Our findings suggest that the GBRT model with monotonic constraint using
LD-Trisent (GBRT w/ MC (Tri-sent)) performs better in terms of precision
and recall compared to the same model without enforcing monotonic constraint
(GBRT (Tri-sent)). Furthermore, this model demonstrates improvements in pre-
cision, recall, and macro F1 score compared to the same model using LD-Bisent
(GBRT w/ MC (Bi-sent)) and LD-Bisent without enforcing monotonic con-
straint (GBRT (Bi-sent)). Additionally, this model exhibits superior performance
in macro F1 score compared to both linear and random forest regressions.

Our results show that training local coherence models to predict longer con-
texts than just consecutive pairs of sentences can result in better performance
on subsequent scoring tasks, which agrees with the previous study on discourse
representation [22].

5 Our Solution to the Remaining Tracks
from NLPCC2023 Shared Task7

5.1 Text Topic Extraction (Track 2)

This task aims to identify the topic sentence for each paragraph and one overall
topic sentence for a given middle school student essay.

In our approach, we employ two token classification models to identify both
paragraph-level and overall topic sentences. The first model accepts the essay
title connected to a paragraph as input. For each token, it outputs a label indicat-
ing whether the token belongs to the topic sentences of the paragraph (designated
as a key token). The topic sentences of each paragraph are determined by the
ratio of key tokens to the total number of tokens within the sentence. We select
the sentence with the highest ratio as the topic sentence for that paragraph. The
model is fine-tuned on Chinese-RoBERTa-wwm-ext-large.

The second model is similar to the first, but the input is a sequence that
sequentially connects the essay title to all paragraph’s topic sentences. We
assume that the overall topic sentence is one of the paragraph topic sentences
and determine it by calculating the ratio of key tokens to the total number of
tokens within each paragraph topic sentence. We select the sentence with the
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highest ratio as the overall topic sentence. The second model is fine-tuned on
the first model.

The evaluation results are shown in Table 2. Our approach achieved second
place in Track 2.

Table 2. The result of text topic extraction.

Team Para. Acc. Full Acc. Final Acc. Para. Simi. Full Simi.

wuwuwu 61.27 34.92 42.82 87.34 80.37

Ours 62.61 33.33 42.12 85.20 79.16

5.2 Paragraph Logical Relation Recognition (Track 3)

The task aims to determine the logical relationship between the two consecutive
paragraphs of an essay. The logical relationship includes co-occurrence, inversion,
explanatory and superior-subordinate relationships.

Our approach regards the paragraph-level logical relation recognition task as
a sequence classification problem. Specifically, we process a pair of paragraphs
as input, and the model determines the logical relationship between these para-
graphs. Considering the similarity between this task and sentence-level logical
relation recognition, we chose to fine-tune the model trained for track 4.

The evaluation results for track 3 are shown in Table 3. Our approach
achieved first place in the track.

Table 3. The results of paragraph-level logical relation recognition.

Team Precision Recall Macro F1

Ours 54.66 52.45 52.16

wuwuwu 29.26 28.98 28.77

Lrt123 28.19 30.26 27.54

BLCU teamworkers 27.17 27.65 25.95

5.3 Sentence Logical Relation Recognition (Track 4)

The task is comparable to the previous task. Nonetheless, the logical relation-
ships are sentence-based and include 12 different relationships.

We employ a two-stage training approach for our classification model. In the
first stage, we utilize an external dataset, TED-CDB [23], to pre-train the model
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based on Chinese-RoBERTa-wwm-ext-large. In the subsequent stage, we fine-
tune the pre-trained model on the current dataset to enhance its performance
for the given task.

The evaluation results for track 4 are shown in Table 4. Our approach
achieved first place in the track.

Table 4. The results of sentence-level logical relation recognition.

Team Precision Recall Macro F1

Ours 36.63 36.36 34.38

wuwuwu 23.49 25.37 23.67

BLCU teamworkers 7.55 6.30 6.32

6 Conclusion and Future Work

In this study, we present a scoring model to assess the global coherence of Chi-
nese student essays. This scoring model incorporates two feature extractors: a
local coherence discriminative model and a punctuation correction model. Fur-
thermore, we employed a GBRT model with linguistically-informed monotonicity
constraints to convert features into a final global coherence score.

Our findings suggest that the enforced regulations on the features improved
the model’s generalization capability, and a local discriminative model with a
context extending beyond consecutive sentence pairs can achieve better perfor-
mance in scoring tasks.

For future research, we will incorporate the features of paragraph-level coher-
ence into the scoring model. The current model considers sentence-level coher-
ence by introducing a local discriminative model. But the global coherence char-
acterized by logical relationships between paragraphs is equally important for
coherence evaluation. By incorporating paragraph-level coherence features, we
can further enhance the performance of the scoring model and provide a more
accurate assessment.
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Abstract. This paper presents an approach for evaluating coherence
in Chinese middle school student essays, addressing the challenges of
time-consuming and inconsistent essay assessment. Previous approaches
focused on linguistic features, but coherence, crucial for essay organi-
zation, has received less attention. Recent works utilized neural net-
works, such as CNN, LSTM, and transformers, achieving good perfor-
mance with labeled data. However, labeling coherence manually is costly
and time-consuming. To address this, we propose a method that pre-
trains RoBERTa with whole word masking (WWM) on a low-resource
dataset of middle school essays, followed by finetuning for coherence
evaluation. The WWM pretraining is unsupervised and captures general
characteristics of the essays, adding little cost to the low-resource setting.
Experimental results on Chinese essays demonstrate that this strategy
improves coherence evaluation compared to naive finetuning on limited
data. We also explore variants of their method, including pseudo labeling
and additional neural networks, providing insights into potential perfor-
mance trade-offs. The contributions of this work include the collection
and curation of a substantial dataset, the proposal of a cost-effective
pretraining method, and the exploration of alternative approaches for
future research.

Keywords: Coherence evaluation · pretraining · low-resource ·
Chinese computing

1 Introduction

In Chinese National College Entrance Examination and Senior High School
Entrance Examination, evaluating the writing quality of essays has been a time-
consuming task whose results might lack consistency when evaluated by human
raters. Previous essay assessment tasks have focused on leveraging linguistic fea-
tures of essays, such as those related to rhetoric and idioms.
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Coherence is a fundamental concept in essay assessment and is particularly
useful to assess how well an essay is organized. Coherence can be broken down
to the cohesion between sentences and the fluency of transitions between para-
graphs. It plays a vital role in ensuring clarity, conciseness and fluency in an
essay, which is also crucial in improving the overall writing quality.

While early works on coherence evaluation can trace back to entity grid
model(Barzilay and Lapata 2008; Guinaudeau and Strube 2013), recent works
(Farag and Yannakoudakis 2019; Mesgar and Strube 2018; Moon et al. 2019;
Nguyen and Joty 2017) have focused on utilizing neural networks for modeling
coherence with varied structures such as CNN, LSTM and transformers. These
models have achieved noticeable performance when sufficient amount of labeled
data is provided. As emphasized above, manually labeling the coherence of essays
relies on expert knowledge, requiring significant amount of time and cost. Hence
modeling coherence in a low-resource setting can be crucial in many real-world
scenarios and applications. However, most previous coherence models assume
sufficient labeled data available while the low-resource setting is less explored.

In this paper, we present our approach which pretrains RoBERTa with whole
word masking (WWM) on Chinese middle school student essays collected from
an external source. WWM is performed in an unsupervised way which adds
little cost to the original low-resource setting. In addition, WWM is effective
in capturing general characteristics of middle school essays. Subsequently, the
pretrained RoBERTa is finetuned on a small set of training data for coherence
evalutaion.

Though we pretrain RoBERTa, our method is easy-to-employ and univer-
sal across most of the transformer-based language models. Experiment results
on Chinese essays written by middle school students provided by NLPCC2023
Shared Task7 demonstrates that this simple strategy can achieve a fair perfor-
mance. We also illustrate the performance of some variants of our method includ-
ing pseudo labeling and adding additional neural network on top of RoBERTa,
which provides insights into potential methods that are likely to result in per-
formance drop.

The contributions of this work are as follows:

• We collected and curated a substantial amount of middle school student essay
data relevant to the task.

• We propose a simple yet effective pretraining method that comes with little
additional cost under a low-resource setting.

• We carry out experiments on several methods beyond pretraining to provide
future works with evidence on effective approach for coherence evaluation.

2 Related Work

For Coherence Evaluation, there had been several theories that characterize
coherence(Asher and Lascarides 2003; Grosz et al. 1995; Mann and Thompson
1988). Inspired by the Centering Theory (Grosz et al. 1995), some early coherence
evaluation models (Barzilay and Lapata 2008; Guinaudeau and Strube 2013)
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were proposed to distinguish a coherent from incoherent texts with the entity
grid model.

Later works have designed neural network architectures for coherence mod-
eling: the Neural Local Coherence Model (Nguyen and Joty 2017) which uses
CNN to capture local coherence features in an essay; LSTM variants for modeling
potentially longer coherence relationships (Farag and Yannakoudakis 2019; Mes-
gar and Strube 2018; Moon et al. 2019); multi-task learning which jointly trains
Bi-LSTM to score coherence and predict the type of grammatical role (GR) of a
dependent with its head. With transformer-based models becoming widespread
across various NLP tasks, some recent works utilized transformer-based architec-
tures for coherence evaluation. For instance, Jeon and Strube (Jeon and Strube
2022) proposed an entity-based neural local coherence model which encode an
essay with XLNet.

Coherence evaluation can be incorporated into other tasks to boost the per-
formance of the target task. One model for automated essay scoring (AES), for
instance, can take coherence evaluation as one of its components for assessing
organization score of an essay (He et al. 2022; Song et al. 2020), which greatly
improves the effectiveness of essay scoring.

3 Method

When pretraining a language model, general corpora such as Chinese Wikipedia
are typically used to capture the linguistic knowledge that is universal across
various NLP tasks. However, essays written by middle school students might
differ substantially from the corpora on which the language model is pretrained.
In general, grammatical and logical errors are frequently found in those essays,
which poses a gap between language models and the downstream coherence
evaluation task for middle school students’ essays.

To this end, we pretrain RoBERTa on middle school student essays with
whole word masking (WWM) strategy so that RoBERTa has a better under-
standing of the general content and structure of the essays. Pretraining with
WWM is performed in an unsupervised way, hence it could be easily adopted in
our setting where little labeled examples are available. We choose whole word
masking as it outperforms individual character masking in various Chinese NLP
tasks (Cui et al. 2021).

Whole Word Masking (WWM) primarily changes the training data genera-
tion strategy during the pre-training phase. In simple terms, the original tok-
enization based on Word Piece would split a complete word into several sub-
words, and during the generation of training samples, these separated subwords
would be randomly masked. In WWM, if some of the Word Piece subwords of
a complete word are masked, then other parts belonging to the same word will
also be masked, which means the whole word is masked.

It’s important to note that the term “mask” here refers to different actions,
such as replacing with [MASK], keeping the original vocabulary, or randomly
replacing with another word. It is not limited to the case where a word is replaced
with the [MASK] label.
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Subsequently, we finetune the pretrained RoBERTa on the labeled dataset.
Specifically, we add a linear classifier head on top of the [CLS] token represen-
tation produced by RoBERTa, and finetune the model with the standard cross
entropy loss:

Lclass =
n∑

i=1

|C|∑

c=1

p(y(i)
c |x(i)

c ) log q(y(i)
c |x(i)

c ) (1)

where p(y(i)
c |x(i)

c ) and q(y(i)
c |x(i)

c ) are the true and predicted probability of c-th
class of i-th training instance, respectively.

4 Experiments

4.1 Dataset and Evaluation Metric

We carry out experiments on the dataset provided by NLPCC2023 Shared Task7
Track1: Coherence Evaluation1 This dataset consists of Chinese essays written
by middle school students, where the coherence of each essay is evaluated on a
three-level scale of excellent, moderate and poor. Within the dataset, 60 essays
are train set, while another 5000 essays serve as test set.The data statistics are
shown in Table 1.

Table 1. Statistics of Coherence Evaluation dataset

paragraphs/article sentences/paragraph words/paragraph words/sentence

Median 6.0 2.0 68.0 27.0

90%ile 10.0 5.0 234.0 64.0

Mean 6.79 2.65 88.50 33.38

Maximum 49 42 1010 550

For pretraining dataset, we crawl essay data from website Lele Ketang2 The
Chinese essays are written by middle school students from 7 to 12 grade. We
split the dataset during pretraining so that all data is utilized while also ensur-
ing appropriate text length for the language model. This yielded approximately
200,000 essays. The statistics of the length of the above data is provided in
Table 2.

The performances of our method and baselines are evaluated on macro pre-
cision(P), recall(R), F1-score(F1) and accuracy (acc). We perform 5-fold cross
validation on training set, and report the test set performance of models that
have best validation accuracies.

1 https://github.com/cubenlp/NLPCC-2023-Shared-Task7.
2 http://www.leleketang.com/zuowen/.

https://github.com/cubenlp/NLPCC-2023-Shared-Task7
http://www.leleketang.com/zuowen/
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Table 2. Statistics of the length of the pretraining data

Median 75th Percentile 90th Percentile Average Maximum Minimum

Value 329.0 344.0 361.0 292.35 3563 50

4.2 Implementation Details

We implement our model with Pytorch and transformers library. For pre-
training, We used the Roberta-chinese-wwm-ext-large as the baseline pre-trained
model and trained it for 10 epochs using AdamW optimizer with default param-
eters. The batch size was set to 16 and the learning rate was set to 2e-5. The
training was performed on two NVIDIA RTX 3090 GPUs. Next, we finetune the
pretrained RoBERTa with the Adawm optimizer for 20 epochs. The learning
rate was set to 1e-5 and the batch size was fixed at 8. All other parameters were
set to their default values.

4.3 Baselines

We consider several variants of our method as baselines which we compare our
proposed method against:
PFT our proposed method; pretraining on task-related data with WWM fol-
lowed by finetuning.
PFT+HAN a hierarchical attention pooling network (HAN) on top of
RoBERTa pretrained on task-related data; Attention pooling layer with
RoBERTa map the essay into a sequence of paragraph representations, and
another attention pooling layer maps paragraph representations into an essay
representation for final classification. Punctuations in each paragraph are embed-
ded as a single vector that is concatenated to the corresponding paragraph rep-
resentation.
PFT+HAN+pseudo assign pseudo labels on unlabeled test set using PFT
model, and augment original train set with pseudo dataset to train HAN.

Table 3. Performance comparison on the test set. Best results are in bold.

Model Precision Recall F1 Accuracy

PFT 38.50 43.54 32.54 43.99

PFT+HAN 34.91 35.14 34.83 35.15

PFT+HAN+pseudo 33.68 32.20 28.46 38.78
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5 Results

Experiment results are shown in Table 3. We can observe that even when pro-
vided with a small amount of labeled data, combining finetuning with the task-
related pretraining is an efficient strategy which can outperform random guess
by a large margin, achieving an accuracy of 43.99%. Contrary to our expectation,
PFT experiences a big drop in its performance when it is added with an aux-
iliary hierarchical attention pooling network, reaching an accuracy of 35.15%.
Augmenting PFT+HAN further with pseudo labeled test data slightly improves
the accuracy (38.78%) yet it also worsens precision, recall and F1 of PFT+HAN.
It shows that knowledge learnt from PFT is not good enough to transfer to the
test set, since the pseudo-labeled dataset has a harmful effect on the PFT+HAN
model. In short, both adding auxiliary network or pseudo-dataset to PFT have
failed to make further improvements over a simple PFT.

6 Conclusion

Coherence is a fundamental concept in essay assessment in that it plays a vital
role in ensuring clarity, conciseness and fluency of an essay. Due to the prohibitive
cost for manually assigning coherence labels to essays, developing coherence mod-
els under low-resource settings is of importance in various real-world scenarios.
In this paper, we propose an effective approach for Chinese coherence evaluation
task. Specifically, we address the challenge of a small amount of labeled data
through pretraining RoBERTa with a large amount of task-related data in an
unsupervised manner and finetuning the pretrained model on labeled data.

Experiment results on the Chinese essays written by middle school students
demonstrate that our simple approach can outperform a random guess by a large
margin despite of limited amount of labeled data. In addition to the simplicity,
our method is also applicable to transformer-based coherence evaluation models
other than RoBERTa. However, both adding auxiliary network or pseudo-dataset
to our original method had negative effects on the performance, indicating that
more investigations are necessary to carefully design auxiliary network or self-
training strategy.

Acknowledgement. This work is supported by the National Natural Science Foun-
dation of China (62076008) and the Key Project of Natural Science Foundation of
China (61936012).

Appendix

During the process of improving overall accuracy, we have also experimented
with some new model architectures, including the Cross Task Grader model
mentioned below.
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PFT+HAN

We proposed a multi-layer coherence evaluation model, depicted in Fig. 1, which
firstly utilized pre-trained RoBERTa to extract features from the articles, fol-
lowed by an attention pooling layer. Then, we concatenated punctuation-level
embeddings and passed them through another attention pooling layer. Finally,
we obtained the ultimate coherence score by using a classifier.

Fig. 1. PFT+HAN Fig. 2. Cross Task Grader

Pre-trained Encoder. A sequence of words si = {w1, w2, . . . , wm}is encoded
with the pre-trained RoBERTa.

Paragraph Representation Layer. An attention pooling layer applied to
the output of the pre-trained encoder layer is designed to capture the paragraph
representations and is defined as follows:

mi = tanh(Wm · xi + bm) (2)

ui =
ewu·mi

m∑
j=1

ewu·mj

(3)

p =
m∑

i=1

ui · xi (4)

where Wm is a weights matrix, wu is a weights vector, mi is the attention vector
for the i-th word, ui is the attention weight for the i-th word, and p is the
paragraph representation.
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Essay Representation Layer. We incorporated punctuation representations
to enhance the model’s performance. We encoded the punctuation information
for each paragraph, obtaining the punctuation representation pui for each para-
graph. Then, we concatenated this representation pui with the content repre-
sentation pi of each paragraph:

ci = concatenate(pi, pui) (5)

where ci represents the representation of the concatenated i-th paragraph. Next,
we use another layer of attention pooling to obtain the representation of the
entire essay and is defined as follows:

ai = tanh(Wa · ci + ba) (6)

vi =
ewv·ai

a∑
j=1

ewv·aj

(7)

E =
a∑

i=1

vi · ci (8)

where Wa is a weights matrix, wv is a weights vector, ai is the attention vector
for the i-th paragraph, vi is the attention weight for the i-th paragraph, and E
is the essay representation.

Cross Task Grader

We also used Multi-task Learning(MTL) in our experiment, which is depicted
in Fig. 2.

We used both target data and some pseudo-labeled essays from various
grade and created a separate PFT+HAN model for each. To facilitate multi-
task learning, we adopted the Hard Parameter Sharing approach, sharing the
pre-trained encoder layer and the first layer of attention pooling among all the
models.Additionally, we added a cross attention layer before the classifier.

Cross Attention Layer. After obtaining the essay representation, we added
a cross attention layer to learn the connections between different essays, defined
as follows:

A = [E1, E2, . . . , EN ] (9)

αi
j =

escore(Ei,Ai,j)

l∑
i

escore(Ei,Ai,l)

(10)

Pi =
∑

αi
j · Ai,j (11)
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yi = concatenate(Ei, Pi) (12)

where A is a concatenation of the representations for each task [E1, E2, . . . , EN ],
and αi

j , is the attention weight. We then calculate attention vector Pi through a
summation of the product of each weight αi

j and Ai,j . The final representation
yi is a concatenation of Ei and Pi.
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Abstract. Chinese Spelling Check requires a system to automatically
correct spelling errors in a sentence. There are diverse methods proposed
to solve this task. A few methods improve the robustness of the model
through data augmentation, but they have some weaknesses. Errors
inserted randomly might disturb the real distribution of data. Moreover,
different models may produce different results when predicting the same
error sentence. Based on these intuitions, we develop a multi-round error
correction method with ensemble enhancement, which is robust in solv-
ing Chinese Spelling Check challenges. Specifically, multi-round error
correction follows an iterative correction pipeline, where a single error
is corrected at each round, and the subsequent correction is conducted
based on the previous results. Furthermore, we proposed two strategies of
ensemble enhancement. For each predicted correction, results of multiple
models are mutually authenticated by weighted voting and dominate vot-
ing. Experiments have proved the effectiveness of our system. It achieves
the best performance on NLPCC 2023 CSC shared tasks. More analyses
verify that both multi-round error correction and ensemble enhancement
contribute to its good results. Our code is publicly available on GitHub.

Keywords: Chinese Spelling Check · Multi-round Error Correction ·
Ensemble

1 Introduction

Chinese1 Spell Checking (CSC) is a challenging NLP task for detecting and cor-
recting spelling errors in Chinese text, where the errors are mainly caused by
phonological confusion and visual confusion [16]. It plays an important role in
tasks in many downstream applications, such as speech recognition [8], Chinese
grammar error correction, search engine [5,22], automatic essay scoring [2,19],
and optical character recognition [1,27]. In the past decades, the techniques for
CSC tasks have made great progress. Various methods have been well devel-
oped [17,30,33,35].

1 https://github.com/Ashura5/MECEE.
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Table 1. Example of Chinese spelling errors, where errors are marked in red.

Erroneous sentence 我买了一个花卷后就去付近的证卷公司开户了。

Target sentence 我买了一个花卷后就去附近的证券公司开户了。

Prediction (1) 我买了一个花券后就去附近的证券公司开户了。

Prediction (2) 我买了一个花卷后就去附近的证券公司开户了。

Despite significant progress in the methods for CSC tasks, there are few
methods investigating on the robustness of CSC systems. In particularly,
CRASPell [17] is proposed as a robust system to solve CSC challenge. This
study synthesizes a single sentence with multiple errors by randomly inserting
errors such that the augmented data could strengthen the training of the CSC
model. Li and Zhang et al., [13] improves the robustness of the model by iden-
tifying the most vulnerable characters in a sentence and replacing them with
characters in a confusion set to create adversarial examples. Both of these meth-
ods improve the robustness of the model through data augmentation, but they
have weaknesses. Inserting errors randomly might disturb the real distribution
of data and their effect is hard to control as they simply plays roles during data
preparation.

Towards the robust CSC systems, intuitively, we find there may exist mul-
tiple errors in a sentence, which interfere with the context and thus affect the
correction of the error. As illustrated in Table 1, the wrong word “证卷” affected
the model’s judgment of the “花卷”, causing the mis-correction of the prediction
(1). Moreover, as shown in Table 1, prediction (1) and (2) from different models
may produce different results when predicting the same error sentence. Inspired
from the traditional ensemble techniques [7,11,15], we comprehensively consider
the results of each model through the ensemble strategies, and finally output the
correct prediction, which also improves the robustness of the model.

Based on the above intuitions, we develop a multi-round error correction with
ensemble enhancement, which is robust in solving CSC challenges. Specifically,
multi-round error correction follows an iterative correction pipeline [38], where a
single error is corrected at each round and the subsequent correction is conducted
based on the presubsequent results. This procedure encourages the system to
correct the most observable error at first, then the followup correction becomes
easier. This can be considered as the implicit modeling of the dependency of
the errors. Moreover, two strategies of ensemble enhancement are proposed. For
each predicted correction, results of multiple models are authenticated mutually
by weighted voting and dominate voting, which ensures the accuracy of the
correction.

Experiments have proved that our system works effectively. It achieves the
best performance on NLPCC 2023 CSC shared tasks, which results in 4.40,
76.03%, 48.04% and 58.88% on FPR, precision, recall and F1 score of correction,
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respectively. More analyses verify that both multi-round error correction and
ensemble enhancement contribute its good results.

2 Related Work

CSC is a fundamental NLP task that aims to detect and correct the wrong char-
acters in a Chinese sentence and has received a great amount of attention in the
past few decades. The early methods for CSC tasks are template-based, which
largely rely on hand-craft rules and dictionaries [10,21]. Later, a three-step strat-
egy is developed for CSC challenge, where error detection, candidate generation,
and candidate selection are performed in turn to convert a erroneous sentence
into correct one [3,25,31]. In recent years, thanks to the emergence of neural net-
work, a large number of neural network-based CSC methods have been proposed.
SpellGCN [4] combines BERT with graph convolution network (GCN) [12] to
construct two similarity graphs based on the relationship between pronunciation
and shape, and merge them into a unique semantic space. REALISE [29] uses
BERT and ResNet to capture textual and visual information respectively and
fuse them to correct errors. Followup studies like PLOME [18], PHMOSpell [9],
SCOPE [14] also leverage the multi-modal information of Chinese characters but
design different model architectures to boost their performance in CSC tasks.
However, these methods neglect the robustness of the system and are vulnerable
to the noise of the training data and adversarial attacks.

Towards the robust CSC systems, two existing methods are developed. Specif-
ically, Li and Zhang et al., [13] point out a CSC method can be easily attacked
by adversarial training examples so they strength the model with task-specific
pre-training strategies and the synthesized adversarial samples to improve the
robustness of the model. To make the model robust to the contextual noise
brought by typos, CRASPell [17] tries to generate a noisy context for each train-
ing instance, and then forces the correction model to produce similar output
based on the original and noisy context. Different from the above methods,
which propose data augmentation techniques to improve robustness, our system
improve robustness by multi-round error correction and ensemble enhancement.

3 Our Approach

Our method follows an overall framework as shown in Fig. 1. The raw data
is processed via a Data Preparation module, where non-Chinese and non-
alphanumeric characters are removed from the data. Then a Multi-round
Error Correction Model is conducted to correct the erroneous sentences
based on the phonetics-enriched encoder with multiple rounds of single-error
correction. This iterative procedure will stop when the confidence of a correc-
tion fails to exceed a threshold. Two strategies of Ensemble Enhancement are
developed to integrate the corrected sentences generated from several correction
models. The final prediction will be produced via further Sentence Calibra-
tion module. Next, we will describe each module in detail.
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Fig. 1. Overall framework of our Chinese Spelling Check systems.

3.1 Data Preparation

To obtain a well-trained CSC system, we curated training dataset by collecting
and processing data that are primarily used for Chinese Grammar Correction
and Spelling Check. To make the data more suitable for the training of our
system. We conduct data cleaning, which consists of the following two steps:

• Character Standardization. As the raw data contains both simplified and
traditional Chinese characters, which leads to inconsistency to the training
data. We convert the traditional Chinese characters into simplified Chinese
characters.

• Bad Case Filtering. To further ensure the quality of training data, we
filter out sentences containing non-Chinese or non-alphanumeric characters.
We remove these sentence pairs with different lengths.

Fig. 2. Multi-round Error Correction
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3.2 Multi-round Error Correction

Instead of correcting all the errors in a single sentence at once, we formulate
the task as multiple rounds of error correction, which could implicitly model
the dependency of errors and improve the robustness of the system. To this
end, we propose multi-round error correction model as illustrated in Fig. 2. For
each round, our model focuses on correcting the most observable error in the
sentence. After that, the corrected sentence produced from the last round will be
considered as the input of the next round. Until no confident corrected sentences
are produced. Next, we introduce components in the model in detail.

Phonetics-Enriched Encoder. To encode the erroneous sentences, we adopt
the phonetics-enriched encoder in DCN [26] to encode the erroneous sentence
with the enriched phonetic information (referred to as Pinyin). For example,
if our input is “巾天真热”, we will also take its phonetic sequence “jin tian
zhen re” as the enriched sequence. Specifically, we first convert the Chinese
characters into vector representation via an embedding layer. Meanwhile, we
use the pypinyin library2 to get the pinyin of each Chinese character and the
phonetic information is viewed as a sequence and encoded via a convolutional
layerAfter that, we leverage a disentangled attention module [6] to fuse character
and phonetic information together in order to strengthen the weight of phonetic
encoding in the model to better solve the phonological errors.

Error Predictor. The encoder outputs the encoded representation for each
characters in the sequence, we then use the Softmax function to transfer these
hidden representations into probabilities. For each character in the sequence, we
calculate the probability that it will be converted to each word in our dictionary.
The position with the highest probability will be corrected first. For example, in
the Table 1, the first round of error correction model will correct “珈” into “蒻”,
in the second round, the “蒻” error correction into “咖”. At the last round, due to
the correction of “咖”, “琲” is successfully corrected into “啡”. If this probability
is greater than a threshold, we output the model’s modification result this time
and continue the next round of correction. Otherwise, we stop the iteration and
return the predicted sentence. As a result, the correction process may repeat n
times.

3.3 Two Strategies of Ensemble Enhancement

We train several multi-round correction models at the same time and ensemble
their results to produce a more robust result. To enhance the robustness of the
model and better collect the features of this spelling check dataset through the
validation set, we propose the following two ensemble strategies for our system:

– Weighted Voting. Following traditional ensemble strategy [34], we assign a
priori weight to each model and conduct correction via weighted voting. If a
model suggests a modification for a character, the weight of that correction is

2 https://github.com/mozillazg/python-pinyin.

https://github.com/mozillazg/python-pinyin
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increased by the weight of the model. If the final weight of the correction to
certain character exceeds a certain threshold, the correction with the highest
weight is applied to the sentence.

– Dominant Voting. The second strategy increases the power of the most
confidence model. Instead of accumulating the weights, we let the model with
the largest weight make the decision. If two models have made the same
modification, we only keep the weight made by the model that is ranked
higher. Compared with weighted voting, this strategy lets the model with the
large weight dominate the voting.

Algorithm 1: Ensemble Enhancement

Input: input sentence x(i); output sentences from m models: (ŷ
(i)
1 , ŷ

(i)
2 , ..., ŷ

(i)
m );

weights of m models: {w1, w2, ..., wm}
Initial: E ← ∅; α
for ŷ

(i)
j ∈ (ŷ

(i)
1 , ŷ

(i)
2 , ..., ŷ

(i)
m ) do

for each correction (a → b) from x(i) to ŷ
(i)
j do

E ← E ∪ {(a → b)}
Strategy 1) Compute the accumulative weights:
w(a→b) ← w(a→b) + wj � weighted voting
Strategy 2) Remain the largest weight:
w(a→b) ← max([w(a→b), wj ]) � dominant voting

end

end
for (a → b) ∈ E do

if w(a→b) > α and (a → b) = argmax({a → ∗}) then

Apply correction (a → b) to x(i) and obtain ŷ∗(i)

end

end

Return: ŷ∗(i)

The detailed algorithm of these two ensemble strategies are displayed in
Algorithm 1. It is worth noting that these two strategies are alternative for
ensembling, we choose one strategy for all the erroneous sentences at one-time.
Our overall ensembled system will be described in Sect. 4.2.

3.4 Sentence Calibration

To avoid false positive error correction which is caused by the multi-round cor-
rection and joint correction of multiple models, we conduct a simple sentence
calibration. Specifically, we replace the tokens that are deemed as incorrect based
on the multi-round error correction with symbol “[MASK]”. Then we feed the
masked sentence into Chinese-BERT which returns the joint probability of the
prediction of the masked positions. We denote it as Ppred. Ppred indicates how
fluency the prediction makes the sentence to be. We compare it with the joint
probability of the original tokens of the masked positions, which is denoted as
Porig. If Porig > Ppred, we believe the corrected sentence does not improve the
original sentence and we directly use the original input as the prediction.
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For example, Ppred = 2.45 of the predicted sentence “高先生便发动面馆的服
务员一起将煮好的面送到路边给环卫工吃。” is lower than Ppred = 3.04 of the
original input sentence “高先生便带动面馆的服务员一起将煮好的面送到路边给
环卫工吃。”. As a result, we abandon the correction made by our system.

4 Experiments

4.1 Datasets

For training, we augment the data with a variety of related datasets, including
CGED [23,24], CTC2021 [36], HSK [32], Lang8 [37], MuCGEC [34], YACLC [28],
SIGNHAN14, SIGNHAN15, hybrid and WANG27 [27]. These datasets cover a
wide range of Chinese text sources, providing a comprehensive and diverse data
pool for our system to learn.

Among them, CGED, CTC2021, WANG27，and HSK datasets are specif-
ically designed for Chinese Grammar Error Correction tasks, providing a rich
source of sentences with various types of errors. SIGNHAN14 and SIGNHAN15
datasets are derived from the Chinese handwriting recognition tasks, where
errors in sentences are generally caused by the misuse of phonologically simi-
lar characters. We process the above datasets via data preparation steps men-
tioned in Sect. 3.1 and denote the cleaned training data from the shared tasks as
Cleaned Set. Lang8, MuCGEC, and YACLC datasets are collections of CGEC
challenges but the corpus is collected from the learners studying Chinese as a
Foreigner Language (CFL), where. We follow the existing work [27] to synthesize
some CSC data using the above CGEC dataset and denote them as
Augmented Set. Eventually, our cleaned data and the augmented set for train-
ing contains around 1 million and 500,000 sentence pairs, respectively.

We follow the evaluation metrics in the shared tasks to measure the results.
FPR is to measure the False Positive Rate at the sentence level. PD, RD and
F1D are precision, recall and F1 score of error detection. PC , RC and F1C are
precision, recall and F1 score of error correction.

4.2 Comparable Methods

We compare our overall system with its variants, which can be demonstrated as
follows:

– Base: This is the traditional CSC model without multi-round correction,
there is no ensemble is included. We train it with different training data set.

– Multi-round: This the single model of multi-round error correction, there is
no ensemble is included. We also train it with different training data set.

– Ensemble: This is multi-round error correction model with ensemble
enhancement. Specifically, we train three multi-round models with cleaned
data, augmented data and all data. Then we use weighted voting strategy
to ensemble their results. We further fine-tune another multi-round model
with validation data provided in the shared task and ensemble the results via
dominant voting.
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– BaseSC , Multi-roundSC EnsembleSC : These are the base, multi-round
and ensemble models featured with sentence calibration.

We also compare the results of our system on the test set with results from
Other Systems on the leaderboard3.

4.3 Implementation Details

For data preparation, we use the unicodedata module from Python’s standard
library for character set conversion, and use zhconv4 for conversion between
Simplified and Traditional Chinese.

For multi-round error correction, we employ BERT-base5 as encoder. We use
AdamW [20] as an optimizer for model training and fine-tuning. Referring to
the PLOME [18], we set the learning rate to 5e−5, the batch size to 64, and the
maximum sentence length to 128. We use a server with a V100 32G GPU to run
our code, and each model is trained for 3 epochs, with each epoch takes about
4 hours to run. We use 0.3 as the threshold for correction and the maximum
number of iteration is set to 5.

For model ensembling, we used different random seeds for models using dif-
ferent datasets during the weighted voting stage, and trained two models for
each, totaling six models. We assigned a weight of 1 to each model, and chose an
ensemble threshold of 2. For dominate voting, we trained an additional model
that overfits on the validation set. We assigned a weight of 1 to the results from
the previous weighted voting, and a weight of 0.5 to the model trained on the
validation set. After dominate voting, we obtained the final result of our model
ensemble. All the hyper-parameters are set based on the best performance on
the validation set.

4.4 Comparison with Other Systems

We display the results in Table 2. Our system achieves the best performance of
F1D and F1C on the test set compared with other systems and rank first in
the NLPCC 2023 shared CSC challenge. We believe this is because our overall
architecture designed for CSC tasks is effective. For example, among the one
thousand data entries in the validation set, we notice 500 of them have spelling
errors. Out of them, 470 entries have one error, 29 entries have two errors, and 1
entry has three errors in a single sentence. Our design of correcting one error per
round is more in line with the characteristics of this tasks. Besides this, ensemble
and calibration are also important in achieving ggos results.

3 https://github.com/Arvid-pku/NLPCC2023 Shared Task8/tree/main.
4 https://github.com/gumblex/zhconv.
5 https://github.com/google-research/bert.

https://github.com/Arvid-pku/NLPCC2023_Shared_Task8/tree/main
https://github.com/gumblex/zhconv
https://github.com/google-research/bert


Towards Robust Chinese Spelling Check Systems 333

4.5 Comparison with Variants

We compare the results of our system and its variants, we have the following
observations: (1) When we compare the same model trained on different data
sets, we notice that due to the large size of our cleaned set, it can already help to
train our system well. As the augmented data is synthesized by corpus from other
tasks, adding the augmented set even deteriorates the performance of our model.
(2) Our ensemble enhancement can significantly improve the performance. It
balances and controls accuracy and recall by adjusting different thresholds. When
the threshold is lower, the result has a higher recall rate but lower accuracy.
When the threshold is higher, the result has higher accuracy but lower recall
rate. (3) The post-processing of sentence calibration strategy can reduce FPR
dramatically. However, we also notice that if the original prediction does not
contain many false corrections, it may hurt the performance instead.

Table 2. Performance of the comparable methods.

Method Dataset FPR ↓ PD ↑ RD ↑ F1D ↑ PC ↑ RC ↑ F1C ↑
Evaluation on validation set

Base Cleaned set 7.20 66.91 34.65 45.66 57.82 29.94 39.45

Multi-round Cleaned set 7.80 67.62 44.44 53.63 60.46 39.74 47.96

Multi-roundSC Cleaned set 4.40 73.82 44.07 55.19 65.93 39.36 49.29

Base Augmented set 10.60 57.74 33.71 42.57 47.74 27.87 35.19

Multi-round Augmented set 11.80 58.55 45.76 51.37 50.84 39.74 44.61

Multi-roundSC Augmented set 7.80 63.85 45.57 53.18 55.41 39.55 46.16

Base All 9.40 58.39 30.13 39.75 46.72 24.11 31.81

Multi-round All 10.60 58.27 40.49 47.78 49.86 34.65 40.89

Multi-roundSC All 7.60 62.61 39.74 48.62 53.71 34.09 41.71

Ensemble All 6.20 73.29 44.44 55.33 66.77 40.49 50.41

EnsembleSC All 4.60 77.12 44.44 56.39 70.26 40.49 51.37

Evaluation on test set

EnsembleSC All 4.40 79.95 50.52 61.92 76.03 48.04 58.88

HW-TSC – 5.96 78.77 50.85 61.80 73.9 47.7 57.98

GLN – 4.00 81.97 47.15 59.87 78.36 45.07 57.23

Zhao jia – 1.92 85.92 39.33 53.96 79.05 36.19 49.65

4.6 Case Study

For the example “大家欣系弱狂，奔走相告。”, our multi-round error correction
system first corrects the mistake to “大家欣系若狂，奔走相告。”, and in the
second round, it corrects it to “大家欣喜若狂，奔走相告。”.
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And for the example “骨头汤的主要成分是水，其它还包括脂肪、蛋白质、
胆固醇等。”, our multi-round error correction system outputs “骨头汤的主要成
分是水，其它还包含脂肪、蛋白质、胆固醇等。”, but actually both “包括” and
“包含” are fine, so our sentence calibration module will delete the modification
and finally output “骨头汤的主要成分是水，其它还包括脂肪、蛋白质、胆固醇
等。”.

However, for the example “杨洪基推掉的商演机会，他已经不记得有多少
次了。”, the model we trained using the cleaned set would modify it to “杨洪
基推掉的上演机会，他已经不记得有多少次了。”, but the model trained with
the Augmented set and the entire dataset would not make any modifications.
Through our weighted voting strategy, our model will not make any changes.

5 Conclusions

For the Chinese spelling check task, we developed a multi-round error correction
approach with ensemble enhancement, which is a robust system. It achieves the
best performance on NLPCC 2023 CSC shared tasks. More analyses verify that
each component contributes to the good results.
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Abstract. This paper provides an overview of the Chinese Spelling
Check shared task 8, held at NLPCC 2023. The task aims to correct
spelling errors in Chinese sentences, including homophonic errors, visu-
ally similar errors, and other types of errors found in Chinese news arti-
cles. We present the task’s description, previous work related to Chinese
Spelling Check, statistics on the provided dataset, evaluation results,
and a summary of the submitted approaches. The dataset consists of
1k instances for development and 11k instances for evaluation, collected
from publicly available news articles and books. The errors in the dataset
were manually identified and labeled. A total of 47 teams registered for
the task, with 12 teams submitting their results. The evaluation met-
ric used is the F1 score, with the highest achieved score being 0.5888.
The submitted approaches employ various techniques to enhance per-
formance, each focusing on different aspects of the problem. For more
information, please visit our official website.

Keywords: Chinese Spelling Check · Error Correction

1 Introduction

Spelling1 errors are a common occurrence in both written text by individuals
and in natural language processing tasks, posing significant challenges. These
errors can have detrimental effects on the accuracy and clarity of the conveyed
information. Consequently, numerous methods have been proposed to address
the issue of spelling errors in various tasks, such as spelling check [3,4,24].

While English and other alphabetic languages have relatively fewer charac-
ters to manage, Chinese, being character-based, comprises a vast inventory of

1 https://github.com/Arvid-pku/NLPCC2023 Shared Task8.
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over 10,000 characters. Furthermore, a considerable portion of Chinese charac-
ters exhibit similarities, either in phonology or morphology, making them prone
to being mistakenly replaced with other characters from the vocabulary. Correct-
ing these errors can be particularly challenging [9,10,17]. To illustrate this point,
consider the example shown in Table 1, where the original sentence contains three
incorrect characters highlighted in red: the first error is a phonetic similarity mis-
take, as both 药 and 要 have the same pinyin pronunciation, “yao4”; the second
error is a graphic similarity mistake between 堤 and 提: the third error is even
more difficult to correct because it is necessary to know that in Chinese, when
the object is a human being, “提高(improve)” is paired with “素质(ability)”
rather than “品质”.

Table 1. Examples of phonological similarity error and visual similarity error. The
correct sentence means “We need to improve our abilities.”

According to Liu et al. [11], approximately 83% of Chinese spelling errors are
attributed to phonetic similarity, 48% are caused by graphic similarity, and 35%
involve both factors. So we need to train the model to improve its effectiveness
on both of these errors. Numerous studies in the field of Chinese Spelling Check
(CSC) have focused on incorporating phonetic and graphic information into
neural models to learn the phonological or morphological relationships between
characters [2,7,8,16,23]. However, the current state of these models and the
effectiveness of the techniques employed in CSC remain unclear due to limited
test sets and a lack of comprehensive evaluation and analysis. In addition, in
practice, the third type of error is more difficult, so we also need to focus on
evaluating the third type of error.

To facilitate a more thorough evaluation of the current advancements in
Chinese spelling correction technology, in NLPCC2023, we have organized a
shared task and introduced a new validation set and test set for participants. The
provided dataset features a wider range of errors and presents more significant
challenges, aiming to benefit the research community in this domain.

The dataset comprises 1,000 instances for development and 11,000 instances
for evaluation, collected from publicly available news articles and books. Errors
within the dataset were manually identified and labeled. A total of 47 teams
registered for the task, with 12 teams submitting their results. The evaluation
metric employed is the F1 score, with the highest achieved score reaching 0.5888.
The submitted approaches encompass a variety of techniques aimed at enhancing
performance, each focusing on different aspects of the problem.
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2 Related Work

The field of Chinese Spelling Correction (CSC) has witnessed significant advance-
ments in recent years. Various approaches have been proposed to tackle this
task, leveraging state-of-the-art models and incorporating different linguistic and
visual features. In this section, we review several notable works in the domain and
discuss their contributions. FASpell [6] introduced the use of BERT as a denois-
ing autoencoder for CSC. By training BERT on corrupted Chinese sentences
and reconstructing the original sentences, FASpell achieved promising results
in spelling correction. Another approach, Soft-Masked BERT [24], combined a
Bi-GRU based detection network with a BERT based correction network. This
hybrid architecture effectively detected errors and generated corrected spellings
using BERT, leading to improved performance in CSC. To incorporate phonetic
and graphic information into CSC models, SpellGCN proposed the utilization
of graph convolutional networks on pronunciation and shape similarity graphs.
By capturing the underlying relationships between characters based on their
pronunciation and shape, SpellGCN aimed to enhance the accuracy of spelling
correction [2]. Nguyen et al. [13] employed TreeLSTM to obtain hierarchical char-
acter embeddings as graphic information. This approach utilized the structural
information within Chinese characters to enhance the representation learning
process, ultimately improving CSC performance. REALISE [19] adopted a com-
bination of Transformer [15] and ResNet5 [5] to separately capture phonetic and
graphic information. By leveraging these two powerful architectures, REALISE
aimed to better capture the distinctive features of Chinese characters, lead-
ing to enhanced spelling correction accuracy. In the case of PLOME [12], the
authors chose to apply the GRU [1] to encode pinyin and stroke sequences.
By effectively modeling the sequential patterns in pinyin and strokes, PLOME
improved the ability to correct spelling errors in Chinese text. PHMOSpell [7]
derived phonetic and graphic information from multi-modal pre-trained models,
including Tacotron2 and VGG19. By leveraging the complementary strengths of
these models, PHMOSpell aimed to enhance the representation learning process
and achieve more accurate spelling correction. And InfoKNN-CSC [20] extends
the standard CSC model by linearly interpolating it with a k-nearest neighbors
model.

Despite the advancements in CSC models, the benchmarks and evaluation
methods for this task remain inadequate. The commonly used datasets are the
SIGHAN datasets [14,18,22], which were utilized in CSC campaigns conducted
in 2013, 2014, and 2015. However, there is a need for more diverse and challenging
datasets to evaluate the performance of CSC models accurately.

3 Dataset

3.1 Dataset Provided

The development dataset we provided consists of 1000 sentence pairs, encom-
passing both incorrect and correct sentences. This dataset serves as a valuable
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resource for participants to conduct local training and testing. In addition to
utilizing our development dataset, participants are encouraged to augment their
training data with other open-source datasets, such as SIGHAN13, SIGHAN14,
SIGHAN15, Lang8, HSK, CGED, MuCGEC, YACLC, CTC20212, among others.
These external datasets can provide further diversity and enhance the perfor-
mance of their systems.

Furthermore, we employed a closed-source dataset comprising 11,000 sen-
tence pairs with the same distribution as the development set. This closed-source
dataset was exclusively used as a test set to evaluate the performance of all par-
ticipants’ systems.

The errors present in the original sentences can be categorized into three main
types: Homophonic Spelling Errors, Visually Similar Errors, and Other Types.
Table 2 illustrates examples of each error type encountered in our dataset.

Table 2. Examples of our datasets. There are three types of errors in our sentences.

Input Target

Homophonic Spelling Error 公司在处理技术、产品设计、
检验检测等方面有着坚实的基
础和出色的造诣，形成了较强
的技术优式。

公司在处理技术、产品设计、
检验检测等方面有着坚实的基
础和出色的造诣，形成了较强
的技术优势。

Visually Similar Error 严格落实“开喷淋、常冲洗、
勤酒水”等防治措施。

严格落实“开喷淋、常冲洗、
勤洒水”等防治措施。

Other Types 然而几个以前，张大妈还深陷
在窨井盖爆炸的阴影中。

然而几个月前，张大妈还深陷
在窨井盖爆炸的阴影中。

老一辈科学家身上充沛着为科
学而献身的可贵精神。

老一辈科学家身上充满着为科
学而献身的可贵精神。

3.2 Analysis of SIGHAN Datasets

As mentioned in the previous work [21], SIGHAN datasets have been widely
used as a test set in previous studies. However, they suffer from several critical
drawbacks that need to be addressed:

1. Limited Size: The SIGHAN datasets are relatively small, with only a few
thousand sentence pairs in the training set and approximately a thousand
errors in each test set. This scarcity of data makes it challenging to train
robust error correction models and effectively evaluate their performance. To
compensate for this limitation, researchers have used confusion sets for data
augmentation. However, due to the small dataset size, these confusion sets
often cover the errors already present in the test sets, leading to evaluation
results that may not accurately reflect the true error correction ability of the
models.

2 Please note that the references to external datasets have been hyperlinked for ease
of access and reference.

http://ir.itc.ntnu.edu.tw/lre/sighan7csc.html
http://ir.itc.ntnu.edu.tw/lre/clp14csc.html
http://ir.itc.ntnu.edu.tw/lre/sighan8csc.html
http://tcci.ccf.org.cn/conference/2018/taskdata.php
https://cloud.tsinghua.edu.cn/f/9e46b10b52564736b0f3/
https://github.com/blcuicall/cged_datasets
https://github.com/HillZhang1999/MuCGEC
https://github.com/blcuicall/YACLC
https://github.com/destwang/CTC2021
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2. Traditional Chinese vs. Simplified Chinese: The SIGHAN datasets use tra-
ditional Chinese, while most current research primarily focuses on simplified
Chinese. Although tools like OpenCC3 can convert traditional Chinese to
simplified Chinese, some aspects of the data may not perfectly align with the
conventions and usage of simplified Chinese.

3. Noisy Data: The SIGHAN datasets contain varying degrees of noise, including
instances where errors are not properly corrected. This noise affects the reli-
ability of the datasets and subsequently impacts the training and evaluation
of error correction models.

These drawbacks of the SIGHAN datasets necessitate careful consideration
and potential strategies to address them in order to foster more reliable and
comprehensive error correction research. We therefore evaluated the participants’
models using our own labeled test set.

4 Evaluation Metrics

The system’s performance will be evaluated using the following metrics:

4.1 Detection Level

Detection precision is the percentage of detected errors that overlap with the
standard detection answers. It is calculated by dividing the number of overlap-
ping positions between the detected errors and the standard detection answers
by the total number of detected errors.

Detection recall is the percentage of standard detection answers that overlap
with the detected errors. It is calculated by dividing the number of overlapping
positions between the detected errors and the standard detection answers by the
total number of standard detection answers.

Detection F1-score is the harmonic mean of detection precision and recall.

4.2 Correction Level

Correction precision is the percentage of corrected characters that match the
standard correction answers. It is calculated by dividing the number of corrected
characters that match the standard correction answers by the total number of
edited characters.

Correction recall is the percentage of corrected characters that match the
standard correction answers. It is calculated by dividing the number of corrected
characters that match the standard correction answers by the total number of
standard correction answers.

Correction F1-score is the harmonic mean of correction precision and recall.
These evaluation metrics assess the AI model’s ability to detect and correct

spelling errors in textual content. They provide a comprehensive evaluation of the
model’s accuracy and efficiency in error identification and rectification. Higher
scores indicate better model performance.
3 https://github.com/BYVoid/OpenCC.

https://github.com/BYVoid/OpenCC
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4.3 False Positive Rate

In consideration of real-world applications, we also include the false positive
rate at the sentence level in our analysis. This metric measures the proportion
of correctly formed sentences that are incorrectly altered by the model.

Table 3. Final evaluation results and rankings. The best results are in bold.

rank team char-detect-P char-detect-R char-detect-F1 char-correct-P char-correct-R char-correct-F1 sentence-FPR

1 GGbond 79.95 50.52 61.92 76.03 48.04 58.88 4.4

2 HW-TSC 78.77 50.85 61.8 73.9 47.7 57.98 5.96

3 GLN 81.97 47.15 59.87 78.36 45.07 57.23 4.0

4 Zhao Jia 85.92 39.33 53.96 79.05 36.19 49.65 1.92

5 RTX5090 75.14 39.41 51.7 69.63 36.52 47.91 3.4

6 TingZhiDui 74.87 43.37 54.92 62.79 36.37 46.06 5.32

7 CUHK SU 79.48 33.0 46.64 76.98 31.96 45.17 1.76

8 CSCJXYZ 78.31 35.3 48.66 72.14 32.52 44.83 4.68

9 HHS 56.04 36.96 44.54 48.34 31.89 38.43 11.04

10 OUC NLP 51.67 30.33 38.22 43.85 25.74 32.44 8.52

11 POLab 19.49 33.74 24.71 18.23 31.56 23.11 2.84

12 ZZUNLP 19.3 44.78 26.97 15.2 35.26 21.24 4.44

5 Evaluation

5.1 Results

A total of 47 teams registered for the shared task, and 12 of them submitted
results that complied with the rules. The complete results and rankings can
be found in Table 3. The highest F0.5 score achieved for correction was 0.5888,
which is noticeably lower compared to the results obtained on the SIGHAN test
set.

5.2 Result Analysis

The provided table (Table 3) presents the evaluation results and rankings of
different teams’ models. The evaluation metrics include precision (P), recall (R),
and F1 score for both character detection (char-detect) and character correction
(char-correct), as well as the false positive rate (FPR) at the sentence level. The
rankings are based on the F1 score for character correction.

Character Detection. In terms of character detection performance, the team
“Zhao Jia” achieved the highest precision (85.92%) among all the teams, demon-
strating their ability to accurately identify incorrect characters in Chinese sen-
tences. However, their recall (39.33%) was relatively low. The team “GGbond”
obtained the highest F1 score (61.92%), demonstrating a good balance between
precision (79.95%) and recall (50.52%). “HW-TSC” ranked second with a slightly
lower F1 score (61.8%), but had the highest recall (50.85%) among all the teams,
indicating that they were able to detect more incorrect characters.
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Character Correction. For character correction, “Zhao Jia” achieved the
highest precision (79.05%) and “GGbond” had the highest recall (48.04%). How-
ever, neither of these teams achieved the best balance between precision and
recall, as indicated by their F1 scores. The team “GGbond” had the highest F1
score (58.88%), followed closely by “HW-TSC” (57.98%). Both teams demon-
strated relatively good performance in correcting incorrect characters in Chinese
sentences. Teams “GLN,” “Zhao Jia,” and “RTX5090” achieved comparable
results in terms of F1 score for character correction, while the remaining teams
had lower performance. It’s worth noting that some teams with higher character
detection performance did not necessarily exhibit superior character correction
capabilities.

Sentence-Level False Positive Rate. The false positive rate (FPR) at the
sentence level measures the rate of incorrectly identified incorrect characters
within sentences. A lower FPR indicates better performance in avoiding false
corrections. The team “CUHK SU” achieved the lowest FPR (1.76%), demon-
strating their ability to make accurate corrections with minimal false positives.
“Zhao Jia” and “POLab” also achieved relatively low FPRs (1.92% and 2.84%
respectively). It’s important to strike a balance between identifying incorrect
characters and avoiding false corrections, as high FPRs can negatively impact
the overall quality of the spelling correction system.

Overall Performance. Based on the F1 score for character correction, the
team “GGbond” achieved the best overall performance, ranking first in the
evaluation. They demonstrated a good balance between precision and recall in
detecting incorrect characters. “HW-TSC” and “GLN” obtained the second and
third rankings, respectively.

In conclusion, the results from the evaluation highlight the teams’ perfor-
mance in character detection, character correction, and sentence-level false posi-
tive rate. The team “GGbond” consistently achieved top rankings in both char-
acter detection and correction, while “Zhao Jia” excelled in character detection
precision and achieved the lowest false positive rate. These findings provide valu-
able insights into the strengths and weaknesses of different teams’ models for
Chinese spelling check.

5.3 Representative Systems

The majority of participants employed the technique of model ensemble, where
they reproduced several current representative models and integrated them using
various voting methods to obtain the final results.

One notable system is developed by Team GGbond, who proposed a robust
multi-round error correction method with ensemble enhancement. Their app-
roach follows an iterative correction pipeline, wherein each round focuses on
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correcting a specific error, and subsequent corrections are made based on the pre-
vious results. Additionally, they introduced two strategies for ensemble enhance-
ment: weighted voting and dominant voting, which were utilized to obtain the
final results.

Another noteworthy system is introduced by Team HW-TSC, who aimed to
enhance the capabilities of two baseline models, namely MacBert and MDC-
Spell. The researchers implemented several optimization strategies to improve
the performance of these models. Furthermore, they employed model ensemble
techniques by combining the outputs of both models. The optimization meth-
ods utilized in this study included data augmentation, language model ranking,
and NER correction. These enhancements significantly contributed to the overall
performance improvement of the system.

6 Conclusion

In conclusion, the Chinese Spelling Check shared task at NLPCC 2023 aimed to
correct spelling errors in Chinese sentences. A total of 47 teams registered for the
task, with 12 teams submitting their results for evaluation. The dataset consists
of 1k instances for development and 11k instances for evaluation, collected from
publicly available news articles and books. The highest achieved F1 score for
spelling correction was 0.5888, obtained by the team GGbond. The submitted
approaches utilized various techniques, including machine learning algorithms,
neural networks, and linguistic rules, to enhance performance. For more infor-
mation on the shared task, interested readers can visit the official website4.

References

1. Bahdanau, D., Cho, K., Bengio, Y.: Neural machine translation by jointly learning
to align and translate. arXiv preprint arXiv:1409.0473 (2014)

2. Cheng, X., et al.: SpellGCN: incorporating phonological and visual similarities
into language models for Chinese spelling check. arXiv preprint arXiv:2004.14166
(2020)

3. Etoori, P., Chinnakotla, M., Mamidi, R.: Automatic spelling correction for
resource-scarce languages using deep learning. In: Proceedings of ACL 2018, Stu-
dent Research Workshop, pp. 146–152 (2018)

4. Guo, J., Sainath, T.N., Weiss, R.J.: A spelling correction model for end-to-end
speech recognition. In: ICASSP 2019–2019 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), pp. 5651–5655. IEEE (2019)

5. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770–778 (2016)

6. Hong, Y., Yu, X., He, N., Liu, N., Liu, J.: Faspell: a fast, adaptable, simple, powerful
Chinese spell checker based on DAE-decoder paradigm. In: Proceedings of the 5th
Workshop on Noisy User-generated Text (W-NUT 2019), pp. 160–169 (2019)

4 https://github.com/Arvid-pku/NLPCC2023 Shared Task8.

http://arxiv.org/abs/1409.0473
http://arxiv.org/abs/2004.14166
https://github.com/Arvid-pku/NLPCC2023_Shared_Task8


Overview of the NLPCC 2023 Shared Task: Chinese Spelling Check 345

7. Huang, L., et al.: Phmospell: phonological and morphological knowledge guided
Chinese spelling check. In: Proceedings of the 59th Annual Meeting of the Associ-
ation for Computational Linguistics and the 11th International Joint Conference
on Natural Language Processing (Volume 1: Long Papers). pp. 5958–5967 (2021)

8. Ji, T., Yan, H., Qiu, X.: SpellBert: a lightweight pretrained model for Chinese
spelling check. In: Proceedings of the 2021 Conference on Empirical Methods in
Natural Language Processing, pp. 3544–3551 (2021)

9. Jia, Z., Wang, P., Zhao, H.: Graph model for Chinese spell checking. In: Proceedings
of the Seventh SIGHAN Workshop on Chinese Language Processing, pp. 88–92
(2013)

10. Kukich, K.: Techniques for automatically correcting words in text. ACM Comput.
Surv. (CSUR) 24(4), 377–439 (1992)

11. Liu, C.L., Lai, M.H., Tien, K.W., Chuang, Y.H., Wu, S.H., Lee, C.Y.: Visually
and phonologically similar characters in incorrect Chinese words: analyses, identi-
fication, and applications. ACM Trans. Asian Lang. Inf. Process. (TALIP) 10(2),
1–39 (2011)

12. Liu, S., Yang, T., Yue, T., Zhang, F., Wang, D.: Plome: pre-training with mis-
spelled knowledge for Chinese spelling correction. In: Proceedings of the 59th
Annual Meeting of the Association for Computational Linguistics and the 11th
International Joint Conference on Natural Language Processing (Volume 1: Long
Papers), pp. 2991–3000 (2021)

13. Nguyen, M., Ngo, G.H., Chen, N.F.: Domain-shift conditioning using adaptable
filtering via hierarchical embeddings for robust Chinese spell check. arXiv preprint
arXiv:2008.12281 (2020)

14. Tseng, Y.H., Lee, L.H., Chang, L.P., Chen, H.H.: Introduction to SIGHAN 2015
bake-off for Chinese spelling check. In: Proceedings of the Eighth SIGHAN Work-
shop on Chinese Language Processing, pp. 32–37 (2015)

15. Vaswani, A., et al.: Attention is all you need. In: Advances in neural Information
Processing Systems, vol. 30 (2017)

16. Wang, B., Che, W., Wu, D., Wang, S., Hu, G., Liu, T.: Dynamic connected net-
works for Chinese spelling check. In: Findings of the Association for Computational
Linguistics: ACL-IJCNLP 2021, pp. 2437–2446 (2021)

17. Wang, D., Tay, Y., Zhong, L.: Confusionset-guided pointer networks for Chinese
spelling check. In: Proceedings of the 57th Annual Meeting of the Association for
Computational Linguistics, pp. 5780–5785 (2019)

18. Wu, S.H., Liu, C.L., Lee, L.H.: Chinese spelling check evaluation at SIGHAN bake-
off 2013. In: SIGHAN@ IJCNLP, pp. 35–42. Citeseer (2013)

19. Xu, H.D., et al.: Read, listen, and see: leveraging multimodal information helps
Chinese spell checking. arXiv preprint arXiv:2105.12306 (2021)

20. Yin, X., Hu, X., Wan, X.: Chinese spelling check with nearest neighbors (2022)
21. Yin, X., Wan, X.: A comprehensive evaluation and analysis study for Chinese

spelling check (2023)
22. Yu, L.C., Lee, L.H., Tseng, Y.H., Chen, H.H.: Overview of SIGHAN 2014 bake-

off for Chinese spelling check. In: Proceedings of The Third CIPS-SIGHAN Joint
Conference on Chinese Language Processing, pp. 126–132 (2014)

23. Zhang, R., et al.: Correcting Chinese spelling errors with phonetic pre-training. In:
Findings of the Association for Computational Linguistics: ACL-IJCNLP 2021, pp.
2250–2261 (2021)

24. Zhang, S., Huang, H., Liu, J., Li, H.: Spelling error correction with soft-masked
Bert. arXiv preprint arXiv:2005.07421 (2020)

http://arxiv.org/abs/2008.12281
http://arxiv.org/abs/2105.12306
http://arxiv.org/abs/2005.07421


Evaluation Workshop: User Feedback
Prediction and Response Generation



User Preference Prediction for Online Dialogue
Systems Based on Pre-trained Large Model

Chenyang Li1,2, Long Zhang1,2(B), Qiusheng Zheng1,2, Zhongjie Zhao1,2,
and Ziwei Chen1,2

1 Zhongyuan University of Technology, Zhengzhou 450007, China
zhanglong@zut.edu.cn

2 Henan Key Laboratory on Public Opinion Intelligent Analysis, Zhengzhou 450007, China

Abstract. Online conversation system user preference prediction can improve
online conversation system to enhance the quality of the conversation. This paper
design an online conversation quality preference assessment model for this prob-
lem from the novel perspective of pre-trained large model classification, which
incorporates two pre-trained large model, BERT and Ernie, by analyzing data
variability, using data enhancement and pseudo-labeling techniques and semi-
supervised learning, to finally build our user preference prediction assessment
model. The model was evaluated on the official dataset released by NLPCC-2023,
and the KL value of the evaluation metric reached 0.9173, which represents the
latest level in this research direction. Other features such as linguistic expressions
in dialogues are not considered in this study for the time being, and the inter-
pretability of the model needs to be further improved. By fusing pre-trained large
model and performing semi-supervised learning, the resulting model are able to
predict user preferences of online dialogue systems very well.

Keywords: Text Classification · Pre-trained Model · Data Augmentation ·
Pseudo-labeling ·Model Fusion

1 Introduction

NLPCC released the shared task User Feedback Prediction and Response Generation
in 2023, which focuses on predicting user preferences based on user feedback in online
dialogue tasks to improve the quality of dialogue systems. Online conversation systems
usually have a user feedback mechanism, such as like and dislike buttons.When a user is
satisfied with the response, he/she can click the like button, and vice versa for the dislike
button. The feedback signal represents the user’s vote on the quality of the response
and also represents his/her preference. It is a worthwhile direction to study and invest in
how to use this signal to improve the quality of the conversation system. Based on this
direction, NLPCC 2023 publishes tasks that rely on deep learning techniques to solve
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this problem. The dataset for this task was provided by XiaoMi AI Lab and consisted
of 16,000 training sets, 2,000 test sets and 2,000 test sets. As shown in Table 1, each
piece of data consists of a query and a reply, each reply contains multiple replies to
correspond to the current query, and each reply contains the number of likes and dislikes
for the current query-reply conversation. The goal of this task is mainly to predict the
satisfaction probability of each query-reply in the test set. In evaluating the performance,
KL scatter is mainly used as the evaluation criterion, i.e., the probability distribution of
the test set is predicted and then compared with the true distribution of the test set.

There is currently no systematic researchmethodology in academia for the niche area
of online dialogue quality preference assessment alone, and dialogue quality preference
assessment is an important tool for improving online dialogue systems and enhancing
dialogue quality. Research in this area currently suffers from several problems. First,
it is difficult to understand the semantic meaning of dialogues and to understand user
intentions, emotions and needs, so it is difficult to make correct assessments for complex
scenarios; Second, it is difficult to use the information provided by the context in multi-
round sessions, and cannot make full use of unstructured data to dynamically assess user
preferences.

With the rapid development of deep learning, this paper designs online conversation
quality preference assessment model from the new perspective of pre-trained big model
classification for this problem, fuses two pre-trained big model, BERT and Ernie, and
performs semi-supervised learning by analyzing data variability and using data enhance-
ment and pseudo-labeling techniques to finally build our quality assessment model. The
model was evaluated on the official dataset published by NLPCC, and the evaluation
index reached a KL value of 0.9173, which represents the latest level in the direction of
this research.

The narrative of this paper is structured as follows, with Section II providing a
concise and comprehensive overview of related work and a brief description of our
implementation approach. Section III describes the data set used in this model. Section
IV describes in detail the data processing,model construction and experimentalmethods.
Section V presents the experimental results and the analysis of the results. Section VI
summarizes the work of this paper and presents the remaining problems and future
directions in this field.

2 Related Work

Text classification has an important role in natural language processing and text mining,
and predictive classification through continuous learning of text features is of great
importance and research value in all aspects of research [1]. Traditional text classification
is based on machine learning methods [2], including support vector machines, decision
trees, and plain Bayes, but all of these methods only address the lexical level and cannot
effectively learn and reflect the semantic relevance and deep semantic features between
utterances.

In recent years, deep learning techniques have made remarkable progress in both
computer vision and natural language processing. In natural language processing tasks,
deep learning-based text classificationmodel have receivedmuch attention and research,
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such as CNN [3, 4], RNN [5, 6], GNN [7], Attention [8], and pre-training model. They
all show excellent results in natural language processing tasks such as text classifica-
tion. In particular, pre-trained model are exposed to a large amount of text data during
pre-training, so they can learn richer semantic information, and they also have higher
accuracy and generalization ability in tasks such as text classification.

Semi-supervised learning is an emerging intelligent learning paradigm in recent
years that uses unlabeled data to improve model performance [4], where traditional
supervised learning methods require the use of labeled data for modeling. However,
labeling training data in the real world can be costly or time-consuming. There are
implicit costs associated with obtaining this labeling data from domain experts, such as
limited time and financial resources. This is especially true for applications that involve
learning with a large number of class labels and sometimes similarities. Semi-supervised
learning (SSL) model can allow model to integrate some or all of the unlabeled data in
their supervised learning to address this inherent bottleneck. The goal is to maximize
the learning performance of the model with this newly labeled data while minimizing
the cost of the labeled data.

3 Datasets

In this paper, we use the official public datasets published by NLPCC 2023, which is
referred to as UFP in this paper. Online dialogue systems usually have a user feedback
mechanism, where users can vote to express their preference for a dialogue, and this
datasets collects information about users’ votes, including the text of dialogue pairs
(query, reply) and the number of likes and dislikes. The UFP datasets contains a training
set, a validation set and a test set, and its detailed statistics are shown in Table 1.

Table 1. Statistics of the datasets.

Type Query Average Reply Avg Like per Reply Avg Dislike per Reply

train 16000 3.14 16.15 8.42

dev 2000 3.07 19.84 9.41

test 2000 3.16 30.57 12.19

4 Model Implementation

Figure 1 shows the general flow framework of our model implementation. Through
analysis, it is found that this task is a logistic regression task, slightly different from
the classification task, which requires the addition of a sigmoid activation function on
top of the classification model as a way to output probabilities. We first pre-process
the text content, then evaluate the current mainstream deep learning model, select the
better-performing model as our baseline model, and finally enhance the KLmetrics with
pseudo-labeling, data augmentation, and model fusion.
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Fig. 1. Data pre-processing, training and post-processing process of the experiment.

4.1 Pre-training Large Model

Bert-wwm [9] is an upgraded version of Bert released by Harbin Institute of Technology
and iFlytek, which mainly changes the training sample generation strategy of the orig-
inal pre-training truncation. Compared to Bert, Bert-wwm is improved by replacing a
complete word with a mask tag instead of an anagram. Chinese is different from English
in that the smallest token in English is a word, while the smallest token in Chinese is
a word. Words are composed of one or more words, and there is no obvious division
between each word, and words contain more information. Compared to word-based
masks, word-based masks enable the model to learn more semantic information.

The Ernie3.0 [10] model is a large-scale knowledge enhancement model incorpo-
rating autoregressive networks and self-coding networks, which is obtained by training
on a corpus consisting of plain text and large-scale knowledge graphs. As shown in
Fig. 2, the information sharing between structured knowledge and unstructured text is
facilitated by inputting entity relationships of large-scale knowledge graphs and large-
scale text data simultaneously into the pre-trained model for joint mask training, which
substantially improves the model’s ability to remember and reason about knowledge. In
this way, Ernie is able to capture more subtle semantic distinctions and combine them
with entity relationships in the knowledge graph to achieve more accurate classification.

When faced with complex tasks, multiple model may need to be trained jointly to
achieve good results. Model fusion is a method of training multiple model and fusing
them, aiming to outperform individual model by fusing their results. There are three
commonly used model fusion methods. The first one is the voting method, which is
applicable to classification tasks, i.e., voting on the prediction results ofmultiple learning
model to determine the final result by minority rule, and also setting weights based on
manual settings or basedonmodel evaluation scores. The second is the averagingmethod,
which is applicable to regression and classification tasks, i.e., averaging the predicted
probabilities for the learned model. The third one is the cross-fusion method, the main
idea is to divide the original training set into two parts first, for example, dividing the
training set and the test set by 9:1. In the first round of training, multiple model are
trained using the training set, and then predictions are made on the test set, and in the
second round of training, the prediction results of the model on the test set after the
first round of training are directly used as new features to continue to participate in the
training.
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Fig. 2. Ernie3.0 structure diagram.

4.2 Data Pre-processing

After obtaining the training set, this paper first carried out the cleaning work and found
that there were 55 replies with the content of nan in the training and validation sets,
and we removed these 55 replies. Next write code to extract the content of the datasets,
we put the query and the corresponding reply for the splicing operation, its input as
text, for each reply the number of likes and dislikes, find the probability of liking as a
label. The average length of these texts was 26, 75\% of the texts were under 31, and
the maximum text length was 210. Since the maximum length that Ernie’s pre-trained
model can handle is 512, we choose a maximum length of 64 to truncate and patch the
spliced text in order to allow the model to learn more features during training.

4.3 Model Selection

In order to be able to compare model differences under the same random conditions,
experiments were conducted by fixing the random seed as 42. As shown in Table 2,
we selected the current mainstream pre-trained model, including Bert, a variant model
of Bert, and Ernie, and fine-tuned each model on this basis. Intuitively, the larger the
network model, the deeper the layers, the more powerful the learning ability, so our
Ernie model was chosen to test the 20-layer network structure of Ernie3.0-xbase, and
the Ernie we propose later refers to Ernie3.0-xbase. After validation, we found that only
two model, Bert-wwm and Ernie, exceeded the baseline of the task in the validation set,
so we used these two model as the baseline model for our task.

4.4 Data Analysis and Data Enhancement

In this paper, we found that the officially provided datasets has uneven distribution
through data analysis, and some tags correspond to a small amount of data. As shown
in Fig. 3,we divide 0–1 into 10 intervals for all data labels, and the labels correspond



354 C. Li et al.

Table 2. F1 score for each model review.

Model Ernie-xbase Ernie-base Bert Bert-wwm-ext

F1 0.9146 0.9136 0.9118 0.9107

to less data in the range of 0–0.5. In order to boost the number of this range interval,
we take to increase the datasets to make the model learn more relevant features. In this
paper, data enhancement methods are firstly applied to the datasets of these two tags, and
the data enhancement methods include synonym replacement, contextual replacement,
homophone insertion, random word insertion, and random word deletion. In this paper,
we doubled the data set and then trained on the baseline model, and the validation set
scores improved somewhat. After experiments, it was found that doubling the data set
has achieved the best effect of data enhancement, and over-enhancing the model will
result in over-fitting. In this paper, the pseudo-labeling technique is also used to enhance
the model effect. Pseudo-labeling comes from semi-supervised learning, the core idea of
which is to improvemodel performance in a supervised process by drawing on unlabeled
data, details of which are presented in Subsect. 4.5.

Fig. 3. Dataset probability distribution.

4.5 Semi-supervised Learning with Pseudo-labeling

The pseudo-label semi-supervised learning process is shown in Fig. 4. In this paper,
the prediction results of the model on unlabeled test data are added to the training set
[11], thus increasing the amount of data to enhance the model effect. Pseudo-labeling
semi-supervised learning adds entropy regularization to the loss function, forcing the
predicted classes to overlap less, which is justified and effective for the performance
improvement of the model in this classification task [12]. On the one hand, according
to the clustering hypothesis principle, points with higher classification probability are
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usually more likely to be in the same category, so their pseudo-labels can be used as
plausible labels; On the other hand adding an entropy regularization term in the loss
function allows to obtain information from unlabeled data within the framework of
maximum a posteriori estimation. By minimizing the conditional entropy of the class
probabilities of unlabeled data, low density separation between classes is promoted
without any modeling of density, and information about the degree of overlap of the
distribution of unlabeled data can be used to improvemodel performance through entropy
regularization. This method is suitable for cases where the model accuracy is high. But
still, in order to avoid the introduction of a large number of incorrect labels, which leads
to the accumulation of error errors in layers when themodel learns, this paper usesmodel
alignment techniques to control the amount of incorrect labels introduced [13], by first
performing prediction label probability scaling through temperature coefficients, i.e.,
amplifying the probability gap between the predicted label and the correct label, and
later introducing uncertainty prediction confidence to select plausible pseudo-samples,
and when the uncertainty is low, the prediction probability of the model can better reflect
the accuracy of the prediction. Then we fine-tune both Bert and Ernie model and take the
part of the data where the difference between the two predicted probability values is less
than 0.1, the probabilities are averaged and then added to the training set for retraining.
The number of pseudo-labels is close to 500 each time, which indicates that our datasets
has added 500 data to the original number.

4.6 Model Fusion

After several rounds of pseudo-label training, the filtered pseudo-labels will get closer
and closer, and eventually the model reaches a state of fit, at which time the subsequent
pseudo-labeling methods are no longer able to improve the F1 value of the test set.
So we used model fusion to further improve the F1 score. About model fusion, Prof.
Zhihua Zhou’s book on machine learning mentions that model fusion needs to be good
and different, i.e., the more different the model are, the better the fusion effect. We add
differentiation in two ways, one by using two different model, Bert and Ernie, and two
by repartitioning the training and validation sets to change the model inputs.When using
the two model to make predictions on the test set, the probabilities of each conversation
are output, and then the probabilities predicted by the two model are made to sum in
equal weights, resulting in the new probabilities predicted by the fusion of the model.

5 Experimental Results

As shown in Table 3, we present the final F1 values of 0.9173 for our two identified
baseline model Bert-wwm and Ernie in the single model case, under the pseudo-labeling
approach, and under the model fusion approach. Experiments demonstrate that data
augmentation, pseudo-labeling and model fusion all improve the performance of our
model to some extent. As shown in Table 4, the specific parameters of our model are
demonstrated.
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Fig. 4. Semi-supervised learning with pseudo-labeling.

Table 3. Model KL scores under data enhancement, pseudo-labeling and model fusion.

Models Online KL Values

Ernie3.0 91.5053

+ Data Enhancement 91.6542

+ Pseudo-labeling 91.7163

+Model Fusion 91.7368

Table 4. Model Parameters.

Models Max_Len Batch_Size Seed Epoch Learning_Rate

Bert-wwm 64 32 42/43 5 2e-5

Ernie3.0 64 32 42/43 5 2e-5

6 Summary

Through extensive experiments, it was found that most of the model predicted similar
results scores for this task dataset, and since the number of datasets in this task is not
small, the data enhancement technique does not improve this task significantly. Instead,
using the pseudo-labeling approach increases the size of the dataset, boosts the F1 score
of the test set, and increases the generalizability of themodel. After using themulti-round
pseudo-labeling method, the pseudo-labeling derived from subsequent filtering hardly
changes, resulting in no further performance improvement of the model. In this case,
model fusion techniques can be used to take multiple model with large differences and
learn different inputs separately, so that the knowledge learned among multiple model is
as different as possible, which enables better integration of multiple model and improves
performance.
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For further optimization, for the overfitting problem in the training set, data balancing
can be consideredwhen dividing the training and validation sets.When using the pseudo-
labeling method, a threshold judgment is attempted using the difference between the
results predicted by the twomodel, and the results with smaller differences in predictions
between the twomodel are selected and averaged and added to the training set as pseudo-
labels. When using model fusion, multiple model can be trained first using a five-fold
cross-validation method and then averaging the multiple predictions.
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Abstract. The goal of User Feedback Prediction is to precisely estimate
the probability that an AI generated response will be accepted by actual
users. As the available dataset is collected from unknown online contrib-
utors in a case-wise manner, there are many annotation disagreements.
The ground truth is moderately reliable, but not entirely trustworthy. In
this paper, we propose an auto-scaling distribution fitting network to get
out of this dilemma. Firstly, we use a smoothing coefficient to cope with
any potential annotation errors, which control the confidence of a sample
based on the number of annotators. Secondly, we add an automatic tem-
perature scaling layer to rescale the logits output. It takes the contextual
representation of reply sequence as input, and can effectively mitigate
annotation disagreements stemming from individual biases. Besides, we
employ soft cross entropy as our loss function to learn directly from the
golden probability distribution. Our system achieves 2nd place in Track 1
of NLPCC 2023 Shared Task 9, with experimental results demonstrating
its effectiveness.

Keywords: User Feedback Prediction · Annotation Disagreement ·
Temperature Scaling

1 Introduction

More and more evidence suggests that for NLP tasks which involve subjective
judgments of human, a binary black-or-white golden ground truth exists only
in imagination. This is particularly true when it comes to mature interactive
AI products, as they are openly available for a large group of users with vary-
ing preferences, rather than a specific individual. For intelligent assistants like
Xiao Ai and Siri, a reply highly appreciated by a user, maybe totally worth-
less to another one. Properly assessing these preferences could help AI generate
high-quality replies which satisfy the majority, thereby improving the overall
interactive experience.

The NLPCC 2023 Shared Task 9 provides an opportunity for researchers
to further investigate the above challenge. In their online conversation system,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 358–365, 2023.
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users could click a “like” or “dislike” button to express personal attitude towards
machine responses. Each item recorded by the user feedback mechanism consists
of four parts: a query from user, a reply from AI, the number of “like” votes,
and its “dislike” counterpart. This shared task includes two tracks: (1) Track 1 -
Prediction of likes and dislikes; (2) Track 2 - Conversation generation based on
likes and dislikes. In Track 1, given a (query, reply) pair, one needs to predict the
distribution of annotations (soft label), rather than the majority of annotations
(hard label).

Our system focused on Track 1. As the like/dislike votes are offered by a
crowd of people, the records are actually rife with annotation disagreements.
Researchers have demonstrated that these disagreements mainly stem from two
sources [8]. Some ones are a result of annotation errors, namely noise. The others
are caused by linguistically debatable items and annotator preference, namely
bias. We have designed specific solutions to address both the two types of dis-
agreements. Firstly, to tackle with inevitable noise, we adopt a modified learning
target with smoothing coefficient. It tends to allocate more confidence to sam-
ples which have been voted by more users. Secondly, to extract valuable infor-
mation from biases, we design an automatic temperature scaling layer. It can
distinguish genuine ambiguous replies from those can be clearly judged by most
people, thereby mitigating overfitting. Lastly, a CE soft loss function enables the
model to learn directly from distributional representation instead of single hard
assignment. Our auto-scaling distribution fitting network achieves 2nd place in
the Track 1 of NLPCC 2023 Shared Task 9.

The main contributions of this work are three-fold, summarized as follows:

1. We explore solutions of user feedback prediction from the perspective of anno-
tation disagreements.

2. Our smoothing coefficient can effectively mitigate the adverse impact of ran-
dom noise in datasets with unfixed annotators.

3. Our automatic temperature scaling layer has the ability to adjust probability
distribution based on the characteristics of the textual content.

2 Related Work

For contemporary Artificial Intelligence, a large portion of supervised datasets
are constructed in a crowd-souring way. Annotating one certain instance by
multiple persons is a common practice to reduce incorrect labels [1]. The sub-
jective individual preferences will be implicitly encoded into the data, lead-
ing to evident crowd-disagreement [2]. There is growing awareness that crowd-
disagreement is informative. Enforcing a single ground truth by averaging or
majority voting will sacrifices the valuable nuances embedded in annotator’s
assessments. For NLP tasks which involve subjective judgments natively, such
as sentiment analysis [3] and user feedback prediction, it is particularly necessary
to model multiple perspectives [4].

Researchers have put forward a great deal of methods for training directly
from data with disagreements without obtaining an aggregated label firstly. Some
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methods treat each annotation as a separate learning instance, and replicate
or weight the samples according to the number of labels or some measure of
disagreement [5]. Other multi-task methods are suitable for datasets in which
the labeled records are traceable. Researchers train a model that jointly predicts
the majority label and all the individual annotator’s labels [6]. In the NLPCC
Shared Task 9, annotations over different users are aggregated into a probabilistic
distribution (soft label), so we could learn directly from that distribution using
a modified soft loss function [7].

3 Main Methods

In this section, we will introduce our solution to the User Feedback Prediction
Track. It consists of two parts, acting on target distribution and predicted dis-
tribution respectively.

3.1 Smoothing Coefficient

In the given dataset, there are no hard labels as absolute like or dislike. On
the contrary, the inconsistent voting results of a group are regarded as a prob-
ability distribution. For a given query-reply with n0 “likes” and n1 “dislikes”, a
probability of “like” is computed based on the ratio:

p = n0/(n0 + n1) (1)

The Shared Task 9 assumes that all annotators are equally reliable. However,
an item voted by 3 users is apparently less credible than the one voted by 30
users. Taking the number of voters into account is helpful to deal with noise-
wise disagreements, which arise from annotation errors. We use a smoothing
coefficient α to exert influence on soft labels, placing less confidence on the
items without enough voters. For a given query-reply pair with n0 “likes” and
n1 “dislikes”, the target probability p is modified as:

p′ = (α + n0)/(2α + n0 + n1) (2)

p′ will degenerate back to Eq. 1 with α = 0. It “likes” and “dislikes” are quan-
titatively equal, p′ = p = 0.5. It ensures that the classification boundary won’t
shift. We set α to 0.75 as introduced in [9].

3.2 Automatic Temperature Scaling Layer

For intelligent assistants, there are no restrictions on user queries. But the
machine replies are not entirely freely generated. A large proportion of them
are fixed scripts. In average, each reply in the trainset are recorded 3.73 times,
and only 18% of them are unique. Bias-wise disagreements are caused by the fact
that some contents don’t fit into mainstream preference, making them inherently
vulnerable to personal idiosyncrasy of annotators, no matter what the queries
are.
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Reply Matters More. These disagreements can be measured quantitatively
as the uncertainty of annotations. For a reply ri, we calculated the mean value
over all its occurrences regardless of different queries:

σ2(ri) =
1
Ni

Ni∑

j=1

n0ij ∗ n1ij

(n0ij + n1ij )2
(3)

where Ni is the number of times that ri appears in the trainset. Figure 1 shows
the quantity of replies in each σ2(r) interval. The level of annotation disagree-
ment is strongly relevant to the textual content. Some replies exhibit a high level,
while others don’t. Along this line of thought, we design a special temperature
scaling layer. It facilitates the model to pay more attention on the reply and
automatically rescale the output logits.

Fig. 1. Quantity of replies in each σ2(r) interval. The ones with more disagreements
account for a larger proportion in the whole trainset

System Overview. Our base model is a pretrained large RoBERTa [14]. We
formulate the shared task as dual-sentence text classification, and simply con-
catenate the pair of query and reply as input to the RoBERTa model:

x̂i = [CLS] query sequence [SEP] reply sequence [SEP] (4)

The representation corresponding to the [CLS] token is taken as the contextual
representation for the entire sequence. It is then fed to a fully-connected layer
to get the output logits zi.
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Automatic Temperature Scaling. Temperature scaling is widely used in
model distillation [10], which is a typical soft-target learning process. A sin-
gle parameter T , named temperature, is inserted into the softmax activation
function as follows:

f(xi) = softmax(zi/T ) (5)

A higher value of T will produce a softer probability distribution over classes. T
is a hyper-parameter, which is manually set and kept frozen during training. It
is shared by all samples and cannot fit into a certain one. Therefore, we turn to
adopt matrix scaling and softplus activation function as introduced in [11]:

Ti = softplus(W Ti
ci + bTi

) (6)

f(xi) = softmax(zi ∗ Ti) (7)

where ci is a max-pooled contextual vector of the reply sequence. Softplus clamps
the lower bound at zero and keeps the upper bound unrestricted, avoiding overly
control of the output range. The overall structure is depicted in Fig. 2. In this
way, scaling parameters are reply-specific, and can be learned jointly with the
classifier.

Fig. 2. RoBERTa model with an automatic temperature scaling layer

Soft Loss Function. Our model is trained with soft cross-entropy. It is derived
from standard cross-entropy, the only difference being the use of soft labels
instead of one-hot hard labels. Training with CE as a soft loss is especially
suitable for datasets with a substantial number of annotations per item [12]. We
have tested other well-known probability-comparing loss functions, such as MSE
and KL. All of them are outperformed by CE by a narrow margin.
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4 Experiments

4.1 Data Analysis and Evaluation Metric

In this task, a dataset of nearly 19,500 Chinese conversation samples1 is officially
provided and the overview statistics is shown in Table 1. Each sample contains
one query and several replies. User feedback to each reply is record in detail,
with the numbers of “likes” and “dislikes” collected separately.

Table 1. Statistics of the datasets (with “nan” filtered out).

Type Queries Length Avg Replies Avg Likes Avg Dislikes Replies Length Repetitions

train 15,977 6.2 3.1 19.8 9.4 13,441 15.3 3.7

dev 1,999 6.2 3.1 30.6 12.2 3,162 15.2 1.9

test 1,498 6.3 3.2 – – 2,711 15.3 1.8

The final evaluation is ranked by Kullback-Leibler Divergence from predicted
probability distribution to the ground truth. It’s a soft metric for the similarity
between two distributions. For the ith query, the corresponding simi is calculated
as:

simi =
1

mi

mi∑

j=1

1
1 + pij log(pij/qij) − (1 − pij) log[(1 − pij)/(1 − qij)]

(8)

where mi is the number of replies belong to the ith query, pij is the golden prob-
ability and qij is the predicted value. Finally, to measure the overall divergence,
compute an average score over the whole N queries in the dataset:

similarity =
1
N

N∑

i=1

simi (9)

4.2 Experimental Settings

We take three pretrained models as our baselines: a BERT-base2 [13] model, a
RoBERTa-base3 [14] model and a RoBERTa-large4 [14] model. In order to get
a strong baseline, we pick up Roberta-large as the backbone network for further
experiments.

Our learning rate is set to 2e−5 with a warm-up schedule. Models in base-
scale are finetuned for 2,000 steps with a batch size of 80, and large-scale ones
run longer to 3,500 steps with a smaller batch size of 30.

All the experimental results we reported are conducted on devset, except for
the official ranking scores. In the formal evaluation phase, all retained models
are ensembled to make a competitive submission.
1 https://github.com/XiaoMi/nlpcc-2023-shared-task-9/.
2 https://huggingface.co/bert-base-chinese.
3 https://huggingface.co/hfl/chinese-roberta-wwm-ext.
4 https://huggingface.co/hfl/chinese-roberta-wwm-ext-large.

https://github.com/XiaoMi/nlpcc-2023-shared-task-9/
https://huggingface.co/bert-base-chinese
https://huggingface.co/hfl/chinese-roberta-wwm-ext
https://huggingface.co/hfl/chinese-roberta-wwm-ext-large
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4.3 Main Results

We conducted experiments on Track 1, which are shown in Table 2. Our base-
line is a finetuned RoBERTa model. We compare the effectiveness of different
probability comparing loss functions to choose the most suitable one. Though
the official metric is similar to KL divergence, KL loss function don’t perform
better than CE as expected. MSE is the least effective one, due to the lack of
log function as others. Following this experiment, we select CE as our default
soft loss function for the given dataset.

As for smoothing coefficient, an overlarge α will destructively perturb the
original probability distribution, while tiny one can not give full play to its role.
The value of α depends on the noise level of the dataset and the number of
annotators. As present in Table 1, each item in the trainset is voted 29.2 times
( 19.8 likes + 9.4 dislikes), an alpha of 0.75 occupies a proportion of about 5%.

Table 2. Performance comparison of various baselines and methods for Track 1. The
adopted configuration in each group is highlighted in bold. The experiments of auto-
matic temperature scaling utilize a default α of 0.75.

Models KL-similarity

Baseline BERT-base RoBERTa-base RoBERTa-large

91.06 90.99 91.35

Soft Loss Function CE MSE KL

91.35 91.23 91.33

w/ Smoothing Coefficient α 0.50 0.75 1.00

91.33 91.45 91.28

w/ Automatic Temperature Scaling MaxPool AvgPool CNN-3

91.57 91.49 91.53

The automatic temperature scaling layer takes contextual representation of
reply as input, and we have tried three methods to encode the variable-length
sequence into a single vector. They are MaxPool, AvgPool and CNN (kernel
size = 3). Maxpool is proved to be a simple but effective unit, with the most
salient features abstracted. It surpasses AvgPool and CNN by 0.08 and 0.04
respectively.

4.4 Online Results

The final evaluation results on testset are released by the organizer. As shown in
Table 3, our system achieves 2nd place in Track 1 of NLPCC 2023 Shared Task
9. Our performance is comparable to the 1st place team with a slight margin of
-0.13. We get an advantage of 0.27 over the 3rd place team, due to the specific
approaches to deal with annotation disagreements.
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Table 3. Track 1 submission results.

Rank System Name Score

1 shidishimeidaidaiwo 92.13

2 dunnlp (ours) 92.00

3 zut 91.73

5 Conclusions

In this paper, we propose an auto-scaling distribution fitting network for user
feedback prediction, which realizes excellent performance by utilizing annotation
disagreements. It is composed of two modules, a smoothing coefficient for noise-
wise disagreements and an automatic temperature scaling layer for bias-wise
disagreements. Together with a CE soft loss function, our model is capable of
achieving ballance between the group commonality and individual preference of
different annotators. Our system is placed the 2nd in Track 1 of NLPCC 2023
Shared Task 9, which demonstrated its effectiveness.
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Abstract. Developing automatic evaluation methods that are highly
correlated with human assessment is crucial in the advancement of dia-
logue systems. User feedback in conversation system provides a signal
that represents user preferences and response quality. The user feed-
back prediction (UFP) task aims to predict the probabilities of likes
with machine-generated responses given a user query, offering a unique
perspective to facilitate dialogue evaluation. In this paper, we propose
a powerful UFP system, which leverages Chinese pre-trained language
models (PLMs) to understand the user queries and system replies. To
improve the robustness and generalization ability of our model, we also
introduce adversarial training for PLMs and design a local and global
model ensemble strategy. Our system ranks first in NLPCC 2023 shared
Task 9 Track 1 (User Feedback Prediction). The experimental results
show the effectiveness of the method applied in our system.

Keywords: User Feedback Prediction · Pre-trained Language Model ·
Adversarial Training · Model Ensemble

1 Introduction

Open-domain conversational system is designed to satisfy users’ need [1] such
as information support, communication, and entertainment, etc. Appraising the
quality of the responses not only reflects the system’s capability but also offers
valuable insights for identifying areas that require further improvements [2].
In order to get the user’s explicit satisfaction with the generated responses by
machine, online conversation systems usually have a user feedback mechanism,
such as like and dislike buttons, users can click the like button when they are
satisfy with the response, and vice versa for the dislike button. These real-world
feedback signal represents the user’s vote on the quality of the response and also
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 366–375, 2023.
https://doi.org/10.1007/978-3-031-44699-3_33
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represents their preference. Based on this, we can study how to cater to user’s
preferences and improve the quality of the generated responses to obtain high
likes.

Fig. 1. Two examples from the evaluation task dataset.

In this paper, we focus on solving the problem of UFP in conversation sys-
tem. Figure 1 present two examples from the evaluation task dataset, in the first
example located in the upper half, we can see that the reply that praises the user
and is more human-like receives positive feedback with high likes, while the reply
that receives negative feedback with high dislikes appears repetitive and boring.
In this task, we aim to predict the probabilities of likes given a query-reply pair
(e.g., 3/22 and 13/16 for the first example). In order to better understand user
preferences for response content in dialogue scenarios and objectively measure
the quality of system responses, we conducted a study based on the real-world
user feedback dataset from the dialogue system in NLPCC2023 shared task. In
this work, we propose an effective UFP system that leverages a local and global
ensemble of multiple Chinese PLMs, incorporating adversarial training for fine-
tuning.

In the preprocessing phase, we perform purposeful data augmentation to
expand the training data. Subsequently, we formulate the UFP task as a text
regression problem and employ PLMs with Muti-Sample Dropout (MSD) [3] to
locally approximate the ensemble of multiple models. Additionally, we introduce
adversarial training [4] to substantially enhance the robustness of individual
models.

In the end, we significantly improved the performance of our system by
employing blending ensemble strategy, which integrates multiple independent
models globally. The result shows that the Kullback-Leibler similarity score of
the system proposed in this paper for UFP is 92.13, ranking the first, which
indicates that the effectiveness and superiority of our system. The main contri-
butions of this paper can be summarized as follows:
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– We build our system based on the Chinese PLMs to learn the user satisfaction
level for user queries and system replies in UFP task.

– We integrate adversarial training to effectively enhance the robustness of
individual models and devise a local and global ensemble method, which sig-
nificantly improves the performance of the UFP system.

– The final evaluation results show that our proposed system achieves the first
place in the contest, which proves the effectiveness of our method.

2 Related Work

Due to the openness of content and the diversity of topics, it is challenging
to evaluate the quality of responses in open domain dialogue systems. Existing
automatic evaluation methods usually assess the response from language quality
(Perplexity [5]), response diversity (DIST [6]), and relevance (BLEU [7]), they
are easy to conduct but ineffective to reflect the dialogue quality [8]. Relatively,
human evaluation is of high reliability but it tends to be very cost- and time-
intensive. Therefore, researchers have made great efforts to find more reliable
automatic evaluation methods that are highly correlated with human evaluation.
USR [9] leveraged an unsupervised and reference-free method to approximate the
specific scores rated by annotators. SelF-Eval [10] designed a self-supervised fine-
grained dialogue evaluation model with a multilevel contrastive learning method.
Sun et al. [11] proposed a user satisfaction annotation dataset for dialogue eval-
uation.

BERT-based [12] PLMs have facilitated the understanding of the relation-
ship between context and response in dialogue evaluation tasks [13], and many
improved Chinese PLMs from BERT have emerged in recent years. RoBERTa-
wwm [14] use whole word masking strategy based on RoBERTa [15] . MacBERT
[16] achieves significant results in Chinese NLP tasks through adopting masked
language model as correction. ERNIE [17] strengthens representations by mask-
ing knowledge entities from the corpus. Moreover, in order to improve the per-
formance of specific downstream tasks, many works have introduced adversar-
ial training [18,19] for model to improve robustness to small, approximately
worst case perturbations. Additionally, in many shared tasks, the winners inte-
grate multiple models instead of using a single model [20,21]. Ensemble learning
methods leverage multiple models to extract different features from the training
data and then combine the prediction results through various strategies such
as Bagging, Boosting, Stacking, Voting [22], and Blending, etc. Ensemble learn-
ing effectively reduces errors in individual models, and improves generalization
ability.

3 Methodology

Our method is divided into two stages: (1) single text regression model training,
where each query-reply pair in the training data is concatenated as input to the
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Encoder to extract semantic information. Then, we apply MSD for local model
integration, and a regression head is used for prediction. After gradient back-
propagation, PGD adversarial training is employed to enhance the robustness
of the model. Additionally, targeted data augmentation is applied based on the
characteristics of the dataset. The architecture of our model is shown in Fig. 2.
(2) multi-model ensemble, we globally integrate the models obtained from the
first stage using the blending ensemble method.

3.1 Task Definition

Given a user query and system reply pair, our goal is to predict the probabilities
of likes pi for it, where pi ∈ [0, 1], and the computation of pi is determined by
the relative frequency of the term “like” within user feedback. Obviously, we can
define UFP task as a regression problem.

3.2 Model Architecture

Fig. 2. The architecture of our model

Input Representation. For each query-reply pair, we concatenate the query
and reply sentences into a text sequence in the following form:

{[CLS], query, [SEP ], reply, [SEP ]}
We utilize a BERT-based encoder to represent the input sequence. Subsequently,
we apply the mean pooling to the output of the Encoder to obtain the sentence-
level embedding.
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Muti-Sample Dropout for Local Ensemble. Before the regression head,
which consists of a fully connected layer and a sigmoid activation function, we
employ MSD [3] as a regularization technique. Specifically, we incorporate mul-
tiple parallel dropout layers and they share the fully connected layer, then we
can compute the average of the logits from these parallel samples. This module
approximates the ensemble of multiple sub-models by averaging the predicted
results obtained from different inputs, effectively enhancing the generalization
ability of the model.

3.3 Adversarial Training

We introduce Projected Gradient Descent (PGD) [23], which is considered to be
the best in first-order adversarial, to improve the robustness of the model in UFP
task. PGD adopts a multi-iteration approach to obtain the optimal adversarial
examples within a batch, in contrast to Fast Gradient Descent [18]. To be specific,
the word embedding layer of the PLMs is attacked in each iteration. Finally, the
adversarial examples generated by multiple iterations are superimposed to obtain
the optimal value. The adversarial examples generation formula is as follows.:

et+1 = ∏
e+S(et + αg(et)/||g(et)||2) (1)

g(et) = ∇eL(et, y) (2)

where et is adversarial examples generated at step t, g(·) represents the gradient
calculation function. Both α and S are hyperparameters representing step size
and adversarial perturbation space, respectively.

3.4 Data Augmentation

In Fig. 3, we can observe the presence of imbalanced distribution in the dataset,
and as show in Table 3, the average number of likes per reply in the training set
is twice that of dislikes, this disparity is even more pronounced in the test set.
Intuitively, we can improve the model’s ability to extract the features of replies
that users prefer and mitigate label imbalance issues by expanding high-like
data. To this end, we have devised two targeted data augmentation strategies:

1-R: we only augment the replies of the All data in Fig. 3.
1-QR: based on 1-R, we also expand the queries of the samples.
Specifically, for a query or a reply sentence, we randomly select one of four

strategies to generate a pseudo sentence: Back translation1, Replacement with
synonyms, Deletion words, and Exchange adjacent characters.

1 We implemented it by calling the Baidu Translation API:https://api.fanyi.baidu.
com/api.

https://api.fanyi.baidu.com/api
https://api.fanyi.baidu.com/api
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Fig. 3. The label distribution of the training set. None represents replies where all user
feedbacks are dislike (pi = 0), Few denotes pi ∈ (0, 0.3], Some denotes pi ∈ (0.3, 0.6),
Many represents that pi ∈ [0.6, 1) , and All represents replies where all user feedbacks
are like (pi = 1).

3.5 Blending for Global Ensemble

In order to integrate the learning ability of each model and improve the gen-
eralization ability of the final system, we use a blending ensemble strategy to
integrate multiple models. For each model, we select the strategy that yield the
best performance and utilize the predictions on the validation set by all fine-
tuned models as features for the second stage, where we learn a new model to
ensemble them. We employ linear regression method to learn the weights for
model fusion, the final system is obtained by weighting the contributions of five
individual models.

4 Experiments

As shown in Table 1, our system achieved the 1st place in the final official test set
results. We conducted a three-stage experiment to prove the effectiveness of our
method. First, we selected five effective PLMs to conduct a single-model compar-
ison experiment on the validation set as baselines: RoBERTa2 [16], ERNIE-3.0-
xbase3 [17], ERNIE-3.0-base4 [17], MacBERT5 [16], and MRC-RoBERTa6. We
used the root mean square error loss and some main training hyper-parameters
are shown in Table 2. Secondly, we conducted comparative experiments for each
baseline model that incorporated all improvements, the results are show in
Table 4. Finally, the model ensemble experiment was conducted.

2 https://huggingface.co/hfl/chinese-roberta-wwm-ext-large.
3 https://huggingface.co/nghuyong/ernie-3.0-xbase-zh.
4 https://huggingface.co/nghuyong/ernie-3.0-base-zh.
5 https://huggingface.co/hfl/chinese-macbert-large.
6 https://huggingface.co/luhua/chinese pretrain mrc roberta wwm ext large.

https://huggingface.co/hfl/chinese-roberta-wwm-ext-large
https://huggingface.co/nghuyong/ernie-3.0-xbase-zh
https://huggingface.co/nghuyong/ernie-3.0-base-zh
https://huggingface.co/hfl/chinese-macbert-large
https://huggingface.co/luhua/chinese_pretrain_mrc_roberta_wwm_ext_large
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Table 1. Final results of top-5 teams.

System name KL-Score Rank

Ours 92.13 1

dunnlp 92.00 2

zut 91.73 3

YNU-HPCC 91.63 4

HTDZNLP 91.40 5

Table 2. Hyper-parameter setting.

Setting Value

Epoch num 8

Batch size 32

Optimizer Adam

Learning rate 1e-5

Dropout num of MSD 5

Dropout rate of MSD 0.3

4.1 Dataset and Evaluation

The overview statistics of dataset is shown in Table 3. A query sentence may
have multiple replies, and we consider a query-reply pair as a single sample.

Table 3. Statistics of the evaluation task dataset.

Item train val test

# Query 16000 2000 2000

Avg # Reply 3.14 3.07 3.16

Avg # Like per Reply 16.15 19.84 30.57

Avg # Dislike per Reply 8.42 9.41 12.19

In this task, the evaluation metric is Kullback-Leible similarity score (KL-
Score), for a gold and a prediction, the score is computed as:

Score1 =gold × log(gold) + (1 − gold) × log(1 − gold)
Score2 =gold × log(pred) + (1 − gold) × log(1 − pred)

KL-Score =
1

1 + Score1 − Score2

(3)

then, the average score of all replies for each query is calculated, and the final
result is the average score across all queries.

4.2 Results and Analysis

(1) Among all the base models, ERNIE-xbase performs the best, while the
smaller parameter-sized ERNIE-base also shows impressive performance.
Moreover, ERNIE-xbase+PGD+1-QR achieves the best KL-Score of 91.590,
demonstrating its powerful Chinese semantic understanding ability through
knowledge enhanced pre-training methods.
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Table 4. The KL-Score of different models on the validation set.

Method RoBERTa ERNIE-xbase ERNIE-base MacBERT MRC-RoBERTa

Base 91.263 91.353 91.272 91.220 91.207

+MSD 91.289 91.353 91.281 91.053 91.420

+MSD+PGD 91.485 91.500 91.336 91.356 91.584

+MSD+PGD+1-R 85.469 91.583 91.532 91.356 91.384

+MSD+PGD+1-QR 94.363 91.590 91.503 91.365 91.374

Table 5. The KL-Score of model ensemble on the validation and test set.

Models Val Test

ERNIE-xbase+RoBERTa 91.730 92.038

ERNIE-xbase+RoBERTa+MacBERT 91.768 92.065

ERNIE-xbase+RoBERTa+MacBERT+ERNIE-base 91.802 92.127

ERNIE-xbase+RoBERTa+MacBERT+ERNIE-base+MRC-RoBERTa 91.818 92.136

(2) The MSD local ensemble method improves the performance of all mod-
els except MacBERT. Additionally, the experimental results highlight the
effectiveness of PGD adversarial training, all models have shown remark-
able performance improvement after the introduction of PGD, particularly
with RoBERTa, which achieved a 0.196 improvement in terms of the KL-
Score. MRC-RoBERTa with MSD and PGD achieves the second-best overall
performance. This model is based on RoBERT-wwm pre-trained on a large-
scale reading comprehension corpus, and we speculate that the UFP task
can also be viewed as a reading comprehension task, where its strong read-
ing comprehension ability effectively models the matching degree between
queries and replies.

(3) We also experimented with two data augmentation strategies on each model,
the results show that ERNIE-xbase and ERNIE-base achieved the best per-
formance through the 1-QR and 1-R strategies, respectively, validating the
effectiveness of our purposeful augmentation of high-like data.

(4) In terms of model ensemble, as shown in Table 5, the blending method for
global integration significantly improves the performance of the UFP sys-
tem. Furthermore, the system’s performance is directly proportional to the
number of models in the ensemble, demonstrating the power and scalability
of the ensemble method.

5 Conclusion and Future Work

In this work, we define the UFP task as a text regression task that measures the
quality of responses and understands user preferences in conversation system.
We perform purposeful data augmentation and utilize PLMs to encode queries
and replies, and introduce adversarial training and a local and global model
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ensemble strategy to significantly improve the system’s robustness and perfor-
mance. Experimental results show the effectiveness of our proposed method, and
our system achieved first place in track 1 of the NLPCC 2023 Shared Task 9.
The effective UFP system demonstrates its applicability to dialogue evaluation
tasks. Moreover, it can be further extended to encompass various query-reply
matching tasks, facilitating the retrieval or generation of highly scored replies to
meet user requirements.

In the future, we will focus on mining the differences between replies with
different scores to the same query, to efficiently utilize user feedback as a super-
visory signal for designing models that are better suited for dialogue evaluation
tasks.
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Abstract. Dialogue generation task is one of the popular research top-
ics in the field of natural language processing. However, how to improve
the quality of model generated responses with the user feedback in the
dialogue generation task is still one of the difficulties in the research.
In this paper, we propose a dialogue generation method based on user
feedback by modeling the likeability of user feedback and optimizing the
model by using Reinforcement Learning from Human Feedback (RLHF)
techniques to generate more likeable responses to users. We also intro-
duce commonsense inference to help the model better understand the
knowledge context and user intent. Finally, we used contrastive search
in the decoding stage to make the generated responses more diverse. To
verify the effectiveness of the model, we conducted some experiments and
compared our model with the baseline models. The experiment results
show that our approach outperforms the baseline models in terms of
automatic evaluation. The final evaluation results show that our model
ranks 2nd in the NLPCC 2023 Shared Task 9 Track 2.

Keywords: Dialogue Generation · User Feedback · RLHF ·
Commonsense Inference · Contrastive Search

1 Introduction

Currently, human-machine dialogue systems have been widely used in many
application areas, such as intelligent customer service and education. These
applications increasingly require the generation of natural, fluent, personalized
and diverse dialogues to improve user satisfaction. In addition, in the field of
natural language processing, many researchers have invested a lot of time and
work in trying to find a better way to implement dialogue generation tasks.

Among the dialogue generation techniques, the dialogue generation task of
user feedback is an important application scenario, and the core of this task is
how to generate natural, fluent and diverse dialogue responses based on user
input and feedback. Currently, many researchers in this area have proposed
various approaches for this task, forming a series of alternative development

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 376–387, 2023.
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directions. Jaques et al. [1] propose a reinforcement learning multi-domain dia-
logue generation method based on user feedback to improve the generalization
ability of the model. Gao et al. [2] use feedback data from social media to build
a large-scale feedback prediction training dataset. To mitigate possible distor-
tions between feedback and engagement, they transform the ranking problem
into a comparison of response pairs involving a small number of confounding
factors. Zhang et al. [3] explore the use of explicit and implicit steering-level
user feedback to improve multiaction dialogue strategy learning, and the his-
torical predictions of these feedbacks are cost effective to collect and faithful to
real-world scenarios.

However, these approaches face certain challenges when dealing with user
feedback to generate dialogue responses. User feedback data is not always accu-
rate and difficult to normalize and preprocess [4]. For example, some users may
provide only vague feedback without providing enough information. In this case,
the model may not be able to understand the true intent of the user and thus fail
to generate targeted responses. Therefore, it is worth exploring how to make use
of the information hidden in user feedback to better generate dialogue responses.
In addition, the approaches represented by generative models often have prob-
lems such as repetitive or incoherent responses.

In practical applications, it should often be centered on the user and contin-
uously adjusted and optimized through user feedback, a process that provides
useful references for improving the quality of generated responses. Based on this,
we propose a dialogue generation method based on user feedback, which gener-
ates more likable responses by modeling the likability of user feedback and opti-
mizing the model using Reinforcement Learning from Human Feedback (RLHF)
techniques. At the same time, we introduce commonsense inference to help the
model better understand the knowledge background and user intent. Finally, we
use contrastive search in the decoding stage to make the generated responses
more diverse. This approach can be adaptively adjusted and optimized based on
user feedback, thus improving the quality of the model generated responses.

Our contributions are as follows:

• We propose a user feedback based dialogue generation method to improve the
quality of automatically generated responses. We combine the RLHF app-
roach to build a user feedback-based response generation model to optimize
and adapt the quality of response generation.

• We introduce commonsense inference techniques into dialogue generation to
better understand and interpret user intent through commonsense knowledge.
Commonsense inference techniques can be used to model and analyze the
state of the dialogue generation model to better understand the context,
distinguish between different language styles, and more accurately match user
intent with response sentences.

• We combine the decoding method of contrastive search to generate more
diverse and fluent dialogue responses, improving the utility of the model. The
experiment results show that our approach outperforms the baseline models
in terms of automatic evaluation. Our model achieves 2nd in the NLPCC
2023 Shared Task 9 Track 2.
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2 Related Work

2.1 Dialogue Generation

In recent years, dialogue generation methods based on pretrained models have
gradually become the mainstream approaches in dialogue generation techniques.
Such approaches are usually based on pretrained language models, which are
optimized by fine tuning and other means to achieve the generative capability
of dialogue systems. Dialogue generation methods based on pretrained models
are usually implemented using the Encoder-Decoder structure, which converts
dialogue history into a context vector representation and then generates dialogue
responses by Decoder. However, this approach has some problems in generating
diverse and personalized responses. Because the generation capability of the
model is limited by the pretrained corpus, it may lead to generated responses
that do not match the real needs of users and actual situations [5].

2.2 Dialogue Based on User Feedback

Model optimization using user feedback has become an effective approach in
dialogue generation systems. Among them, RLHF is a widely used technique
nowadays. Researchers record the readability, trustworthiness and relevance val-
ues of the responses. These values are then used as a reward signal to optimize the
final responses, thus improving the quality of the responses [6]. RLHF can effec-
tively use human dialogue information for optimization of the model, greatly
improving the effectiveness of dialogue generation. Wu et al. use fine-grained
human feedback as an explicit training signal [7]. They introduced fine-grained
RLHF that can train and learn from fine-grained reward functions and integrate
multiple reward models associated with different feedback types. Different from
previous works, we use human liked scores and diversity scores as a combined
reward to generate more likeable responses to users.

2.3 Commonsense Inference in Dialogue

Commonsense inference is a new technique that has been applied to the field
of natural language processing in recent years. Commonsense inference models
can understand natural language and provide commonsense explanations and
relevant information using external knowledge bases [8] to better address the
ambiguity and uncertainty of models in the dialogue generation process. Com-
monsense reasoning techniques can cope with complex scenarios brought about
by dialogue environments, user speech, and other factors, enabling dialogue gen-
eration systems to better understand and answer user questions. Bosselut et al.
[9] hypothesized that an important step in automatic commonsense completion
is to develop generative models of common sense knowledge, and proposed com-
munication Transformer- COMET, learning to use natural language generating
rich and diverse descriptions of commonsense. In this work, we use COMET to
generate commonsense inference sentences to help the model better understand
the knowledge context and user intent.
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3 Methodology

In this paper, we propose a dialogue generation model based on user feedback, as
shown in Fig. 1. The model consists of three main stages: commonsense inference,
RLHF and contrast search decoding. Commonsense inference is responsible for
generating commonsense sentences to better understand the user’s intention;
RLHF is responsible for optimizing the model in response to user feedback; and
contrastive search plays a role in the decoding stage, which enables the model
to generate more diverse and fluent dialogue responses.

Fig. 1. The overall framework of our model.

3.1 Task Definition

The input to this task is a user query X = {x1, x2, x3, . . . , xN} and the output
is an automatically generated response Y = {y1, y2, y3, . . . , yT }, where x and y
are the tokens, and N and T are the corresponding number of tokens. However,
due to the different preferences of each individual, the generated responses may
not meet the expectations of users. To improve the generated responses, this
task introduces human subjective feedback f = {Like,Dislike}, where Like
and Dislike are the user’s like and dislike scores, respectively.
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3.2 Commonsense Inference

Commonsense inference sentences, as implicit information for dialogue genera-
tion tasks, help generate richer and more reasonable dialogue responses. In this
paper, we use COMET-zh1, a BART-based generative language model, to gener-
ate commonsense inference sentences. The model uses the context and external
knowledge from the training data to directly generate natural language com-
monsense inference sentences that conform to the grammar rules.

In the input, we use two special symbols, xIntent and xWant, to represent
the user’s intention and need. Specifically, we represent the user’s intention as
the word following the xIntent symbol and the user’s need as the word following
the xWant symbol [10]. Specifically, we can obtain input of the following form:

X = {x1, x2, . . . , xIntent, xi1 , . . . , xWant, xi2 , . . . , xN} (1)

where xIntent and xWant denote intent and demand symbols, respectively, with
specific positions in the input as i1 and i2, respectively.

Then, we encode the input sentences by using the COMET-zh model to
obtain an implicit representation h, which is then input to a decoder that trans-
forms the implicit representation into a sequence of text vectors to generate
commonsense inference sentences that satisfy the syntactic and semantic rules.
Specifically, say for the input sentence, the COMET-zh model can represent it
as a sequence of high dimensional vectors, i.e. H = {h1, h2, . . . , hn}, where hi

denotes the high dimensional vector representation of the ith position. Then, we
take this vector sequence as the input to the decoder and decode it using autore-
gressive approach. The generated commonsense inference sentences are obtained
by calculating the probability distribution of generating the next word at each
position.

By using the COMET-zh model, we can automatically generate diverse, prob-
lem related commonsense inference sentences for both intentions and needs based
on the user input. The model can be based on commonsense inference to better
understand and interpret user intentions and needs.

3.3 RLHF

To make better use of human feedback, we employ a reinforcement learning with
human feedback (RLHF) based approach to train the dialogue generation model.
Specifically, we use a combination of a reference model and an activation model
using KL divergence to prevent policy bias. Also, we combine a reward model for
diversity scoring and human liked function scoring to update the model using a
Proximal Policy Optimization (PPO) strategy.

Environment. We view the dialogue system as an environment in which our
model receives user input and commonsense inference and then outputs the

1 https://huggingface.co/svjack/comet-atomic-zh.

https://huggingface.co/svjack/comet-atomic-zh
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appropriate responses. Specifically, our model engages in dialogue with humans,
and it needs to be able to predict appropriate responses while the user is
inputting questions [11]. The state s of this environment can be represented
as a tuple (X,Y ), where X denotes the user’s input and Y denotes the current
response.

PPO. We use a PPO based policy optimization algorithm to train our dialogue
generation model. Specifically, we use a combination of a reference model and an
activation model. The reference model does not perform parameter updates when
the policy is updated and is used as a reference for the policy. The activation
model performs parameter updates using the PPO algorithm and is used for the
actual policy generation. The DialoGPT model is chosen for both the reference
model and the activation model.

For the reference and activation models, we use the KL divergence to measure
the similarity between them. Specifically, we can define the KL divergence as:

DKL(πref (·|s)||π(·|s)) = Ea∼πref (·|s)

[
log

πref (a|s)
π(a|s)

]
(2)

where πref (·|s) denotes the policy distribution of the reference model and π(·|s)
denotes the policy distribution of the activation model. We use KL scatter to
prevent the activation model from excessively deviating from the reference model
and to make the policy update more robust.

In the strategy update phase, we update the strategy distribution of the
activation model using the PPO algorithm [12], which is a strategy gradient-
based algorithm that updates the strategy by applying the calculated superiority
ratio to the inferiority ratio. Specifically, we can use the objective function of
PPO expressed as:

Lclip
θ (θ̃) = Et

[
min

(
rt(θ)Ât(θ, θ̃), clip(rt(θ), 1 − epsilon, 1 + ε)Ât(θ, θ̃)

)]
(3)

where θ̃ denotes the old model parameters, and Ât(θ, θ̃) denotes the superiority
estimates generated using the current policy θ and the old policy θ̃ at time step t,
comparing the superiority using the truncation function clip for restriction. rt(θ)
is the reward function that represents the degree of superiority or inferiority of
the responses generated by the model under the current strategy.

Reward Model. In the reward model, we introduce a diversity scoring and
a human like function scoring for evaluating the responses generated by the
model. Specifically, we set a combined reward R, which can be expressed as a
linear combination of diversity scoring and human liked function scoring:

R(s, a) = αDs(a) + βHs(a) (4)

where Ds(a) denotes the diversity score between the model generated response
a and the previously generated response, and Hs(a) denotes how much humans
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like the response. α and β are hyperparameters that balance the contribution of
the two scoring scores.

Specifically, the diversity score is calculated using word vectors and cosine
similarity for measuring the similarity between different responses. We also intro-
duce human liked scoring for measuring how close the model-generated responses
are to natural human language interactions. Specifically, we denote the human
liked function as Hs(a), where s denotes the current state and a denotes the
model generated responses. The function uses human preference feedback, which
determines the score of each response and thus guides the learning of the model.

During model training, we continuously iterate the training using a policy
optimization algorithm to continuously update the model’s policy. Specifically,
we use the PPO algorithm to update the policy parameters and update the
model’s response policy based on the combined reward R defined in the reward
model to optimize the model’s output.

3.4 Contrastive Search

Contrastive search decoding [13] is an emerging technique for text generation.
It improves the quality of text generation by comparing the text sequences gen-
erated by different generation algorithms and filtering out the optimal results.
In this model, we employ a contrastive search decoding technique to optimize
the DialoGPT model as a reinforcement learning activation model in order to
improve the quality and diversity of its dialogue generation.

Specifically, we used a combination of beam search and forced search for
contrast search decoding. First, multiple alternative text sequences are generated
using beam search, and then the optimal sequence is selected as the final output
using the forced search method. Among them, the specific implementation of
beam search and forced search can be expressed using the following equation:

x
(k)
t = arg max

x∈V

(
log p(x|x(k)

0 , . . . , x
(k)
t ) + λ

1
t

t∑
i=1

log p(x(k)
i |x(k)

0 , . . . , x
(k)
t )

)
(5)

where x
(k)
t denotes the word selected at time step t for the kth alternative text

sequence. V denotes the set of all alternative words. p(x|x(k)
0 , . . . , x

(k)
t ) is the

probability distribution for computing the generated word x in the DialoGPT
model. λ is the regularization factor to balance language fluency and diversity,
which is regularized here by adding an N-gram language model.

4 Experiments

4.1 Dataset Description

We use the dataset published by NLPCC 2023 Shared Task 9 to evaluate the
performance of our approach. The dataset collects user dialogue data from a real
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online dialogue system and stores all information during the dialogue, includ-
ing user input and system responses, as well as feedback given by the user.
The conversation data is labeled according to the user feedback, and each sys-
tem response is marked with a “like” or “dislike” score. The data were then
divided into training, validation and test sets in the ratio of 8:1:1 for training
and evaluation of the deep learning models. Table 1 shows the number of sen-
tences, responses, and average likes and dislikes for the train set, test set, and
validation set, respectively.

Table 1. Statistics of NLPCC 2023 Shared Task 9 dataset.

Type Query Average Reply Avg Like per Reply Avg Dislike per Reply

train 16000 3.14 16.15 8.42

dev 2000 3.07 19.84 9.41

test 2000 3.16 30.57 12.19

4.2 Experimental Settings

We use the Adamw optimizer with a learning rate of 1e−5. The batch size is 16
and the number of training epochs is 25. We save checkpoints in each epoch and
select the best checkpoint based on the performance of the validation set. We
use the Pytorch deep learning framework to implement the model and train the
model on two NVIDIA GeForce RTX 3090 GPUs.

4.3 Evaluation Metrics

We use the following automatic evaluation metrics to evaluate the performance
of our model:

1. PPL: PPL (Perplexity) is a common metric used in language models. It is
calculated by calculating the probability of each word for a given test data
and using their geometric mean as the perplexity of the test set.

2. Dist-1/2: Dist-1/2 is a metric that measures the degree of similarity between
model generation and reference responses. It is a metric based on edit dis-
tance and scores high if the generated responses are similar to the reference
responses.

3. BLEU: BLEU is a commonly used conversation generation evaluation metric
that can be used to evaluate the similarity between the generated responses
and the reference responses. BLEU calculates a score by comparing the n-
grams that appear in the reference responses with the n-grams that appear
in the model-generated responses. It can consider several n-grams of different
lengths simultaneously.
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4.4 Baselines

To evaluate the performance of the model on these automatic evaluation metrics,
four baselines were selected for comparison:

1. BART-Chinese: BART [14] is a Transformer-based sequence-to-sequence
generation model, and BART-Chinese is a pre-trained model on Chinese cor-
pus, which shows good generative power and naturalness in Chinese dialogue
generation task.

2. CDial-GPT2: CDial-GPT2 [15] is a Chinese dialogue generation model
based on GPT2 training. It uses open domain dialogue data for pretraining
and performs well in a singleturn dialogue generation task, while obtaining
good scores in both automatic and human evaluations.

3. EVA2.0: EVA2.0 [16] is a proposed model for dialogue generation tasks in
Chinese contexts. It uses a multi-knowledge source information fusion tech-
nique based on dynamic knowledge graphs to fuse the extracted multi-source
information to achieve more accurate answer generation.

4. SimCTG: SimCTG is a Chinese GPT-2 language model trained on the
LCCC dataset and used for decoding by contrastive search. It is able to
generate texts with more diversity and avoid generating repetitive responses.

4.5 Automatic Evaluation

Table 2 summarizes the results of our experiments for all models. The table shows
the scores of each model on each metric, and the highest score for each metric
is shown in bolded font.

Table 2. The automatic evaluation results.

Model PPL D-1 D-2 B-1 B-2 B-3 B-4

BART-Chinese 86.89 1.82 10.56 0.0918 0.1051 0.0911 0.0974

CDial-GPT2 45.90 2.55 11.29 0.1481 0.1502 0.1466 0.1396

EVA2.0 32.71 2.97 13.57 0.1828 0.1791 0.1844 0.1750

SimCTG 35.66 3.44 13.10 0.1677 0.1672 0.1608 0.1657

Ours 27.12 3.72 15.54 0.1898 0.1879 0.1748 0.1776

As can be seen from the table, our model performs the best on almost all
metrics, especially in terms of Dist-2 and BLEU-2 scores. Our model scored 15.54
on Dist-2, which is much higher than the other models. In addition, our model
scored the highest in BLEU-2 score (0.1879), while the other models scored
between 0.105 and 0.179. The remarkable improvements increase on all metrics,
which indicate the effectiveness of RLHF and commonsense inference, as well as
contrastive search.
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4.6 Ablation Study

We conducted an ablation study to verify the efficiency of each component of our
model. Specifically, we designed three variants of our model: (1) w/o Comm: the
commonsense inference knowledge component was removed and the input to the
model was only user queries; (2) w/o RLHF: the reinforcement learning optimiza-
tion model component was removed and the model was fine-tuned for training; (3)
w/o Contr: the contrastive search component was removed and the top-p decoding
approach was used. The results in Table 3 present that each component is bene-
ficial to the final performance, which suggest commonsense inference knowledges
are necessary for understanding the knowledge context and user intent. Further-
more, RLHF makes a contribution to the overall performance, which demonstrates
RLHF can optimize and adapt the quality of response generation.

Table 3. The ablation study results.

Model PPL D-1 D-2 B-1 B-2 B-3 B-4

Ours 27.12 3.72 15.54 0.1898 0.1879 0.1748 0.1776

w/o Comm 29.51 3.54 14.19 0.1864 0.1821 0.1716 0.1748

w/o RLHF 29.83 3.29 13.97 0.1878 0.1841 0.1805 0.1737

w/o Contr 31.66 2.96 13.16 0.1779 0.1823 0.1728 0.1701

4.7 Online Evaluation

To better evaluate the performance of each model, the evaluation was also con-
ducted by online evaluation. According to the task evaluation description, eight
researchers with relevant experience were invited to evaluate how much each
model was liked in the generated responses. A sample of 500 tests from the test
set was selected for this evaluation. For each dialogue, each researcher evaluated
the responses generated by each model separately and gave a score from 0 to
2, with a score of 2 indicating that the generated responses were very liked and
a score of 0 indicating that the generated responses were very unliked. Table 4
shows the average score for each model on the manually evaluated metrics.

Table 4. The online evaluation results.

Model Score

rank 1 1.656

rank 2 (Ours) 1.562

rank 3 1.409

rank 4 1.388

rank 5 1.214

rank 6 1.202
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As can be seen from the Table 4, our model achieved the 2nd highest overall
score (1.562) in the online evaluation, showing that our model is able to generate
diverse, high-quality and liked responses from users.

5 Conclusions

In this paper, we propose a user feedback based dialogue generation method to
improve the quality of machine generated automatic responses. First, we intro-
duce the Reinforcement Learning from Human Feedback (RLHF) technique to
improve the performance of the model in dialogue generation by including user
feedback as part of the optimization objective function. Second, we used the
commonsense inference technique to introduce knowledge inference into the dia-
logue model to improve the comprehension and response accuracy of the model.
Finally, we use the decoding method of contrastive search to make the responses
generation more diverse. The results of automatic evaluation experiments show
that our approach outperforms the baseline model in terms of the quality and
fluency of generated responses. Finally, our model received the 2nd place in
NLPCC 2023 Shared Task 9 Track 2.
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Abstract. This paper presents an overview of user feedback prediction
and response generation in the NLPCC 2023 shared task. We focus on
how to utilize feedback data of user likes and dislikes to guide conver-
sation response generation. The goal of this task is to predict accurate
user preference and improve response quality to increase user likes. Par-
ticipants need to integrate preference information into their models to
generate responses that align with the user needs. In this paper, we
summarize the key components of this task, including task description,
dataset, evaluation metrics, participant methods, and final results. We
also highlight the potential applications of incorporating like and dislike
data in conversation generation.

Keywords: Conversation generation · User feedback · Response
quality

1 Introduction

Recently, open-domain conversational AI systems have found wide-ranging appli-
cations. These applications increasingly demand the generation of fluent, per-
sonalized, and diverse conversations to enhance user satisfaction [1,2]. Among
these conversation generation techniques, user feedback prediction and response
generation stands out as a crucial application scenario. Firstly, assessing user
preference accurately from a conversation is a crucial step in conversation sys-
tems, requiring the system to comprehend user intent and recognize which reply
is more likely to be well-received by the user given a particular query [3]. Fur-
thermore, improving the quality of generated responses based on user feedback
is another core step in conversation systems. After receiving a user query, the
system’s primary objective is to produce responses that align as closely as pos-
sible with the user’s preferences and needs, thereby enhancing the overall user
experience and satisfaction [4,5].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 388–395, 2023.
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Online conversation systems typically include a user feedback mechanism,
such as like and dislike buttons, which allow users to express their satisfaction
or dissatisfaction with the response they receive. This feedback signal not only
represents the user’s vote on the quality of the response, but also reflects their
preferences. Therefore, it is important to explore how this signal can be leveraged
to enhance the quality of the conversation system.

In this paper, we construct a new online conversation dataset for the task of
user feedback prediction and response generation, which contains two tracks:

– Track 1: Prediction of likes and dislikes: Given a (query, reply) pair, predict
the probabilities of likes, dislikes.

– Track 2: Conversation generation based on likes and dislikes: Incorporate like
and dislike data into conversation generation to improve response quality and
obtain high likes.

Teams are allowed to participate in one or multiple tracks. Eventually, 25 teams
registered, 8 teams submitted Track 1 results, and 6 teams submitted Track 2
results. We separately describe the task and the dataset of each track in Sect. 3
and 4, and analyze the submission results in detail in Sect. 5.

2 Related Work

Predicting user feedback has gained significant attention due to its relevance
in user satisfaction and conversation system improvement. Traditional meth-
ods use supervised learning techniques and feature engineering to capture the
contextual information. However, these methods may lack the ability to cap-
ture complex patterns in user feedback [6]. Recently, deep learning techniques,
such as recurrent neural networks [7] and attention mechanisms [8], have been
applied to better capture contextual dependencies. Additionally, the integration
of pre-trained language models like BERT [9] has shown promising results in
understanding user preference using feedback information.

Generating contextually appropriate and engaging responses is also a key
component of conversational AI systems. Early research in this field involved
statistical language models like n-grams and sequence-to-sequence models,
which struggled with long-range dependencies and fluency issues [10]. Recent
advancements in natural language generation have been largely driven by the
Transformer-based model architecture, which have proven to be highly effec-
tive in response generation tasks, enabling self-attention mechanisms to capture
global context and produce coherent and contextually relevant responses [8]. To
incorporate user feedback into response generation, researchers have explored
various methods. Reinforcement learning has emerged as an effective technique
for response generation based on user feedback [11]. The model first generates a
response and then receives reward signals based on how well the response aligns
with user feedback. It enables the system to learn from user interactions and iter-
atively improve the generated responses, increasing the likelihood of generating
satisfactory replies [12].
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3 Task Description

The competition aims to improve the quality of replies and get more likes by
incorporating like and dislike data into conversation generation. As dialogue
systems evolve, it becomes crucial to fine-tune the generated responses taking
into account user preferences. This competition asks contestants to use like and
dislike data and incorporate it into dialogue generation models to generate more
user-friendly responses.

3.1 Track 1: Prediction of Likes and Dislikes

In the online conversation system, for a user query qi, there are multiple replies
ri1, ri2, · · · , ri,ni

can be collected. Meanwhile, for each reply rik, a user will
choose to click “like” or “dislike” as feedback on whether the reply is satisfac-
tory. Therefore, the goal of the user feedback prediction task is to predict the
Bernoulli distribution of clicking likes or dislikes. In other words, given each
query-reply pair (qi, rik), the probability pik ∈ [0, 1] of clicking “like” is mainly
to be estimated.

3.2 Track 2: Conversation Generation Based on Likes and Dislikes

The dataset consists of rows where each row represents a user query directed
towards the dialogue chatbot. These queries serve as explicit expressions of users’
questions, requests, or concerns during their interactions with the system. Par-
ticipants are required to submit their results with the same number of rows as
the test dataset. Each row should contain the reply results corresponding to the
query.

Participants are expected to utilize the provided data from track 1 to fine-
tune their dialogue models and generate responses that are more likely to be well-
received by users. To assess the popularity or likability of the generated replies,
multiple reviewers or assessors will be gathered. They will evaluate and assign
a favorability score to each response. This evaluation process aims to capture
the overall user satisfaction and identify responses that resonate positively with
users.

4 Dataset Description

The dataset is collected from Xiao Ai’s log. Since it is based on real user feedback,
it can objectively reflect the user preference for the system replies. We eliminated
a large number of queries with unclear semantics, and retained the queries with
sufficient user feedback. We finally randomly selected 20,000 cases as the data of
Track 1, and split them into training/validation/test set according to the ratio
of 8:1:1. We additionally extracted 500 unique conversation cases as the test set
of Track 2.
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We expect that the participants can grasp the user preferences in the con-
versation data in Track 1, and complete the task of user preference prediction.
Based on the above results, the dialogue system is required to make more accu-
rate replies to meet the needs of users.

Fig. 1. An example of multiple replies and their corresponding likes and dislikes based
on a given query.

5 Results

5.1 Evaluation Metrics

The overview statistics of the dataset are presented in Table 1. A query sentence
may have multiple replies, and a query-reply pair is considered as a single sample.



392 H. Teng et al.

Table 1. Data statistics.

Type Query # Average Reply # Avg Like # per Reply Avg Dislike # per Reply

train 16,000 3.14 16.15 8.42

dev 2,000 3.07 19.84 9.41

test 2,000 3.16 30.57 12.19

In Track 1, participants are required to provide a preference ratio for each
sample in the test set. In order to evaluate the difference between the predicted
distribution and the ground truth distribution, we use the KL-Score as a metric
to assess the participants’ performance. The formulas for computing the KL-
Score are:

Score1 = gold × log(gold) + (1 − gold) × log(1 − gold)
Score2 = gold × log(pred) + (1 − gold) × log(1 − pred)

KL − Score =
1

1 + Score1 − Score2

where gold is the gold value and pred is the predicted value. The KL-Score
measures the similarity between the gold value and the prediction in the given
task.

For track 2, the evaluation is performed using manual assessment to achieve
a better evaluation of each model’s performance. The evaluation is conducted
through an online assessment method to ensure accuracy and consistency. Eight
researchers with relevant experience were invited to assess the popularity of gen-
erated responses for each model. A set of 500 test samples was selected from the
test dataset for this evaluation. For each dialogue, each researcher individually
evaluated the responses generated by each model and assigned a score ranging
from 0 to 2, where 2 indicated a highly popular response and 0 indicated a highly
unpopular response.

Then, the average score of all replies for each query is calculated, and the
final result is the average score across all queries.

5.2 Participants

A total of 9 teams participated in this shared task and we received over 50
submissions. In addition to the final submission, we require up to one submission
per day and publish test results to help participating teams improve the system.
We provide leaderboards for both tracks in Tables 2 and 3 for a comprehensive
overview of the submissions. We rank participants based on the highest scores
in their submissions. Overall, the number and quality of submissions during
the testing process has increased. In addition, most participants achieved better
grades in their latest submissions than in previous submissions.
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5.3 Main Results

The full score of track 1 is 100 points. The best team in track 1 has a score of
92.13. There is not much difference between the top two scores, while the other
teams still have a lot of room for improvement. The full score of track 2 is 2
points. The best team in track 2 scored 1.656. Due to the use of ChatGPT, the
score was higher than other teams. The second-placed team scored 1.562, which
is based on the open source model. Based on the introduction of reinforcement
learning and other technologies.

In track 1, where the maximum score is 100 points, the top-performing team
achieved an impressive score of 92.13. The margin between the scores of the top
two teams is minimal, indicating their close competition. However, there is still
substantial room for improvement among the remaining teams.

Table 2. Track 1 Team Leaderboard.

Rank Team Score

1 师弟师妹带带我 92.13

2 dunnlp 92.00

3 zut 91.73

4 YNU-HPCC 91.63

5 HTDZNLP 91.4

6 666 91.24

7 Tryourbest classification 90.94

8 little spice 90.72

In track 2, the highest possible score is 2 points. The leading team in track
2 achieved an impressive score of 1.656, thanks to their utilization of Chat-
GPT. This team had a significant advantage over other participants. The second-
ranked team earned a score of 1.562 by implementing advanced techniques like
reinforcement learning in addition to leveraging open-source models.

Table 3. Track 2 Team Leaderboard.

Rank Team Score

1 YNU-HPCC 1.656

2 Devs 1.562

3 little spice 1.409

4 666 1.388

5 ZUT 1.214

6 HTDZNLP 1.202
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6 Conclusion

In this paper, we provide a comprehensive overview of NLPCC2023 Shared Task
9: User Feedback Prediction and Response Generation. Evaluating the quality
of a chatbot is a challenging task, and the traditional binary evaluation using
0 and 1 has several limitations. In this shared task, we constructed a dataset
with likes and dislikes based on the logs of XiaoAi, a leading chatbot in China.
The real data labels derived from XiaoAi’s interactions offer valuable insights
for research purposes. We received experimental results from 9 participating
teams, and we will review the reports of the top-performing teams and summa-
rize the strengths of each system. Excellent reports showcased the utilization of
advanced techniques such as model fusion, Projected Gradient Descent, and rein-
forcement learning. These attempts indicate that there is still significant room
for improvement in the systems of this task. We encourage further research on
how to effectively utilize human feedback.
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Abstract. This paper introduces the experimental schemes of Team
HLT-base for the NLPCC-2023-Shared-Task-10 Learn to Watch TV:
Multimodal Dialogue Understanding and Response Prediction (MDUG)
competition. In this paper, we focus on two subtasks of multimodal dia-
logue understanding: the dialogue scene identification task and the dia-
logue session identification task. To solve these subtasks, we propose a
simple and efficient multimodal framework, where two points are taken
into account: i.e., modeling the interaction of different utterances and
effectively fusing the information of different modalities. For the for-
mer, we concatenate all utterances into a single sentence and feed it into
the pre-trained model; for the latter, we use a transformer layer to fuse
the multimodal features. Extensive experiments show that our proposed
framework achieves state-of-the-art (SOTA) performance compared with
other competitive methods, and ranks 1st in both subtasks (i.e., track1:
dialogue scene identification and track2: dialogue session identification)
in the MDUG competition.

Keywords: Multimoal dialogue understand · Sequence labeling

1 Introduction

Dialogue understanding [9,22] is a fundamental task in natural language process-
ing that aims to extract semantic information from natural language utterances
in a dialogue context. Dialogue understanding can enable various applications
such as dialogue systems [2,20], question answering [7,12], information retrieval
[3,15], and summarization [5]. However, most of the existing research on dialogue
understanding focuses on the textual modality, ignoring the rich information that
can be conveyed by other modalities such as speech, vision, and gesture. Multi-
modal dialogue understanding [13,27] is an emerging research area that aims to
leverage multimodal information to enhance dialogue understanding and enable
new applications that require multimodal interaction. For example, [1] extends
the visual question answering task to a dialogue setting and applies the multi-
turn video question answering dataset (i.e., AVSD), which is constructed from
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 399–411, 2023.
https://doi.org/10.1007/978-3-031-44699-3_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44699-3_36&domain=pdf
https://doi.org/10.1007/978-3-031-44699-3_36
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the human activity dataset. However, existing studies are not suitable for open-
domain conversations and real scenes due to the short duration and single content
feature of the video question answering dataset.

To solve these challenges, NLPCC-2022-Shared-Task-10 designs the Multi-
modal Dialogue Understanding and Generation (MDUG) competition, which
constructs a large-scale multi-modal dialogue dataset based on 1859 TV episodes
to facilitate open-domain multimodal dialogue understanding. Moreover, for long
video understanding, this completion proposes two fundamental subtasks: mul-
timodal dialogue scene identification task and multimodal dialogue session iden-
tification task. Specifically, the former aims to detect the boundaries of dialogue
scenes in movies and TV series, which are viewed as the minimal semantic units
of a video. The latter aims to detect the boundaries of dialogue sessions. The
difference is that session topic shift at the discourse level is a common phe-
nomenon in dialogue scenes, which means that there may be multiple sessions
in one dialogue scene.

However, there are two problems while solving these tasks: (i) Each sample
contains multiple utterances. Thus, we first require seeking ways to model the
interaction of different utterances. (ii) Due to the multimodal nature of these
two tasks, effectively fusing the information of different modalities is another
problem. In this paper, we propose a simple and efficient multimodal framework
that tackles both problems. For the former, we concatenate all utterances into
a single sentence and feed it into the pre-trained model; for the latter, we use
a transformer layer to fuse the multimodal features. Finally, we apply the fused
multimodal features to accomplish the multimodal dialogue understanding task.
Extensive experiments show that our proposed framework achieves state-of-the-
art (SOTA) performance compared with other competitive methods, and ranks
1st in both subtasks (i.e., track1: dialogue scene identification task and track2:
dialogue session identification task) in the MDUG competition. The main con-
tributions of this paper are summarized as follows:

– We formulate the multimodal understanding task as the sequence labeling
task and utilize the same framework to complete these two tasks by addressing
two related problems (i.e., modeling the interaction of different utterances and
effectively fusing the information of different modalities).

– The proposed framework outperforms other competitive methods and
achieves SOTA performance, as evidenced by extensive experimental results.

2 Related Work

2.1 Multimodal Dialogue Scene Identification

Multimodal Dialogue Scene Identification is the task of detecting the bound-
aries of dialogue scenes in movies and TV series. A dialogue scene is a con-
tinuous sequence of utterances that occur in the same spatial and temporal
context. This task is a crucial component of multimodal dialogue understand-
ing, which aims to develop open-domain dialogue systems that can utilize visual
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and textual information from long videos. By segmenting the videos into mean-
ingful units, this task can facilitate dialogue analysis and response generation,
as well as video retrieval and summarization. [10] first constructs a large-scale
movie understanding dataset MovieNet, which contains 1,100 movies and 42 K
scene boundaries annotations. Based on this dataset, some supervised learning-
based methods [10,14] achieve great success in the video scene segmentation
task. Moreover, [23] proposed an effective Self-Supervised Learning framework
to learn better shot representations from unlabeled long-term videos. However,
MovieNet is annotated from sequences of shots that are extracted by [16], which
results in coarse shot boundaries and imprecise scene labels. To address this
shortage, [21] build a large-scale multimodal dialogue dataset based on 1859
TV episodes and manually annotated the dialogue scene boundaries to facilitate
open-domain multimodal dialogue understanding.

2.2 Multimodal Dialogue Session Identification

Topic shift at the discourse level is a common phenomenon in dialogue scenes,
which makes the dialogue context rather important for dialogue understanding.
In recent years, there has been a lot of work [24,26] on the task of dialogue topic
segmentation, which aims to divide the dialogue into topically coherent segments.
Some existing works treat dialogue topic segmentation as a topic-tracking prob-
lem [11,19]. However, these methods are impractical for open-domain dialogue,
as it requires a list of pre-defined categories that cover different topics. Therefore,
to overcome this limitation, [21] formulates dialogue topic segmentation as an
extension of text segmentation [6,25,26] and construct a large-scale multimodal
dialogue dataset with manual annotations of dialogue session boundaries, which
is called the multimodal dialogue session identification task.

3 Task Introduction

3.1 Task Definition

Given a dialogue context T = {t1, t2, ..., tN} and its correlated video clip V =
{v1, v2, ..., vN} as input where N is the length of dialogue, the dialogue scene iden-
tification and dialogue session identification tasks aim to classify each text and
video clip pair {ti, vi} into pre-defined categories (i.e., 0, 1). In this paper, we for-
mulate these two tasks as a sequence labeling task. Let Y = {y1, y2, . . . , yn} be the
correlated sequence labels, yi ∈ Y, and Y is the pre-defined label set (i.e., 0, 1).

The scene label is either 0 or 1, indicating whether the current turn belongs
to the same scene as the previous turn (0) or starts a new scene (1). Similarly,
the session label is either 0 or 1, indicating whether the current turn continues
the same topic as the previous turn (0) or switches to a new topic (1).
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3.2 Evaluation Metric

Dialogue scene identification and dialogue session identification tasks are evalu-
ated using the Accuracy value that is calculated as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
, (1)

where TP represents true positives, FP represents false positives, TN repre-
sents true negatives, and FN represents false negatives. In detail, the dialogue
scene identification task labels the short video that concludes a dialogue scene as
the positive instance. Likewise, the dialogue session identification task labels the
utterance that terminates a dialogue session as the positive instance. Besides,
this competition adopts the F1 scores as an auxiliary metric to prevent the
influence of unbalanced label distribution. The calculation equation is shown as
follows:

Precision =
TP

TP + FP
, (2)

Recall =
TP

TP + FN
, (3)

F1 =
2 × Precision × Recall

Precision + Recall
. (4)

In order to better measure the performance of the model, the competi-
tion applies the average of Accuracy score and F1 score as the final evaluation
indicator.

final result =
1
2
(Accuracy + F1). (5)

4 Methodology

4.1 Overall Architecture

Figure 1 illustrates the overall architecture of our framework for the dialogue
scene identification task and dialogue session identification task, which contain
the three main components: (1) Text representation module, which aims to model
the relationship of different utterances in the entire dialogue and extract each
utterance feature; (2) Image representation module, which aims to obtain the
image feature correlated with the utterances; (3) Multimodal fusing and classi-
fication module, which first utilizes the transformer layer to fuse the text and
image features. Then this module adopts the fused feature to implement the
sequence label (i.e., dialogue scene identification task and dialogue session iden-
tification task).
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Fig. 1. The architecture of our framework on the dialogue scene identification task and
dialogue session identification task

4.2 Text Representation Module

Given a dialogue context T = {t1, t2, ..., tN}, which contains N utterances. To
model the interaction of N utterances, we concatenate them into a sentence.
Specially, we add two special tokens (i.e., [start] and [end]) to distinguish
the different utterances. In addition, due to the nature of the pre-trained lan-
guage model, we keep the first and last tokens as [CLS] and [SEP] respectively.
Compared with using the pre-trained language model to extract the feature of
each utterance, this method better models the relationship between utterances,
which is helpful for scene and session identifications.

S = [[CLS], t1, [end], [start], t2, [end], ..., [start], tN , [SEP]]. (6)

Then, we utilize the pre-trained language model (i.e., Ernie-3.0 [18]) as the
text encoder to map each token into a dw-dimensional embedding. To extract
the feature of each utterance, we apply the one [CLS] and N -1 [start] tokens
as features of N utterances:

Ht = Ernie-3.0(S), (7)

where Ht ∈ R
N×dw is the embedding feature matrix of one [CLS] and N -1

[start]. To unify the dimensions of representations between different modali-
ties, we feed the text representation Ht into a trainable linear projection:

T = Linear(Ht), (8)
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where T = [t1, t2, · · · , tN ], ti ∈ R
dh denotes the hidden state vector of the i-th

token.

4.3 Image Representation Module

Each sample consists of a video clip, which is downsampled to 3 fps during the
dialogue duration. This leads to two problems: (i) one utterance is associated
with multiple images; (ii) a few utterances have no associated image. For the
former, we select the first image only. For the latter, we use the associated image
of the previous utterances. If the first utterance lacks an image, we replace it
with the next image.

After these process, we obtain N images associated with the utterances (i.e.,
V = {v1, v2, ..., vN}). Then, we adopt the ViT model [4] to obtain the represen-
tation of [CLS] token hi to represent the image vi:

hi = ViT(vi), (9)

where hi ∈ R
dv . The representation of the video clip V , which incorporates all

image features, is defined as

Hv = [h1,h2, · · · ,hN ] , (10)

where N is the number of images. To reduce memory usage and run time, we save
the Hv feature, which means we do not fine-tune the ViT model. Subsequently,
we employ a trainable linear projection to map Hv to dh-dimensional:

V = Linear(Hv), (11)

where V = [v1,v2, · · · ,vN ], vi ∈ R
dh denotes the hidden state vector of the

i-th video image.

4.4 Multimodal Fusing and Classification Module

We sum the text representation T and image representation V . Then, we apply
a transformer layer to fuse them. Subsequently, we feed the fused feature rep-
resentation into a linear layer to predict the probability distribution of scene
labels or session labels. It is worth noting that dialogue scene identification and
dialogue session identification are using the same framework to solve. Finally,
we apply the cross-entropy loss function to calculate loss Lf:

F = trans(T + V ), (12)

yf = softmax(F · W + b), (13)

Lf = − 1
N

N∑

i=1

yi log
(
yf
i

)
, (14)
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where yi ∈ R
|Y| is the ground truth and |Y| = 2 is the size of the pre-defined

label set. To alleviate the imbalance between these two label types, we utilize
a tag-wise weighting vector to counteract this. During the training phase, we
utilize Lf with a weight factor to train the entire framework.

Table 1. Statistics of MDUG dataset

Split Dialogue clips Utterances Dialogue scenes Dialogue sessions

train 40K 100M 56K 106K

valid 1,955 50K 3,202 6,331

test 666 17K 945 1,802

5 Experiments

5.1 Dataset

The competition dataset consists of 40,006, 1955, and 666 dialogue clips in the
train, valid, and test sets, respectively. The number of utterances in each set
is 1,000,079, 50,032, and 16,749, respectively. The videos and dialogues for this
task are crawled from online American TV series and split into train, valid,
and test sets. Each sample comprises a series of dialogue utterances associated
with the video clip (downsampled to 3fps) during the dialogue duration. Each
clip is converted to the “jpg” format for further modeling. Table 1 shows more
statistics.

5.2 Experimental Settings

For the text feature extraction module, we employ Ernie-3.0-xbase-zh1 [18] model
to embed each token as a 1024-dimensional embedding. For the image feature
extraction module, we utilize vit-base-patch16-2242 [4] to embed each image as
a 768-dimensional embedding. The trainable linear projections map both text
and image features into 1024-dimensional embeddings.

The hyper-parameters of our framework are as follows: the ratio of weight loss
with label 0 to weight loss with label 1 is 1:5 and the number of transformer layers
is 1. In the experiments, we use different learning rate for different modules. For
the text representation module, the learning rate is 1e-5. For the multimodal
fusing and classification module, the learning rate is 6e-5. It is worth noting that
we fix the parameters of the ViT model for the image representation module.
Moreover, to reduce the running time, we only use 5000 data samples for training.
All experiments are conducted as Tesla V100.
1 https://huggingface.co/nghuyong/ernie-3.0-xbase-zh.
2 https://huggingface.co/google/vit-base-patch16-224.

https://huggingface.co/nghuyong/ernie-3.0-xbase-zh
https://huggingface.co/google/vit-base-patch16-224
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Table 2. Performance comparison of the variants methods on MDUG dataset for
subtask 1: dialogue scene identification. We highlight the best score in each column in
bold, and the second-best score with underline

Models Acc (%) P (%) R (%) F1 (%) final result

Random Mode 50.79 6.29 49.71 11.16 30.98

RoFormer-chinese-base [17] (2021) 90.54 26.92 30.33 28.52 59.53

Erlangshen-Longformer-330M [28] (2022) 93.24 16.42 2.11 3.74 48.49

Erlangshen-DeBERTav2-320M [28] (2022) 90.93 26.17 25.14 25.65 58.29

Ours 91.35 30.77 31.19 30.98 61.17

Table 3. Performance comparison of the variants methods on MDUG dataset for
subtask 2: dialogue session identification. We highlight the best score in each column
in bold, and the second-best score with underline

Models Acc(%) P(%) R(%) F1(%) final result

Random Mode 50.57 11.59 48.92 18.75 34.66

RoFormer-chinese-base [17] (2021) 84.75 37.04 44.16 40.29 62.52

Erlangshen-Longformer-330M [28] (2022) 80.93 18.54 18.75 18.64 49.79

Erlangshen-DeBERTav2-320M [28] (2022) 86.69 42.11 30.01 39.96 63.32

Ours 86.50 41.99 41.50 41.74 64.12

5.3 Comparision Models

We utilize different Chinese pre-trained language models to replace the backbone
of our framework as the baseline methods. Since we concatenate all utterances
in the context, the text input length exceeds 512. Therefore, we choose some
pre-trained models that can handle 1024 tokens. The following are the baselines
we use.

– Erlangshen-Longformer-330M3 [28], which adopts an attention mechanism
that scales linearly with sequence length, allowing it to process documents of
thousands of tokens or longer and to handle long sequences of up to 4,096
tokens.

– RoFormer-chinese-base4 [17], which is a BERT-like autoencoding model with
rotary position embeddings that are a type of relative position embeddings
that can handle long sequences without increasing the memory consumption.

– Erlangshen-DeBERTa-v2-320M-Chinese5 [8], which is a natural language pro-
cessing model that improves on BERT and RoBERTa models using two novel
techniques: disentangled attention and enhanced mask decoder.

3 https://huggingface.co/IDEA-CCNL/Erlangshen-Longformer-330M.
4 https://huggingface.co/junnyu/roformer-chinese-base.
5 https://huggingface.co/IDEA-CCNL/Erlangshen-DeBERTa-v2-320M-Chinese.

https://huggingface.co/IDEA-CCNL/Erlangshen-Longformer-330M
https://huggingface.co/junnyu/roformer-chinese-base
https://huggingface.co/IDEA-CCNL/Erlangshen-DeBERTa-v2-320M-Chinese
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5.4 Main Results

We conduct the main experiments on dialogue scene identification and dialogue
session identification tasks, which are shown in Table 2 and 3, respectively. We
compare the performance of pre-trained language models (i.e., RoFormer, Long-
former, and Debertav2) and draw the following conclusions.

Table 4. Ablation Study

Models Acc(%) P(%) R(%) F1(%) final result

dialogue scene identification

Ours 91.35 30.77 31.19 30.98 61.17

w/o image 91.26 26.97 23.70 25.23 58.24

w/o text 90.91 23.37 20.25 21.70 56.30

w/o weighted loss 93.76 48.81 5.95 10.61 52.18

w/o holistic modeling 91.73 25.88 17.66 20.99 56.36

dialogue session identification

Ours 86.50 41.99 41.50 41.74 64.12

w/o image 86.08 40.60 41.96 41.27 63.67

w/o text 81.35 23.99 27.66 25.70 53.53

w/o weighted loss 89.07 61.82 16.34 25.85 57.46

w/o holistic modeling 84.80 34.95 35.35 35.15 59.97

(1) We can find that the random method has an accuracy rate of less than
50%, but a high recall rate. This is because the label distribution of the MDUG
dataset is imbalanced. Due to this imbalance phenomenon, we focus on the F1
metric, which reflects the model capabilities more accurately and affects the final
results more significantly.

(2) Our framework significantly outperformers the other baselines on both
the dialogue scene identification and the dialogue session identification datasets.
For example, in terms of F1, our framework (i.e., Ernie-3.0-xbase-zh) surpasses
RoFormer-chinese-base by 2.46% and 1.45%, Erlangshen-Longformer-330M by
27.24% and 23.10%, and Erlangshen-DeBERTav2-320M by 5.33% and 1.78%
on two datasets, respectively. These show that Ernie-3.0-xbase-zh has a better
ability to model different utterances in context, which may be due to Ernie-3.0-
xbase-zh being a large-scale knowledge-enhanced pre-trained model for language
understanding.

(3) For the poor performance of Erlangshen-Longformer-330M, we consider
that it is caused by the extreme imbalance of labels that prevents the Longformer
from overfitting these datasets, resulting in low recall and F1 scores for the
Longformer.
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5.5 Ablation Study

We also conduct the ablation study for the proposed method, which is presented
in Table 4. The results reveal that our framework achieves the best performance
when combining image and text features, which suggests that both components
are beneficial. Compared with removing image (i.e., w/o image), removing text
(i.e., w/o text) leads to more performance degradation. This shows that the text
is crucial for our framework.

Table 5. Online results on the dialogue scene identification task

Rank Team name Acc(%) F1(%) final result

1 HLT-base 88.70 27.57 58.14

2 noobyj 83.39 21.41 52.40

Table 6. Online results on the dialogue session identification task

Rank Team name Acc(%) F1(%) final result

1 HLT-base 87.24 38.42 62.83

2 noobyj 83.89 24.21 54.05

Furthermore, we perform ablation experiments on weighted loss. In our
framework, we set the weight factor of cross-entropy loss to 1:5 according to
the distribution proportion of labels (i.e., the ratio of weight loss with label 0
to weight loss with label 1 is 1:5). w/o weighted loss sets the weight factor of
cross-entropy loss to 1:1. From the results, we can find that the weight factor
1:5 outperforms the weight factor 1:1 (i.e. w/o weighted loss). This shows that
the weight factor of cross-entropy loss can effectively alleviate the influence of
imbalanced labels.

Moreover, we also conduct experiments on the way of modeling the different
utterances. In our framework, we apply the holistic modeling method, which con-
catenates all utterances into a single sentence and feeds it into the pre-trained
model. w/o holistic modeling applies the pre-trained model to extract the fea-
ture of each utterance. From the results, we observe that holistic modeling sig-
nificantly outperformers single utterance modeling (i.e., w/o holistic modeling).
This is because the latter does not account for the deep modeling of the rela-
tionship between different utterances in context.
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5.6 Online Results

We report the online results of our framework in Table 5 and 6. Our framework
shows a very convincing performance. We achieve first place in both the dialogue
scene identification and the dialogue session identification subtasks, which fully
demonstrates the effectiveness of our framework.

6 Conclusion

In this paper, we mainly propose a simple and efficient framework to achieve
a better multimodal dialogue understanding. The framework simultaneously
solves the multimodal dialogue understanding for track1: dialogue scene identi-
fication and track2: dialogue session identification, where two points are taken
into account (i.e., modeling the interaction of different utterances and fusing the
information of different modalities). As a result, our team wins both subtasks in
this MDUG competition, which demonstrates the effectiveness of the proposed
framework. Moreover, we conduct ablation analysis experiments and find that
each module of our proposal is effective and contributes to the final performance.
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Abstract. In this paper, we present an overview of NLPCC 2023 Shared
Task 10, Multimodal Dialogue Understanding and Response Generation,
which includes four sub-tasks: dialogue scene identification, dialogue ses-
sion identification, dialogue response retrieval, and dialogue response
generation. A bilingual multi-modal dialogue dataset consisting of 100M
utterances was made public for the shared task. This dataset contains
119K dialogue scene boundaries and 62K dialogue session boundaries
annotated manually. This paper presents details of this shared task,
dataset, evaluation metric and evaluation results.

Keywords: multi-modal dialogue · dialogue scene identification ·
dialogue session identification

1 Introduction

Building open-domain dialogue systems [5,30,39,43] has long been an aim of
artificial intelligence. Recently, neural-based open-domain dialog systems are
of growing interest [9,19,33,42,43], most of which are trained on large-scale
datasets to learn a response conditioned on the textual contexts. One emerging
area is multi-modal dialogue system. [6] first extended Visual Question Answer-
ing (VQA) [1,8,22,44] to dialogue setting. In this problem, questions about a
given image are positioned in a multi-turn dialogue where each dialogue turn
is a question-answer pair. [2] introduced a multi-turn video question answer-
ing dataset. Focusing on daily chat, [23,36] proposed an open-domain dialogue
dataset extracted from movies, TV series and their corresponding subtitles.
Thanks to these large-scale corpora, numerous approaches have shown remark-
able performance in building multi-modal dialogue agents [13,16–18,20,37].
However, existing works perform much worse on open-domain dialogue datasets
than QA-style datasets.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14304, pp. 412–419, 2023.
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Compared to images and short videos, movies and TV series contain richer
historical, cultural and regional background knowledge. Besides, these story-
based long videos have more complicated structures. Imagine you are watching
the TV series Friends: In a museum, Ross is chatting with Carol about her
marriage. Suddenly the camera turns and Ross begins to enjoy coffee with his
friends in the Central Perk Cafe. Such a dramatic change of scenes is common in
movies to exhibit a person’s life in a few hours. Therefore, movies and TV series
understanding is much more difficult than homemade video understanding, and
directly using movies or TV series with their corresponding subtitles to train an
open-domain dialogue system may not be the best option. In terms of temporal
structure, movies and TV series are composed of scenes, where each scene is a
sequence of semantically related continuous shots. The shots are captured by a
camera that operates for an uninterrupted period of time, so they are usually
visually continuous. A scene can be viewed as the smallest semantic unit of a
movie.

For the above reasons, video scene segmentation is a fundamental step for
understanding long videos such as movies. There are lots of studies [3,4,10,
25,27–29] about video scene segmentation, most of which adopt unsupervised
approaches such as clustering or dynamic programming. [14] first constructed
a large-scale movie understanding dataset MovieNet, with 318 movies in the
dataset annotated with scene boundaries. Following this work, some supervised
learning-based works [14,26] achieved great progress in video scene segmentation.
However, MovieNet is annotated from sequences of shots that are extracted by
[31], and are not precise enough. Besides, most previous works do not consider
language modality, which is crucial for high-level video understanding.

In a dialogue scene, topic shift at the discourse-level is a common phe-
nomenon. Continuing with the previous example, in the Central Perk Cafe, Ross
talks about almost everything with his friends while the visual background is
always a big orange couch. In such a situation, the dialogue context plays an
important role in dialogue understanding. However, tracking all previous utter-
ances is unnecessary and not feasible, since this consumes large computational
resources and may introduce noise. Therefore capturing related topic-aware clues
at the discourse-level is essential for dialogue understanding.

Dialogue Topic Segmentation (DTS) segments the dialogue into topically
coherent pieces and has attracted lots of attention in recent years. Existing works
regard DTS as a topic-tracking problem [15,34]. However, it is almost impossible
to have a list of pre-defined categories that distinguish different topics in an open-
domain dialogue. Hence, following another line of research, we process the DTS
as an extension of text segmentation [7,11,32,40,41]. Due to the lack of sufficient
annotated corpus, almost all previous work chose to use unsupervised methods.
And recent datasets [41] can not reflect the effectiveness of the proposed methods
due to the lack of a vast variety of dialogue topics.

To solve the above-mentioned challenges, we construct a large-scale multi-
modal dialogue dataset based on 1859 TV episodes. We manually annotated the
dialogue scene and dialogue session boundaries to facilitate open-domain multi-



414 Y. Wang et al.

modal dialogue understanding and generation. Figure 1 shows some examples of
the dataset. In NLPCC 2023 Shared Task 10, 10 teams registered for the shared
task, 3 teams submitted the final results, but one of the 3 teams withdrew its
submissions and report after the submission deadline, so results of the remaining
2 teams are reported.

Fig. 1. Examples from our dataset. Only a few of the most relevant frames are displayed
here. As shown above, the discourse contents in a scene can be vary greatly.

2 Task Description

We divide the multi-modal dialogue understanding and generation task into two
phases: multi-modal context understanding and response generation. Specifically,
in the multi-modal context understanding stage, we need to determine whether
the dialogue topic or the video scene has changed. In the response generation
stage, the ultimate goal is to generate a response that is coherent with the
dialogue context and relevant to the video context. In summary, NLPCC 2023
Shared Task 10 includes four sub-tasks: (1) dialogue scene identification, (2)
dialogue session identification, (3) dialogue response retrieval, and (4) dialogue
response generation. Formally, we denote a multi-modal dialogue clip as (V,U),
where U = {u1, . . . , uN} denotes the dialogue clip with each ui denotes the i-th
dialogue utterance. N is the number of dialogue utterances in a multi-modal
dialogue clip. V = {v1, . . . , vN} serve as a video clip with vi denoting as the i-th
short video paired with ui.

2.1 Dialogue Scene Identification

Following the previous definition of scene [14,26,27], a scene is a semantic unit
where a certain activity takes place among a certain group of characters. The
environment in a scene may change as the story goes on, thus traditional visual-
cue-based approaches can not solve this problem well. Considering this attribute,
we did not formulate a scene as a sequence of shots as in previous work. Instead,
we formulate a dialogue scene as a short video sequence [v1, . . . , vLs

], where Ls
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is the length of a dialogue scene. Then the dialogue scene identification sub-task
can be formulated as a binary classification problem. Specifically, given a multi-
modal dialogue clip (V,U), one is asked to predict a sequence [o1, . . . , oN ], where
oi ∈ {0, 1} denotes whether the i-th short video vi is the start of a new dialogue
scene.

2.2 Dialogue Session Identification

Dialogue session [32], also referred to as dialogue topic [7,40,41], is a topically
related semantic unit in a conversation. Similar to monologue text segmentation,
given a dialogue in the form of a sequence of utterances, one is asked to find the
topic boundaries between utterances. Similar to the dialogue scene identification
sub-task, the i-th utterance ui is annotated with a binary label yi ∈ {0, 1}
indicating whether ui is the start of a new dialogue session.

2.3 Dialogue Response Retrieval

This setting is similar to dialogue response generation in Sect. 2.4, but a list
of 15 candidates are given, and participants need to choose one answer from
the candidates. The candidates are chosen as follows: 1 ground truth answer, 2
utterances from the same clip, 6 utterances from other clips in the same episode,
and 6 utterances from other episodes.

2.4 Dialogue Response Generation

The dialogue response generation sub-task is formulated as follows: given the pre-
vious N − 2 utterances in a dialogue clip C = {u1, . . . , uN−2} with video clip V as
context and the (N −1)-th utterance as query, the goal is to generate the response
uN . In this sub-task, N is set to 5, and all examples in the test set must meet the
following conditions: (1) all N utterances are in the same scene, and (2) the CLIP-
Score [12] of (uN , vN ) is above the average score of all utterances in the dataset. If
you are interested in the full data of the test set, please refer to [38].

3 Dataset Description

We construct the dataset on 335 TV series with 1859 videos in total. Compared
with movies, TV shows contain fewer artistic expressions and monologues. We
carefully selected the TV series to keep the high quality and generality of our
dataset. Specifically, we remove the animations to make the video close to real-life
scenarios. We also screen documents or talk shows that contain a large number
of monologues. In addition, the selected TV series include almost all genres. The
bilingual subtitles come from subtitle groups, thus most of the Chinese subtitles
are human translations. We manually align the TV series with its subtitles.
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To provide a high-quality dataset to support this shared task, we have made
a great effort to manually annotate dialogue scenes and session boundaries. We
segment the TV episode into a sequence of short videos, each short video is
aligned with a dialogue utterance. Annotators watch these short videos to see
if there are scene transitions or session transitions in them. We find that multi-
modal information greatly improves the efficiency of annotators. In the end,
we randomly sampled 5% annotation results of every annotator for validation.
If there are more than 5% boundaries being wrong labeled, all the results of
the annotator are asked to be re-annotated. We repeat this procedure for three
turns. After that, we segment the TV series episode into 90-second clips. As a
result, we got 43K multi-modal dialogue clips, 1.1M utterances, 63K dialogue
scene boundaries, and 119K dialogue session boundaries. We split our dataset to
train:valid:test with 20:1:1. In the test set, sub-task 1&2 and sub-task 3&4 use
different clips to prevent answer leakage. More statistics are shown in Table 1.

Table 1. Statistics of our dataset

Split dialogue clips utterances dialogue scenes dialogue sessions

Training data 40K 1M 56K 106K

Validation data 1,955 50K 3,202 6,331

Test data 1,934 50K 3,284 6,949

4 Results

We report accuracy and F1 for sub-task 1&2, accuracy for sub-task 3, BLEU-4
[24], ROUGE-L [21] and CIDEr [35] for sub-task 4. The overall results are shown
in Table 2.

Results of NLPCC 2022 Shared Task 4 are also listed in Table 2. Note that
these results are only for reference and can not be compared fairly to the results
in NLPCC 2023, as their test sets are different.

Table 2. Evaluation results

Team ID Task 1 Task 2 Task 3 Task 4

Acc F1 Acc F1 Acc Bleu-4 Rouge-L CIDEr

noobyj 0.834 0.214 0.839 0.242 0.314 – – –

TerenceCai 0.887 0.276 0.872 0.384 – – – –

Random 0.508 0.112 0.505 0.188 0.062 0.000 0.000 0.000

Results of NLPCC 2022 Shared Task 4

LingJing 0.939 0.182 0.878 0.289 – – - –

Eastwood – – 0.723 0.398 – – – –
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5 Conclusion

This paper briefly introduces the overview of the NLPCC 2023 Shared Task 10:
Multi-modal Dialogue Understanding and Response Generation. We introduce a
large-scale video-grounded dialogue dataset with detailed annotations. Based on
this dataset we propose four benchmarks for multi-modal dialogue understanding
and generation. We believe our new benchmarks can lead to interesting insights
into designing better multi-modal dialogue systems.
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