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Abstract. Since one entity may have multiple mentions and relations
between entities may stretch across multiple sentences in a document,

the annotation of document-level relation extraction datasets becomes a

challenging task. Many studies have identified that these datasets con-
tain a large number of noisy labels, hindering performance improvement
for the document-level relation extraction task. The previous and most
straightforward method is denoising noisy labeled data from a data anno-
tation perspective. However, this time-consuming approach is not suit-
able for large-scale datasets. In this paper, we propose a novel Positive-
Guided Knowledge Distillation (PGKD) model to address the noisy
labeled data problem for document-level relation extraction. We design
a new teacher-student architecture. The teacher model trained with only
positive samples can partially supervise the student model. The positive-
guided knowledge distillation algorithm transfers the clean positive-class
patterns from the teacher model to the student model. In this way,
the student model trained with all samples can efficiently prevent the
interference of false negative samples. Extensive experiments on Mix-
DocRED demonstrate that PGKD achieves state-of-the-art effectiveness
for document-level relation extraction with noisy labeled data. More-
over, PGKD also surpasses other baselines even on the well-annotated
Re-DocRED.

Keywords: Positive-guided knowledge distillation - Noisy labeled
data - False negative samples -+ Document-level relation extraction
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Relation extraction (RE) comprises a primary branch of information extraction.
It plays a crucial role in extracting structured information from unstructured

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 249-260, 2023.
https://doi.org/10.1007/978-3-031-44693-1_20


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44693-1_20&domain=pdf
https://doi.org/10.1007/978-3-031-44693-1_20

250 D. Zeng et al.

Owned by, Publisher

The Yorkshire Post
The (Yorkshire Postis a daily broadsheet newspaper; published in Leeds in northern England. ... Alongside(The Scotsman
it is one of the-flagship titles owned by ... Its focus on international and national news gives it a wider

focus than that usually associated with a provincial newspaper; editions are available throughout the {United Kingdom)..
Country of origin

Fig.1. A document in the DocRED dataset. New relations between entities are added
by our revising. However, in the previous incomplete DocRED dataset, these triples
are not in the ground truths.

textual data. Early studies focused primarily on the intra-sentence relation set-
ting. Recently, there have been significant efforts on document-level RE, which
deals with multiple mentions for each entity and complex inter-sentence rela-
tions. Consequently, the complexity of data annotation for document-level RE
has increased dramatically. It is nearly impossible to rely completely on man-
ual annotation to obtain large-scale, well-annotated datasets. To overcome this
challenge, existing datasets (e.g., DocRED) employ a recommend-revise annota-
tion scheme. This involves recommending relation triple candidates via distant
supervision and then confirming their correctness through annotators. However,
distant supervision relies on a sparse and incomplete knowledge base, which
causes that human annotations fail to cover all ground-truth relation triples
and suffer a major drawback - noisy labels'. For example, the relation between
“Yorkshire Post” and “United Kingdom”, i.e., “Country of origin”, can be eas-
ily retrieved from the document in Fig. 1, whereas this triple is not included in
DocRED. Current studies [5,8,13] have identified that the noisy labeled data
is a key factor hindering the performance improvement of document-level RE.
Nevertheless, how to resolve this issue has received limited attention.

Recent efforts in addressing noisy labeled data can be divided into two gen-
res. The first and most direct solution is from the standpoint of data annotation.
Huang et al. [8] pointed out the false negative problem? in DocRED, and assigned
two expert annotators to relabel 96 documents from scratch. Subsequently, Tan
et al. [13] adopted a human-in-the-loop approach to iteratively re-annotate 4,053
documents in DocRED. This approach involved reintroducing relation triples
that were initially missed back into the original dataset. However, the complex-
ity of the document-level RE task inevitably increases the difficulty and cost
of producing high-quality benchmark datasets. Another economical solution is
denoising from the model-based perspective. Reinforcement learning [1] and gen-
erative adversarial learning [5] successively solved the noise in the data. Com-
pared with the data annotation solution, this model-based denoising method
produces a smaller workload and higher reusability. Therefore, it is essential to
study the problem of incompletely annotated data from a model perspective.

In this paper, we propose a novel Positive-Guided Knowledge Distillation
(PGKD) model for document-level RE. PGKD is based on a teacher-student
architecture. The student model is partially supervised by the teacher model

! Noisy labels refer to incorrect or inaccurate annotations assigned to the samples.
2 The relation triples are not in the ground truths of the dataset.
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overlooking the NA (no_relation) instances. The proposed model works in a
positive-guided manner. The distillation algorithm transfers the positive-class
patterns to the student model. Although the student model is trained with all
samples, it can avoid the pattern collapse [9] due to the supervision of the teacher
model. Specifically, based on the soft label and prediction of the student model,
we calculate a decoupled knowledge distillation loss. Moreover, the student model
can benefit from a hard loss that enables it to learn the ground truths. Lastly, by
incorporating both the hard loss and the knowledge distillation loss, the student
model can learn from the teacher model’s expertise while refining its own classifi-
cation capabilities. In addition, we construct a new dataset called Mix-DocRED,
consisting of both noisy labeled training data and well-labeled validation data.
The evaluation of PGKD is performed on Mix-DocRED to validate our motiva-
tion. We can summarize our contributions as follows:

— We address the problem of the noisy labeled data in document-level RE from
a model perspective, and design a new teacher-student architecture.

— We innovatively utilize positive samples to train the teacher model to ensure
that the student model can avoid the pattern collapse and mimic the outputs
of the teacher model on the positive classes.

— Experimental results on Mix-DocRED demostrate that PGKD achieves state-
of-the-art performance for document-level relation extraction with noisy
labeled data. Furthermore, PGKD outperforms existing competitive baselines
even on the well-annotated Re-DocRED dataset.

2 Related Work

Document-Level Relation FExtraction. There are two categories of
approaches for document-level RE. On the one hand, researchers construct a
delicately designed document graph [2]. Following this, many studies integrated
similar structural dependencies to model documents. Otherwise, a special rea-
soning network was designed for relation inference [17]. On the other hand, there
are some works [15,20] that attempt to use pre-trained language models directly
for document-level RE without involving graph structure. Xu et al. [15] incor-
porated entity structure dependencies within the Transformer encoding part
and throughout the overall system. Zhou et al. [20] introduced an adaptive-
thresholding loss and a localized context pooling technique. These Transformer-
based approaches are simple but very effective. However, most works were pro-
posed under the assumption that datasets are completely annotated. Recently,
Huang et al. [8] identified the false negative issue in DocRED and re-annotated 96
documents. Moreover, Tan et al. [13] adopted a more efficient semi-manual app-
roach to re-annotate 4,053 documents. Despite their effectiveness, these annota-
tion methods [8,13] are time-consuming and impractical for large-scale datasets.
Therefore, we introduce the positive-guided knowledge distillation approach to
address the problem of noisy labeled data in document-level RE.
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Fig. 2. The overall architecture of PGKD. The left part and the right part represent the
teacher model and the student model, respectively. The part enclosed by the purple
dotted box represents the process of obtaining the target and non-target knowledge
distillation losses.

Knowledge Distillation. Hinton et al. [7] first introduced the concept of
knowledge distillation. Its core idea is to transfer “dark knowledge” of the teacher
model to the student model. Afterwards, Heo et al. [6] skipped redundant infor-
mation that adversely affects the compression of the student model. Mirzadeh et
al. [11] introduced a teacher assistant as an intermediary between teachers and
students. Differing from the above methods, Zhao et al. [19] proposed the new
concept of decoupled knowledge distillation (DKD) which comprises two compo-
nents: target class knowledge distillation (TCKD) and non-target class knowl-
edge distillation (NCKD). TCKD focuses on transferring knowledge related to
the “difficulty” of training samples, whereas NCKD plays a crucial role in the
effectiveness of logit distillation. Recently, Tan et al. [12] attempted to address
the disparity between human-annotated data and distantly supervised data by
knowledge distillation.

3 Problem Formulation

Given a set of n entities {ey,...,e,} in a document D, the goal of the document-
level RE task is to predict all relation types r € RU{no_relation} for each entity
pair (ep, e¢). ep and e; is the head and the tail entities, respectively. R stands for
a collection of predefined relation classes. The setting of this work is to employ
the incompletely labeled training set to train a document-level RE model and
then evalutae this model with a well-annotated test set.
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4 Model Architecture

As shown in Fig. 2, the proposed PGKD model is based on a teacher-student
architecture. Specifically, we first follow Zhou et al. [20] to get the entity pair
embedding with the local contextual representations. Next, we only apply pos-
itive samples to train the teacher model, which allows it to learn complete and
clean positive-class patterns without interference from false negative samples.
For the student model, we utilize all samples as the training data to generate
the predicted results under the assistance of the teacher model and the guidance
of the ground truths.

4.1 Teacher Model

Specifically, we first follow Zhou et al. [20] to obtain an entity pair representa-
tion that incorporates the localized context. The entity pair encoding method
is equally applicable to the teacher model and the student model. Given a doc-
ument D = [hy]L; containing L words, we utilize a special token “*” which is
inserted before and after each mention. This approach allows us to easily iden-
tify the specific locations of mentions within the document. The document D is
subsequently encoded using a pre-trained language model (PLM) to obtain its
contextual embedding H = [hy,...,hr], hi € R¢ of each token and cross token
attention A. We adopts the vector representation of the marker “*” before the
mention as the embedding of the mention mj—, where m;- represents the j** men-
tion of the i*" entity. All mentions to the same entity are adopted the logsumexp
pooling to get the entity embedding e;. The local contextual embedding cy, ; of
the entity pair is computed as follows:

Ah o At

sh ot 1
AT, M

where Ay, A; denote the attentions of the head and the tail entities, A, A, € R,

respectively. Then we compute the entity pair embedding ¢("*) € R as follows:

Ch,t = HT

zp, = tanh (Whep + We, cne),
z = tanh (Wyey + We,cne)

k
QEM) = Z (szng zg) + b, (2)

j=1
L h, h, h,
gt = [g" g0, o]

where Wy, W, , W, W, ng and b; are model parameters, Wy, W, , Wy, W, €
R, Wg € RY/kxd/k 5 and z indicate the embeddings of the head entity and
the tail entity, 2, 2z, € R?, respectively.

For the teacher model, the entity pair embedding gt(h’t) of a positive sample

is fed into a feed-forward linear layer to get the predicted result P; (r|ep, e:):

Py (rlen,e) = o (Wil + 1) (3)
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where W, and b, are the learnable parameters, Wi, b € R?. ¢ is an activation
function (e.g., Sigmoid). Because different entity pairs or classes have distinct
interpretations for the same predicted score, a global threshold is inadequate.
Therefore, we employ the adaptive-thresholding loss function [20] for the teacher
model. A TH class is introduced to distinguish between positive and negative
classes. Positive classes Pr are expected to have probabilities higher than TH,
whereas negative classes Nt should have probabilities lower than TH. The loss
function of the teacher model is as shown below:

exp (logit
£teacher = - Z 10g< p( g T) )

rePr > repy Uiray €Xp (logit,)

“log exp (logitry)
ZT'ENT U{TH} exp (lOthT/) ’

where logit is the hidden representation in the last layer before Sigmoid.

4.2 Student Model

The student model utilizes both positive and negative samples as training data.
It generates a hard loss and a knowledge distillation loss, supervised by the true
labels and the teacher model, respectively. Similarly to the teacher model, the

student model first obtains the entity pair embedding géh’t). Then the probability

t)

score Ps (r|ep, e;) is obtained by inputting ggh’ into a linear layer:

P, (tlense) = o (Wag™ +,) . (5)

where W, and by are the learnable parameters, Wi, b, € R?. Subsequently, we
regard the ground-truth label of this input sample as the hard label and adopt
the adaptive-thresholding loss function to compute the hard loss Lp4-q, Which
can optimize its performance on individual sample classification.

Additionally, a knowledge distillation (KD) loss is introduced to obtain the
supervised knowledge of the teacher on the student. We assign separate weights
to the TCKD and NCKD losses. The true labels of the entity pair and the rest
of the 97 relation types are considered as the target and the non-target classes,
respectively. Specifically, we feed a positive sample to the trained teacher model
that generates a soft label P; (r|en,e;), while the student model produces a
corresponding soft prediction Ps (r|epn,e;). We then calculate the target class
mask Mpc and non-target class mask Myc based on the ground truth Lprp.
The target class soft label Lrc, non-target class soft label Lyc, target class
soft prediction Prc and non-target class soft prediction Py¢c can be available
as follows:

Lrc (rlen, er) = Mz - Py (rlen, er)
Lyc (rlen,er) = Mnc - Py (rlen, er)
Prc (rlen,et) = Mrc - Ps (rlen, er),

Pne (rlen, er) = Myc - Ps (r]en, et)

(6)
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Table 1. Statistics of Re-DocRED and Mix-DocRED.

Re-DocRED Mix-DocRED
data sets Train Train |Dev | Test
#Documents 3053 3053 | 500 500
Avg. #Entities 19.4 19.5 19.4 19.6
Avg. #Triples 28.1 12.5 | 34.6 |34.9
Avg. #Sentences |7.99 7.9 8.2 7.9
#Positive samples | 67,808 35,615 13,362 | 13,672
NA rate 93.5% 96.0%

Ultimately, we employ the mean squared error loss function to calculate the
target class KD loss Lok p and non-target class KD loss £Lycxkp. The student
model can adequately learn the logit distribution of the teacher model on the
positive classes. The positive-class pattern collapse of the student model can be
avoided in this positive-guided manner.

1
Lrckp = ] > > (Lre(rlenser) = Pre (rlen, er))?,

(e}uet)egt reR

, ™)

Lyckp = =] > D (Lne(rlense) = Pye (rlen, er))?,

(en,et)EEt TER

where £¢ means the number of positive samples. R represents all predicted rela-
tion types. The KD loss is reformulated into a weighted sum of Lrcxp and
Lynckp as follows:

Lxp =ax*xLrckp +B*LnckD, (8)

where the hyper-parameters a and ( are utilized to disentangle the classical
knowledge distillation process. By incorporating both the hard loss Lp4-¢ and
the knowledge distillation loss Lk p, the student model aims to learn from the
teacher model’s expertise while refining its own classification capabilities. Its
final loss function is shown as follows:

Estudent = * ‘Chard + 4% ‘CKDa (9)

where v and § are the hyper-parameters to make trade-offs.

5 Experiments

5.1 Datasets

DocRED? [16] is a well-known benchmark dataset for document-level RE, but it
is plagued by a high rate of false negative samples. To overcome this limitation,

3 https://github.com/thunlp/DocRED.
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Tan et al. [13] performed a re-annotation of the 4,053 documents in DocRED, cre-
ating a new dataset called Re-DocRED?. However, there is currently no reliable
benchmark dataset for document-level denoising RE. So we fuse DocRED and
Re-DocRED to construct a new dataset named Mix-DocRED, which comprises
the training set of DocRED, as well as the dev and testing sets of Re-DocRED.
Table 1 provides the statistics of Re-DocRED and Mix-DocRED.

5.2 Implementation Details

In this work, we employed BERT o [3] and RoBERTar,qpge [10] as document
encoders. AdamW was used as the optimizer of our model. We performed warm-
up [4] on the initial 6% steps during training and set the learning rates to 5e-5
and 3e-5 for BERT pose and RoBERTar,q,4e, respectively. We performed the grid
search on the development set to optimize the hyper-parameters, which include
«, B, v, and 0. The values for these hyper-parameters were 2, 1, 0.7, and 1,
respectively. We reported the mean results with three different seeds. A single
NVIDIA RTX 3090 GPU was used for all experiments. Precision, recall, Ign F1
and F'1 scores served as the primary evaluation metrics.

5.3 Baselines

We conducted two sets of comparisons to evaluate the proposed PGKD model.
Firstly, we compared PGKD against some existing competitive baselines on
the DocRED leaderboard®. These baselines were developed under the assump-
tion that the dataset is well-annotated, including BiLSTM [16], GAIN [17],
ATLOP [20], and DocuNet [18]. Secondly, we compared PGKD with SSR-
PU [14], the current state-of-the-art framework for document-level denoising
RE. SSR-PU was a unified positive-unlabeled learning framework that effectively
solved the incomplete labeling problem.

5.4 Main Results

We report the mean and standard deviation of PGKD on the Mix-DocRED test
set compared to other strong baselines. As seen in Table 2, PGKD outperforms
the competitive models, achieving the highest F1 score of 56.50 and 59.92, respec-
tively. To facilitate a more direct comparison with the latest denoising framework
SSR-PU, we adopt ATLOP as the backbone. Our PGKD outperforms SSR-PU
by 0.36 and 0.42 F1 points, respectively. This implies that PGKD is superior
to SSR-PU in the RE ability from incomplete annotated data. Furthermore, It
is worth noting that BiLSTM, GAIN, ATLOP, and DocuNet experience sig-
nificant drops in F1 score when facing with incomplete labeling scenarios. For
instance, DocuNet shows a decrease of 10.51 and 10.18 F1 points compared to
PGKD. The conspicuous gap between these baselines and PGKD is mainly due

* https://github.com/tonytan48/Re-DocRED.
5 https://competitions.codalab.org/competitions/20717.
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Table 2. Experimental results (%) on the Mix-DocRED test set. Results with { are
reported from [14]. Results with * are based on our implementations.

Model Ign F1 F1 Precision Recall
BiL.STM! 32.57 £ 0.22 |32.86 £0.22 |77.04 £1.01 |20.89 £0.17
GAIN—&-BERTLMS (17] 45.57 £ 1.36 | 45.82 & 1.38 |88.11 &£ 1.07 |30.98 & 1.36
ATLOP+BERT 5., [12] 45.18 £ 0.23 | 45.48 £ 0.25 |85.66 & 0.30 |30.96 & 0.28
DocuNeH—BERTLaSS (18] 45.88 & 0.33 45.99 £ 0.33 | 94.16 + 0.32|30.42 & 0.29
SSR—PU+ATLOP+BERTLMS [14] 55.21 £ 0.12 |56.14 £ 0.12 |70.42 £ 0.18 |46.67 £ 0.14
PGKD+BERT 5, 55.45 + 0.20 | 56.50 + 0.21 | 65.85 + 0.21 |49.50 + 0.22
GAIN+RoBERTa} 4,4, [17] 48.65 & 0.24 | 48.76 & 0.25 |88.60 & 0.25 |33.64 & 0.26
ATLOP+RoBERTa7 ;e [12] 48.70 & 0.30 | 48.91 &£ 0.30 |89.68 & 0.32 |33.63 & 0.35
DocuNet+RoBERTa7 ;e (18] 49.54 £ 0.27 49.74 £ 0.25 | 94.81 £ 0.26 | 34.27 £ 0.27
SSR—PU+ATLOPJrRoBERTaTLm_ge [14] | 58.68 + 0.43 |59.50 &+ 0.45 |74.21 £ 0.53 |49.67 £ 0.77
PGKD+RoBERTaj 4,4, 58.87 + 0.24 |59.92 + 0.25 | 67.61 + 0.25 |53.79 + 0.23

Table 3. Error distributions of ATLOP and PGKD on the dev set of Mix-DocRED.
In each cell, the data on the left (or right)

Ground Truth

Predictions reR NR
re€ R|C 3,523 (25.49%) |6,203 (35.61%) | MR 457 (3.31%) | 4,055 (23.28%)
W 2,021 (14.67%) | 2,928 (16.81%)
NR | MS 7,818 (56.57%) 4,231 (24.29%) CN 179,413 175,815

to that the former prioritize precision over recall, at the cost of sacrificing over-
all performance. Without the ability to systematically identify relation triples
that are overlooked in the dataset, these baselines simply treat unlabeled data
as negative samples. Fortunately, our PGKD is able to learn clean positive-class
patterns that aid in better distinguishing between positive and negative samples.
PGKD overcomes the challenge posed by noisy labeled data and appropriately
increases the recall score, leading to an overall improvement in performance.

Additionally, while the decreased precision of PGKD is indeed a concern,
it can be attributed to that the teacher model monitors the student model.
Since the teacher model is trained only on positive samples, the student model
tends to be biased towards predicting more positive samples under its guidance.
Nevertheless, despite the decrease in precision, our model (PGKD) exhibits sig-
nificant improvement over the baselines according to recall and F1 scores. Thus,
PGKD outperforms the competitive baselines by effectively balancing the trade-
off between precision and recall scores.
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Table 4. Results (%) on the revised Re-DocRED test set. Results with { are reported
from [13]. Results with % are based on our implementations.

Model Ign F1 | F1

ATLOP+BERT 3, [12] 73.14 |73.86
DocuNet+BERT ;.. [18] 73.94 |74.03
PGKD+BERT},.. 74.28 | 74.35

ATLOP+RoBERTal,, . [12] 76.94 | T7.73
DocuNet+RoBERTa},, . [18] | 77.27 |77.92
KD-DocRE+RoBERTal . [12] | 77.63 | 78.35
PGKD+RoBERTa} 4.4 77.67 78.38

5.5 Error Analysis

In this section, we follow Tan et al. [12] and provide a detailed error analysis to
specify ATLOP and PGKD. We compare the predictions with the ground truths
to form five categories, including: 1) C: where all predicted relations are cor-
rect. 2) W: the entity pair is correctly identified, but there are certain predicted
relations that are incorrect. 3) MS: where the model fails to identify the entity
pair in the ground truth. 4) MR: where the model generates a relation label
for a negative sample. 5) CN: where both the head entity and tail entity are
not included in the ground truth and the predicted relation does not correspond
to any existing relation. Afterwards, we design a confusion matrix in Table 3 to
present each predicted category’s number and score. Given that the final evalu-
ation score is assessed based on r € R triples, the CN category is ignored when
calculating the final score. Based on the above matrix, we can draw conclusions.
Table 3 indicates that the sum of error scores under the MR and MS cate-
gories for ATLOP is 59.88%, exceeds PGKD’s sum by 12.31%. This comparison
proves that PGKD outperforms ATLOP when determining the relation between
head and tail entities. Moreover, PGKD’s score under the C category is 35.61%
(6,203), while ATLOP’s score is 25.49% (3,523), further indicating that PGKD
has a higher recall score than ATLOP. These strong contrasts demonstrate the
effectiveness of positive-guided knowledge distillation in addressing the problem
of noisy labeled data.

5.6 Experiment on the Well-Annotated Re-DocRED

In this section, we assess the performance of PGKD in comparison with various
state-of-the-art baselines, namely ATLOP, DocuNet, and KD-DocRE [12], uti-
lizing the well-annotated Re-DocRED for both training and testing. As shown in
Table 4, PGKD achieves a superior F1 score of 78.38%, outperforming the other
baselines. Despite being designed to handle noisy labels, PGKD shows relative
improvement over the baselines even in well-annotated scenarios. Additionally,
these results can be regarded as a maximum value for document-level RE with
incompletely annotated data.
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Table 5. Experimental results (%) of positive relation classification on the Mix-
DocRED and Re-DocRED test sets. Results with % are based on our implementation.

Model Mix-DocRED Re-DocRED
Ign F1 | F1 Ign F1 | F1

Teacher+BERT 5. 78.45 | 78.56 | 90.97 |91.36

Teacher+RoBERTaT 4, | 79.85 |80.19 | 92.62 |92.95

5.7 Analysis and Discussion on Positive Relation Classification

We conduct an experiment to explore the eligibility of a model trained solely with
positive samples to be the teacher model. The experiment focuses on classifying
relation types for positive samples, referred to as positive relation classification
(PRC). The number of positive samples for each set on Mix-DocRED and Re-
DocRED is summarized in Table 1. The results in Tables2 and 5 show that the
teacher model on Mix-DocRED exceeds PGKD by 22.06 (78.56 vs. 56.50) and
20.27 (80.19 vs. 59.92) F1 scores, respectively. This strongly proves that the
teacher model has effectively learned patterns of positive samples, making it a
valuable source of knowledge for the student model. The PRC metric, which
excludes all NA samples, provides an upper bound of the RE performance for
a given dataset. The performance gap between PRC and RE should not be
significant if the dataset has good annotation quality. However, we observe that
the performance on the standard RE task is inferior to counterpartrpar on the
PRC task, suggesting that the annotations for positive samples are of higher
quality compared to the entire dataset. Therefore, it is reasonable to use a model
trained only with positive samples as the teacher model.

6 Conclusion

In this work, we propose a novel PGKD model to address the noisy labeled data
problem for document-level RE. Our model is based on the teacher-student archi-
tecture. PGKD innovatively only utilizes positive samples to train the teacher
model. The student model is partially supervised by the teacher model to avoid
positive class pattern collapse and interference of noisy labeled data. We con-
ducted experiments on two distinct datasets, Mix-DocRED and Re-DocRED.
Extensive experimental results demostrate that the proposed PGKD exhibits
SOTA effectiveness in denoising noisy labeled data, outperforming competitive
baselines.
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