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Preface

Welcome to NLPCC 2023, the twelfth CCF International Conference on Natural Lan-
guage Processing and Chinese Computing. Following the success of previous confer-
ences held in Beijing (2012), Chongqing (2013), Shenzhen (2014), Nanchang (2015),
Kunming (2016), Dalian (2017), Hohhot (2018), Dunhuang (2019), Zhengzhou (2020),
Qingdao (2021), and Guilin (2022), this year’s NLPCC will be held in Foshan. As a
premier international conference on natural language processing and Chinese comput-
ing, organized by the CCF-NLP (Technical Committee of Natural Language Process-
ing, China Computer Federation, formerly known as Technical Committee of Chinese
Information, China Computer Federation), NLPCC serves as an important forum for
researchers and practitioners from academia, industry, and government to share their
ideas, research results, and experiences, and to promote their research and technical
innovations.

The fields of natural language processing (NLP) and Chinese computing (CC) have
boomed in recent years. Following NLPCC’s tradition, we welcomed submissions in ten
areas for the main conference: Fundamentals of NLP; Machine Translation and Multi-
linguality; Machine Learning for NLP; Information Extraction and Knowledge Graph;
Summarization and Generation; Question Answering; Dialogue Systems; Large Lan-
guage Models; NLP Applications and Text Mining; Multimodality and Explainability.
This year, we received 478 valid submissions to the main conference on the submission
deadline.

After a thorough reviewing process, including meta reviewing, out of 478 valid
submissions (some of which were withdrawn by authors or desk-rejected due to policy
violations), 134 papers were finally accepted as regular papers to appear in the main
conference, resulting in an acceptance rate of 29.9%. Among them, 64 submissions
will be presented as oral papers and 79 as poster papers at the conference. 5 papers
were nominated by our area chairs for the best paper award. An independent best paper
award committee was formed to select the best papers from the shortlist. This proceeding
includes only the accepted English papers; the Chinese papers will appear in the ACTA
Scientiarum Naturalium Universitatis Pekinensis. In addition to the main proceedings, 3
paperswere accepted to the Studentworkshop, 32 paperswere accepted to the Evaluation
workshop.

We are honored to have four internationally renowned keynote speakers, DennyZhou
(Google Deepmind), Xia (Ben) Hu (Rice University), Arman Cohan (Yale University),
and Diyi Yang (Stanford University), sharing their findings on recent research progress
and achievements in natural language processing.

We would like to thank all the people who have contributed to NLPCC 2023. First
of all, we would like to thank our 21 area chairs for their hard work recruiting reviewers,
monitoring the review and discussion processes, and carefully rating and recommending
submissions.Wewould like to thank all 322 reviewers for their time and efforts to review
the submissions. We are also grateful for the help and support from the general chairs,
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Rada Mihalcea and Hang Li, and from the organization committee chairs, Biqin Zeng,
Yi Cai and XiaojunWan. Special thanks go to YuHong and Qingting Xu, the publication
chairs. We greatly appreciate all your help!

Finally, we would like to thank all the authors who submitted their work to NLPCC
2023, and thank our sponsors for their contributions to the conference. Without your
support, we could not have such a strong conference program.

We are happy to see you at NLPCC 2023 in Foshan and hope you enjoy the
conference!

August 2023 Fei Liu
Nan Duan
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Abstract. Pre-trained conversation models (PCMs) have achieved
promising progress in recent years. However, existing PCMs for Task-
oriented dialog (TOD) are insufficient for capturing the sequential
nature of the TOD-related tasks, as well as for learning dialog policy
information. To alleviate these problems, this paper proposes a task-
progressive PCM with two policy-aware pre-training tasks. The model
is pre-trained through three stages where TOD-related tasks are pro-
gressively employed according to the task logic of the TOD system. A
global policy consistency task is designed to capture the multi-turn dia-
log policy sequential relation, and an act-based contrastive learning task
is designed to capture similarities among samples with the same dia-
log policy. Our model achieves better results on both MultiWOZ and
In-Car end-to-end dialog modeling benchmarks with only 18% parame-
ters and 25% pre-training data compared to the previous state-of-the-art
PCM, GALAXY. We make our code and data publicly available (https://
github.com/lucenzhong/TPLD).

Keywords: Task-oriented Dialog · Pre-training · Response generation

1 Introduction

Task-oriented dialog (TOD) system aims at helping users complete specific tasks
through multi-turn interactions. Compared with open domain dialog agents, a
TOD system generates more controllable replies by implementing three sub-
tasks: 1) Dialog State Tracking (DST) extracts the belief state; 2) Dialog Policy
Learning (POL) decides which acts should be taken based on the belief state; 3)
Natural Language Generation (NLG) converts acts into natural language utter-
ances. A large amount of work has been done for each sub-task [1–3] separately,
as well as joint models for them [4,5].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Pre-trained Conversation Models (PCMs) [9,11–13] are Pre-trained Lan-
guage Models (PLMs) further pre-trained on dialog data. Although previous
work on PCMs for TOD has made big progress, the following issues are still not
well-addressed: 1) When TOD-related sub-tasks are used as pre-training tasks
for PCMs, they are always employed simultaneously in a multi-task way. How-
ever, DST, POL and NLG are essentially sequential tasks in the TOD system.
Managing sequential tasks in a multi-task way cannot capture the sequential
nature of these tasks and it is difficult to better learn the subsequent task due
to insufficient learning of the previous task. 2) Existing work only optimizes
the policy for each dialog turn [13]. However, TOD is essentially a multi-turn
sequential decision-making process, so it is more critical to build pre-training
tasks that learn to optimize dialog policy over the whole dialog. In addition,
existing work only models the policy differences between samples in the same
batch, ignoring the similarities among samples with the same policy in data sets.

Fig. 1. The TPLD multi-stage pre-training framework.

To address the above problems, this paper first proposes a Task-Progressive
with Loss Decaying (TPLD) multi-stage pre-training framework for training
TOD PCMs. As shown in Fig. 1, the framework includes three stages of pre-
training. DST, POL, and NLG tasks are progressively employed in different
stages according to the task logic of the TOD system. Since DST, POL, and NLG
tasks for PCMs are heterogeneous tasks, the latter task may completely offset
the tasks in the previous stages. Therefore, tasks employed in previous stages
are assigned a decayed loss in the current stage. The decayed loss is used to
leverage tasks from the previous stage so that current tasks can not compeletely
offset the previous task. At the same time, we propose two policy-aware pre-
training tasks to enhance policy learning. A global policy consistency task, which
minimizes the L2 distance between the policy prior and policy posterior both
at the turn-level and the session-level, is proposed to model both the single and
multiple turn policy. We also propose an act-based contrastive learning task
by introducing out-of-batch positive samples to learn the similarities between
dialogs with the same policy and the differences between dialogs with different
policies simultaneously.

T5-small [14] is employed as the backbone model. Experimental results show
that our model outperforms previous state-of-the-art PCM on both MultiWOZ
and In-Car end-to-end dialog modeling benchmarks. In summary, the main con-
tributions of the paper are as follows:
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1. We propose a task-progressive pre-training framework for TOD PCMs, which
leverages sequential nature between the different pre-training tasks.

2. We propose two novel and effective policy-aware pre-training tasks for dialog
policy modeling. To the best of our knowledge, it is the first session-level
dialog policy pre-training task.

3. Our model achieves better results on two popular end-to-end dialog modeling
benchmarks with fewer parameters and less pre-training data compared with
previous strong PCMs.

2 Related Work

Pre-trained Language Models for TOD. Pre-trained Language Models
(PLMs) trained on large general text corpora [14,21], have been widely applied
to dialog systems [6,7]. UBAR [6] evaluates the task-oriented dialog system in
a more realistic setting, where its dialog context has access to user utterances
and all generated content. Mars [7] proposes two contrastive learning strategies
to model the dialog context and belief/action state. Since the intrinsic linguis-
tic patterns differ between dialog and normal text, PLMs-based TOD models
achieve limited progress.
Pre-trained Conversation Models. In order to bridge the gap caused by pre-
training data, some studies [22,23] further pre-trained the PLMs on dialog cor-
pora to build pre-trained conversation models(PCMs). Many PCMs are trained
on open-domain dialog data for response generation, and here we concentrate on
PCMs for TOD. SC-GPT [3] first exploited pre-train PLMs for the NLG module
in TOD systems. TOD-BERT [8] and SPACE-2 [12] trained a dialog understand-
ing model that can accomplish tasks like intent recognition and state tracking.
SOLOIST [9] pre-trained a task-grounded response generation model, which can
generate dialog responses grounded in user goals and real-world knowledge for
task completion. PPTOD [10] introduced a multi-task pre-training strategy that
augments the model’s ability with heterogeneous dialog corpora. GALAXY [11]
proposed to learn turn-level dialog policy from limited labeled dialogs and large-
scale unlabeled dialog corpora. SPACE-3 [13] combined GALAXY and SPACE-2
to propose a unified model for dialog understanding and generation. OPAL [24]
leveraged external tools to generate TOD-like data to bridge the gap between
pre-training and fine-tuning. Existing work did not explore pre-training methods
other than multi-task learning and only learned turn-level policy.

3 Method

In this section, we first introduce the Task-Progressive with Loss Decaying
(TPLD) multi-stage pre-training framework for training TOD PCMs. Then we
describe two policy-aware pre-training tasks. Figure 2 gives some overview infor-
mation of our method.
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Fig. 2. Overview of our proposed method. (a) is the general T5 architecture we use
as the backbone. (b) is the data format in the model. (c) is the TPLD multi-stage
pre-training framework, where different color for different pre-training tasks.

3.1 TPLD Multi-stage Pre-training Framework

The pre-training process of the model is divided into three stages. DST, POL,
and NLG tasks are introduced stage by stage, considering the sequential nature
of these tasks in the TOD system.

Specifically, only a generative DST task that generates the belief states of
dialogs is employed in the first stage. Then some POL tasks (including one
generative POL task that generates the system acts) are joined in the second
stage. We remain the generative DST task together with newly joined POL tasks
in the second stage to prevent the model from forgetting the DST task learned
in the first stage. At the same time, to make the model focus more on newly
joined POL tasks, we multiply the loss function of the generative DST task by
a decaying coefficient γ ∈ [0, 1] to weaken its impact. Finally, the NLG task is
joined in the third stage. The same decaying coefficient applies to loss functions
of both the generative DST and POL tasks. NLG is naturally a generative task
that generates the system response.

We give a formal description of the process as follows: We first define a general
form for all three generative pre-training tasks and their loss functions. Then,
we introduce the loss function stage by stage in the following subsections.

A training sample is denoted as in Eq. (1):

d = (c, y) (1)

where c denotes the input dialog context, which is the concatenation of all pre-
vious utterances in the dialog. y is the target output text. It is different from
different tasks. e.g., it is the belief state in the generative DST task, and the
system act in the generative POL task.
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Given the training sample d, the generation loss Lgen is as in Eq. (2):

Lgen =
|y|∑

i=1

log PΘ (yi|y<i, c) (2)

where Θ is the model parameter and y<i indicates all tokens before i.

Stage 1: DST Pre-training. The first stage includes only one generative
DST task. The output y is the belief state, and the loss is denoted as Lgen b.
The pre-training objective function for the first stage is as in Eq. (3):

Lstage 1 = Lgen b (3)

Stage 2: DST+POL Pre-training. Three POL tasks are joined in the second
stage. One of the POL tasks is the system act generation task, where the output
y is the system act. The loss function of the task is denoted as Lgen a. The other
two POL tasks, the global policy consistency task with loss function of Lgpc and
the act-based contrastive learning task with loss function of Lacl, are described
in Sect. 3.2 in details. The final training objective function for the second stage
is as in Eq. (4):

Lstage 2 = γLgen b + (Lgen a + αLgpc + βLacl) (4)

where γ ∈ [0, 1] is the decaying coefficient leveraging DST and POL tasks, α ∈
[0, 1] and β ∈ [0, 1] are used to leverage different POL tasks.

Stage 3: DST+POL+NLG Pre-training. The NLG task is joined in the
third stage. The output y for the NLG task is the delexicalized system response,
and the loss function is denoted as Lgen r. The training objective function for
the third stage is as in Eq. (5):

Lstage 3 = γ (Lgen b + Lgen a) + Lgen r (5)

where γ is the same decaying coefficient as that in Eq. (4). Please note that the
γ only act on the generative task.

3.2 Policy-Aware Pre-training Tasks

Global Policy Consistency Task. As shown in Fig. 3(a), we denote the out-
put of the last token in belief states as the policy prior hr, and the output of the
last token in system acts as the policy posterior ho. The dialog policy is unknown
in the former and known in the later. Following He et al. [13], the turn-level con-
sistency task is to minimizing the L2 distance between the representation of the
prior and the posterior:

Lturn = ‖hr
t − ho

t ‖22 (6)
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Fig. 3. (a) is the illustration of the policy prior and posterior. (b) is the illustration of
global policy consistency task.

We further define the session-level loss function for training the global policy
consistency task as shown in Fig. 3(b). Let the prior and the posterior of the
policy vector at turn t be hr

t and ho
t , respectively. We can have the policy prior

sequence {hr
0, h

r
1, . . . , h

r
t} and the policy posterior sequence {ho

0, h
o
1, . . . , h

o
t } in

hand with the dialog steps forward. A single transformer layer is used to trans-
form the policy sequence into a policy sequence representation for both prior
and the posterior policy as shown in Eqs. (7) and (8):

hseq r
t = Transformer (hr

0, h
r
1, . . . , h

r
t ) (7)

hseq o
t = Transformer (ho

0, h
o
1, . . . , h

o
t ) (8)

The session-level consistency task is to minimizing the L2 distance between
the representation of the prior sequence and the posterior sequence:

Lsession = ‖hseq r
t − hseq o

t ‖22 (9)

The training objective for the global policy consistency task is the sum of turn-
level and session-level objectives, as shown in Eq. (10):

Lgpc = Lturn + Lsession (10)

The turn-level objective models the single-turn dialog policy, while the session-
level objective models the multi-turn dialog policy.

Act-Based Contrastive Learning Task. The act-based contrastive learning
task aims to introduce out-of-batch positive samples. We treat all samples in
the same batch as negative ones and select samples with the same dialog policy
from the whole dataset as positive ones. The batch size is denoted as N , given
a batch of training samples D = {d1, d2, · · · , dN}, we select M positive samples
for each sample di in this batch and get a new batch with (M + 1)N size.
Let I = {1, . . . , (M + 1) N} be the index set of the new batch. The act-based
contrastive learning loss adopts the policy prior vector hr as the sample vector
h and the learning objective is defined as in Eq. (11):

Lacl = −
∑

i∈I

∑

j∈Pi

log
exp (σ (hi) · σ (hj) /τ)∑

l∈I,l�=i exp (σ (hi) · σ (hl) /τ)
(11)
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where Pi is a list of size M which denotes all the positive samples of sample i
in the current batch. τ is a temperature hyper-parameter. The act-based con-
trastive learning task can learn the similarities between samples with the same
dialog policy and the differences between samples with different dialog policies
simultaneously.

3.3 Fine-Tuning and Inference

In the fine-tuning stage, we focus on the end-to-end dialog modeling task in the
TOD system. We only use the generation task during fine-tuning, and the target
output y is the concatenation of the belief state, system act, and delexicalized
response. The training objective function for fine-tuning is as in Eq. (12):

Lfine tune = Lgen b + Lgen a + Lgen r (12)

Note that Lgen b and Lgen a are optional since some datasets do not have corre-
sponding semantic labels.

In the inference stage, following Yang et al. [6], we use generated system
response instead of oracle system response in the context to generate the current
system response.

4 Experiment Settings

4.1 Pre-training Datasets

Five existing high-quality labeled TOD datasets are used for pre-training our
model, including MultiWOZ [15], KVRET [16], MSRE2E [17], Frames [18], and
CamRest676 [19]. In order to reduce the label discrepancy between different
datasets, we follow the unified DA taxonomy [11] to unify the dialog act annota-
tions and use the semantic meaning of slot to unify the slot name annotations.
Compared with other PCMs, our model uses the least data, with only 25% of
the pre-training data compared to GALAXY.

4.2 Evaluation Tasks and Metrics

We test our model on two popular TOD benchmarks: Stanford In-Car Assistant
(In-Car) dataset [16] and the MultiWOZ dataset [20]. Following previous work
[6,9], the model generates delexicalized responses. BLEU score [25] is used to
measure the response quality. For MultiWOZ, Inform and Success [15] are also
reported to measure the dialog completion. A Combined score [26] is computed
by (Inform + Success) ×0.5+ BLEU as an overall quality measure. In order to
make a fair comparison with previous work, we adopt the standard evaluation
script [27] for the evaluation of the MultiWOZ dataset. Similarly, we calculate
Match, SuccF1 [5], and the Combined score via (Match + SuccF1) ×0.5+ BLEU
for the In-car dataset.
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4.3 Baselines

We compare our model with the state-of-the-art PCMs for TOD: 1) SOLOIST
[9] is a GPT-based model that has been further pre-trained on two TOD datasets;
2) PPTOD [10] is a T5-based model that has been continually pre-trained on
eleven heterogeneous annotated TOD corpora; 3) GALAXY [11] is a UniLM-
based dialog model that explicitly learns dialog policy from labeled dialogs and
large-scale unlabeled dialog corpora via semi-supervised learning; 4) SPACE-3
[13] is a unified semi-supervised pre-trained conversation model learning from
large-scale dialog corpora.

4.4 Implementation Details

We employ t5-small as the backbone. In the pre-training stage, our model is
trained for about 12 h on one A100 GPU. We use the Adam optimizer [29] with
a learning rate of 5e−4 and a batch size of 16 for 15 epochs at each stage. For
the hyper-parameters of loss coefficients, we set α = 0.1, β = 1, and γ = 0.1,
respectively. For hyper-parameters of the act-based contrastive learning task, we
set M = 2 and τ = 1.0. We removed the validation and testing set of MultiWOZ
and In-car during pre-training to avoid a data breach. In the fine-tuning stage,
for the MultiWOZ dataset, the learning rate is 5e−4, and the batch size is 16.
For the In-Car dataset, the learning rate is 1e−3, and the batch size is 32. We
fine-tune the pre-trained model on each dataset for 10 epochs and select the
best model based on the validation results. Our implementation is based on the
Huggingface Library [28].

5 Experiment Results

5.1 Result Comparisons

As shown in Table 1, compared with other PCMs, our model achieves new state-
of-the-art combined scores on both datasets, outperforms the previous SOTA
by 2.0 and 1.2 points on MultiWOZ and In-Car respectively. In particular, it
is worth noticing that our model surpasses GALAXY, the current best dialog
policy learning PCM with explicit policy injection, by 1.9 Success rate and 0.3
SuccF1 rate for MultiWOZ and In-Car, respectively. The higher dialog success
rates of our model demonstrate that our model can learn better dialog policy
than other models to facilitate the completion of dialog tasks.

5.2 Ablation Study

We performed ablation experiments on the MultiWOZ dataset, the ablation
results are shown in Table 2. w/o pre training means directly fine-tuning T5 on
the downstream task without TOD pre-training. The results show that the pro-
posed pre-training method brings 4 points of improvements for the MultiWOZ
dataset. w/o TPLD means the model is trained with the traditional multi-task



A Task-Progressive PCM with Two Policy-Aware Pre-training Tasks 11

Table 1. The Performances on MultiWOZ and In-Car dataset (We do not compare
with SPACE-3 on MultiWOZ because it did not report results on the standard Multi-
WOZ evaluation script.)

Model MultiWOZ In-Car

Inform Success BLEU Comb Match SuccF1 BLEU Comb

SOLOIST 82.3 72.4 13.6 90.9 – – – –

PPTOD 83.1 72.7 18.2 96.1 – – – 106.0

GALAXY 85.4 75.7 19.6 100.2 85.3 83.6 23.0 107.5

SPACE-3 – – – – 85.2 83.1 22.9 107.1

ours 89.5 77.6 18.7 102.2 86.2 83.9 23.6 108.7

Table 2. Ablation results on MultiWOZ.

Model Inform Success BLEU Comb

ours 89.5 77.6 18.7 102.2

w/o pre training 86.6 72.3 18.5 98.0

w/o TPLD 86.8 73.9 18.4 98.8

w/o Lacl 87.7 75.9 18.8 100.6

w/o Lsession 87.1 74.8 19.0 99.9

w/o Lgpc 87.4 74.6 18.6 99.6

w/o Lacl − Lgpc 86.2 74.6 19.1 99.5

learning method, which learns all pre-training tasks simultaneously. The pre-
training loss is defined in Eq. (13). The Combined score reduced from 102.2
to 98.8 after removing the task-progressive training framework, which indicates
that the proposed TPLD multi-stage pre-training framework is crucial for dialog
modeling. It is also more difficult for multi-task learning method to optimize the
parameters compared to TPLD multi-stage method.

Lmulti-task = Lgen + αLgpc + βLacl

Lgen = Lgen b + Lgen a + Lgen r

(13)

For the ablation of the policy-aware pre-training tasks, the combined score
decreases by 1.6, 2.3, and 2.6 points after removing Lacl, Lsession, and Lgpc,
respectively. The model performance further decreases when removing both
tasks. The results demonstrate that the two proposed policy-aware pre-training
tasks can help the model learn better dialog policy to complete a dialog success-
fully.

5.3 Loss Decaying Coefficient Analysis

Figure 4 shows the effect of different decaying coefficients γ, where γ ranges from
0 to 1. The model has the worst and the second worst performance at γ = 0 and
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Fig. 4. The analysis of the combined score of different loss decay coefficients.

Fig. 5. The 8th turn to 13th turn from the dialog session SNG01850 in the test set.

γ = 1. The model achieves the best performance at γ = 0.1. It demonstrates that
the proposed task-progressive with proper loss decaying multi-stage pre-training
framework is effective for learning heterogeneous TOD tasks.

5.4 Case Study

Turn-Level vs. Session-Level. Figure 5 shows several output cases of the
model with or without Lsession. The model with Lsession avoids generating
repetitive system acts to complete the user requests in shorter dialog turns.
In the dialog, the user wants to reserve a restaurant. At turn S9, the model with
Lsession or without Lsession both [propose] to make a reservation for the user.
At turn U12, the user modifies the slot value of the restaurant name. The model
with Lsession knows that the reservation request has been made to the user at
turn S9, and the user agrees to make the reservation. Therefore, the reservation
would be made directly at turn S13 and provide reference. However, the model
without Lsession does not know what system act has been generated before.
Therefore, the model will repeat the same system act as turn S9, which will miss
the chance to provide reference to the user, and the dialog will fail.
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6 Conclusion

This paper proposes a novel TPLD multi-stage pre-training framework for train-
ing TOD PCMs. The TPLD framework progressively trains the DST, POL, and
NLG tasks through three successive stages. We also design two policy-aware pre-
training tasks as POL tasks to model the multi-turn dialog policy sequence and
policy similarity between samples during pre-training, respectively. Experiments
show that our model achieves new state-of-the-art results on MultiWOZ and In-
Car end-to-end dialog modeling benchmarks compared with other strong PCMs.
We hope that TPLD multi-stage pre-training framework and policy-aware pre-
training tasks can push forward the research in the task-oriented dialog pre-
training area as well as the design for Large Language Models (LLMs) for TOD.

Acknowledgements. We are grateful to the anonymous reviewers for their insightful
comments and suggestions.
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Abstract. Large pre-trained language models have been shown to be
powerful in open-domain dialogue. However, even the largest dialogue
models suffer from knowledge hallucination, generating statements that
are plausible but factually incorrect. Recent works, such as RAG and
FiD, have introduced retrieval methods to alleviate this issue by bring-
ing in external knowledge sources. Based on this research direction, we
propose a plug-and-play method to enhance the generator’s performance
by introducing demonstration-based learning, which allows the gener-
ator to better understand the task. Furthermore, we propose a novel
representation-interaction ranking model, RM-BERT, inspired by resid-
ual connections, which can more effectively represent the semantic infor-
mation of context and document to improve retrieval accuracy. Experi-
mental results indicate that the generator improvement method is appli-
cable to multiple datasets and multiple models simultaneously. Addi-
tionally, we demonstrate that RM-BERT achieves performance close to
BERT while significantly reducing computational overhead.

Keywords: Dialogue system · Retrieval-augmented generation ·
Document retrieval

1 Introduction

Large pre-trained language models, such as GPT3 [2], PaLM [4] and ChatGPT,
have been shown to produce impressive performance on a range of tasks, espe-
cially in generating coherent, fluent and human like texts [7]. Knowledge is
implicitly stored in the weights of these models, which often contain billions
of parameters, enabling them to have certain knowledge on open-domain top-
ics [25]. Unfortunately, even the largest dialogue models suffer from the hallu-
cination of knowledge, which can be interpreted as a form of lossy compression
when employing training to encode that knowledge within the weights of a neu-
ral network [13]. The phenomenon of knowledge hallucination is prevalent in
knowledge-intensive dialogue, which can significantly erode the user’s trust in
the model-generated results.
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Recent works, such as RAG [16] and FiD [9], have augmented model gener-
ation by integrating external knowledge sources, known as retrieval-augmented
text generation. This approach effectively mitigates the problem of knowledge
hallucination. Retrieval-augmented text generation is a new text generation
paradigm that fuses emerging deep learning technology and retrieval technol-
ogy [17]. Compared with generation-based counterpart, this new paradigm not
only improves the correctness of the model to generate factual answers, but also
helps avoid safe but boring responses by leveraging external knowledge that
is not present in the dialogue history. Besides, without significantly affecting
model performance, the knowledge is not necessary to be implicitly stored in
model parameters, but is explicitly acquired in a plug-and-play manner, leading
to great scalability [17]. For example, Retro [1] obtains comparable performance
to GPT-3 and Jurassic-1 [18], despite using 25× fewer parameters.

The key to improving the quality of generation is how to extract useful infor-
mation from retrieved external documents and integrate them into answers.
Specifically, on the dialogue response generation task, exemplar/template
retrieval as an intermediate step has been shown beneficial to informative
response generation [3,29,30]. Therefore, our work proposes a demonstration-
based learning method, as shown in Fig. 1. We concatenate context and doc-
ument with demonstration examples retrieved from the training set and feeds
them into the generator. Subsequently, only the document and context segments
generated by the encoder are utilized as input for the decoder to compute multi-
head attention. The goal is to provide the generator with a better understand-
ing of the task from the demonstrations so that it can make better use of the
retrieved documents. As a plug-and-play module, our approach can be applied
to various existing encoder-decoder models. To our knowledge, our work is the
first to use demonstration-based learning to improve generator structures in
knowledge-intensive dialogue.

Fig. 1. Demonstration-based learning framework for generator

In knowledge-intensive dialogue, the accuracy of the retrieval model plays a
crucial role in generating subsequent responses. [20] demonstrated for the first
time from both theoretical and experimental perspectives that when the docu-
ment is longer, it is difficult for a single fixed-dimensional vector to effectively
represent the semantic information of the document. To obtain better results,
it is necessary to expand the dimension of the representation vector or increase
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the number of representation vectors. In this paper, we propose RM-BERT,
a representation-interaction ranking model based on residual multi-vector over
BERT, as shown in Fig. 2. By increasing the number of representation vectors,
RM-BERT can better represent the semantic information of both documents and
contexts, thereby improving retrieval performance. While conceptually simple,
RM-BERT outperforms strong baselines on several benchmarks and achieves
similar performance to BERT, while computing much faster than BERT.

Fig. 2. Architecture of the RM-BERT

2 Related Work

Dense Retriever. According to the different ways of encoding the context and
document as well as of scoring their similarity, dense retrievers can be roughly
divided into three types [31]. Representation-based models, such as Realm [8] and
DPR [11], are known for their speed, as the representations of documents can be
computed and indexed offline in advance. However, the accuracy of these mod-
els is often compromised, as they only capture shallow interactions. Interaction-
based models, such as BERT [5], can offer high accuracy by allowing for deep
interactions between context and document. However, the heavy computation
required by these models is not practical for real-world applications. To strike a
balance between effectiveness and efficiency, a representation-interaction model
is preferred. Many of these models use a late interaction architecture, such as
ColBERT [12]. This architecture can not only compute the document representa-
tion in advance but also allow deep interactions between context and document,
thus offering a good trade-off between speed and accuracy.
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Generator. Recent research has focused on how to train a generator to better
use retrieved external knowledge to improve the quality of the generated out-
put. In previous studies, most models such as RAG and FiD just concatenate
document and context and then input them into the model. They hope that the
model will directly learn how to use the retrieved documents during the gradient
descent. In contrast to these approaches, our proposal uses demonstration-based
learning. In the supervised learning setting, the text most similar in distribution
to the data in inference is the training data [28]. Therefore, we retrieve data from
the training set as demonstration examples. By providing appropriate training
data as demonstration examples, the model can gain a better understanding of
the task and produce improved answers.

3 Methodology

Consider a conditional generation task where the input is a context c and
the answer y is a sequence of tokens. To achieve better generation results in
knowledge-intensive dialogue, external documents D = {d1, d2, ..., dn} are usu-
ally introduced. Retrieval-augmented text generation is the approach of adding
external documents D for the model to condition on during its generation of y.

First, the retriever retrieves the top-k documents Dk = {d1, d2, ..., dk} most
relevant to context c. Retriever can either directly retrieve the entire docu-
ments, or perform a preliminary retrieval first, and then sort the results. The
generator then takes the context c and documents Dk as input to predict the
answer y. Our generator is an encoder-decoder architecture designed according
to the sequence-to-sequence modeling paradigm [26]. Specifically, the generator
is based on the Transformer [27] architecture (e.g., BART [15] and T5 [23]) and
parametrized by θ. We use the generator to model p(y | c,Dk; θ), where c and Dk

are encoded by the bidirectional encoder, and the decoder predicts y autoregres-
sively (conditioned on the encoded c and Dk and its left context). The likelihood
of p(y | c,Dk; θ) is defined as:

p (y | c,Dk; θ) =
N∏

t=1

p
(
yt

∣∣ y1:t−1, c,Dk; θ
)

(1)

where N is the number of answer tokens.
Next, we introduce our generator improvement method and ranking model

RM-BERT.

3.1 Generator

An illustration of our demonstration-based learning framework for generator is
shown in Fig. 1. In the traditional retrieval-augmented generation, only docu-
ment and context are input into the encoder. As an improvement we add addi-
tional demonstration examples as input to the encoder. In contrast to exist-
ing approaches that require additional human effort to generate such auxiliary
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supervisions, our demonstrations can be automatically constructed by retriev-
ing appropriate data from the training set. More precisely, we use BM25 [24]
to retrieve training instances from the training set. Following the encoding and
semantic interaction of the above three by the encoder, only the document and
context portions produced by the encoder are utilized as input for the decoder
to compute multi-head attention.

For a given training set T = {(c1, y1), ..., (cm, ym)}, we index it into a list
of key-value pairs, where ci is the context and yi is the ground-truth label.
Given a context ci, we search for the top-q most similar contexts in the index
as demonstrations Gq. Note that during training, as the context ci is already
indexed, we filter it from the retrieval results to avoid data leakage. Then we
concatenate demonstrations with context ci and retrieved external documents
Dk = {d1, d2, ..., dk} to feed into the encoder. In the multi-turn dialogue scene,
we only use the answer as demonstration, so Gq = {yi1 , ..., yiq} and the input
form is [dj ; ci; yi1 ; ...; yiq ]. For the single-turn dialogue scene similar to question
answering, we concatenate the context and answer as demonstration, so Gq =
{(ci1 , yi1), ..., (ciq , yiq )} and its input form is [dj ; ci; ci1 ; yi1 ; ...; ciq ; yiq ]. dj is one
of the documents of Dk, so the actual input is a batch of size k. After adding
the demonstration examples, Eq. 1 is rewritten as:

p (yi | ci,Dk, Gq; θ) =
N∏

t=1

p
(
yt
i

∣∣ y1:t−1
i , ci,Dk, Gq; θ

)
(2)

where N is the number of answer tokens. The final loss is defined as the negative
log-likelihood:

LNLL = −log p (yi | ci,Dk, Gq; θ) (3)

During inference, we will not filter any retrieved information, as all the
retrieve data only come from training set.

3.2 RM-BERT

As Fig. 2 illustrates, the lower portion of RM-BERT is a representation-based
model similar to DPR. However, unlike DPR, the two encoders we employ share
parameters. Then we extend the representation-based model by adding a Trans-
former encoder layer. The motivation for this is that [21] has shown that the
lower biLM layers specialize in local syntactic relationships, allowing the higher
layers to model longer range relationships such as coreference, and to specialize
for the language modeling task at the top most layers. To ensure retrieval effi-
ciency, we only use one layer of Transformer encoder. Finally, we add a MLP
classifier behind the Transformer encoder layer for classification.

During training, we first use two encoders to capture the local syntactic
relationships of context and document respectively. Then we concatenate the
outputs of these two encoders and feed them into the subsequent Transformer
encoder layer to model longer range relationships. To represent semantic infor-
mation more fully, we concatenate TC[CLS] and TD[CLS] output by the con-
text encoder and document encoder with T

′
C[CLS] and T

′
D[CLS] output by the
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Transformer encoder layer. Finally, they are fed into the MLP classifier for
classification. TC[CLS] and TD[CLS] focus on each individual sentence and play
a role in expanding semantic information. T

′
C[CLS] and T

′
D[CLS] focus on the

semantic information after interaction and play a role in fully understanding
the relationship between context and document. Given a collection of contexts
C = {c1, c2, ..., cm} and a collection of documents D = {d1, d2, ..., dn}, the rele-
vance score of ci to dj , denoted as s(ci, dj), is estimated via a MLP classifier:

s (ci, dj) = MLP
(
Concat

(
T

′
C[CLS], T

′
D[CLS], TC[CLS], TD[CLS]

))
(4)

The probability of a document dj being relevant to the context ci is calculated
as:

p (dj | ci,D) =
exp (s (ci, dj))

∑|D|
k=1 exp (s (ci, dk))

(5)

The ranking model parameters are updated by minimizing the cross-entropy
loss:

L = −
∑

(ci,dj)

(zi,j log (pi,j) + (1 − zi,j) log (1 − pi,j)) (6)

where zi,j is the ground-truth label of ci and dj and pi,j is equivalent to
p(dj | ci,D).

During inference time, we first apply the document encoder to all the docu-
ments and save the encoding results offline. At runtime, only the context needs
to be fed into the context encoder for encoding. The context encoding result
is then fed into the Transformer encoder layer together with the precomputed
document encoding result.

4 Experiments

In this section, we will introduce more details about experiments and the corre-
sponding analysis.

4.1 Datasets

We conduct experiments on three datasets: Wizard of Wikipedia [6], Natural
Questions [14] and TriviaQA [10]. Wizard of Wikipedia is a large dataset of

Table 1. Dataset statistics

Task Dataset Train Dev

multi-turn dialogue WoW 63734 3054

single-turn dialogue NQ 87372 2837

single-turn dialogue TriviaQA 61844 5359
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multi-turn dialogue grounded with knowledge retrieved from Wikipedia. The
input is a short dialog history ending with the information seekers turn. Natural
Questions and TriviaQA are question answering datasets, which are equivalent to
single-turn dialogue scenario in knowledge-intensive dialogues. Unlike the orig-
inal versions, the relevant Wikipedia page must be found by a retrieval step.
Overall statistics can be found in Table 1.

To retrieve the necessary information, we employ the standard KILT
Wikipedia dump1 [22]. Without loss of generality, we only merge the ground-
truth label documents of the three datasets as our knowledge source for retrieval.

4.2 Evaluation Metrics

We employ standard KILT automatic metrics. KILT contains multiple evaluation
metrics, which can be roughly divided into three types: (1) downstream results,
(2) performance in retrieving relevant evidence to corroborate a prediction and
(3) a combination of the two [22].

For retrieval task, in order to measure the correctness of the provenance, we
adopt R-Precision and Recall@5. R-precision, calculated as r/R, where R is the
number of Wikipedia pages inside each provenance set and r is the number of
relevant pages among the top-R retrieved pages. Recall@k, calculated as w/n,
where n is the number of distinct provenance sets for a given input and w is the
number of complete provenance sets among the top-k retrieved pages [22].

For generation task, Wizard of Wikipedia uses Rouge-L, F1, KILT-RL and
KILT-F1 to measure the correctness of the generated output. Natural Questions
and TriviaQA use EM, F1, KILT-EM, KILT-F1. The KILT scores only award
EM, ROUGE-L and F1 points to KILT-EM, KILT-RL and KILT-F1 respectively,
if the R-precision is 1 [22]. This metric is employed to emphasize the importance
of systems being able to substantiate their output with appropriate evidence,
rather than just providing an answer.

4.3 Implementation Details

The BM25 library we use is based on Anserini2. Our models training is based on
Transformers library3. All models use the AdamW optimizer [19] and fine-tune
on each dataset independently after loading the pre-trained weights.

Retrieval. BM25 and DPR directly retrieve from the entire knowledge source,
while ColBERT, BERT and our RM-BERT act as rerankers to rerank the top 100
results retrieved by BM25. For DPR and ColBERT, we use the same setting as
the original papers. For BERT, we employ the BERT base model. Both encoders
for RM-BERT are also BERT base models, and they share parameters. The
transformer encoder layer of RM-BERT is initialized using the top layer weights
1 https://github.com/facebookresearch/KILT.
2 https://github.com/castorini/anserini.
3 https://github.com/huggingface/transformers.

https://github.com/facebookresearch/KILT
https://github.com/castorini/anserini
https://github.com/huggingface/transformers
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of pre-trained BERT. For the MLP classifier, we use two linear layers with a
ReLU activation function for nonlinear transformation.

Generation. To show the efficacy of demonstration-based learning as a plug-
and-play method, we present performance in two models: RAG and FiD. Specif-
ically, we use the RAG-Token model, and for FiD we use FiD-base. Referring to
the original paper’s settings, RAG uses 5 retrieved documents, and FiD uses 20
retrieved documents. For the Wizard of Wikipedia dataset, we use one demon-
stration, while for the Natural Questions and TriviaQA datasets, we use three
demonstrations. We also consider demonstrations of other quantities and com-
pare them empirically in Sect. 4.5. In addition, we also select BART and T5 as
baselines, two models that do not retrieve knowledge sources, and their experi-
mental results are sourced from [22].

4.4 Results

Table 2. Results for Retrieval

Model WoW NQ TriviaQA

R-Prec Recall@5 R-Prec Recall@5 R-Prec Recall@5

Bm25 37.07 61.23 49.10 65.04 51.37 69.44

DPR 40.86 65.62 61.02 69.69 60.94 68.28

ColBERT 44.47 70.37 65.84 76.56 68.43 79.42

RM-BERT 46.30 71.25 67.04 77.12 68.67 79.01

BERT 47.51 72.43 68.77 78.21 71.21 81.41

Retrieval. Table 2 illustrates the retrieval evaluation results of our proposed
model in comparison with the baselines. The results indicate that our model
achieves performance close to BERT across all datasets, while requiring consid-
erably less computational resources. Furthermore, in comparison with ColBERT,
which is also a representation-interaction model, our approach exhibits supe-
rior performance on nearly all datasets. Despite BM25 and DPR’s advantage
in terms of speed, they significantly lag behind our model concerning retrieval
effectiveness. Overall, our model achieves an optimal trade-off between efficacy
and efficiency.

Generation. In Tables 3, 4 and 5, we present the performance evaluation results
of our proposed approach and the baselines. Firstly, we observe that the inclu-
sion of the demonstration-based learning approach leads to substantial improve-
ments in nearly all evaluation metrics across all datasets for both RAG and
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Table 3. The results on Wizard of Wikipedia dataset

Model Rouge-L F1 KILT-RL KILT-F1

BART 12.05 13.35 0 0

T5 12.80 13.28 0 0

RAG 16.03 18.10 10.61 12.00

FiD 14.81 16.73 9.79 11.07

RAG-demo 16.64(+0.61) 18.87(+0.77) 10.71(+0.10) 12.20(+0.20)

FiD-demo 15.70(+0.89) 17.56(+0.83) 9.85(+0.06) 11.13(+0.06)

Table 4. The results on Natural Questions dataset

Model EM F1 KILT-EM KILT-F1

BART 26.15 32.06 0 0

T5 25.20 31.88 0 0

RAG 46.14 53.94 40.25 45.46

FiD 48.78 57.00 38.53 44.47

RAG-demo 47.83(+1.69) 55.41(+1.47) 41.63(+1.38) 46.83(+1.37)

FiD-demo 51.50(+2.72) 59.68(+2.68) 41.17(+2.64) 46.98(+2.51)

Table 5. The results on TriviaQA dataset

Model EM F1 KILT-EM KILT-F1

BART 32.54 39.58 0 0

T5 25.79 33.72 0 0

RAG 49.60 61.92 40.57 48.80

FiD 51.26 65.87 39.39 49.50

RAG-demo 53.41(+3.81) 64.69(+2.77) 42.30(+1.73) 49.60(+0.80)

FiD-demo 54.75(+3.49) 64.23(-1.64) 42.02(+2.63) 48.52(−0.98)

FiD models, as shown in the corresponding improvements indicated in paren-
theses. This finding not only confirms the efficacy of our proposed approach but
also demonstrates its applicability to a wide range of models. Additionally, the
results indicate the usefulness of our method for both single-turn and multi-turn
knowledge-intensive dialogues. Next, we compare the performance of models with
and without the usage of knowledge sources. We observe a significant improve-
ment in model performance after incorporating knowledge sources, as evidenced
by the comparison results. This highlights the critical role of knowledge retrieval
in knowledge-intensive dialogues.
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4.5 Ablations

To explore the effect of RM-BERT, we conduct relative ablation studies, as
illustrated in Table 6. The RM-BERT-single model feeds only a single vector
T

′
C[CLS] into the MLP for classification. Our findings suggest that reducing the

number of representation vectors resulted in decreased model performance across
all datasets, with the most significant impact observed on the R-Prec metric for
the Wizard of Wikipedia dataset. These results underscore the inadequacy of
using only one vector to represent the semantic information of sentences and
demonstrate the efficacy of our proposed method in addressing this limitation.

We also conduct ablation studies to investigate the impact of the number of
demonstrations on the model’s performance. The results of these studies are pre-
sented in Table 7. Our findings indicate that, in the case of multi-turn dialogue,
the model’s performance is optimal when only one demonstration is used. As
the number of demonstrations increases, the model’s performance experiences a
slight decrease. Conversely, for single-turn dialogue, the model’s performance is
best when three demonstration examples are used, with any additional demon-
stration examples leading to a degradation in performance.

Table 6. Ablation experiment for the variation of RM-BERT

Model WoW NQ TriviaQA

R-Prec Recall@5 R-Prec Recall@5 R-Prec Recall@5

RM-BERT-single 40.47 71.09 66.13 76.81 65.07 78.32

RM-BERT 46.30 71.25 67.04 77.12 68.67 79.01

Table 7. The effect of different number of demonstrations on the performance of FiD-
demo model

Demo num WoW NQ

Rouge-L F1 KILT-RL KILT-F1 EM F1 KILT-EM KILT-F1

1 15.70 17.56 9.85 11.13 49.24 57.64 39.27 45.31

2 15.48 17.15 9.71 10.84 50.90 59.08 40.54 46.41

3 15.12 16.69 9.30 10.36 51.50 59.68 41.17 46.98

4 15.14 16.61 9.27 10.31 51.22 59.50 41.03 46.82

5 15.00 16.41 9.10 10.09 51.22 59.37 40.89 46.56

4.6 Case Study

We conduct a case study on the WoW and NQ dev sets to intuitively compare
our model with the baseline, as presented in Table 8. On the WoW task, FiD
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generates incorrect answer due to insufficient understanding of the context, while
on the NQ task, it directly generates factually incorrect answer. In contrast, FiD-
demo generates more specific and factually accurate responses.

Table 8. Case study on the WoW and NQ dev sets

Task Input Model Output

WoW User: My favorite color is red do you
like it? Bot: I like red, but pink is my
favorite it is named after a flowering
plant in the genus Dianthus. User:
What is the wavelength of red?

FiD It was first used as a color name in
the late 17th century.

FiD-demo I’m not sure, but I know it is the
color at the end of the visible
spectrum of light, next to orange
and opposite violet.

NQ Who has made the most premier
league appearances?

FiD Gary Speed

FiD-demo Gareth Barry

5 Conclusions

In this paper, we present a new method to improve the generator in knowledge-
intensive dialogue and propose a ranking model RM-BERT. We propose to
improve the generator through demonstration-based learning, allowing the gen-
erator to better utilize the retrieved knowledge sources by enhancing model’s
understanding of the task. Experiments prove that, as a plug-and-play method,
it is applicable not only to multiple datasets, but also to a variety of models. Fur-
thermore, we use multiple vectors to better represent the semantic information of
context and document in a way similar to residual connections. Despite having a
much lower computational cost than BERT, RM-BERT achieves a performance
very close to BERT, which is a significant achievement in practical application
scenarios. In future work, we intend to explore combining our demonstration-
based learning method with other methods, potentially providing orthogonal
improvement. We also intend to further explore how to represent sentences more
effectively and efficiently.
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Abstract. Emerging intents may have zero or a few labeled samples in
realistic dialog systems. Therefore, models need to be capable of per-
forming both zero-shot and few-shot intent detection. However, existing
zero-shot intent detection models do not generalize well to few-shot set-
tings and vice versa. To this end, we explore a novel and realistic setting,
namely, any-shot intent detection. Based on this new paradigm, we pro-
pose Episode-based Prompt Learning (EPL) framework. The framework
first reformulates the intent detection task as a sentence-pair classifica-
tion task using prompt templates and unifies the different settings. Then,
it introduces two training mechanisms, which alleviate the impact of dif-
ferent prompt templates on performance and simulate any-shot settings
in the training phase, effectively improving the model’s performance.
Experimental results on four datasets show that EPL outperforms strong
baselines by a large margin on zero-shot and any-shot intent detection
and achieves competitive results on few-shot intent detection.

Keywords: Intent detection · Any-shot learning · Prompt learning

1 Introduction

Intent detection is an essential component of task-oriented dialogue systems,
which can be treated as a text classification problem to predict the intent of
users’ text input [3]. Although supervised deep learning methods [16,20] have
achieved promising performance for intent detection, their success depends on
large-scale annotated data. The models’ generalization ability is limited in low-
resource settings [1]. Therefore, understanding how to detect users’ intent in
low-resource settings effectively has become an emerging research topic.

Zero-shot learning (ZSL) and few-shot learning (FSL) have recently provided
feasible solutions for low-resource intent detection. Although both paradigms
have similar goals - using limited annotated data (including zero or a few anno-
tated data) to detect intent - they still require different models designed for
different settings. Specifically, zero-shot intent detection (ZSID)1 models are

P. Sun and D. Song—Equal contribution.
1 Zero-shot intent detection is a setup in which a model can learn to detect intents

that it hasn’t explicitly seen before in training [21].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44693-1_3&domain=pdf
https://doi.org/10.1007/978-3-031-44693-1_3


30 P. Sun et al.

Fig. 1. Different settings use different templates to combine with each intent label as
intent descriptions. Notably, in the few-shot intent detection, the template also includes
the annotation data, which is underlined.

built on the semantic matching ability of labels. In contrast, few-shot intent
detection (FSID)2 models are built on the semantic summarization ability of a
few examples [13]. This means that ZSID models are ineffective when applied
to FSID and vice versa. However, in realistic scenarios, some emerging intents
may have no available examples (i.e., zero-shot intents), while others may have
a few (i.e., few-shot intents). For this reason, there is a need for a more realistic
setting where it is possible for both zero-shot and few-shot intents can co-occur
during inference. This paper refers to this setting as any-shot intent detection
(ASID). ASID aims to develop a model that can unify ZSID and FSID in a single
framework.

Toachieve this goal,we intend tomodel around the common information (intent
labels) of ZSID and FSID for unified modeling across different settings. Specifi-
cally, as illustrated in Fig. 1, we use different prompt templates for different set-
tings to incorporate each intent label into sentences, regarded as the intent descrip-
tions. Afterward, the intent detection task can be reformulated into a sentence-pair
classification task to determine if the utterance relates to the intent description.
Although this approach achieves uniform modeling across different settings, it still
faces the following challenges: (1) we have empirically found that this approach
relies on prompt templates’ design, and (2) how the model efficiently utilizes the
limited annotated data for training in the ASID task.

To address the above challenges, we propose a novel and unified Episode-
based Prompt Learning (EPL) framework for ASID. The framework first recon-
structs the intent detection task into a sentence-pair classification task using
different prompt templates to unify the different settings. After that, as shown
in Fig. 2, two-stage training mechanisms are proposed to alleviate the impact

2 Few-shot intent detection is a setup in which a model can learn to detect intents
that only a few annotated examples are available [22].
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of different prompt templates on performance and improve the model’s general-
ization ability. In stage 1, we propose a prompt-based pre-training mechanism
to quickly adapt the model to different prompt templates and learn transferable
task-specific knowledge. Specifically, we design the supervised and self-supervised
losses for continued pre-training [8] on the reconstructed dataset. In stage 2, we
introduce an episodic training mechanism3 [19] to train the model within a col-
lection of episodes, each designed to simulate an any-shot setting. The model
gradually learns to adapt to emerging intents by training in multiple episodes
and improves its generalization ability. Extensive analytical experiments have
shown that two-stage training mechanisms can effectively mitigate the effects of
different prompt templates on performance, helping the model achieve compet-
itive results in the any-shot setting.

The main contributions of the method presented are below:

• For the first time, we present the any-shot intent detection task where both
zero-shot and few-shot intents simultaneously co-occur during inference.

• We propose a unified Episode-based Prompt Learning (EPL) framework for
ASID. EPL models different settings uniformly by reformulating the intent
detection task as a sentence-pair classification task and proposing a two-stage
training mechanism to train the model. The mechanism effectively alleviates
the model’s reliance on prompt templates and improves its generalization
ability.

• We comprehensively evaluate our approach on four popular benchmark
datasets and demonstrate the superiority of our approach in zero-shot, few-
shot, and any-shot intent detection.

2 Preliminaries

2.1 Problem Statement

Suppose the intents set is Y = Ys ∪ Yu,Ys ∩ Yu = ∅, where Ys is the set of
seen intents, Yu is the set of unseen (emerging) intents. We take the dataset of
seen intents as the training set, which is defined as Dtr = {(xi, yi)}|Dtr|

i=1 , where
yi ∈ Ys and xi ∈ Xs, Xs is the set of seen utterances. Similarly, we take the
dataset corresponding to the unseen intents as the test set, which is defined
as Dte = {(xj , yj)}|Dte|

j=1 , where yj ∈ Yu and xj ∈ Xu, Xu is the set of unseen
utterances. In ZSID, no utterances for each yj ∈ Yu are available during the
inference phase. The goal is to train a model based on the Dtr so that it can
predict the label of Xu that belongs to unseen intents. Moreover, in FSID, only
a few randomly chosen utterances for each yj ∈ Yu are available during the
inference phase, and the goal is the same as the zero-shot setting. While in
ASID, a few or no utterances for each yj ∈ Yu are available during the inference
phase, and the goal is to predict both zero-shot and few-shot intents.
3 Episodic training mechanism attempts to simulate a realistic setting by generating

a small set of artificial tasks from a larger set of training tasks for training and
proceeds similarly for testing.
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Fig. 2. The framework of the multi-stage training mechanism. Stage 1 is the prompt-
based pre-training mechanism, which quickly adapts the model to different prompt
templates and learns transferable task-specific knowledge. Stage 2 is the prompt-based
episodic training mechanism, which enhances the model’s generalization ability as the
episodes progress. Note that an intent label with orange fonts indicates the instance is
related (i.e., yi,k

output = 0), and an intent label with green fonts indicates the instance is

unrelated (i.e., yi,k
output = 1). The bold text indicates the prompt template.

2.2 Episodic Training Mechanism

In the episodic training mechanism [19], an episode is similar to a batch in
the traditional training method. One episode consists of two parts: support set
S and query set Q. If the support set S contains C classes, and each class
includes K labeled samples, such as K = 0, we call this task C-way K-shot. The
episodic training mechanism keeps the training conditions consistent with the
test conditions. For example, if the test task is a 5-way 1-shot intent detection
task, our model is trained using the same 5-way 1-shot task during training. The
advantage is that if a model can fit these large numbers of episodes when faced
with a new, similar target task, it can also generalize to this target task.

3 Episode-Based Prompt Learning

3.1 Reformulation and Definition

Task Reformulation. We reformulate the intent detection task as a sentence-
pair classification task using prompt templates. A set of prompt templates is
defined as T = {tk}Mk=1, where M is the number of prompt templates. For each
prompt template tk, we take the intent yi ∈ Ys as input and output a sentence
tk(yi) which is regarded as the intent description. Based on the above definition,
we use the prompt template tk to reconstruct dataset Dtr into a sentence-pair
classification dataset D̂k

tr = {(xi,k
input, y

i,k
output)}|Dtr|

i=1 , where xi,k
input = (xi, t

k(yi)).
The output space yi,k

output is composed of two labels, when the label of xi is
yi, yi,k

output = 0. Otherwise, yi,k
output = 1. To adapt the sentence-pair classification

training, we reconstructed the training dataset as D̂tr = {(D̂k
tr,−D̂k

tr)}Mk=1, where
−D̂k

tr denotes negative samples, i.e., the label of xi is not yi. The dataset Dte is
similarly reconstructed to obtain D̂te.
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Definition. We denote the representations of xi,k
input as hi,k ∈ R

H , which is the
hidden vector of [CLS]. The output probability of the model’s [CLS] head is
defined as follows:

pcls(y
i,k
output|xi,k

input) = softmax(Whi,k), (1)

where W ∈ R
2×H is a learnable matrix.

3.2 Prompt-Based Pre-training

We propose a prompt-based pre-training mechanism to quickly adapt the model
to different prompt templates and learn transferable task-specific knowledge.
Specifically, we use the reconstructed dataset D̂tr to pre-train the model with
the supervised loss Lce and the self-supervised loss Lcon.

The supervised loss Lce is designed to narrow the gap between the pre-
trained language model and the downstream tasks and to speed up the learning
of transferable task-specific knowledge. We thus define the supervised loss as
follows:

Lce = −yi,k
outputlog pcls(y

i,k
output|xi,k

input) − (1 − yi,k
output)log(1 − pcls(y

i,k
output|xi,k

input)).
(2)

Furthermore, we use different semantic information generated by different
prompt templates as self-supervised signals to design the self-supervised loss
function Lcon. It can more effectively stimulate the language model to learn to
adapt to different semantic information, thus alleviating the performance differ-
ence caused by different prompt templates. Accordingly, we follow [5] and define
the self-supervised loss function Lcon as the normalized temperature-scaled cross-
entropy loss. Concretely, for each sample xi,k

input in a batch, we treat xi,k
input as

an anchor sample. We use samples {xi,n
input}Mn=1(n �= k) constructed from differ-

ent prompt templates as positive examples, and other samples within the same
batch as negative examples. The self-supervised loss function is:

Lcon = − 1
M − 1

log
∑M

n=1 I[n�=k] exp(hi,k · hi,n/τ)
∑B

j=1

∑M
p=1 exp(hi,k · hj,p/τ)

, (3)

where B is the number of samples in a batch, and τ is the temperature hyper-
parameter. The overall loss function is defined as:

Ltotal = Lce + λLcon, (4)

where λ is a hyperparameter that balances the supervised and self-supervised
losses.

3.3 Prompt-Based Episodic Training

To effectively mimic low-resource settings, we introduce the prompt-based
episodic training mechanism to train the ASID model. Specifically, this mech-
anism simulates any-shot settings by constructing a series of episodes (each
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episode aims to mimic an ASID task), gradually accumulating a wealth of expe-
rience in predicting unseen intents, enhancing the model’s adaptability, and
improving its generalization ability. In addition, we empirically find that this
training mechanism further alleviates the performance differences caused by dif-
ferent prompt templates.

As shown in Stage 2 of Fig. 2, we first divide the training process into a series
of episodes, in which each episode includes the support set S and the query set
Q. We construct the support set S by designing a few prompt templates and
then using them in both ZSID and FSID to eliminate the differences between
the two settings. Specifically, in ZSID, the intent label yi is mapped to the
prompt template tk as the intent description tk(yi). Afterward, we define the
intent description tk(yi) and the corresponding output yi,k

output as a support set
sample, i.e., Si = {(tk(yi), y

i,k
output)}Mk=1. In FSID, we concatenate support set

samples {xj}Kj=1 with the original prompt templates as new prompt templates
Tnew = {tk}M×K

k=1 . After that, same as ZSID, the intent label yi is mapped to
the new prompt template tk as the intent description tk(yi), so that we can get
a support set that contains both the intent label and a few labeled samples, i.e.,
Si = {(tk(yi), y

i,k
output)}M×K

k=1 . For the query set Q, the settings of xi ∈ Xu are
the same in ZSID and FSID. Since ASID sits on a continuum between ZSID and
FSID, the above settings are still used for ASID. In addition, the probability of
the model is defined as follows:

p(yi|xi, t
k) =

exp pcls(y
i,k
output = 0|xi, t

k(yi))
∑

yj∈Y exp pcls(y
i,k
output = 0|xi, tk(yj))

. (5)

Finally, we define the loss Let as follows:

Let = −log p(yi|xi, t
k). (6)

Notably, during inference, given an input sentence x, for each intent label
yi ∈ Ys, the model generates a set of rendered prompts tk(yi) using different
prompt templates. The model then computes a similarity score between x and
each tk(yi) using the similarity function pcls(y

i,k
output = 0|xi, t

k(yi)). Finally, the
model predicts the intent label with the highest similarity score as the output.

4 Experiment

4.1 Datasets

We evaluate our models on four intent detection datasets: BANKING77 [2],
SNIPS [6], HWU64 [14] and CLINC150 [11]. BANKING77 is a fine-grained
intent detection dataset specific to the banking domain and is composed of 77
intents with approximately 13k samples. SNIPS is a personal voice assistant
dataset comprising approximately 14k samples of 7 intents. HWU64 was col-
lected from Amazon Mechanical Turk, a fine-grained intent detection dataset.
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Table 1. Statistics of four datasets (left) and templates used in our experiment (right).
The #sents denotes sentence number, #cls denotes class number and #sents/cls
denotes average sentences per class. [s] is the placeholder of the intent label.

Dataset #sents #cls train/valid/test #sents/cls Prompt Templates

SNIPS 14, 484 2/3/2 2069.14 t1 = [s].

CLINC150 22, 500 50/50/50 150.00 t2 = This is in [s].

BANKING77 13, 083 25/25/27 169.91 t3 = It is about [s].

HWU64 11, 036 23/16/25 172.44 t4 = It is about the
intent of [s].

It contains approximately 11k samples of 64 intents. CLINC150 is also a voice
assistant dataset and supports both in-scope and out-of-scope data. We fol-
low [12] for the partitioning method, using only 150 intents from 10 domains
with approximately 22k samples. Zero-shot, few-shot, and any-shot settings are
constructed based on these four datasets. The training, validation, and test sets
are partitioned according to the intent labels without intersections. The detailed
data statistics are presented in Table 1 (left).

4.2 Experimental Settings

For each experiment, we construct different episodes (i.e., C-way K-shot tasks)
to evaluate the model’s performance. To make a fair comparison, we complete
experiments with C set to different values. For ZSID, we set C to the number of
intents in the test dataset and set K to 0, i.e., 0-shot. For FSID, we set K to 1
and 5 to construct 1-shot and 5-shot scenarios, respectively. C is set to 2 on the
SNIPS dataset. For the other datasets, we follow the evaluation settings from [4]
and set C to 5. For ASID, we select one 0-shot class and one 1-shot class in one
episode for SNIPS, one 0-shot class, two 1-shot classes and two 5-shot classes for
the other datasets. Also, as the different choices of training and validation sets
affect the performance of the test, we perform a 5-fold cross-validation and report
the average results. In addition, in our experiments, to evaluate the impact of
different templates, we manually designed four templates for the dataset and
reported the average results of the four templates and the results of the best
template. The detailed templates are presented in Table 1 (right).

We implement all methods using Pytorch. EPL is built on top of the BERT-
base model. For the training phases of EPL, we optimize the model using
Adam [10], with the stage 1 learning rate set to 5e−6 and the stage 2 learning
rate set to 2e−5. For prompt-based pre-training, similar to [23], we first select
the target dataset and then use the remaining three out of four datasets as the
pre-training corpus. We split the pre-training corpus as the training set and vali-
dation set, where the ratio of classes is 9:1. The grid search mechanism is utilized
to select optimal hyperparameter combinations on each split (the hyperparam-
eter λ from {0.1,0.5,1,5}, the negative samples’ number from {1,3,5}). Finally,
we select the hyperparameter λ and negative samples’ numbers as 0.5 and 3,
respectively. The temperature coefficient τ is set to 0.7, and the batch size is 8.
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For prompt-based episodic training, we follow the experimental setup in [7] and
report the average accuracy of over 500 episodes sampled from the test set.

4.3 Baseline Models

We compare our proposed EPL model with three types of baseline models. We
first compare the EPL model with the following state-of-the-art approaches for
ZSL. CTIR: [17] propose a class transformation framework that encourages
models to learn the difference between seen and unseen intents through multi-
task learning objectives and presents similarity scorers to correlate associations
between intents. NSP-BERT: [18] propose a sentence-level prompt learning
method that determines whether the two sentences are adjacent by reformulating
the downstream task as a binary classification problem and directly using a
BERT-based pre-trained language model.

For FSL, we compare the proposed method with several state-of-the-art
FSL models. ProtAugment: [7] propose a meta-learning-based intent detection
method that avoids the overfitting problem during meta-learning by extending
the prototype network. ContrastNet: [4] propose a contrastive learning frame-
work for solving the task-level and instance-level overfitting problems in the
few-shot text classification task.

In addition, we also compare our approach with the models which apply
in both settings. NLI: [15] reformulate the intent detection task as a natural
language inference task and fine-tune the BERT model using the reconstructed
dataset. To ensure fairness, we adapt NLI to fit ASID. KPT: [9] incorporate
external knowledge into the verbalizers. Two strategies are designed to refine
the verbalizers for the zero-shot and few-shot settings, respectively, but are not
applicable for the any-shot setting.

5 Results and Analysis

5.1 Main Results

Results for ZSID. In Table 2, we report the results of the ZSID experiments.
EPL outperforms other methods on all four datasets compared to state-of-the-
art models. Specifically, EPL improves by 2.98%, 0.82%, 3.75%, and 0.68% on
SNIPS, CLINC150, HWU64, and BANKING77, respectively. The result indi-
cates that EPL is effective in ZSID. Notably, we also find that the EPL and
NLI models are better than NSP-BERT. We speculate that retraining the [CLS]
head based on the reformulated task can effectively learn transferable and task-
specific knowledge, thus improving the model’s performance.

Results for FSID. As shown in Table 2, we can observe that in the 1-shot
setting of the FSID task, our EPL model outperforms the best baseline results
(in most cases, ContrastNet). Similarly, in the 5-shot setting of the FSID task,
our EPL model outperforms the best baseline results on the SNIPS, CLINC150,
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Table 2. Comparison of mean accuracy (%) on four datasets in ZSID, FSID, and
ASID settings. For each setting, the best and the second-best results are highlighted.
The AvgStd denotes the averaged mean and standard deviation over four datasets of
each model.

Setting Method SNIPS CLINC150 HWU64 BANKING77 AvgStd

0-shot CTIR 86.59 27.20 21.44 20.76 39.0031.86

NSP-BERT 82.88 60.99 45.09 58.47 61.8615.66

NLI 92.20 81.51 61.01 75.45 77.5413.02

KPT 68.17 18.58 16.69 18.54 30.4925.13

EPL 95.18 82.33 64.76 76.13 79.6012.68

1-shot ProtAugment 86.33 96.49 84.34 89.56 89.185.33

ContrastNet 90.44 96.59 86.56 91.18 91.194.13

NLI 94.00 95.59 83.11 90.84 90.885.55

KPT 75.36 51.78 46.84 45.38 54.8413.95

EPL 95.39 97.55 89.96 93.31 94.053.23

5-shot ProtAugment 92.52 98.74 92.55 94.71 94.632.93

ContrastNet 96.21 98.46 92.57 96.40 95.912.45

NLI 94.50 97.24 89.51 93.44 93.673.20

KPT 80.41 62.61 50.49 47.71 60.3014.88

EPL 96.21 98.69 92.91 95.30 95.782.39

any-shot NLI 94.00 95.50 83.34 90.53 90.845.42

EPL 95.15 97.47 88.44 92.78 93.463.86

Table 3. Impact of prompt-based pre-training on performance in ZSID. Note that the
best results are highlighted.

Method SNIPS CLINC150 HWU64 BANKING77 Average

NSP BERT 82.88 60.99 45.09 58.47 61.86

Pre-training 95.85 75.41 59.60 70.91 75.44

EPL BERT 94.92 81.06 59.78 74.95 77.68

Pre-training 95.18 82.33 64.76 76.13 79.60

and HWU64 datasets and is close to the best baseline results for BANKING77.
Although ContrastNet and ProtAugment are better than EPL in some datasets
in the 5-shot setting, their methods only apply to FSID, which limits their appli-
cation in the any-shot setting. Furthermore, we observe that KPT improves in
the 1-shot and 5-shot settings compared to the zero-shot setting but still per-
forms poorly. The results indicate that the approach resembling KPT, which
relies on verbalizer construction, is less applicable to fine-grained intent detec-
tion tasks.
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Fig. 3. Effect of different training mechanisms on two datasets.

Fig. 4. Fluctuations in performance of different prompt templates on two datasets.
The size of the box reflects the volatility of the data. The smaller box indicates more
concentrated data. The cross represents the mean value.

Results for ASID. The results of the ASID experiments are displayed in
Table 2. Compared with NLI, EPL achieves substantial improvements on the
four datasets. This result validates the effectiveness of our proposed method in
the any-shot setting.

5.2 Experimental Analysis

Impact of Prompt-Based Pre-training. The following experiments are con-
ducted on four datasets to evaluate the impact of the prompt-based pre-training
mechanism on performance. Concretely, we interchange the prompt-based pre-
trained model and the vanilla BERT model. For NSP-BERT, we replace the
vanilla BERT model with the prompt-based pre-trained model and refer to it
as NSP-PreTraining. We replace the prompt-based pre-trained model in EPL
with a vanilla BERT model and refer to it as EPL-BERT. Table 3 shows that
using the prompt-based pre-trained model improves accuracy by an average of at
least 1.9% on the zero-shot setting compared to the model using BERT. These
results suggest that the prompt-based pre-training mechanism is effective. This
is because continued pre-training on the reconstructed data enables the [CLS]
head to adapt to downstream tasks, learn transferable task-specific knowledge,
and improve the model’s generalization. In addition, we note that although NSP-
PreTraining achieves more competitive results on the SNIPS dataset, its accu-
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racy is much lower than EPL on other datasets. Meanwhile, in Table 3, we can
also see that EPL-BERT outperforms NSP-BERT on all datasets, which indi-
cates that the EPL model still obtains good results even without prompt-based
pre-training. This result further demonstrates that EPL is effective and superior.

Impact of Prompt-based Episodic Training Mechanism. To evaluate the
impact of the prompt-based episodic training mechanism, we compare fine-
tuning with the prompt-based episodic training mechanism on the HWU64 and
BANKING77 datasets with different settings in FSID. As shown in Fig. 3, the
model’s performance based on the prompt-based episodic training mechanism
outperforms that of the fine-tuning training mechanism on both the HWU64
and BANKING77, especially in the 1-shot setting, where the improvement of
prompt-based episodic training is more prominent. We conjecture the prompt-
based episodic training mechanism can simulate low-resource settings, and the
model gradually learns to adapt to unseen intents, leading to better results. It
also indicates that the prompt-based episodic training mechanism is effective.

Impact of Prompt Template. We conduct experiments to verify the effect
of different prompt templates (Table 1 right) on the performance of the EPL
and NLI. The results are shown in Fig. 4. Compared with NLI, EPL effectively
alleviates the performance difference caused by different prompt templates, with
the performance of EPL remaining stable between different prompt templates,
particularly for the FSID settings. One reason could be that a few samples in
the support set can be used to effectively fine-tune the model and mitigate the
effects of semantic differences between different prompt templates. For the ZSID
settings, the performance of both EPL and NLI fluctuates between different
prompt templates, but EPL is more stable. This implies that the lack of available
samples makes the model more dependent on the prompt templates, and the
performance fluctuates slightly. The relative stability of EPL further suggests
that EPL can mitigate the effect of differences between prompt templates.

6 Conclusion

We introduce any-shot learning to intent detection for the first time and pro-
pose a novel, unified EPL model. The EPL model first reformulates the intent
detection task as a sentence-pair classification task and unifies the different set-
tings using prompt templates. Then we propose a two-stage training mechanism
(prompt-based pre-training and prompt-based episodic training). The mecha-
nisms not only effectively mitigate the impact of different templates on perfor-
mance but also simulates a low-resource setting and improve the model’s gener-
alization capability. Finally, extensive experiments have shown that the proposed
model achieves state-of-the-art performance on four publicly available datasets.



40 P. Sun et al.

Acknowledgements. The authors would like to thank the anonymous reviewers for
their helpful comments. This research is supported by the National Natural Science
Foundation of China (No. 61936012, 62206126 and 61976114).

References

1. Bhathiya, H.S., Thayasivam, U.: Meta learning for few-shot joint intent detection
and slot-filling. In: ICMLT, pp. 86–92 (2020)
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Abstract. Crosstalk is a traditional Chinese theatrical performance art. It is com-
monly performed by two performers in the form of a dialogue. With the typical
features of dialogues, crosstalks are also designed to be hilarious for the purpose
of amusing the audience. In this study, we introduce CrossDial, an open-source
dataset containing most classic Chinese crosstalks crawled from the Web. More-
over, we define two new tasks, provide two benchmarks, and investigate the abil-
ity of current dialogue generation models in the field of crosstalk generation. The
experiment results and case studies demonstrate that crosstalk generation is chal-
lenging for straightforward methods and remains an interesting topic for future
works.

Keywords: Dialogue generation · Humor · Deep learning

1 Introduction

Crosstalk, also known by its Chinese name xiangsheng (相声 in Chinese), is a tradi-
tional Chinese theatrical performance art. It is commonly performed by two performers.
One performer is the leading role dougen (逗哏 in Chinese) and the other is the sup-
porting role penggen (捧哏 in Chinese).

The form of crosstalks is just like chat or gossip with two persons responding to each
other alternately. But there are several conventional performance patterns in crosstalks
that are different from daily dialogues. First, the crosstalk is a complete story with one
main topic to entertain the audience. The two performers should discuss strictly around
the main topic instead of changing topics casually like gossip. Second, the language pat-
terns of the two performers are different in crosstalks. The leading role is the one who
dominates the dialogue and drives the plot forward. Mostly, the leading role tells stories
and jokes during the performance. On the other hand, the supporting role gives short
comments to support or question the leading role’s opinion. In some cases, the support-
ing role may point out the humorous point in the leading role’s utterance to explain to
the audience, or even add fuel to the fire to make it funnier. Third, the crosstalk lan-
guage is rich in comedy acting skills, such as puns, and is usually delivered in a rapid,
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bantering style. For the purpose of bringing laughter to the audience, the language of
crosstalk features humorous dialogues.

In the study, we are concerned with generating Chinese crosstalks automatically.
Currently, the traditional art is suffering from the lack of scripts which is hard to write
even for humans. It is of high artistic value to design a model that can automatically gen-
erate crosstalks. Apart from this, the ability to generate entertaining dialogue responses
is also very useful in many commercial products (e.g. chat-bots) by making them more
appealing. Though daily dialogue generation has been widely explored and achieved
great success in previous studies [9,23], it remains unknown whether entertaining dia-
logues can be automatically generated or not. The special language style and the two-
role pattern of crosstalks make it a challenging but interesting task to be explored.

To support research on automatic crosstalk generation, we build CrossDial, an
open-source crosstalk dataset that covers most classic Chinese crosstalks. It is a large-
scale dialogue dataset consisting of 1257 crosstalk scripts and 140432 data samples
crawled from the Internet.

To investigate the automatic generation of such entertaining dialogues over the pro-
posed dataset, we design two different tasks. The first is a generation task, i.e.Crosstalk
Response Generation. That is, given several continuous utterances as context, the
model is required to generate the next utterance as response. Considering the one-to-
many problems in current generation metrics and the difficulty in automatic humor
evaluation, we then additionally introduce a more basic retrieval task, i.e. Crosstalk
Response Selection. That is, given several continuous utterances as context, the model
is required to find the best response from the supported choices.

We implemented several typical neural models as baselines and evaluate them on
the newly defined tasks. The results of automated metrics show the difficulty of our pro-
posed tasks. The human evaluation and case studies further demonstrate the challenges
of generating crosstalks.

The contributions of this paper are summarized as follows:

1) We propose an open-source Chinese crosstalk dataset which contains most classic
Chinese crosstalks. The dataset will be released.

2) We design two different tasks and provide two benchmarks respectively for main-
stream methods.

3) Both automatic evaluation and human evaluation are performed to evaluate the abil-
ity of typical models for automatic crosstalk generation.

2 Task Definition

We formulate the problem of crosstalk generation as the next utterance prediction task.
In particular, we define two sub-tasks namely Crosstalk Response Generation (CRG)
and Crosstalk Response Selection (CRS). Given continuous utterances as context c =
{u1, u2, ..., un−1}, the agent is required to generate the next utterance as response r =
un in the CRG task or distinguish the positive response xpos = un from the other three
distractors {xneg

0 , xneg
1 , xneg

2 } in the CRS task.
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In the CRG task, the generated response is expected to be grammatical and coherent
to the context. It should also be compatible with the specific pattern of the role that
the agent plays. Moreover, the level of amusement and humor should be taken into
consideration.

CRG is a one-to-many problem, i.e. there are many responses appropriate for one
given context. Most of the current generation metrics (e.g. BLEU) are based on the
comparison between the reference and the generated response. Therefore they cannot
reflect the true level of the agent’s generation ability. As a complement, we introduce
the CRS task to evaluate the agent’s capability more objectively.

3 CrossDial Dataset

3.1 Overview

The objective of this work is to introduce the task of crosstalk generation and facilitate
the study of both the CRG and CRS tasks. For this, we propose a large-scale Chi-
nese crosstalk dataset CrossDial, which covers most classic Chinese crosstalks in the
Internet. The dataset contains two subsets, dougen and penggen, corresponding to the
leading role and the supporting role. Each sample for the CRG task consists of two
fields: context and positive response, and each sample for the CRS task involves with
three additional negative responses (distractors) constructed by us. The dataset creation
consists of three stages:

1) Data Collection: we crawled a set of 1257 crosstalk scripts from the Internet which
contains most Chinese crosstalks.

2) Sample Creation: we split all crosstalk scripts into context-response pairs as data
samples for the CRG task. To be compatible with the two-role patterns in crosstalk,
we divided the dataset into two subsets.

3) Distractor Generation: we designed delicate distractors for the CRS task. To avoid
false negatives of distractors, we recruited eight annotators to review all the distrac-
tors and filtered invalid ones.

After all, we created a dataset consisting of 140432 data samples in the form of
context-response pair. Basic statistics of Crossdial are shown in Table 1. In the follow-
ing, we will describe all stages in more detail.

Table 1. Basic statistics of CrossDial. The lengths of context and response are measured in
characters.

Sample Num (trian/valid/test) Context Len (avg/max/min) Response Len (avg/max/min)

dougen 75944/8628/4664 302.80/3460/11 22.01/127/2

penggen 43372/5136/2688 319.20/3389/20 12.98/126/2
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3.2 Data Collection

We crawled a total of 1, 551 excerpts of classic crosstalks scripts from the Internet1. Due
to reproductions among websites, one crosstalk script might be collected from different
sources. Therefore, we only kept one script and dropped the other copies. In detail, two
scripts were considered the same if they have an overlap of more than 15 seven-word-
longer utterances2. We also noticed several similar crosstalks because of a large number
of script adaptations. We kept them as the status quo since they were indeed different
scripts. We also took several heuristic methods for data cleaning. Finally, a total of 1257
crosstalks were collected after this process.

3.3 Sample Creation

We extracted continuous utterances from collected crosstalk scripts as context-response
pairs. Specifically, for each utterance in crosstalk scripts noted as positive response, we
extracted the sequence of no more than twenty utterances prior to it as context.

With the above extraction process, the response utterance in one sample may appear
in the contexts of others. To avoid information leakage from the test set to the training
set, we split train, validation, and test sets at the granularity of scripts instead of context-
response pairs. To be exact, we randomly sampled 75 scripts for the test set, 175 scripts
for the validation set, and 1007 scripts for the training set.

Considering the different speech patterns between the leading role and the support-
ing role, it is interesting to divide the dataset into two subsets: dougen and penggen.
Each subset included only the context-response pairs where the response belonged to
the corresponding role.

For the fast-paced performance before an audience, many utterances in crosstalks
are designed to be short and meaningless, especially for the supporting role’s lines. This
is called generic response [8] in NLG, which may impede the diversity of dialogue
systems. So we created a set of common and meaningless words. We removed data
samples of which over half words of the response were in the set. We also limited the
text lengths of responses to [2, 128) to avoid too long responses.

3.4 Distractor Generation

We generated distractors for the CRS task. It is both time-consuming and expensive to
crowd-source human-written distractors for such a large dataset. Mostly, distractors are
sampled randomly in previous work [13,24,26]. We argue that randomly sampled dis-
tractors are so simple that models may leverage shortcuts to achieve better performance.
For example, random distractors commonly have fewer n-gram overlaps with context
than golden response. Instead, we aim to generate high-quality distractors that are 1)
similar to the golden response in order to avoid the model from using shortcuts, and 2)
consistent with the semantics of context to confound the model.

1 http://www.xiangsheng.org, http://www.tquyi.com, et al.
2 The thresholds were set based on manual inspection of the data.

http://www.xiangsheng.org
http://www.tquyi.com
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We proposed two similarity-based methods to retrieve distractors from the dataset
that satisfy the above two requirements. We used the cosine distance of sentence embed-
dings to measure the similarity between two utterances. Pretrained language mod-
els have achieved state-of-the-art performance in the field of sentence embeddings
[4–6,17]. Given this fact, we borrowed the off-the-shelf tool, sentence transformers3

to generate sentence embeddings for all utterances.

Response-Similar Distractor. For every data sample, we searched the corpus for simi-
lar responses as distractors with the golden response as the query. If the similarity score
of the two responses is high, we consider the extracted one as a high-quality distractor.

Context-Consistent Distractor. For every data sample, we searched the corpus for
similar contexts with the context of the current sample as the query and took the cor-
responding response as the distractor. We regard the chosen distractor to be consistent
with the current context since it is the golden response to the searched context, and the
two contexts resemble each other in semantics. An example of the generated distractors
is shown in Table 2.

Table 2. An example of generated distractors. RSD is the abbreviation for response similar dis-
tractor and CCD is the abbreviation for context consistent distractor.

Context
您还喜欢看小说？
So you enjoy reading novels?

Response
不是看而是研究, 尤其是对我国古典小说像《列国》, 《水浒》, 《红楼》,
《西游》我都爱看，特别是对《三国演义》我敢说有独特的见解。
It’s not just reading, but studying, especially our Chinese classic novels like
“Chronicles of the Eastern Zhou Kingdoms”, “Outlaws of the Marsh”, “The Story
of the Stone”, and “Journey to the West”. I love them all, especially “Romance of
the Three Kingdoms”, for which I dare say I have unique insights.

RSD
你要说三国，水浒古典名著那您研究研究，这个有点意思。
If you’re talking about studying the classics like “Romance of the Three
Kingdoms” and “Outlaws of the Marsh”, then that’s quite interesting indeed.

CCD
噢，我喜欢看的那都是古典文学呀。
Oh, what I enjoy reading is all classical literature

Extremely confusing and disorienting though the generated distractors are, it is
worth considering that they can be appropriate responses. As seen in Table 2, the CCD
can also be used as response to the context. To avoid the false negatives of distractors,
we set a threshold λ4 to filter all retrieved outputs that had too high cosine similarity.

3 https://github.com/UKPLab/sentence-transformers.
4 λ was tuning according to manual inspection of samples. Finally, we set λ = 0.8.

https://github.com/UKPLab/sentence-transformers
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Apart from automatic filtering rules, we randomly drew two percent of generated
distractors for quality evaluation. We found that only 5.28% of distractors were false
negative. It proved that it was feasible to use generated distractors as negative responses.

In particular, for the test set, we recruited eight expert annotators to review all dis-
tractors. To simulate the process in which a model generates response conditioning
on the context, we provided annotators with six rounds of prior utterances as context.
Annotators were asked to select all appropriate responses from a supported choice set
that is composed of generated distractors. We also added the golden response to the
choice set to ensure the quality of annotation results. After annotation, we dropped
invalid distractors, and randomly sampled three negative responses out of the rest for
each sample.

4 Experiment

We implemented several typical models, experimented on our proposed CrossDial
dataset, and provided performance benchmarks for both CRG and CRS tasks. In the
following, we first introduce the baseline methods in the experiment. Then we report
the results of these baselines for both CRG and CRS tasks. At last, we show the human
evaluation and case studies of the generated responses.

4.1 Baseline Methods

We leveraged the open-source community huggingface5 to build two classes of models:
generative models and retrieval models. For the CRG task, we only experimented with
generative models. Whereas for the CRS task, both classes were evaluated. Retrieval
models take the concatenation of the context and one candidate response as input, and
score it. Generative models take the context as input, and score each candidate with its
generation probability. Both classes select the highest-scored candidate as the response.

In particular, we consider several generative baselines. Transformer (Trans) [21]
is a SEQ2SEQ model which has been widely used in natural language processing.
BART [7] is a Transformer pretrained as a denoising autoencoder6. GPT [15] is a
language model pretrained with language modeling objective7. T5 [16] introduced a
unified framework that converts every task into a text-to-text format8. We also con-
sider some retrieval baselines. Transenc represents the encoder of Transformer model.
BERT: BERT [2] is a Transformer encoder pretrained with masked language modeling
objective9. RoBERTa [12] is built upon BERT with modified key hyper-parameters10.
ERNIE [19] incorporates knowledge masking strategies to learn better language repre-
sentation11.

5 https://huggingface.co/.
6 BART-base, https://huggingface.co/uer/bart-base-chinese-cluecorpussmall.
7 GPT-2, https://huggingface.co/uer/gpt2-chinese-cluecorpussmall.
8 T5-base, https://huggingface.co/uer/t5-base-chinese-cluecorpussmall.
9 BERT-wwm-base, https://huggingface.co/hfl/chinese-bert-wwm-ext.
10 RoBERTa-wwm-base, https://huggingface.co/hfl/chinese-roberta-wwm-ext.
11 ERNIE-1.0, https://huggingface.co/nghuyong/ernie-1.0.

https://huggingface.co/
https://huggingface.co/uer/bart-base-chinese-cluecorpussmall
https://huggingface.co/uer/gpt2-chinese-cluecorpussmall
https://huggingface.co/uer/t5-base-chinese-cluecorpussmall
https://huggingface.co/hfl/chinese-bert-wwm-ext
https://huggingface.co/hfl/chinese-roberta-wwm-ext
https://huggingface.co/nghuyong/ernie-1.0
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We performed six hyper-parameters search trials for each model. Hyper-parameters
and final checkpoints of baselines were both tuned with perplexity (for generative mod-
els) or accuracy (for retrieval models) on the validation set.

4.2 Result and Analysis

We trained and tested the baselines on the penggen and dougen subsets separately. The
main results are reported in Table 3 and Table 4.

Table 3. Comparison of generative models on the CRG task. We adopt perplexity, BLEU [14],
ROUGE [11], Distinct [8] as automated metrics.

Method perplexity BLEU-4 ROUGE-2 ROUGE-L Distinct-1 Distinct-2

penggen

Trans 14.63 3.64 1.59 15.17 1.37 6.14

BART 7.76 5.55 6.41 19.61 7.37 37.95

GPT 8.09 3.49 4.18 19.80 4.74 22.79

T5 8.80 5.75 6.71 21.75 5.47 32.54

dougen

Trans 15.30 2.21 2.06 15.43 1.37 9.39

BART 9.41 2.98 4.19 18.00 3.69 29.16

GPT 8.75 2.24 2.35 16.25 3.00 22.30

T5 9.71 3.32 5.10 19.79 2.73 24.24

Table 4. Accuracy of various models on the CRS task. SIM and CLS are trivial methods for
analysis.

Trans BART GPT T5 Transenc BERT RoBERTa ERNIE SIM CLS

penggen 14.47 38.61 42.11 36.53 39.88 74.21 76.19 71.01 30.02 35.45

dougen 16.01 33.16 38.59 35.29 50.75 81.47 79.60 84.54 29.69 40.71

Penggen vs. Dougen. Dougen is the one who drives the dialogue forward, while
penggen often acts as a go-between with short sentences. Intuitively, the language pat-
terns of dougen are more complex to learn. The results on the CRG task show that the
same model performs worse in the dougen subset than in the penggen subset, which is
consistent with this intuition. However, experiments on the CRS task show the opposite
result that retrieval models perform worse on the penggen subset. We attribute the phe-
nomenon to the different difficulties of distractors of the two subsets. Since the support-
ing role has a relatively fixed form of response, it is more likely to retrieve high-quality
distractors for the penggen subset, which makes it harder than the dougen subset.
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Generative vs. Retrieval. Both generative models and retrieval models are able to han-
dle the CRS task. The results indicate that retrieval models perform much better than
generative models. It is obvious since the training objective of retrieval models is consis-
tent with the CRS task. But still some generative models perform quite poor, especially
Trans. The reason may be that the training of generative models is based on token-level
loss while the CRS task requires a good measure of sentence-level probability to select
the true response.

Shortcut Analysis. Models might use unseen patterns as shortcuts in the CRS task.
We proceeded with two trivial methods, SIM and CLS, to empirically negate the phe-
nomenon in the proposed dataset. SIM is an untrained method that utilizes RoBERTa to
acquire sentence embeddings for the context and all candidates, and scores the candi-
dates with the cosine similarity. CLS is a trained selector that takes only the candidates
without context as input. We adopted the Transformer-base encoder as its backbone
model. The poor performance of both methods showed that the phenomenon is not
notable in the proposed dataset.

4.3 Human Evaluation

Table 5. Human evaluation of model outputs. They are rated on a scale from 0 to 3. Gold stands
for the ground truth response.

penggen dougen

Entertainment Readability Relevance Entertainment Readability Relevance

Gold 1.88 2.86 2.96 2.08 2.96 3.00

BART 0.76 2.94 2.10 0.82 2.94 2.22

GPT 0.48 2.80 1.54 0.64 3.00 1.86

T5 0.90 2.92 1.98 0.76 2.88 1.98

Trans 0.38 2.94 1.16 0.44 2.64 0.98

We employed two human annotators to assess 100 samples for the CRG task. Each
generated response is assessed from three aspects. Readabilitymeasures the fluency of
generated responses, including the grammar and phrase correctness; Relevance reflects
the semantic relevance between context and response. It measures the logical and senti-
mental consistency of the dialogue as well; Entertainment reflects the level of humor
of the response. For a better evaluation, we recruited two expert annotators from Tianjin,
the origin of crosstalks, and familiar with the performing art of crosstalks.

Each annotator was presented with one context and five responses (including 1
golden response and 4 responses generated by different models), and asked to assign
an integer score to each generated response with respect to each aspect. The scores are
rated on a scale from 0(not at all) to 3(perfect without flaws).

Results are shown in Table 5. Most models can gain comparable performance with
golden responses in readability. However, it can clearly be seen that generated responses
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Table 6. Sampled responses generated by baseline models. The first case shows one generic
response which frequently appears in generated responses. The second case shows that the model
responses with a question to express surprise, which is a typical skill in crosstalk performance.

Context
逗哏 (dougen): 孙悟空那肉，它塞牙。

(The meat of Monkey King
will stuffed teeth.)

逗哏 (dougen): 我们亲哥儿俩跟我师父练
的功夫，师父都给我们起
了名字。 (My brother and
I practiced kung fu with
our master, and he gave us
both names.)

捧哏 (penggen): 太精瘦了。 (Too lean.) 捧哏 (penggen): 都叫什么呢？ (What are
the names?)

逗哏 (dougen): 猪八戒，太糙。 (Zhu
Bajie’s meat is too tough.)

逗哏 (dougen): 我哥叫 “白糖的”，我叫
“澄沙馅儿的”。 (My
brother is called “white
sugar” and I’m “red bean
paste”.)

Response
捧哏 (penggen): 可不。 (Absolutely.) 捧哏 (penggen): 澄沙的？ (Red bean

paste?)

are quite poor in entertainment. It indicates a huge difference between the typical mod-
els’ outputs and the real crosstalks since entertainment is the most important feature
of crosstalks. We can also observe that pretrained models outperform models without
pretraining in all aspects by a large margin. It again proves the usefulness of pretraining.

4.4 Case Study

We make case studies to better understand the performance of models for the CRG
task. Some sampled cases are shown in Table 6. We find that generated responses lack
diversity, especially for models trained on penggen. Many generic replies appears fre-
quently, such as “这都不像话！ (Nonsense!)” or “可不！ (Sure enough!)”. At the
same time, models are unable to start a new topic, no matter whether they are trained
on dougen or penggen. However, we also notice that models have learned some simple
language patterns in crosstalk performance such as rhetorical patterns.

Following the initial goal to automatically generate crosstalks, we paired the best
model12 trained on penggen with the best one trained on dougen. Given the beginning
of a human-written script, the two models were asked to play their corresponding roles,
and generate responses alternately. All of the fifty generated crosstalks got stuck in
repetitions of similar utterances after three rounds. The reason could be the lack of
diversity and the similar patterns of generating responses. As a pipeline, this process
also suffers from the accumulation of errors in every step.

5 Related Work

5.1 Dialogue Generation

As we mentioned above, Chinese crosstalk is a special form of dialogue. Recently, deep
learning techniques have been applied to dialogue generation [9,10,18]. Among vari-

12 According to the automated metrics, we used the T5 model in the experiment.
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ous neural models, transformer [21] has proven to be one of the most effective backbone
models. Building upon this, several pretrained language models utilizing the pretrain-
finetune paradigm [2,7,15] have been proposed and demonstrated great success. There-
fore, we chose transformer-based pretrained language models as our baselines.

The rapid expansion of social networks has facilitated the collection of large
dialogue corpora from multiple data sources [1,13,20,24,26]. For example, Cornell
Movie-Dialogue Corpus [1] collected dialogues from scripts of movies and TV series.
The Ubuntu Dialogue Corpus [13] collected unstructured dialogues from large-scale
comments on social media. These resource-based studies have significantly contributed
to the progress of dialogue generation research.

5.2 Humor Generation

Humor generation is another relevant area. Previous studies mainly focused on specific
types of humor, such as puns [25]. However, the crosstalk is a comprehensive perfor-
mance art that encompasses various forms of humor, including homophones, hyper-
boles, sarcasm, and more. Although we only conducted experiments over straightfor-
ward methods, we believed it would be beneficial to introduce semantic structure of
humor into the models. Particularly, [3] preliminarily discussed the automatic genera-
tion of crosstalks. But it mainly focused on SMT based methods and the dataset is not
released to the community. In contrast, our study offers benchmarks for numerous neu-
ral network-based approaches and introduces a large-scale, open-source dataset. Con-
currently with our research, a parallel study was conducted by [22]. Similar to our work,
they also built a dataset of crosstalk and benchmark. But they focused exclusively on
the generation task and employed token overlap-based metrics for evaluation, which
we argue is insufficient for comprehensive assessment. As a result, we have incorpo-
rated the CRS task as an additional component to provide a more objective evaluation
of performance in this domain.

6 Conclusions

In this paper, we proposed an open-source Chinese crosstalk dataset CrossDial for both
the CRG task and the CRS task, and investigated the possibility of automatic generation
of entertaining dialogues in Chinese crosstalks. Through experiments, we found that
special language patterns of Chinese crosstalks were difficult for current neural models.
We provided two performance benchmarks and hoped that they would push forward the
automatic generation of the traditional Chinese art.
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Abstract. Pre-trained models have been proved effective in natural
language understanding. For long document understanding, the key
challenges are long-range dependence and inference efficiency. Existing
approaches, however, (i) usually cannot fully model the context struc-
ture and global semantics within a long document, (ii) and lack con-
sistency assessment on common downstream tasks. To address these
issues, we propose a novel Recurrent Transformers (RTrans) for long doc-
ument understanding which can not only learn long contextual structure
and relationships, but also be extended to diverse downstream tasks.
Specifically, our model introduces recurrent transformer block to con-
vey the token-level contextual information across segments and capture
long-range dependence. The ranking strategy is utilized to aggregate the
local and global information for final prediction. Experiments on diverse
tasks that require understanding long document demonstrate superior
and robust performance of RTrans and our approach achieves a better
balance between effectiveness and efficiency.

Keywords: Recurrent mechanism · Text representation · Long
document task

1 Introduction

The large scale pre-trained language models (PLMs) [1,2] have achieved great
success in natural language processing tasks. Typically, these models consist of a
stack of transformer layers that only encode a length-limited sequence (e.g., 512
or 1024).1 However, the real-scenario data can be arbitrarily long. Therefore,
how to understand longer document effectively and efficiently becomes a key
challenge [3–5].

Existing research for long document understanding has three main direc-
tions. One influential direction is to replace the full self-attention with sparse
attention patterns to reduce the computation complexity to O(N) [5,6]. The
second is to compress the sequence length. [4,7] select the key sentences by
1 https://github.com/HAOChuzhan/RTrans.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 57–68, 2023.
https://doi.org/10.1007/978-3-031-44693-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44693-1_5&domain=pdf
https://github.com/HAOChuzhan/RTrans
https://doi.org/10.1007/978-3-031-44693-1_5


58 C. Hao et al.

Fig. 1. si and sj are adjacent text segments. wij denotes the jth token of the ith
segment. Our method conveys more full token-level information across text segments
compared with other models, which makes each token perceive long-range contex-
tual information. Additionally, the recurrent modeling method is naturally suitable
for sequential document structure.

feature importance and gradients. The third is to chunk a long sequence into
much shorter ones with a sliding window, then build connections between the
shorter sequences. Furthermore, applying recurrence to transformer has made
much progress in language modeling [3,8], which demonstrates the advantage of
recurrence in modeling sequential structure to some extend. Meanwhile, it is an
orthogonal direction comparing to the first efficient attention approaches.

However, existing methods have still face some critical problems. First, these
methods have not effectively modeled the global context structure and seman-
tics. Previous works [9,10] usually model recurrence across text segments using
recurrent neural networks (RNNs) or gates which only convey segment-level
information in a single state vector (shown in Fig. 1). The receptive field of the
single state vector is limited to corresponding segment length.

Second, the relative performance of most models designed for long docu-
ment is unclear due to lack of consistency assessment on common tasks. Most
models [3,6,8,11,12] primarily focus on autoregressive language modeling or are
experimented on the different relatively short datasets. Although the recurrent
modeling methods and sparse attention mechanisms [3,5,11] have superior per-
formance in language modeling of long document, the capacity of them has not
been fully demonstrated in other long document tasks. Even they are far less
effective than the BERT/RoBERTa baseline in the classification task [13].

In response, we propose a novel recurrent transformers (RTrans) for efficient
and effective long document understanding based on segment-level recurrence.
We firstly divide the long document into overlapping/non-overlapping segments
of a predefined length according to different tasks. These segments are encoded
using a shared pre-trained encoder. Subsequently, to fully model the sequential
structure and global semantics of document, we design a Recurrent Transformer
(RT) block to convey token-level information and build connections between
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segments (see Sect. 3.2). The local segment representations are updated after
the recurrent process, which can be applied to diverse long document tasks
like Classification, QA, Reading Comprehension, Text Summarization and so
on. In addition, we fully leverage the local and global representations for final
answer prediction. Specifically, we take all predictions into account and choose
the answer with the highest probability. Our key contributions are as follows:

– We propose a recurrent transformer block to convey the token-level history
information across text segments, which can effectively model the sequential
structure and global semantics of long document.

– We implement recurrent transformers for long document understanding,
which breaks the limit of document length and can be easily extended to
common downstream tasks.

– Extensive experiments on long document benchmarks are conducted to ver-
ify the effectiveness of our approach. Meanwhile, it achieves a good balance
between effectiveness and efficiency, which also provides a reasonable refer-
ence for many practical applications.

2 Related Work

To address the limitation of encoding the full context of long document using
PLMs, existing approaches are divided into three categories: 1) efficient sparse
self-attention, 2) document compression, and 3) document segmentation.

Sparse strategies such as Longformer [5], Bigbird [14], Routing Transform-
ers [11], and ClusterFormer [15] design various sparse attention mechanisms to
reduce the computational complexity. Reformer [6] uses locality-sensitive hash-
ing for content-based group attention. These models need to be trained from
scratch based on new strategies and have difficulty learning the global semantics
relying on only few global tokens.

Another approach is to reduce the sequence length by truncation, selection,
or compressing. CogLTX [4] computes the gradients to select the key sentences.
Linformer [16] applies a linear transformation to the key and value matrices to
reduce the sequence length. Compressive transformers [12] and funnel transform-
ers [17] apply additional learned compression layers to compress the sequence.
However, the limited compressed space does not adequately contain valid infor-
mation for some extra long documents [13].

The last approach usually divides the document into fragments and then
uses a shared pre-trained model to encode each segment. Previous works [9,18]
try to aggregate local representations from each segment by Pooling, LSTM,
MLP, or Transformer layer over them. However, these methods are still weak
at long-distance interaction and sequential modeling. In addition, some mod-
els that combine transformer architecture with recurrence [3,8] act as RNNs
with states to perform language modeling based on consecutive segments, which
have achieved better performance in modeling the sequential structure. However,
they lack consistency assessment on diverse downstream tasks, which results in
unclear relative performance among different models.
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Fig. 2. The schematic diagram of our proposed RTrans. There are three major com-
ponents: (1) The input layer splits D into multiple segments and encodes them using
a shared PLM encoder. (2) The recurrent layer infuses token-level history information
into current segment and models the sequential structure of the document. (3) The
prediction layer aggregates learned multi-dimension features to solve diverse tasks.

3 Methodology

3.1 Framework Overview

To address the aforementioned limitations of existing methods, we propose the
RTrans to better capture and incorporate the global contextual semantics for
long document understanding. Given a consecutive long document D (>512
tokens), the tasks of sequence-level and span extraction aim to understand the
long-range contextual information. Because most transformer-based pre-trained
models have a limit of 512 for the number of tokens that they analyze at one time,
we usually adopt some truncation methods or the idea of divide → embed →
aggregate to balance efficiency. When we can fully establish connections between
the shorter sequences, theoretically each token in the long document can receive
longer distance context information.

The architecture of our proposed RTrans is illustrated in Fig. 2. Different
from previous methods, we leverage the contextual representations of multiple
segments from Plm and the past token-level hidden state to guide the long
document understanding. To this end, the document D is divided into n segments
{s1, s2, · · · , sn}. Sequentially, we employ the recurrent transformer block to fully
convey local information across segments. The combination of local and global
information and natural recurrent structure help our model to understand better
global semantics, which effectively capture valid text information for various
downstream tasks.

Why would our model work? Transformer-XL [8] and BRT [3] based
on segment-level recurrence achieve superior performance in language modeling.
This demonstrates the intrinsic advantages of the recurrent mechanism from
the experiments and intuition. Based on the core idea of the above models,
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our proposed RTrans enhances the local segment interaction through token-
level attention and positional information, and models the natural sequential
document structure using recurrent mechanism. All segments share the same
encoder for feature extraction without introducing too many extra parameters.
Meanwhile, the large segment length allows each token to perceive long-range
contextual information. Finally, the flexible settings allow us to apply our model
to diverse tasks.

3.2 Recurrent Transformer Block

Figure 3 shows the architecture of the introduced Recurrent Transformer Block.
Let Sk be the kth segment embeddings that encoded by a shared pre-trained
encoder. Let Hk be the hidden embeddings from previous segment that are
initialized with zeroes and contains token-level recurrent information. Sk and
Hk have the same shape.

Sk = Plm(ωk
CLS , ωk

1 , · · · , ωk
n, ωk

SEP ) (1)

where ωk
i denotes the ith token of the kth segment. Sk = {hk

CLS , hk
1 , · · · , hk

SEP }
denotes the representations of each token learned by Plm.

Fig. 3. The schematic diagram of Recurrent Transformer (RT) block.

On top of Plm encoder, we add the RT block to model the sequential struc-
ture. In the segment-wise encoding, the position embeddings equipped in Plm
are recalculated in each segment, thereby losing the exact position of each token
in the entire documentation. This positional bias may lead to inferior perfor-
mance [8]. To address this problem, we assign the Rotary Position Embed-
ding [19] to each segment as a complementary feature, indicating its relative
position in the document.
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We refer to the GRU [20] and Transformer decoder [21] for designing recur-
rent transformers. Similarly, the RT block receives two tensors as inputs which
are no longer a single vector, but the N tokens embeddings. The outputs of RT
block are also two tensors. Ok is used to be as a local representation of segment,
and the other Hk is conveyed to the next segment as a hidden state. The whole
process is computed as follows:

Xk = Ffn(Sta(Hk−1
p ,Ln((Mha(Sk

p))) (2)

Ok = Sk
p + Xk (3)

Hk = Gate(Hk−1
p ,Xk) (4)

Where S∗
p and H∗

p denote state vectors with positional information. Mha,Sta
are the layers of Multi-Head and Cross Attention with mask mechanism respec-
tively. The implement of Gate is similar to LSTM gate [3].

To make our network have the sequence information in both directions for-
ward (past to future) or backward (future to past), we improve our approach to
be bidirectional. Similar to the forward process, this backward process chunks
the long document into multiple shorter segments from back to front, and then
we use RT block to model the document structure in reverse as well.

3.3 Prediction Layer

After obtaining the segment representations with history information, we use a
naive attention mechanism to aggregate the local segment information.

a = softmax(Fo([Of1
n ; · · · ; Ofk

n ])) (5)

GD =
k∑

t=1

atOft
n (6)

where Ofk
n is the last hidden representation from the forward segment represen-

tations Ofk. GD is the global feature of long document D. Fo denotes a linear
fully connected layer. Therefore, we obtain the local and global representations.
For the bidirectional modeling, we also use attention mechanism to aggregate
reverse representations. The final global representation GD is then obtained by
concatenating the forward Gf

D and backward Gb
D document representations. This

can better capture bidirectional semantic dependencies.
For document classification task, the contextual global representation GD is

used to train and infer. We use appropriate loss functions for different classi-
fication tasks. Following [5], we use BCE/CE loss for classification tasks. Fur-
thermore, we train the answer extraction task via supervised learning. The pre-
dictions of the answer span are based on multiple text segments. We sort the
start and end positions of different segments by their logits, and select the i∗-th
and j∗-th tokens with the highest logit as our predicted answer start and end,
respectively. For the long document extractive summarization task, the training
objective of the model is to minimize the binary cross entropy loss given the
predictions and ground truth sentence labels.
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4 Experiments

4.1 Experimental Settings

Datasets. To evaluate the effectiveness of RTrans, we conduct experiments
on various long document datasets of different domains: 1) Hyperpartisan [22]
contains news articles which are manually labelled as hyperpartisan (taking an
extreme left or right standpoint) or not. 2) 20NewsGroups [23] contains news-
groups posts which are categorised into 20 topics. 3) IMDB [24] is a widely used
dataset for movie review rating prediction. We modify 4) CMU Book Summary
[25] and 5) EURLEX-57K [26] following prior work [13]. We show the statistics
of all datasets in Table 2.

Implementation Details. For the Plm encoder, we use the “bert-base-
uncased” version with the hidden size of 768 and fine-tune it for document
classification. For other downstream tasks, we use the same Plm encoder as the
baseline model. Across all datasets, we use Adam optimizer with a learning rate
of {5e−5, 3e−5, 1e−5, 5e−3} for one run of each model and pick the best per-
forming learning rate. The segment length needs to be selected by experiments
from {64, 128, 256, 384, 512}. Other model settings (e.g., positional encoding
methods, gate configuration and PLM scale and type) depend on experimental
results.

Baselines and Metrics. We compare our model with prior competitive meth-
ods in diverse tasks. (1) Long Document Classification: BERT [1] (+Head uses
the first 512 tokens from the document instance. +Slide divides the document
into multiple segments in a fixed window length and aggregates the <CLS> vec-
tors of all segments with naive attention), ToBERT [9], CogLTX [4], Longformer
[5], Bigbird [14], Hi-Transformer [18], etc. We report the metrics of accuracy,
macro-F1 and micro-F1. (2) Machine Reading Comprehension: BERT [1] and
BERT-RCM [10]. The evaluation metric is macro-average word-level F1 score.
(3) Text Summarization: Longformer-Ext [5], GRETEL, etc. We report the uni-
gram (ROUGE-1), bigram F1 (ROUGE-2), and the longest common subsequence
(ROUGE-L) between the generated summary and gold summary.

4.2 Main Results

Document Classification. In many practical application scenarios, many
problems can be translated into a classification task. Thus, we firstly con-
duct experiments in various long document classification tasks, including binary,
multi-class and multi-label classification. To further capture bidirectional seman-
tic dependencies, we propose a Bi-directional RTrans, referred to as Bi-RTrans.
Table 1 shows that our approaches outperform common strong baselines designed
for long document. Overall, the key conclusions are that (1) the simple baselines
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BERT+ can achieve approximate performance compared with the more sophis-
ticated models (ToBERT, CogLTX, Longformer) and (2) receiving longer global
information and modeling the sequential structure of the long document are crit-
ical for long document classification tasks. Specifically, for the datasets of Hyper-
partisan, 20NewsGroups, Book Summary and ECtHR, our approaches achieve
the best performance. We can observe that the performance of the BERT-Head
model deteriorates (−1.23% → −1.38% → −5.00% → −9.43%) as the average
length of datasets increases (20News→Book→Hyper→ECtHR), which demon-
strates that truncating long document results in the loss of large amounts of
valid information. In addition, BERT-Slide performs better on the EURLEX
datasets. This is because the context of these datasets lacks correlation and each
text segment is relatively independent, so sequential modeling is not beneficial.
[26] also shows that processing the first two sections only (header and recitals)
results in almost the same performance as the full documents in EURLEX, which
explains why the BERT-Head model has superior performance.

Meanwhile, we conduct experiments to observe the relative efficiency and
effectiveness of these existing models in Hyperpartisan. Compared to our RTrans,
Longformer takes about 15x, 5.7x more time for training and inference while
CogLTX takes even longer. Overall, our proposed RTrans not only achieves the
approximate speed and memory usage with BERT+ model, but also achieves
the best performance compared with the more sophisticated models.

Table 1. Evaluation of performance metrics on documents with more than 512 tokens
in the test set for all datasets. These strong baselines belong to the three categories
mentioned in related work respectively. The average accuracy (%) over five runs is
reported for Hyperpartisan and 20NewsGroups while the average micro-F1 (%) is used
for the other datasets. Partial results are from [13]. The highest value per column is in
bold and the second highest value is underlined.

Methods #Param Hyperpartisan 20News
Groups

ECtHR Book
Sum-
mary

Paired
Book
Summary

EURLEX Inverted
EURLEX

BERT+Head 110M 91.50 86.36 68.98 62.12 54.53 66.76 62.88

BERT+Slide 110M 92.50 83.96 77.55 63.02 60.89 67.17 64.48

ToBERT 115M 86.50 – – 61.38 58.17 61.85 59.50

CogLTX – 91.91 86.07 – 60.71 55.74 61.95 63.00

Longformer 149M 94.58 85.50 77.81 59.66 58.85 44.66 47.00

RTrans 117M 96.50 87.14 78.26 62.64 61.24 65.84 63.60

Bi-RTrans 124M 95.00 87.59 78.41 63.50 61.42 66.45 63.39

Sentiment Analysis. The shorter texts usually have the same sentiment infor-
mation in most sentiment analysis datasets, which can be easily understood by
only partial key text. However, there is often unstable sentiment information in
longer sentiment analysis datasets. We find that Longformer and Bigbird have
worse performance than other methods in Table 3. This is because the sparse
attention mechanisms used in them usually have fewer global attention tokens,
which makes it difficult to capture global context information. Our approach
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Table 2. Statistics of datasets. #Avg
denotes the average token count
obtained via the BERT base/large
(uncased) tokenizer in training dataset.
% Long denotes the percentage of doc-
uments with more than 512 tokens.

Dataset Task #Avg %Long

Hyperpartisan 737 52.71

20NewsGroups TC 375 14.66

IMDB 431 29.37

ECtHR 2,145 80.45

Book Summary 572 38.65

–Paired MLC 1,145 75.62

EURLEX-57K 710 51.45

–Inverted

TriviaQA (wiki) MRC 2,630 92.38

PubMed-Long TS 3,235 96.62

Table 3. Evaluation of performance
metrics in the test set of sentiment
analysis dataset IMDB. Partial results
are from [18].

Methods IMDB

Accuracy Macro-F1

BERT-Head 52.13± 0.59 46.34± 0.33

BERT-Slide 53.07± 0.35 47.74± 0.24

Longformer 52.33± 0.40 43.51± 0.42

Bigbird 52.87± 0.51 43.79± 0.50

HIBERT 52.96± 0.46 43.84± 0.46

Hi-Transformer 53.78± 0.49 44.54± 0.47

RTrans 55.75± 0.43 50.81± 0.42

achieves the best performance, which demonstrates that the recurrent modeling
with RT block is effective to capture unstable sentiment information.

Reading Comprehension and Text Summarization. To further explore
the generalization of our framework, we migrate RTrans to span extraction task
(e.g. Machine Reading Comprehension). Similarly, we conduct experiments on an
extra long document dataset, TriviaQA. Follow previous work [10], we compare
the Gated and LSTM recurrent mechanisms to our recurrent transformer block.
The experimental results in Table 4 show that our proposed RTrans achieves
consistent performance improvement (+0.4%, +1.0%), which also demonstrates
that sequential modeling and conveying token-level information of segment are
beneficial for long document understanding. Furthermore, to further explore the
capability of our framework of understanding the sentence-level information in
the long document, we conduct experiments in extractive summarization dataset,
PubMed. We also introduce our RT block to model the correlations among text
blocks. The results are shown in Table 5.

4.3 Ablation Studies

We further conduct specific experiments to investigate the effectiveness, necessity
and applicability of our proposed RTrans.

Impact of Model Components. To demonstrate the effectiveness of our
recurrent modeling, we compare it with other aggregation methods, e.g., MLP,
LSTM, Gate and Transformer. Table 6 presents the results on different methods
of building connections. Our approach has improved performance across differ-
ent datasets and metrics. In the 20NewsGroups dataset, our RT block achieves
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Table 4. Replace Recurrent Chunking
Mechanisms in [10] with our proposed
RT block and then evaluate the perfor-
mance on the TriviaQA dataset.

Methods TriviaQA

F1 (%)

BERT-Large 61.3

Sent-Selector 59.8

BERT-RCM

–Gated recurrence 62.9

–LSTM recurrence 62.3

RTrans 63.3

Table 5. ROUGE F1 results of differ-
ent models on PubMed-Long.

Methods PubMed-Long

R-1 R-2 R-L

BERTSum 41.09 15.51 36.85

Longformer-Ext 43.75 17.37 39.71

Reformer-Ext 42.32 15.91 38.26

BERTSum+SW 42.50 19.67 42.49

GBT-EXTSUM 46.87 20.19 42.68

GRETEL 48.20 21.20 43.16

RTrans 48.96 21.32 43.57

Table 6. Ablation study of our model
components (replacing RT with other
methods each time), using the 20News-
Groups test set and the TriviaQA val-
idation set.

Framework 20NewsGroups TriviaQA

Accuracy F1

+ RT (ours) 85.79 63.3

(a) r/ Gate 85.61 62.9

(b) r/ LSTM 84.71 62.3

(c) r/ MLP 84.47 –

(d) r/ Transformer 85.52 –

Table 7. Performance on different
sequence length of different models,
using the ECtHR test set.

Methods ECtHR

(512,1024] (1024,2048] (2048,+∞)

Number 175 282 419

BERT+Head 73.78 70.35 66.40

Longformer 78.80 78.98 76.66

Bigbird 78.49 78.56 76.23

ClusterFormer 74.52 74.34 73.67

RTrans 81.13 79.59 76.86

better results (+0.27%, +1.08%) over Transformer and LSTM, which suggests
that our approach has advantages in modeling sequential structure and capturing
global semantic information.

Impact of the Segment Length and Max Length. Intuitively, if the model
processes the longer document content, we can get more adequate global infor-
mation. The shorter segment length means more accurate text encoding. While
the former will result in more resource consumption and slower inference speed,
the latter will results in text fragmentation. Therefore, it is important to find
a balanced max length and segment length. Experimental results shows that
the optimal segment length is dataset dependent and the optimal max length
is much more than 512. Therefore, the limited compress space is difficult to
contain the global semantic information for extra long documents. For the dif-
ferent sequence length ranges, the experimental results in Table 7 show that our
approach achieves robust performance. Compared with BERT-Head model, our
model exhibits a big boost (about 10%) in different length ranges. Meanwhile, it
also has a significant improvement over Longformer. All in all, our method can
be well adapted to different sequence lengths.
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5 Conclusions

In this paper, we propose recurrent transformers for long document understand-
ing, which can learn the long-range document structure and global semantics
and be extended to diverse downstream tasks. Experimental results demonstrate
the superiority of RTrans over other models designed for long document. Fur-
thermore, our approach also achieves a balance of effectiveness and efficiency.
Therefore, it has a strong application prospect. In future work, we plan to apply
our model to more tasks, and further investigate the adaptability of our model
to realize rapid distributed deployment and establish robust performance.
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9. Pappagari, R., Żelasko, P., Villalba, J., Carmiel, Y., Dehak, N.: Hierarchical trans-
formers for long document classification. In: 2019 IEEE Automatic Speech Recog-
nition and Understanding Workshop (ASRU), pp. 838–844 (2019)

10. Gong, H., Shen, Y., Yu, D., Chen, J., Yu, D.: Recurrent chunking mechanisms
for long-text machine reading comprehension. In: Proceedings of the 58th Annual
Meeting of the Association for Computational Linguistics, July 2020. Online, pp.
6751–6761 (2020)

11. Roy, A., Saffar, M., Vaswani, A., Grangier, D.: Efficient content-based sparse atten-
tion with routing transformers. Trans. Assoc. Comput. Linguist. 9, 53–68 (2021)

http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/2203.07852
http://arxiv.org/abs/2004.05150


68 C. Hao et al.

12. Rae, J.W., Potapenko, A., Jayakumar, S.M., Hillier, C., Lillicrap, T.P.: Compres-
sive transformers for long-range sequence modelling. In: International Conference
on Learning Representations (2020)

13. Park, H.H., Vyas, Y., Shah, K.: Efficient classification of long documents using
transformers, arXiv preprint arXiv:2203.11258 (2022)

14. Zaheer, M., et al.: Big bird: transformers for longer sequences. In: Advances in
Neural Information Processing Systems, vol. 33, pp. 17 283–17 297 (2020)

15. Wang, N., et al.: ClusterFormer: neural clustering attention for efficient and effec-
tive transformer. In: Proceedings of the 60th Annual Meeting of the Association for
Computational Linguistics, Dublin, Ireland, May 2022, pp. 2390–2402. Association
for Computational Linguistics (2022)

16. Wang, S., Li, B.Z., Khabsa, M., Fang, H., Ma, H.: Linformer: self-attention with
linear complexity, arXiv preprint arXiv:2006.04768 (2020)

17. Dai, Z., Lai, G., Yang, Y., Le, Q.: Funnel-transformer: filtering out sequential
redundancy for efficient language processing. Adv. Neural. Inf. Process. Syst. 33,
4271–4282 (2020)

18. Wu, C., Wu, F., Qi, T., Huang, Y.: Hi-transformer: hierarchical interactive trans-
former for efficient and effective long document modeling. In: Proceedings of the
59th Annual Meeting of the Association for Computational Linguistics and the
11th International Joint Conference on Natural Language Processing, pp. 848–853.
Online: Association for Computational Linguistics, August 2021

19. Su, J., Lu, Y., Pan, S., Wen, B., Liu, Y.: Roformer: enhanced transformer with
rotary position embedding (2021)

20. Cho, K., et al.: Learning phrase representations using RNN encoder-decoder for
statistical machine translation. In: Proceedings of the 2014 Conference on Empir-
ical Methods in Natural Language Processing (EMNLP), Doha, Qatar, October
2014, pp. 1724–1734. Association for Computational Linguistics (2014)

21. Vaswani, A., et al.: Attention is all you need. In: Advances in Neural Information
Processing Systems, vol. 30 (2017)

22. Kiesel, J., et al.: SemEval-2019 task 4: hyperpartisan news detection. In: Proceed-
ings of the 13th International Workshop on Semantic Evaluation, Minneapolis,
Minnesota, USA, June 2019, pp. 829–839. Association for Computational Linguis-
tics (2019)

23. Lang, K.: NewsWeeder: learning to filter netnews. In: Machine Learning Proceed-
ings, pp. 331–339. Elsevier (1995)

24. Diao, Q., Qiu, M., Wu, C.-Y., Smola, A.J., Jiang, J., Wang, C.: Jointly modeling
aspects, ratings and sentiments for movie recommendation (JMARS). In: Proceed-
ings of the 20th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pp. 193–202 (2014)

25. Bamman, D., Smith, N.A.: New alignment methods for discriminative book sum-
marization, arXiv preprint arXiv:1305.1319 (2013)

26. Chalkidis, I., Fergadiotis, E., Malakasiotis, P., Androutsopoulos, I.: Large-scale
multi-label text classification on EU legislation. In: Proceedings of the 57th Annual
Meeting of the Association for Computational Linguistics, Florence, Italy, July
2019, pp. 6314–6322. Association for Computational Linguistics (2019)

http://arxiv.org/abs/2203.11258
http://arxiv.org/abs/2006.04768
http://arxiv.org/abs/1305.1319


SCA-CLS: A New Semantic-Context-Aware
Framework for Community-Oriented Lexical

Simplification

Rongying Li1, Wenxiu Xie2, John Lee3, and Tianyong Hao4(B)

1 School of Artificial Intelligence, South China Normal University, Guangzhou, China
Kitty-LRY@outlook.com

2 Department of Computer Science, City University of Hong Kong, Hong Kong, China
vasiliky@outlook.com

3 Department of Linguistics and Translation, City University of Hong Kong, Hong Kong, China
jsylee@cityu.edu.hk

4 School of Computer Science, South China Normal University, Guangzhou, China
haoty@m.scnu.edu.cn

Abstract. Community-oriented lexical simplification aims to transform com-
plex words within a sentence into semantically consistent but simple substitute
words from a community-specific vocabulary. Most state-of-the-art contextual
word embeddingmodels generate substitutes by extracting contextual information
of complex words. Although these models take context into account, they fail to
capture rich semantics of complex words with polysemy, resulting in many spuri-
ous and semantically non-equivalent candidates. Thus, this paper proposes a novel
Semantic-Context-Aware framework for Community-oriented Lexical Simplifica-
tion (SCA-CLS), which integrates gloss (sense definition) into BERT to identify
the actual sense of the complex word (especially for polysemy) in current context
and ranks substitutes by proposed gloss similarity. In addition, a new complexity
feature is proposed to enhance substitute ranking. Experiment results onWikipedia
dataset show that SCA-CLS outperforms the state-of-the-art Merge-Sort model
on both substitute generation and ranking tasks, indicating its effectiveness for
community-oriented lexical simplification.

Keywords: Lexical simplification · BERT · Gloss · Ranking · Semantic

1 Introduction

Lexical simplification (LS) is a task to replace complex words in a sentence with words
that are easier to read (or understand) without changing the semantic meaning of the
original sentence. LS is an effective way to reduce the difficulty of reading, especially for
the populationwith dyslexia, aphasia and poor literacy [1]. Some studies have shown that
as long as readers have a sufficient number of familiar words (relatively simple words),
even if the grammatical structures used in a sentence are confusing, those familiar words
can often help them comprehend the sentence [2, 3]. LS has been applied to many
practical scenarios, such as a reading aid for end users and a preprocessing step for other
natural language processing tasks [4].
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Traditional LS methods return a unified simple word for all readers, regardless of
diverse language and education levels of readers, which lead to ineffective simplifica-
tion (simplified words are still incomprehensible for certain readers). Thus, Community-
oriented Lexical Simplification (CLS) is proposed to solve this problem [5]. CLS pro-
vides users with substitutes from a community list, where simple words match the
cognition levels of targeted community users. For instance, the Hong Kong Education
Bureau has formulated a vocabulary list for primary school students, hereinafter called
“EDB list”, which contains the vocabulary required for basic primary education [6].
The CLS restricts the candidates with a community vocabulary list and filters out those
generated candidates not in the list. For example, the generated candidate of the target
word “confrontation” for sentence “A final violent confrontation with police took place
at Glenrowan.” is “combat”. However, “combat” is discarded if not on the EDB list.
This restriction of substitutes makes CLS more challenging than the ordinary LS task.

Contextualword embeddingmodels such asELMO[7] andBERT [8] are usually pre-
trained on large corpora, and they can learn different embedding representations for the
same word according to specific context. Qiang et al. [9] achieved state-of-the-art results
in LS task by applying BERT’s learning strategy NSP (Next Sentence Prediction) to
capture sentence contextual information. However, contextual word embedding models
may produce substitutes that fit the context but are semantically dissimilar or opposite
to target words, although they take context into account [9].

This paper proposes a Semantic-Context-Aware framework for Community-oriented
Lexical Simplification (SCA-CLS), which considers both contextual and actual word
sense information in substitute generation and ranking subtasks. SCA-CLS integrates
gloss (sense definition) from WordNet into the candidate prediction of BERT. Lexical
resources contribute to improving model performance by providing additional semantic
information to ensure that generated candidates are semantically similar to target words
in addition to being contextually suitable. The major contributions of the paper lie in:

1) A new Semantic-Context-Aware framework SCA-CLS is proposed to utilize both
semantic (actual word sense) and contextual information in generating substitutes by
introducing gloss into BERT and adopting a new 5-gram strategy to optimize NSP.

2) A gloss similarity metric and a complexity feature are proposed to rank generated
candidates, where the metric is for semantic similarity calculation between target
words and substitutes, and the feature is for complexity measurement of substitutes.

3) Experiment results show that SCA-CLS outperforms baseline methods including the
state-of-the-art Merge-Sort model [10], indicating its effectiveness in the CLS task.

2 Related Work

LS typically consists of three main steps: substitute generation, substitute filtering and
substitute ranking. Each step is closely interlinked and plays a major role in LS [11].
Existing LS methods mainly focus on substitute generation and ranking. The earliest
research mainly used the lexicon extraction rules for LS [12]. Some studies used syn-
onyms, hypernyms and hyponyms extracted from WordNet as candidates for complex
words [13, 14]. AlthoughWordNet has proven useful for LS, Shardlow et al. [15] showed
that using WordNet synonyms alone limits the potential of simplification, as WordNet
can cover neither all complex words nor all potential substitutes.
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To avoid depending on semantic lexicon or parallel corpora, Glavas et al. [16] prof-
fered an unsupervised method to train word embedding models, so that each word in
the corpus can be represented by a unique embedding. However, such word embedding
models cannot effectively simplify words with multiple semantics because they do not
consider contextual information.Melamud et al. [17] proposed a Context2vecmodel that
used Bi-LSTM (Bi-directional Long Short-TermMemory) to obtain a neural representa-
tion of the complete sentence context, making it excellent in LS and WSD (Word Sense
Disambiguation). Peters et al. [7] published ELMO (Embeddings from Language Mod-
els), which used forward and reverse neural networks to capture context information and
provided amultidimensional vector representing semantics for each word. Qing et al. [9]
proposed LSBert, which applied NSP to capture contextual information of target words
and usedMLM (Masked LanguageModel) to make predictions. Since the complexity of
polysemy is closely related to context, contextual word embedding models considering
entire contextual information can help determine the semantics of polysemy in current
context to some extent, but they are still not accurate enough.

Many studies leveraged external language knowledge to improve the performance
of deep learning models. LexSubCon is a LS framework presented by Michalopoulos
et al. [18], which proposes a new mix-up embedding strategy to integrate contextual
information and knowledge from structured lexical resources. Yap et al. [19] fine-tuned
BERTusing annotated sentences fromSemCor [20] and sense definitions fromWordNet,
treating WSD as a relevance ranking task.

Recently, researchers have shown interest in CLS which predicts candidates are
within community users’ cognitive level [21, 22]. In practice, users have different famil-
iarity and cognition of words for the different personal knowledge levels and language
backgrounds. Hao et al. [5] proposed a semantic-context ranking method that selected
substitutes from theEDB list and ranked themusingWordNet andGoogle 1T5-gramcor-
pus. Song et al. [23] further improved Hao et al.’s method by using a new context-aware
method based on combining Word2vec and N-gram for semantic and context ranking.
However, thesemethodsmainly focused on substitute ranking, resulting in low efficiency
of substitute generation (generating many false candidates) and a small improvement in
ranking performance. Song et al. [24] proposed a hybridmodel that employed aweighted
average method to merge the candidates generated by Context2vec and context-aware
models. Li et al. [10] developed a context-driven Merge-Sort model that integrated and
reranked the candidates generated from BERT and Context2vec models by a new rank-
inverse weighting method. However, producing a large number of candidates does not
mean an improvement in quality.

3 The SCA-CLS Framework

For CLS, the generated substitutes must meet the cognitive level of specific groups and
be semantically similar to the target word and suitable for the context. To this end, we
propose a SCA-CLS framework, shown in Fig. 1, which generates substitutes through the
proposed hybrid embedding strategy, filters substandard substitutes based on semantic
similarity, word frequency, and community vocabulary, and ranks substitutes by the
proposed semantic and complexity-based ranking score.
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Fig. 1. The SCA-CLS framework for community-oriented lexical simplification.

3.1 Gloss Integration and Gloss Similarity

For the sentence S and the target word w, CLS needs to generate a set of appropriate
candidates based on context and the semantics of target word w. SCA-CLS generates
substitutes using a pre-trained language model BERT. Directly using BERT to predict
masked target words may produce substitutes that fit the current context but are seman-
tically different from target words [9]. Thus, we introduce glosses (sense definition) into
BERT to capture the actual word sense of the target word in current context. To select the
most appropriate glosses for target words, we utilize a pre-trained BERT-based gloss-
selection model published by Yap et al. [19], which yielded SOTA results in WSD task.
The gloss-selection model provides a list of potential glosses from WordNet for each
target word, and calculates the correlation score for each gloss based on sentence con-
textual information and target word itself. The gloss with the highest score means that its
sense is closest to the semantics of the target word in the current context. Since glosses
are sentences (word sequences), we utilize BERT’s NSP strategy to generate substitutes.
We join the best gloss Sgloss of the target word and the target masked sentence S′ into
a sentence pair (Sgloss, S′) as input to BERT. For instance, the best gloss of the target
word “prosperous” for sentence “Nuremberg is a prosperous city” is “very lively and
profitable”, so the sentence pair (Sgloss, S′) is “[CLS] very lively and profitable [SEP]
Nuremberg is a [MASK] city [SEP]”, where “[CLS]” and “[SEP]” tokens are added to
help BERT accept statement-level input. We return the target word’s embedding of the
last output layer for subsequent hybrid embeddings.

Gloss is a short explanation for difficult or obscure words. If two words are seman-
tically similar, their glosses are highly similar or at least contain identical or similar
keywords. Therefore, we propose to rank substitutes by the gloss similarity between
target words and substitutes. The gloss-selection model is based on BERT, which takes
context-gloss pairs as input and calculates the relevance score between the target word in
context and its glosses from WordNet. First, we replace the target word in the sentence
S with generated substitutes and use the gloss-selection model to find the best gloss for
each substitute, producing a list of substitutes’ best glosses G = {g1, g2, …, gn}. Then,
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each gloss inG is used to combine with sentence S to form a new context-gloss sentence
pair ([CLS] S [SEP] gn [SEP]) as input to obtain a relevance score that reflects how
similar the gloss is between the target word and the substitute. The higher the score, the
closer between the target word and the candidate.

3.2 Complexity Measurement

Complex Word Identification (CWI) task detects which words in a sentence need to
be simplified. Generally speaking, words with lower complexity are less difficult to
read and more familiar to people. Here, we apply CWI to rank substitutes. We measure
the complexity of substitutes using the sequence labelling (SEQ) model published by
Gooding et al. [25], which treats CWI as a sequence labelling task. Instead of using
extensive feature engineering, the SEQmodel returns a binary complexity score for each
word in the sentence by utilizing word embeddings and sentence context. The original
sentence and the new sentence with the target word replaced by generated substitutes
are respectively entered into the SEQ model to obtain a complexity score for each word.
Context impacts the perceived complexity of text [25]. Ideally, a suitable candidate can
make context simpler, so we use a symmetrical window of size g (W =w−g , …,w−1,w,
w1,…,wg) around the target wordw to measure the change in context complexity, where
g is set to 5. The complexity change rcom is calculated by Eq. (1), where cw denotes the
complexity difference between target words and substitutes, and cwi is the complexity
difference of the ith word within W before and after the candidate replacement. A high
complexity change score means that substitutes have a more positive effect on reducing
complexity of sentences and target words.

rcom = cw + 1

2g
(

i=−1∑

i=−g

cwi +
i=g∑

i=1

cwi ) (1)

3.3 NSP Optimization for Hybrid Embedding

BERT introduces two tasks in the pre-training process, masked language model (MLM)
and next-sentence prediction (NSP), the former based on single sentences and the latter
based on sentence pairs [8]. Qiang et al. [9] showed that using NSP is more effective for
LS than using MLM. As the sentence pair (S, S’) connected by the original sentence S
and the target masked sentence S’ is input into BERT, contextual information of target
words is used twice, which leads to excessive interference of contextual information.We
propose a new 5-gram strategy to optimize NSP by using a symmetrical window of size
g (W =w−g , …,w−1,w,w1, …,wg) around the target wordw as context, where g is set
to 5. In order to capture the effective contextual information and reduce the interference
of distant contextual information, we mask words outside the window range in sentence
S. After that, we input the resulting new sentence pair (S, S’) into BERT to obtain an
output embedding of each token produced by the output layer.

In order to incorporate more semantic information into contextual embeddings, we
apply a hybrid embedding strategy to the target word’s embedding by mixing the output
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embedding Xtarget obtained above with the output embedding Xgloss generated by BERT
in Sect. 3.1. As shown in Eq. (2), X ′

target is a new hybrid embedding of the target word
and a parameter λ is set to maximize the positive impact of the contextual and semantic
information contained in target word embeddings. Finally, as shown in Fig. 2, the output
layer takes the hidden states of the “[CLS]” token as input to predict substitutes and
calculate the relevance score.

X ′
target = λXtarget + (1 − λ)Xgloss (2)

Fig. 2. Substitute generation of SCA-CLS for the target word prediction. Two sequences
consisting of sentence pair (S, S′) and sentence pair (Sgloss, S′) are entered into BERT, respectively.

3.4 Substitute filtering and ranking

Substitution filtering aims to remove unreasonable candidates, thereby improving the
effectiveness of subsequent substitute ranking. To obtain high-quality substitutes, three
restrictions are added to filter generated candidates.Apath-basedWordNetmethod based
on the shortest path between substitutes and target words in WordNet directed graph is
applied to compute semantic similarity, and a semantic similarity threshold (α = 0.1)
is set to discard substitutes with low semantic similarity to target words. As words that
are used more frequently tend to be considered simpler, word frequency is also adopted
as a simple and effective strategy for substitute selection. We use the Zipf scale created
from the SUBTLEX lists [26], where word frequencies are verified to be correlated with
human judgments on simplicity [27], and set a frequency threshold β = 3 to filter out
candidates with low frequencies.

In CLS, substitutes must be selected from a simple vocabulary list that meets the
needs of the specific community. Thus, we use the EDB list for CLS. We utilize porter
stemming tool and morphy method in NLTK to filter out those substitutes whose stem-
ming or lemmatization is not in the EDB list. We select the top 20 substitutes generated
by SCA-CLS as initial candidates, excluding morphological derivatives of target words.
Then the prediction scores are mapped to [0, 1] interval using min-max normalization.

Substitute ranking aims to rank the most appropriate substitutes at the top of the
substitute list to find the best substitute (the top one) for the target word. We employ
four features to rank substitutes. As shown in Eq. (3), f_r denotes the final ranking score
of the substitute and rb represents the substitute score returned by BERT in Sect. 3.3.
We use the average value of gloss similarity score rg calculated by the gloss-selection
model and the semantic score rw calculated by the path-based WordNet method as the
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semantic-based ranking score. Word frequency reflects the complexity of words to some
extent, so we use the average of word frequency score rf from the Zipf scale [26] and
the complexity score rc calculated by the SEQ model as the complexity-based ranking
score. These features inspect the applicability of substitutes from different aspects. We
sum the scores of four features and the substitute score provided by BERT. Finally, top
10 substitutes are selected for evaluation.

f _r = rb + 1

2
× (rg + rw + rc + rf ) (3)

4 Evaluation and Results

4.1 Dataset and baselines

SemEval Dataset: A standard dataset from SemEval 2007 is used as training data,
involving lexical samples of nouns, verbs, adjectives and adverbs [28]. The dataset
includes 295 sentences extracted from the English Internet Corpus. To ensure variety,
each sense of the target word with the same part-of-speech tag has at least one instance.

Wikipedia Dataset: It contains 500 sentences manually annotated by 50 independent
annotators [29]. We keep 249 sentences whose target words are not in the EDB list, but
their gold answers are in the list, asDataset A. Then we further remove sentences whose
annotation agreements of gold candidates are below 20%, i.e., at least 10 agreements of
the gold candidates from the 50 annotators, as Dataset B.

Baselines: We implement Context2vec, LSBert, LexSubCon and the state-of-the-art
context-drivenMerge-sort model as baselines. We also adopt the semantic-context rank-
ing method [5] and the context-aware model [23] as baselines, both of which mainly
focus on substitute ranking, and use their reported results for comparison.

4.2 Evaluation Metrics

The following 4 commonly used metrics are applied for performance evaluation.

Accuracy @N (A@N). The A@N is calculated as the number of correct matches (one
of the generated top N candidates is in the gold set) divided by the total number of
sentences. N is set from 1 to 10 to show gold set coverage of top 1 to top 10 candidates.

T is the set of test items with at least one candidate from annotators. For each i ∈ T ,
hi is the gold substitute set, ai is the set of generated candidates by model, and ci is
the set of correct candidates (ai that in hi). For each unique type (res) in hi, there is an
associated frequency ( freqres) indicating the number of times it has been annotated, and
mi is the best gold substitute candidate(s) with maximum frequency value in hi.

Best Accuracy (ABest). The first guess with the highest score is considered the best
guess among candidates returned by system. If the first guess matches mi, the candidate
is correct and optimal for a target word. ABest is calculated as the number of correct
matches divided by the total number of sentences, shown in Eq. (4).
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Oot Accuracy (AOot). For the 10 guesses generated by the system, if one of the guesses
matches mi, the guess is considered as correct. The AOot is calculated as the number of
correct matches divided by the total number of sentences, as in Eq. (5).

FrequencyMeasure. Assign the associated frequency ( freqres) to each generated can-
didate in ai: if the candidate is not in gold set hi, freqres is 1, otherwise is the frequency of
the gold candidate that it matches. Ai refers to the sum of the frequencies of all candidate
words in ai. Hi is the sum of the frequencies of all candidate words in hi. Frequency
Precision (P) is the average frequency of correct candidates among the generated can-
didates. Frequency Recall (R) is the average frequency of correct candidates among the
gold candidates. Frequency F1 is the harmonic average between P and R. Frequency
metrics are shown in Eq. (6).

ABest =
∑

best guessi∈T 1 if best guess = mi

|T | (4)

AOot =
∑

ai :i∈T 1 if any guess ∈ ai = mi

|T | (5)

P =
∑

ai :i∈T
∑

res∈ci freqres
Ai

|T | ,R =
∑

ai :i∈T
∑

res∈ci freqres
Hi

|T | ,F1 = 2 × P × R

P + R
(6)

4.3 Parameter tuning

For SCA-CLS substitute generation, we use the SemEval dataset as training data and set
the parameter λ in the hybrid embedding strategy from 0 to 1 with an interval of 0.1. As
shown in Fig. 3, SCA-CLS obtains the highest performance on A@1 and ABest when
λ equals 0.4. A@1 and ABest evaluate the correctness of the first candidate, relating to
user satisfaction, so we select 0.4 (A@1 = 0.410, ABest = 0.356) as the optimal value
of λ.

Fig. 3. Performance with different λ values from 0 to 1 with the interval as 0.1.
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4.4 The Results

To evaluate the hybrid embedding strategy used in BERT for substitute generation, we
study the effect of different input embedding strategies on NSP. As shown in Table 1,
Hybrid is the hybrid embedding strategy we propose for the target word’s embedding,
which mixes up output embeddings returned from 5-gram and Gloss. For the original
sentence S and the sentence S′ where the target word is replaced by “[MASK]”, the input
embedding strategies on NSP we use for comparison are shown as follows: 5-gram is
the strategy that we propose to optimize NSP in Sect. 3.3.Gloss is the strategy described
in Sect. 3.1, that connects the gloss of target word and the sentence S′ as BERT’s input.
Mask is the strategy using the sequence pair (S, S′) connected by the sentence S and
S′ as input. 50%Mask is the strategy from LSBert, which randomly masked 50% of
words in S, excluding the target word. Keep is the strategy using the sequence pair (S,
S) connected by two sentences S as input.

Table 1. Comparison of different strategies for BERT to generate substitutes.

BERT
Strategies

Dataset A Dataset B

A@1 A@2 A@10 ABest AOot F1 A@1 A@2 A@10 ABest AOot F1

Hybrid 0.410 0.550 0.735 0.265 0.602 0.380 0.437 0.563 0.790 0.429 0.782 0.644

5-gram 0.390 0.498 0.719 0.245 0.594 0.371 0.378 0.496 0.782 0.370 0.765 0.590

Gloss 0.305 0.410 0.635 0.177 0.494 0.322 0.277 0.420 0.714 0.277 0.689 0.573

50%
Masked

0.357 0.498 0.715 0.229 0.598 0.370 0.328 0.462 0.756 0.311 0.756 0.623

Mask 0.325 0.462 0.715 0.197 0.586 0.367 0.311 0.454 0.765 0.303 0.765 0.628

Keep 0.253 0.373 0.663 0.149 0.518 0.318 0.218 0.328 0.672 0.218 0.639 0.530

From the result, the Keep strategy returns the least satisfactory result, while the
5-gram strategy is second to the Hybrid. This indicates that the model relies on the
information carried by the input embedding to predict substitutes. However, when the
information of the input embedding is too complete or repetitive, the model may be dis-
turbed or overly dependent on that information. Our hybrid embedding strategy achieves
the best performance in substitute generation, with ABest increasing from 0.245 to 0.265
(8.2%) in Dataset A compared to the 5-gram strategy, and with ABest increasing from
0.277 to 0.429 (54.9%) in Dataset B compared to the Gloss strategy. It suggests that
the hybrid strategy effectively incorporates both contextual and semantic information
carried by the token embeddings of 5-gram and Gloss.

We evaluate the performance of SCA-CLS on Dataset A and Dataset B. The results
are shown in Tables 2 and 3. Our model outperforms the semantic-context ranking
method [5] and context-aware method [23] on all A@N metrics on both Dataset A and
B. Comparing to Context2vec and LSBert that also consider contextual information
for LS, our model gains a better performance with ABest improving by 208.1% (from
0.124 to 0.382) compared to Context2vec on Dataset A and ABest improving by 101.0%
(from 0.529 to 0.630) compared to LSBert on Dataset B. SCA-CLS achieves 30.8%
and 57.0% higher than LexSubCon on A@1 on Dataset A and Dataset B, respectively.
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While the state-of-the-art Merge-Sort model strengthens ranking by merging the BERT
and Context2vec models, our model outperforms it in CLS, improving AOot from 0.538
to 0.667 (24.0%) and F1 from 0.373 to 0.415 (11.3%) on Dataset A, and AOot from 0.697
to 0.840 (20.5%) and F1 from 0.623 to 0.690 (10.8%) on Dataset B.

Table 2. Performance of all methods on the Dataset A and B using Accuracy@N.

Method Dataset A

A@1 A@2 A@3 A@4 A@5 A@6 A@7 A@8 A@9 A@10

Semantic-context
[5]

0.237 0.305 0.337 0.382 0.410 0.418 0.422 0.430 0.430 0.434

Context-aware
[23]

0.261 0.325 0.365 0.394 0.410 0.418 0.438 0.438 0.446 0.450

Context2vec 0.181 0.233 0.257 0.257 0.265 0.273 0.273 0.273 0.273 0.273

LSBert 0.442 0.482 0.506 0.506 0.506 0.506 0.506 0.506 0.506 0.506

LexSubCon 0.390 0.558 0.622 0.647 0.675 0.691 0.703 0.715 0.719 0.723

Merge-Sort
model

0.522 0.574 0.627 0.631 0.643 0.651 0.663 0.663 0.667 0.667

SCA-CLS 0.510 0.582 0.647 0.691 0.699 0.719 0.735 0.751 0.755 0.759

Method Dataset B

A@1 A@2 A@3 A@4 A@5 A@6 A@7 A@8 A@9 A@10

Semantic-context
[5]

0.261 0.311 0.361 0.403 0.429 0.437 0.437 0.437 0.437 0.437

Context-aware
[23]

0.269 0.328 0.345 0.378 0.378 0.387 0.387 0.387 0.395 0.403

Context2vec 0.193 0.235 0.252 0.261 0.277 0.294 0.294 0.294 0.294 0.294

LSBert 0.538 0.613 0.630 0.639 0.655 0.655 0.655 0.655 0.655 0.655

LexSubCon 0.412 0.580 0.681 0.706 0.748 0.765 0.782 0.798 0.798 0.798

Merge-sort
model

0.580 0.639 0.664 0.697 0.706 0.714 0.714 0.714 0.714 0.714

SCA-CLS 0.647 0.731 0.782 0.790 0.798 0.807 0.807 0.815 0.832 0.840

4.5 Ablation study

SCA-CLS combines four features to assist in ranking generated substitutes. To explore
the effectiveness of each feature, we conduct an ablation study by removing one feature
in turn. The results are shown in Table 4, where Hybrid represents the initial candidates
(no ranking features are used) obtained by the hybrid embedding strategy. Arbitrarily
removing one of the features obtains better results than Hybrid, and SCA-CLS that
combines all four features has the best ranking performance, indicating that all features
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Table 3. Performance comparison on the Dataset A and B using various evaluation metrics.

Method Dataset A Dataset B

ABest AOot P R F1 ABest AOot P R F1

Context2vec 0.124 0.189 0.163 0.142 0.152 0.193 0.286 0.257 0.270 0.263

LSBert 0.293 0.382 0.341 0.283 0.309 0.529 0.647 0.591 0.617 0.604

LexSubCon 0.257 0.627 0.325 0.487 0.390 0.395 0.790 0.569 0.788 0.661

Merge-Sort
model

0.373 0.538 0.345 0.407 0.373 0.571 0.697 0.587 0.664 0.623

SCA-CLS 0.382 0.667 0.353 0.502 0.415 0.630 0.840 0.604 0.805 0.690

Table 4. Ablation study results of the ranking features.

Methods Dataset A Dataset B

A@1 A@2 ABest AOot A@1 A@2 ABest AOot

Hybrid 0.410 0.550 0.265 0.602 0.437 0.563 0.429 0.782

SCA-CLS 0.510 0.582 0.382 0.667 0.647 0.731 0.630 0.840

w/o Gloss 0.506 0.578 0.369 0.659 0.639 0.731 0.613 0.840

w/o WordNet 0.486 0.566 0.353 0.639 0.622 0.723 0.597 0.824

w/o Complexity 0.506 0.582 0.357 0.639 0.563 0.697 0.546 0.815

w/o Frequency 0.494 0.570 0.345 0.647 0.546 0.672 0.538 0.832

positively affect ranking. As shown in the result, the impact of the gloss similarity feature
on SCA-CLS is relatively small, which likely has the following two reasons: first, many
substitutes fail to be recognized inWordNet so their glosses cannot be found; the second
is that the gloss-selection model may introduce noise during selecting the best gloss for
the substitute, resulting in obtaining inappropriate gloss.

5 Conclusions

This paper proposes a Semantic-Context-Aware framework SCA-CLS based on BERT
for community-oriented lexical simplification. SCA-CLS develops a new hybrid embed-
ding strategy to integrate gloss knowledge into contextual embeddings, which out-
performs the previous state-of-the-art substitute generation strategy in LSBert. SCA-
CLS introduces a gloss similarity feature to accurately calculate the semantic similarity
between target words and substitutes by leveraging lexicon resources fromWordNet, and
a complexity feature that measures the complexity of the target word based on context.
Compared to a list of baselines, experiment results show that SCA-CLS achieves the
best performance in CLS tasks.
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Abstract. Unsupervised cross-lingual word embedding (CLWE) aligns
monolingual embedding spaces without parallel corpora or bilingual dic-
tionaries. However, it is unclear whether CLWE models tuned for dif-
ferent corpora alignment can perform well across NLP tasks. Previous
researches have shown that unsupervised CLWE tends to make words
have close word embedding distributions with similar syntactic but oppo-
site sentiment polarity, leading to poor performance in cross-lingual sen-
timent analysis (CLSA). This work proposes an Unsupervised Cross-
lingual Sentiment word Embedding (UCSentiE) model, which eliminates
both linguistic and sentiment gap between two languages. UCSentiE
leverages the priori sentiment information of source language and inte-
grates them into CLWE without compromising cross-lingual word seman-
tics. We evaluate UCSentiE on two NLP tasks across six languages
(English, Chinese, German, Japanese, French and Spanish). Experimen-
tal results demonstrate UCSentiE’s stability in bilingual lexicon induc-
tion (BLI) and its superiority over unsupervised VecMap and supervised
MUSE models in CLSA, with average F1 score improvements of about
6.53% and 2.23%, respectively. Visualization and clustering analysis fur-
ther validates our approach’s effectiveness. Code is available at https://
github.com/dwzgit/UCSentiE.git.

1 Introduction

Cross-lingual word embedding (CLWE) plays a crucial role in facilitating cross-
lingual knowledge transfer between resource-rich and low-resource languages [1].
CLWE aligns monolingual embeddings via bilingual dictionaries or parallel cor-
pora, causing similar words in diverse languages to draw close in the shared
CLWE space [2].

Recently, unsupervised CLWE approaches [3–5] have been proposed, which
do not rely on bilingual dictionaries or parallel corpora, but instead use tech-
niques such as Generative Adversarial Networks (GANs) [6], Optimal Transport

This work was supported by the Fundamental Research Funds for the Central Univer-
sities (No. 2022JJ006).
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Theory (OPT) [7], and the iterative closest point (ICP) algorithm [8] to align
monolingual embedding spaces. Unsupervised CLWE reduces reliance on bilin-
gual dictionaries or parallel corpora and performs well on close language pairs,
such as English-German. However, there are still two critical issues that merit
further investigation.

Firstly, whether the cross-lingual word embeddings tuned for different
corpora alignments can achieve equally good performance on different NLP
tasks. For example, fastText, a cross-lingual word embedding model trained on
Wikipedia multilingual datasets, offers 157 language word embedding represen-
tations. But fastText performs worse than monolingual word embedding models
like Word2Vec in some NLP tasks (i.e., named entity recognition).

Secondly, whether incorporating more information into CLWE can enhance
NLP task performance while maintaining word semantics and task-specific fea-
tures. Existing studies indicate that incorporating sentiment information into
monolingual word embeddings can significantly boost sentiment classification
performance [9–11]. However, it is more challenging for unsupervised CLWE to
achieve a balance between cross-lingual semantic alignment and sentiment inte-
gration, especially when only the source language has annotated sentiment data.

Fig. 1. Comparison of CLWE spaces using different alignment methods

Figure 1 provides an illustration of English-German CLWE spaces, with
English words marked in yellow and German in blue. Figure 1(a) shows the
monolingual word embedding space, where words with similar semantics are not
aligned. Figure 1(b) shows the CLWE space after semantic alignment, where
words such as “run”, “dog” and their corresponding German translations “laufen”
and “hund” are now aligned. However, the alignment of sentiment words like
“good”, “bad”, “gute”, “schlecht” is suboptimal. Figure 1(c) displays the CLWE
space after joint learning of semantics and sentiment, which is advantageous in
aligning sentiment words without sacrificing their semantic alignment.

Based on the aforementioned discussion, this paper proposes an unsuper-
vised cross-lingual word embedding model with jointly learning word semantic
and sentiment information, called UCSentiE. The proposed model incorporates
sentiment information from annotated data in the source language during the



84 Y. Xu et al.

initial projection iteration without compromising cross-lingual word semantic.
Upon the initial projection process, the embeddings of corresponding words in
the source and target languages become highly similar. Thus, the integration of
sentiment information into the source language word embeddings parallels its
incorporation into bilingual word embeddings, facilitating the transfer of senti-
ment knowledge from the source language to the target language.

We conducted experiments on 6 languages and compared UCSentiE with
the existing models [4,12–14] in bilingual lexicon induction (BLI) and cross-
lingual sentiment analysis (CLSA) tasks. Experimental results demonstrate that
UCSentiE can achieve cross-lingual word semantic alignment while preserving
sentiment information. The main contributions of the paper are as follows:

– We propose an unsupervised CLWE model to jointly learn word semantic and
sentiment information. Prior sentiment information from the source language
is transferred to CLWE representation without sacrificing the alignment of
word semantic.

– We carry out extensive experiments and visualization analysis, and find that
CLWE models are sensitive to language pairs, with better performance on
close language pairs, such as English-Spanish, compared to distant language
pairs, such as English-Japanese.

– We analyze the factors that affect cross-lingual alignment and find that lan-
guage distance and monolingual word embedding quality are important. Sole
reliance on the unsupervised CLWE model is not enough to achieve high-
quality alignment for distant language pairs. Our comparison of fastText and
Word2Vec models within CLWE reveals fastText’s superiority. Furthermore,
the quality of monolingual word embeddings also affects CLWE performance.
For instance, the English-Spanish pair outperforms the seemingly semanti-
cally closer English-German pair, possibly due to the low-quality German
monolingual word embeddings that negatively impacted the model’s perfor-
mance.

2 Related Work

2.1 Cross-lingual Word Embedding

Cross-lingual word embedding models can be classified into three research cat-
egories based on their use of annotated data: supervised, semi-supervised, and
unsupervised methods.

Early CLWE models were primarily based on supervised methods that heav-
ily relied on human-annotated data to align the monolingual word embedding of
the source and target languages. However, obtaining such annotated data can be
challenging for most languages. As a result, semi-supervised CLWE approaches
were developed to mitigate the reliance on cross-lingual supervision. These meth-
ods utilize smaller amounts of annotated data or seed dictionaries, i.e., 25 trans-
lated word pairs as heuristic seed dictionary [15].



CLWE Model with Semantic and Sentiment Joint Learning 85

Introduced in 2015 [16], Unsupervised CLWE approaches have now become
mainstream in the field of CLWE [4,13,17–19] as they do not require any parallel
corpora or seed dictionaries. By leveraging large-scale non-parallel corpora, unsu-
pervised methods employ models like Generation Adversarial Networks, Auto-
Encoder-Decoder and others, to mine language relationships.

Conneau et al. proposed an unsupervised adversarial model called MUSE
[4], which has achieved promising results and even outperformed supervised
approaches in some cases. Mohiuddin et al. revisited adversarial models and
add two regularization terms that yield improved results [19]. Artetxe et al.
proposed an unsupervised self-learning model called VecMap based on a semi-
supervised approach [13], which achieved 48% accuracy in English-German pairs,
and 37% accuracy in English-Spanish pair. Li et al. proposed Iterative Dimension
Reduction to improve the robustness of VecMap [18]. Shen et al. used Adver-
sarial Auto-Encoder (AAE) to learn bilingual parallel texts and then used a
BiGRU model to achieve CLWE alignment via a linear transformation matrix
[17]. Rasooli et al. considered the influence of language families on CLWE, and
introduced a multi-source approach to reduce the gap between languages [20].

Unsupervised CLWE approaches often assume isometric monolingual word
embedding space across different languages [21]. However, this isometry assump-
tion does not hold true for all language pairs, particularly when dealing with
semantically distant languages [22]. Additionally, the existing unsupervised
CLWE approaches only consider semantic information, and it remains to be
investigated whether incorporating additional information from various NLP
tasks can still maintain good performance on CLWE alignment.

2.2 Sentimental Embedding

Sentimental embeddings learn word representations that encode both syntactic
context and sentiment polarity. Maas et al. first proposed to leverage document-
level sentiment annotated data to obtain word-level sentiment embedding [23].
Later, Tang et al. proposed a sentiment-specific word embedding model to gen-
erate word embeddings that incorporate sentiment information [24].

Inspired by Maas and Tang’s work, researches extended sentiment embed-
ding from single-language to multiple languages and investigated cross-lingual
sentiment word embedding. Abdalla et al. found that sentiment information
is still highly preserved after aligning the two monolingual embedding spaces,
even with low-quality seed bilingual dictionaries [25]. Building upon the research
in [25], Dong proposed a CLWE model to improve adaption in cross-lingual
sentiment classification tasks by incorporating sentiment information [26]. By
leveraging annotated bilingual parallel corpora, he encoded the latent sentiment
information into vectors, producing sentiment embeddings for many languages.
These sentiment embeddings were then integrated with word embeddings using
a Dual-channel Convolutional Neural Network (DC-CNN). Barnes presented an
approach that incorporates sentiment information from a bilingual sentiment
dictionary into the shared vector space. This integration enables the retention
of sentiment features from both languages [27]. On the other hand, Ma et al.



86 Y. Xu et al.

proposed an Unsupervised Bilingual Sentiment word Embedding (UBSE) using
Generative Adversarial Nets, which relies solely on a sentiment lexicon of the
source language [28].

However, these methods utilized machine translation tools [25], bilingual
parallel corpora [26], or bilingual dictionaries [27] to incorporate sentiment
information within a single language, which were not suitable for cross-lingual
word embedding alignment, particularly for resource-scarce languages lacking
sentiment-annotated data.

3 Proposed Method

As illustrated in Fig. 2, the overall structure of UCSentiE consists of three main
modules to learn the mapping matrix W from the source language to the target
language: initial solution generation (3.1), priori sentimental information embed-
ding represented by the sentiment mapping matrix Wsenti (3.2), and sentiment-
aware CLWE self-learning iterations that update the semantics mapping matrix
Wseman by integrating Wsenti (3.3).

Fig. 2. A flowchart of UCSentiE model

3.1 Initial Solution Generation

The normalized monolingual embeddings in the source and target languages are
denoted as X ∈ R

m×d and Y ∈ R
n×d, where the i-th row of X(Y) corresponds

to the vector representation of the i-th word. Here, m and n are the vocabu-
lary sizes, respectively. The normalization process contains length normalization,
mean centering, and length scaling [29].

The normalized embeddings are not aligned along the first axis, i.e., the i-th
row of X does not correspond to the i-th row of Y. Following [13], we establish an
initial bilingual dictionary as the basis. We first compute the similarity matrices
of X and Y and sort the values in each row to obtain sorted(sx) and sorted(sy).
Given a word vs

i and its row in sorted(sx), we apply CSLS retrieval over the rows
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of sorted(sy) to find its corresponding translation vt
j , yielding an initial mapping

dictionary D0 = {(vs
1, v

t
1), (v

s
2, v

t
2), ..., (v

s
K , vt

K)}, where vt
j is the translation of the

source word vs
i and K is the number of the initial dictionary. Given an initial

bilingual seed dictionary D0, we can learn the initial projection matrix W0 by
forcing word pairs in D0 to have similar representations in the bilingual space.

3.2 Priori Sentimental Information Embedding

In order to incorporate the priori sentiment information of the source language
into the CLWE, we calculate an priori sentimental mapping matrix Wsenti to
enable sentiment transfer between two languages. The sentiment annotated cor-
pora in the source language is denoted as s = {s1, s2, ..., sN}, with si representing
the i-th document and N being the total number of documents in s. The senti-
ment labeling is denoted by l = {l1, l2, ..., lN} with li = 0 indicating a positive
sentiment and li = 1 indicating a negative sentiment for the i-th document.

Given the initial bilingual seed dictionary D0, we derive the mapped source
word embedding in the bilingual space by calculating x̂i = Wsentixi, where
X̂ = {x̂1, x̂2, ..., x̂K} and Wsenti starts as W0. Our goal is to imbue the mapped
source language word embeddings X̂ with sentiment information such that the
sentiment annotated corpora represented by X̂ can be effectively utilized for
predicting sentiment polarity. Let l̂i denote the sentiment classifier used for pre-
dicting the sentiment polarity of si. Thus, the sentiment prediction loss function
can be expressed as:

Lpred = −
N∑

i=1

li log l̂i − (1 − li) log(1 − l̂i) (1)

To ensure that the translation pairs in the bilingual seed dictionary D0

remain as similar as possible even after sentiment information incorporation,
we introduce a mapping loss function calculated as:

Lproj =
1
K

K∑

i=1

(x̂i − yi)
2 (2)

The overall loss function is as follow:

L = α × Lpred + (1 − α) × Lproj (3)

where a hyper-parameter α is used to balance the relative importance of senti-
ment and semantics, ensuring that the incorporation of sentiment information
as a mapping guide does not compromise the mapping quality. By minimizing
the total loss function within several training iterations, we obtain the priori
sentiment mapping matrix Wsenti.
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3.3 Sentiment-Aware CLWE Self-learning Iterations

Unsupervised sentiment-aware CLWE generation is a self-learning iterative pro-
cedure that considers both semantic and sentiment information of the language
in each iteration represented by Wsenti and Wseman, respectively. Our method
involves updating D, Wseman and W through a self-learning procedure in the
following three steps:

1. Update Wseman: In each iteration, we first generate two sorted matrices XD

and YD, based on the current dictionary D. The i-th row of {XD,YD} corre-
sponds to the i-th word pair in D. The optimal Wseman is obtained through
singular value decomposition (SVD) as follows:

Wseman = V · UT

U
∑

VT = SV D(YT
D · XD) (4)

2. Update mapping matrix W: Given a hyper-parameter β, we calculate the
cross-lingual mapping matrix W in each iteration by combining Wsenti and
Wseman:

W = β × Wsenti + (1 − β) × Wseman (5)

where the trade-off between the two matrices is controlled by β ∈ [0, 1]. When
β = 0, no priori sentiment information is carried in W; When β = 1, no
semantic information is carried in W. We solve the optimal mapping matrix
W by maximizing the similarities for the current dictionary D:

argmax
W

(
∑

i

∑

j

Dij(xiW) · yj) (6)

3. Update bilingual dictionary D: Given a computed W, we can generate a
new dictionary D by using CSLS retrieval over the rows of XW and Y. The
updated bilingual dictionary D can be used to create new sorted matrices
XD and YD, and the iterative process continues.

The iterative training process stops when the objective function (6) is opti-
mally solved, resulting in the optimal W∗, which allows us to obtain the final
sentiment-aware CLWE and a bilingual dictionary D.

4 Experiments

4.1 Evaluation Tasks and Baselines

Experiments evaluate the performance of UCSentiE on two tasks: Bilingual
Lexicon Induction (BLI) and Cross-lingual Sentiment Analysis (CLSA). BLI
involves constructing bilingual dictionaries using the generated cross-lingual
word embeddings and comparing them with existing bilingual dictionaries, while
CLSA involves predicting sentiment in target language texts using the generated
embeddings.
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The experiments cover language pairs from English(En) to Spanish(Es), Ger-
man(De), French(Fr), Japanese(Ja), and Chinese(Zn), and compare UCSentiE
against four models: (1) Monolingual approach: a multilingual word embedding
model with 157 languages, fastText, that is applied directly to the tasks [14].
For brevity, we refer to this approach as “Mono”. (2) MUSE: a supervised model
that learns an orthogonal map from the source to the target embedding space
via supervised translation pairs [4]. (3) VecMap: an unsupervised model that
assumes the monolingual space is isometric across languages and focuses solely
on semantics [13]. (4) XU: an unsupervised bidirectional transformation model
using Sinkhorn distance, with transformation direction from other languages to
English [12].

4.2 Datasets and Evaluation Metrics

For the BLI task, we use the MUSE bilingual lexicon released by Facebook1 as
the baseline lexicon. The MUSE lexicon is a collection of 110 bilingual lexicons,
including pairs such as English-Spanish. Each lexicon contains the 6500 most fre-
quently used words in each language. For the CLSA task, we utilize the Amazon
product review dataset2 for English, German, French, Japanese, and Chinese,
consisting of 6, 000 positive and 6, 000 negative reviews for each language. We
use the Spanish review dataset in [27], which comprises 1,472 user reviews (1,216
positive and 256 negative), as the Amazon dataset lacks Spanish reviews. The
data was divided into training and testing sets at a 3:2 ratio for each language
in the experiments.

In the BLI task, we compare each model’s bilingual lexicon to the benchmark
MUSE lexicon and evaluate their performance using the accuracy rate (Acc) and
precision P@N metrics (for N = 1, 5). The P@N metric measures the accuracy of
the N -th nearest neighbor’s translation for a given source word, using the CSLS
method. In the CLSA task, we use cross-lingual word embeddings to perform
multilingual sentiment classification and evaluate the performance using metrics
of accuracy (Acc) and F1-score.

We use 300-dimensional fastText embeddings3 as monolingual word embed-
dings by default and compare the impact of monolingual word embeddings on
the model in later subsections.

4.3 Experiment Results

Results in BLI Task. Table 1 presents the accuracy comparison of the induced
bilingual dictionaries across different methods. The best accuracy score is high-
lighted in bold, the suboptimal score is highlighted in underlined. UCSen-
tiE outperforms all the baseline methods on three of five language pairs and
1 https://github.com/facebookresearch/MUSE.
2 http://jmcauley.ucsd.edu/data/amazon/.
3 https://github.com/facebookresearch/fastText.

https://github.com/facebookresearch/MUSE
http://jmcauley.ucsd.edu/data/amazon/
https://github.com/facebookresearch/fastText
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Table 1. Accuracy comparison of BLI in different models.

Model N = 5 N = 1

En-Es En-De En-Fr En-Ja En-Zn En-Es En-De En-Fr En-Ja En-Zn

Mono [14] 68.06 59.16 68.69 0.01 0.00 56.23 44.21 54.68 0.00 0.00

XU [12] 67.54 59.56 68.18 0.01 0.07 55.85 45.01 54.04 0.00 0.02

MUSE [4] 68.18 59.44 67.83 28.66 54.66 56.36 44.48 53.65 18.99 31.49

VecMap [13] 68.74 60.45 73.64 50.87 48.63 57.19 45.93 56.73 29.75 28.21

UCSentiE 68.79 60.81 68.71 52.27 54.31 56.65 45.68 54.30 31.98 27.15

achieves suboptimal scores in the remaining pairs when N = 5. It verifies that
the sentiment-aware cross-lingual word embeddings generated by the UCSen-
tiE model maintain semantic information and still perform outstandingly in the
BLI Task. Observing the performance drop as P@N decreases from N = 5 to
N = 1 across all models. However, UCSentiE still achieves optimal performance
on En-Ja, and sub-optimal performance on En-Es and En-De, which indicates
its capacity to preserve comprehensive word semantics while incorporating sen-
timent. Note that the unsupervised VecMap model performs better than the
supervised MUSE model due to the absence of any supervision information pro-
vided to MUSE.

We observe the performance difference across language pairs. In all methods,
BLI performances on En-Ja and En-Zn are lower than those on the rest, per-
haps because English is relatively distant to Japanese and Chinese. Moreover,
the monolingual approach’s performance on En-Ja and En-Zn is nearly zero,
indicating the inability of monolingual vectors to achieve alignment on distant
language pairs and cross-lingual embeddings are the basis of knowledge transfer.

Another observation is that the monolingual vector quality significantly influ-
ences model performance. Among the language pairs, the highest accuracy of BLI
should be achieved on En-De out of the most similar grammar and pronunci-
ation rather than En-Es and En-Fr on all the methods. The unexpected result
indicates that the monolingual word vectors of English and German are poorly
aligned, leading to a degraded performance of cross-lingual alignment.

Results in CLSA Task. Table 2 summarizes the results of all the methods
in the CLSA task. UCSentiE outperforms all the methods on En-En, indicating
that English word vectors aligned by UCSentiE across languages can still perform
well in monolingual sentiment classification tasks. On cross-lingual experiments,
UCSentiE contains at least one optimal or suboptimal F1 score or accuracy rate
on each language pair, verifying the good performance of UCSentiE in the CLSA
task after embedding sentiment information.

When comparing model performance across different language pairs, we
obtained similar conclusions within the BLI task. The models exhibit higher
performance on language pairs with closer linguistic distance, such as En-Es and
En-Fr, in contrast to pairs like En-Zn and En-Ja, which have greater linguistic
distance. This indicated that the semantic distance between languages also has
an impact on CLSA. In addition, all the models outperform on En-Es while their
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Table 2. Performance comparison of CLSA in different models.

Model F1 Acc

En-En En-Es En-De En-Fr En-Ja En-Zn En-En En-Es En-De En-Fr En-Ja En-Zn

Mono [14] 74.04 88.54 60.24 71.99 0.10 66.66 74.88 79.44 68.85 69.03 50.00 49.99

XU [12] 75.15 88.71 66.67 66.67 66.68 20.23 75.60 79.91 50.00 50.00 50.02 49.78

MUSE [4] 74.75 88.54 60.24 66.68 66.64 66.66 75.38 79.44 68.85 50.02 49.98 49.99

VecMap [13] 74.34 85.80 62.63 72.73 66.68 69.05 74.82 77.57 69.63 72.05 50.10 57.67

UCSentiE 75.97 87.28 66.16 74.36 64.73 71.76 76.50 79.44 71.23 71.95 60.00 74.93

performance on En-De is less satisfactory, and the F1 scores of En-De are even
slightly lower than those on En-Zn, which may be due to the influence of the
quality of monolingual word vectors in German on the model performance.

Impact of Monolingual Word Embeddings. Previous studies highlighted
the impact of monolingual word embeddings on CLWE performance [4]. To
assess the effects of various monolingual embeddings on our model’s performance,
we contrast results using 300-dimensional fastText embeddings and Word2vec
embeddings, and refer to the two variants of our model as UCSentiE(F) and
UCSentiE(W), respectively.

Table 3. Impact of Monolingual Word Embeddings.

En-En En-Es En-De En-Fr En-Ja En-Zn En-En En-Es En-De En-Fr En-Ja En-Zn

BLI N = 5 N = 1

UCSentiE(F) - 68.79 60.81 68.71 52.27 54.31 - 56.65 45.68 54.30 31.98 27.15

UCSentiE(W) - 52.97 65.02 55.52 47.31 25.02 - 38.12 49.22 39.16 33.27 15.45

CLSA F1 Acc

UCSentiE(F) 75.97 87.28 66.16 74.36 64.73 71.76 76.50 79.44 71.23 71.95 60.00 74.93

UCSentiE(W) 77.04 75.26 73.21 53.46 66.97 52.73 77.40 66.82 74.55 50.02 67.30 66.40

Results in Table 3 demonstrated that, in the BLI task, the accuracy of UCSen-
tiE(F) is higher than that of UCSentiE(W) on four out of five language pairs at
N = 5 and on three pairs at N = 1. This verifies that the choice of monolin-
gual word vectors impacts cross-lingual word embedding alignment. Generally,
CLWE derived from fastText perform better than that of Word2vec, but the
specific performance of both varies with the target language. In the CLSA tasks,
the average F1 value of UCSentiE(F) on all language pairs is 6.93% higher than
that of UCSentiE(W), indicating that CLWE derived from fastText have an
overall better performance than Word2vec. This aligns with findings from the
BLI tasks.

4.4 Visualization Analysis

To illustrate the effectiveness of the UCSentiE model in balancing both seman-
tics and sentiment, Fig. 3 uses English-German language pair as an example to
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perform visualization analysis. We employ principal component analysis (PCA)
to map the 300-dimensional word embeddings to a 2-dimensional plane. We
randomly selected 140 positive and negative sentiment words from SentiWord-
net4 and visualized them in CLWE spaces of fastText, VecMap, and UCSen-
tiE, respectively. In each CLWE space, every word is represented as a dot,
where positive(negative) source language words are marked in black(red), posi-
tive(negative) target language words are marked in gray(orange).

Figure 3(a) shows the CLWE space in fastText, where some English words
and their corresponding German translations are relatively close (the overlap-
ping of red-orange dots and black-gray dots). This indicates that the English-
German word embeddings in fastText are partially aligned. Comparatively, the
Vecmap and UCSentiE models in Figs. 3(b) and 3(c) bring the word embeddings
of English and German even closer in the vector space. Upon observing Fig. 3(c),
we can find that most black points correspond to gray points, and red points
correspond to orange points. This finding shows that words sharing the same
sentiment polarity are closely clustered in the UCSentiE space.

(a) CLWE in fastText. (b) CLWE in VecMap. (c) CLWE in UCSentiE.

Fig. 3. Visualization of English-German word embeddings in different CLWE spaces.
En-pos(En-neg) denotes positive(negative) words in English. De-pos(De-neg) denotes
positive(negative) words in German.

5 Conclusion

We propose an unsupervised cross-lingual sentiment word embedding model that
utilizes priori sentiment information from the source language to consider both
semantic and sentiment information. We empirically evaluate our method on
tasks of bilingual lexicon induction and cross-lingual sentiment analysis on five
target languages using English as the source language. Also, the experiments
compare the impact of monolingual word embeddings on CLWE model. Visual-
ization and cluster analysis illustrates the effectiveness of our proposed model.

4 https://github.com/aesuli/SentiWordNet.

https://github.com/aesuli/SentiWordNet
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Abstract. Pre-trained language models (PLMs) such as BERT have
achieved remarkable results in the task of Semantic Text Matching (STM).
Nevertheless, existing models face challenges in discerning subtle distinc-
tion between texts, although it is the vital clue for STM. Concretely, the
alteration of a single word causes significant variation of semantics of the
entire text. To solve the problem, we propose a novel method of attentively
representing distinctive information for STM. It comprises two compo-
nents, includingReversedAttentionMechanism(RAM)andSample-based
Adaptive Learning (SAL). RAM reverses the hidden states of texts before
computing attentions, which contributes to the highlighting of mutually-
different syntactic constituents when comparing texts. In addition, during
the initial stage of training, the model may acquire some biases. For exam-
ple, it may ignore the distinctions between sentence pairs and simply clas-
sify sentence pairs with high lexical overlap as positive examples, because
a majority of positive examples exhibit such high lexical overlap. SAL is
designed to facilitate the model in comprehensively acquiring the semantic
knowledge hidden in the distinctive constituents. Experiments on six STM
datasets demonstrate the effectiveness of our proposed approach. Further-
more, we employ ChatGPT to generate textual descriptions of distinction
between texts and empirically validate the significance of distinctive infor-
mation in semantic text matching task.

Keywords: Text semantic matching · Pre-trained language model ·
Paraphrase identification

1 Introduction

Semantic Text Matching (STM) is a task of automatically determining whether
two sentence-level texts are semantically similar. It is useful for information
retrieval and factoid question answering. Recently, significant advancements have
been made in this field due to the use of pre-trained language models (PLMs), such
as BERT [6] and RoBERTa [10]. The major advantage of PLMs-based STM models
is the ability of representing the deep semantics of sentences, which mostly bene-
fits from the pretraining over large data and cyclopaedic knowledge. However, the
previous studies still suffer from the difficulty in perceiving and representing sub-
tle differences hidden in the sentences. Figure 1 shows a couple of examples, which
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 95–107, 2023.
https://doi.org/10.1007/978-3-031-44693-1_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44693-1_8&domain=pdf
https://doi.org/10.1007/978-3-031-44693-1_8
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Fig. 1. Sentence pairs with high lexical overlap but different semantics.

are semantically-dissimilar to each other although possessing inconspicuous dif-
ference. The fundamental bottleneck is that the PLMs-based STM models heavily
rely on lexical consistency from the perspective of pragmatics. Specifically, Li et
al. [8] establish a theoretical connection between BERT’s pre-training objective
and its non-smooth anisotropic semantic embedding space. This results in a strong
dependence on lexical similarity when determining semantic similarity [21,23,25].
This phenomenon changes to be more obvious when sentences contain a large num-
ber of overlapped syntactic constituents. (Fig. 1)

In this paper, we attempt to enhance the BERT-based STM model by improv-
ing its ability of highlighting distinctive syntactic constituents. Specifically, we
propose Reversed Attention Mechanism (RAM) and Sample-based Adaptive
Learning (SAL), and use them to optimize the fine-tuning process when trans-
ferring BERT to task-specific data. RAM is designed to relatively effortless per-
ception on subtle distinction between sentences, and provide high attentions
upon the inconsistent words when computing their hidden states. SAL is used
to reduce the bias that distracts the training process, where the serious bias is
generally caused by the fully-overlapped long syntactic constituents. All in all,
we utilize them to impose higher attentions over the distinctive constituents.

We experiment on six benchmark corpora, including LCQMC, BQ, QQP,
MRPC, PAWSQQP and PAWSWiki. Experimental results show that our method
obtains significant improvements compared to the BERT baseline, and achieves
either comparable or state-of-the-art performance on different corpora. Our aux-
iliary experiments demonstrate that the utilization of ChatGPT1 for data aug-
mentation further improve the effects of attentive representation learning over
distinctive information. Our contributions are three-fold: (1) We propose RAM
which contributes to the representation of distinctive constituents with higher
attentions. (2) We propose SAL which updates learning rate adaptively. It is
effective in reducing bias during training. (3) We prove that the joint use of
RAM and SAL enhances the BERT-based STM model.

2 Related Work

STM is a basic task in Natural Language Processing. Models for such tasks
usually take two text sequences as input and determine the semantic relation-
1 https://chat.openai.com/.

https://chat.openai.com/.
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ship between them. Traditional techniques have explored a variety of neural
network models based on different aspects of consideration, such as CNN [17],
RNN [3,16,16] and GCN [22]. Recently, large-scale pre-trained language models
such as BERT [6], RoBERTa [10] have significantly boosted the performance
of various natural language tasks by pre-training on massive text resources
with high-efficiency self-supervised learning objectives. For STM tasks, PLMs
can achieve state-of-the-art performance on generic semantic matching bench-
marks [19,20] by adding only a simple classification layer and fine-tuning under
the sequence classification paradigm.

Although PLMs achieve enormous success in multiple tasks, some defects
of them are gradually exposed with the deepening of research. DABERT [21]
points out that self-attention mechanism ignore modeling the semantic differ-
ence between sentence pairs, which may be caused by the architecture itself. To
alleviate this problem, DABERT propose a new type of attention called differ-
ence attention which is combined with vanilla attention to better capture the
differences between text pairs. PAWS [25] ameliorates the problem by adding
some high word overlap samples to the original training dataset. All of these
previous works have resulted in significant performance improvements.

3 Approach

First, we define the STM task in a formal way. Given two text sequences
Sa = { ca

1 , c
a
2 , . . . , c

a
la

} and Sb = { cb
1, c

b
2, . . . , c

b
lb

}, the goal of STM is to learn
a binary classifier y = F(Sa, Sb) to determine whether Sa and Sb are semanti-
cally identical. Here, ca

i and cb
j denote the i-th and j-th character or word in the

corresponding sequence respectively, and la, lb represent the sequence length.
For BERT encoder, it is typical to concatenate text sequences Sa and

Sb, incorporating special tokens to create a consecutive sequence Sinput =
{ c[C], S

a, ca
[S], S

b, cb
[S] }. This sequence is then inputted into the PLM encoder:

[h[C],Ha,ha
[S],H

b,hb
[S]] = BERT(Sinput), (1)

where c[C] and c[S] are special tokens used to connect text pairs, and the final
hidden state h[C] is used as an aggregate representation of the whole sequence.

3.1 Reversed Attention Mechanism

The attention structure inherent in PLM models renders them susceptible to
over-reliance on lexical similarities [21], potentially leading to neglect of distinc-
tions between text pairs. However, this limitation can also be leveraged to advan-
tage. Specifically, we can postulate that the disregarded portion corresponds to
the distinctions between a sentence pair.

Based on this assumption, we design Reversed Attention Mechanism (RAM),
which highlights the distinctive parts between sentence pairs by reversing the
distribution of attention scores. Specifically, the attention score is calculated via
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Fig. 2. The framework of our proposed model.

the dot product of the query and the corresponding set of keys. All we need is a
simple operation, which is to negate the query vector. In this way, after Softmax
function, we can just get the reversed attention distribution. The framework of
RAM is shown in Fig. 2

Re-Attn. We design a simplified variant of attention named Re-Attn. Given the
inputs Q ∈ Rm×dk ,K ∈ Rn×dk and V ∈ Rn×dv , the standard scaled dot-product
attention in Transformer [18] can be described as follows:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V, (2)

where m and n are the number of queries and key-value pairs. dk represents the
dimension of queries and keys, and dv represents the dimension of values.

Inspired by multi-head attention in Transformer [18], we define Re-Attn
which can be formalized as follows:

Re-Attn(q,H) = Attention(qWq,HWk,H), (3)

where H ∈ Rn×d is a sequence of n vectors over which we would like to perform
attention and q ∈ Rd is a query vector. Wq,Wk ∈ Rd×dk are trainable parame-
ters. In contrast to multi-head attention, we discard the multi-head mechanism
and do not project H with Wv ∈ Rd×dv . The changes we implement aim to
preserve the output H of the encoder. This is because the context-aware repre-
sentations H encoded by BERT are enriched with valuable semantic information,
and we argue that these representations could potentially be compromised if we
project them with randomly initialized Wv.
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As the model’s reliance on lexical similarities between sentence pairs is high,
it can be inferred that high attention scores will be concentrated on these similar
words. In this scenario, we derive the reversed attention distribution by negat-
ing the query vector. The resulting distribution will be focused on distinctions.
Specifically, we incorporate position embeddings into the matrix H and subse-
quently employ Re-Attn to it using the following approach:

ha
s = Re-Attn(ha

[S],H
a ⊕ ha

[S]),

ha
d = Re-Attn(−ha

[S],H
a ⊕ ha

[S]),

hb
s = Re-Attn(hb

[S],H
b ⊕ hb

[S]),

hb
d = Re-Attn(−hb

[S],H
b ⊕ hb

[S]),

(4)

where ⊕ denotes the concatenation operation and the position embedding is the
sinusoidal positional embedding used in Transformer [18]. We define ha

s , hb
s as

the features obtained by normal attention, and ha
d, hb

d as the features containing
more distinctive information obtained by reversed attention.

Fusion. After obtaining all the features above, we fuse all features obtained
from normal attention, ha

s , hb
s and h[C], into hs at first:

hs = tanh(Ws(h[C] ⊕ ha
s ⊕ hb

s) + bs), (5)

where Ws ∈ Rd×3d, bs ∈ Rd are weights and bias. hs can be regarded as the fea-
ture containing global similarity information. Subsequently, we make hs interact
with ha

d, hb
d respectively. This step aims to capture and fuse the similarity and

distinctive information. Then, We simply concatenate them as the input of clas-
sifier. The interaction process could be described as follows:

hi = gelu(Wd(hs ⊕ ha
d) + bd),

hj = gelu(Wd(hs ⊕ hb
d) + bd),

h = hi ⊕ hj ,

(6)

where Wd ∈ Rd×2d, bd ∈ Rd are parameters. Eventually, we leverage a two-layer
feed forward network to make the final classification.

3.2 Sample-Based Adaptive Learning

In our study, we employ the ROUGE-L metric to assess the degree of similarity
between pairs of texts. Based on our observations, we classify samples with
a ROUGE-L score exceeding 0.75 as those exhibiting a high degree of lexical
overlap. Conversely, we classify samples with a score below 0.4 as those displaying
low lexical overlap. Through statistical analysis of the LCQMC training set, we
discover that the proportion of positively-labeled to negatively-labeled samples
exhibiting high lexical overlap is approximately 85:15, whereas the corresponding
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Fig. 3. The horizontal axis represents the probability predicted by the model, and the
vertical axis represents the corresponding weight. When the ground truth is positive,
the weight changes as shown in the left plot, otherwise as shown in the right plot.

ratio for low lexical overlap is around 9:91. This disparity could potentially
introduce bias during the initial stages of model training. It is worth noting that
a mere 13% of all negative samples exhibit high lexical overlap, which could
render it challenging to rectify this bias in subsequent training.

To mitigate this issue, we propose a technique called Sample-based Adaptive
Learning (SAL), which enhances the model’s ability to focus on challenging
samples through the use of distinct learning rates assigned at a fine-grained
level. Specifically, we impose a penalty factor on the loss of samples that are
already correctly classified during the training phase. Typically, the loss of a
batch is calculated using the following formula:

loss =
1
n

n∑

i=0

li, (7)

where n is the batch size and li is the loss of the ith sample in the batch.
We assign a weight to the loss of each sample in a batch. This weight is

determined by the difference between the probability predicted by our model
and the actual ground truth. Specifically, the weight is calculated as follows:

wi =

{
logα[1 − 2 · |yi − ŷi| · (1 − 1

α )], if δ(ŷi) = yi

1, otherwise
(8)

where α is a hyperparameter representing the base of the logarithm. ŷi, yi are
probability and ground truth respectively. δ(ŷi) = 1 if ŷi ≥ 0.5 else δ(ŷi) =
0. Figure 3 depicts the correlation between the probability and corresponding
weights across varying configurations of hyperparameter α.

Upon determining the weight of the loss for each individual sample, the
aggregate loss of a batch can be computed utilizing the following formula:

loss =
1
n

n∑

i=0

wili, (9)
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Table 1. Statistics of datasets.

Dataset Train Dev Test

LCQMC 238,766 8,802 12,500
BQ 100,000 10,000 10,000
QQP 363,846 40,430 -
MRPC 3,668 408 1,725
PAWSQQP 11,988 677 -
PAWSWiki 49,401 8,000 8,000

where n is the batch size, and wi, li respectively represent the weight and loss of
the ith sample within the batch. It is noteworthy that the forward propagation
process does not incorporate the computation of wi, indicating that this aspect
of the calculation is excluded from the gradient calculation during optimization.
Our objective is to make the role of wi similar to learning rate.

4 Experiments

4.1 Datasets

We evaluate our model on six STM datasets. The detailed information are listed
in Table 1. Following are some basic descriptions of these datasets:

LCQMC [9] and BQ [1] are two Chinese datasets. The former is a large-
scale open-domain corpus for matching Chinese questions, while the latter is a
domain-specific corpus for matching bank-related questions.

The two English datasets are QQP [13] and MRPC [7]. Both of them are
corpora of sentence pairs automatically extracted from online websites.

For the validation experiment, we select PAWSQQP and PAWSWiki [25]. Both
contain extremely high lexical overlap samples constructed by applying word
swapping and back translation to sentences from QQP and Wikipedia articles.

4.2 Implementation Details

The models employed in our experimentation are sourced exclusively from Hug-
ging Face2. We apply AdamW (β1 = 0.9, β2 = 0.999) with a weight decay rate
of 0.01 and a warmup of 0.1 for learning rate decay. We tune the learning rate
within the range of {2e-5, 3e-5, 5e-5}. The hyperparameter α in SAL is set to be
2 on QQP and 1000 on other datasets. For the MRPC dataset, we use an epoch
of 10 and a batch size of 16. For the validation and ChatGPT experiments, we
use an epoch of 5 and a batch size of 16. For all other datasets, we train models
using an epoch of 5 and a batch size of 32. To ensure the statistical significance
of the experimental results, we conduct each experiment five times using dif-
ferent seeds and report the average scores. The experiments on all datasets are
performed utilizing an RTX 2080Ti GPU.
2 https://huggingface.co/.

https://huggingface.co/
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Table 2. Experimental results on two Chinese datasets. We report the average scores
on their respective test sets and the best scores are depicted in brackets. Methods with
† indicate the results from their papers, while methods with ‡ indicate our implemen-
tation.

Model LCQMC BQ
ACC. F1 ACC. F1

BERT‡ [6] 86.61 87.61 84.70 84.20
BERT-wwm† [5] 86.80 87.78 84.89 84.29
BERT-wwm-ext† [5] 86.68 87.71 84.71 83.94
ERNIE† [14] 87.04 88.06 84.67 84.20
MacBERT† [4] 87.00 - 85.20 -
ChineseBERT† [15] 87.40 - 85.20 -
LET-BERT† [11] 88.38 88.85 85.30 84.98
CBM-BERT† [2] 88.80 89.10 86.16 87.44
ours‡ 88.72 (89.13) 89.07 (89.34) 85.30 (85.42) 84.82 (84.87)

Table 3. Experimental results on two English datasets. We report the accuracy scores
on QQP development set and MRPC test set.

Model QQP MRPC

BERT† [6] 90.9 83.30
-large version 91.0 85.9
SS-BERT† [26] 91.4 -
R2-Net† [24] 91.6 84.3
DC-Match† [27] 91.2 83.8
DABERT† [21] 91.3 -
Ours‡ 91.4 (91.5) 84.7 (85.4)

5 Results and Analysis

5.1 Main Results

The main results of comparison models on the Chinese and English dataset are
presented separately in Table 2 and Table 3. Following previous works [11,27], we
assess the matching performance using Accuracy and F1 for LCQMC and BQ,
and Accuracy for QQP and MRPC. As for validation experiments, we follow the
work [12] leveraging the F1 metric.

For Chinese PLMs, BERT-based models include six baselines. BERT is the
official Chinese BERT model released by Google. Other subsequent models are
enhanced during the pre-training stage to cater to the Chinese language. We
report the results of our model that uses BERT as the backbone PLM.
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Table 4. Experimental results on two
PAWS datasets.

Model PAWSQQP PAWSWiki

BERT 82.54 91.23

+RAM 83.79 91.67

+SAL 84.47 92.08

Table 5. Results of component ablation
experiment on LCQMC test dataset.

Model ACC. F1

ours 88.72 89.07

w/o RAM 87.54 88.31

w/o SAL 87.82 88.47

In addition, we enumerate some of the state-of-the-art models that have
emerged in recent years, namely LET-BERT [11] and CBM-BERT [2]. LET-
BERT employs an external knowledge base known as HowNet to extract seman-
tic information from words. This information is then integrated with BERT-
encoded contextual information through a semantic-aware graph transformer.
CBM-BERT enriches the semantic representation of a short text by incorporat-
ing additional context obtained by crawling the search engine results.

Table 2 shows that the five variants of BERT all surpass the original BERT,
while our model outperforms all these BERT-based models. Furthermore, even
if we do not introduce external knowledge or additional contextual information,
our model outperforms LET-BERT on LCQMC and achieves comparable per-
formance to CBM-BERT. On BQ dataset, there is a significant performance
gap between the CBM-BERT and all other models, which may be attributed
to the added contextual information that enables CBM-BERT to comprehend
the semantics of a specific domain to a greater extent. Table 3 reveals that the
extent of improvement in QQP is comparatively less significant than that in the
Chinese dataset. This disparity could be attributed to the inadequacy of samples
with high lexical overlap in the QQP corpus. To further verify the effectiveness
of our method, we conduct validation experiments in Sect. 5.2.

5.2 Ablation and Verification Experiments

Verification Experiments. We conduct validation experiments on two
datasets with high lexical overlap to further illustrate the effectiveness of our
approach. The experimental results are shown in the Table 4. The initial row
in Table 4 presents the performance of the baseline model. The subsequent row
illustrates the performance of the model with our Re-Attn module applied on
the baseline. Finally, the third row showcases the performance of the model
after the further incorporation of our SAL module. The results indicate a steady
improvement in performance on both datasets with the addition of each module.
This further corroborates the impact of our method in enabling the model to
effectively discern subtle differences between text pairs with high lexical overlap.

Ablation Experiments. We conduct ablation experiments on LCQMC to val-
idate the effectiveness of each part in our method. The experimental results are
demonstrated in the Table 5. It is evident from the results that the performance
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Fig. 4. Distributions of normal and reversed attention.

Fig. 5. We select RoBERTa as baseline. The result are the average of 5 runs.

degrades upon the removal of either of the two modules. In conjunction with the
experimental findings presented in Table 4, it is apparent that our proposed mod-
ules exhibit complementary characteristics, resulting in superior performance
when stacked together.

5.3 Case Study

To visualize how Re-Attn module works, We use two samples in LCQMC to
analyze the attention distribution and the results are shown in Fig. 4. We only
display the distribution of tokens which are used as queries in RAM. Normal
attention weight distribution uses a positive query vector, while reversed atten-
tion uses a negative query vector. The texts on the left of Fig. 4 differ signif-
icantly in terms of the words ‘born’ and ‘caught’, and the reversed attention
exactly assigns high attention scores to them. In Chinese, ‘revere’ is written
as two characters ‘Zhan’ and ‘Yang’, and the two texts on the right of Fig. 4
inquire into the individual meanings of these characters. Similarly, ‘Zhan’ and
‘Yang’ acquire high attention score. Both results reveal that while normal atten-
tion focuses on similar words in a given text pair, reversed attention captures
the differing portions of the text pair.

5.4 Effectiveness of Distinctive Information

Since LLMs like ChatGPT can provide high-quality responses to user’s ques-
tions, we utilize ChatGPT to generate the textual descriptions of distinctions
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between question pairs in QQP. The following is an example. User: “What are
the differences between the following two questions? ‘What kind of first jobs do
aviation majors tend to get?’ ‘What kind of first jobs do neuroscience majors
tend to get?’ ” ChatGPT: “The first question is asking about the first jobs typi-
cally obtained by individuals with a major in aviation, while the second question
is asking about the first jobs typically obtained by individuals with a major in
neuroscience. The difference is in the specific field of study being referenced.”

Given the question Sa, Sb and the textual description of distinctions Dab,
the formulated inputs are structured according to the following prompt:

inputQ = {The first question: <Sa> The second question: <Sb> } ,

inputD = {The differences of the two questions: <Dab> } .
(10)

The inputQ and inputD would be encoded with individual encoders. Then, we
unite the representations of two encoders for the final classification.

We randomly sample 4,000 and 500 pieces of data from the training and
development sets, respectively. Subsequently, we train the model with varying
amounts of data and compare the results against a baseline. The results are
presented in Fig. 5. It is evident that incorporating distinctive information can
aid in enhancing the model’s comprehension of semantic information.

6 Conclusion

In this work, we propose two novel approaches, namely RAM and SAL, aimed
at addressing the challenge of distinguishing text pairs with high lexical overlap
in the context of semantic matching tasks using PLMs. Despite their simplicity,
both approaches are effective in enabling the model to better focus on and learn
the distinctive information between text pairs. We also verified that providing
literal descriptions of the distinctions between text pairs can enhance the model’s
understanding of the matching task. This finding warrants further investigation.

Acknowledgements. The research is supported by National Key R&D Program
of China (2020YFB1313601), National Science Foundation of China (62076174,
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Abstract. Previous knowledge graph embedding approaches usually
map entities to representations and utilize score functions to predict
the target entities, yet they typically struggle to reason rare or emerg-
ing unseen entities. In this paper, we propose kNN-KGE, a new knowl-
edge graph embedding approach with pre-trained language models, by
linearly interpolating its entity distribution with k -nearest neighbors.
We compute the nearest neighbors based on the distance in the entity
embedding space from the knowledge store. Our approach can allow rare
or emerging entities to be memorized explicitly rather than implicitly
in model parameters. Experimental results demonstrate that our app-
roach can improve inductive and transductive link prediction results and
yield better performance for low-resource settings with only a few triples,
which might be easier to reason via explicit memory (Code is available
at: https://github.com/zjunlp/KNN-KG).

Keywords: Pre-trained Language Models · Knowledge Graph
Completion · Retrieval Augmentation

1 Introduction

Knowledge Graphs (KGs) organize facts in a structured way as triples in the
form of <subject, predicate, object>, abridged as (s, p, o), where s and o
denote entities and p builds relations between entities. Most KGs are far from
complete due to emerging entities and their relations in real-world applications;
hence KG completion—the problem of extending a KG with missing triples-has
appeal to researchers [4–6,12,24,25,27].

Early, traditional KG completion methods, such as TransE [2], ComplEx [19],
and RotatE [17], are knowledge embedding techniques that embed the entities
and relations into a vector space and then obtain the predicted triples by lever-
aging a pre-defined scoring function to those vectors. Recently, another kind of
KG embedding method utilize textual descriptions with language models [28],
e.g., KG-BERT [22], StAR [20], and KGT5 [15], which are increasingly promising
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Fig. 1. Our kNN-KGE not only leverages entity prediction from softmax (MEM head
in PLMs) but also retrieves the entities from the knowledge store constructed from
entity descriptions and training triples.

techniques with empirical success. Note that those methods implicitly encode all
of the relational knowledge in the weights of the parametric neural network via
end-to-end training. However, a major limitation of these previous approaches
is that they can hardly reason through rare entities evolving in a few triples or
emerging entities unseen during training.

Note that human reasoning is facilitated by complex systems interacting
together, for example, integration of current knowledge and retrieval from mem-
ory. Recent progress in memory-augmented neural networks has given rise to
the design of modular architectures that separate computational processing
and memory storage. Those memory-based approaches (or non/semi-parametric
methods) have been applied to tasks such as language modeling [10] and question
answering [9], which are expressive and adaptable.

Inspired by this, we propose kNN-KGE, an approach that extends knowl-
edge graph embedding with language models by linearly interpolating its entity
distribution with a k-nearest neighbors (kNN) model. As shown in Fig. 1, we con-
struct a knowledge store of entities with pre-trained language models (PLMs)
and retrieve nearest neighbors according to distance in the entity embedding
space. Given a triple with a head or tail entity missing, we utilize the represen-
tation of [MASK] output as the predicted anchor entity embedding to find the
nearest neighbor in the knowledge store and interpolate the nearest-neighbor
distribution with the masked entity prediction. Thus, rare entities or emerging
triples can be memorized explicitly, which makes reasoning through memoriza-
tion rather than implicitly in model parameters. Experimental results on two
datasets (FB15k-237 [18], and WN18RR [8]) in both transductive and inductive
reasoning demonstrate the effectiveness of our approach. We further conduct a
comprehensive empirical analysis to investigate the internal mechanism of kNN-
KGE. Qualitatively, we observe that our approach is particularly beneficial for
low-resource knowledge graph embedding, which might be easier to access via
explicit memory. Our contributions can be summarized as follows:

– To the best of our knowledge, this is the first semi-parametric approach for
knowledge graph embedding. Our work may open up new avenues for improv-
ing knowledge graph reasoning through explicit memory.

– We introduce kNN-KGE that can explicitly memorize rare or emerging enti-
ties, which is essential in practice since KGs are evolving.



Reasoning Through Memorization: kNN-KGE 113

– Experimental results on two benchmark datasets with transductive and induc-
tive settings show that our model can yield better performance than baselines
and is particularly beneficial for low-resource reasoning.

2 Methodology

Fig. 2. The virtual entity token embedding ΘE in the word embedding layer (head) is
firstly optimized by Entity Vocabulary Expansion (Fig a). Then the model Θ shares
the weight ΘE in Masked Entity Modeling (Fig b) for training. Finally, with the model
trained above, the entities in triples and descriptions colored in blue will be encoded
into contextualized entity representation and added to our knowledge store (Fig c).
Examples are taken from [13]. (Color figure online)

2.1 Preliminary

Knowledge Graph. We define a knowledge graph with entity descriptions as a
tuple G = (E ,R, T ,D), where E represents a set of entities, R represents relation
types, T represents a set of triples and D represents the entity descriptions. For
each triple in T , it has the form (ei, rj , ek) where ei, ek ∈ E is the head and tail
entity respectively. For each entity ei ∈ E , there exists a text di to describe ei. To
complete missing triples in knowledge graphs, link prediction is proposed, which
aims at predicting the tail entity given the head entity and the query relation,
denoted by (ei, r, ?)1, where the answer is supposed to be always within the KG.

MEM Head. Like the “word embedding layer” (MLM Head) in the pre-trained
language model that maps contextualized token representation into probability
distribution of tokens in the vocabulary, MEM Head which consists of entity
embeddings, maps contextualized entity representation to the probability dis-
tribution of the entity in the knowledge graph. We will illustrate the details of
using MEM head in Sect. 2.5.
1 or head entity prediction denoted by (?, r, ei).
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2.2 Framework

In this Section, we introduce the general framework of the proposed approach as
shown in Fig. 2. We first propose masked entity modeling and entity vocabulary
expansion in Sect. 2.3, which converts link prediction into an entity prediction
task. To address the issue of rare or unknown entities, in Sect. 2.4, we construct
a knowledge store based on entity descriptions and triples in the training set to
retrieve the entity by the anchor embedding (the representation of [MASK]
output) during training. Lastly, in Sect. 2.5, we provide the details of inference,
which makes reasoning through memorization rather than implicitly in model
parameters.

2.3 Contextualized KG Representation

In this subsection, we treat the BERT model as the entity predictor because we
convert the link prediction task to a masked entity modeling task, which uses
the structural information or text description to predict the missing entity.

Masked Entity Modeling. For link prediction, given an incomplete triple
(ei, rj , ?), previous studies utilize KG embeddings or textual encoding to repre-
sent triple and leverage a pre-defined scoring function to those vectors. In this
paper, we simply leverage masked entity modeling for link prediction, which
makes the model predict the correct entity ek like the Masked Language Model
(MLM) task. The model only needs to predict the missing entity at the tail or
head [26].

Specifically, given a querying triple (ei, rj , ?) and the description d to the
entity ei, we concatenate this triple and the entity description d to obtain the
input sequence xk to predict the entity ek as follows:

xk = [CLS] ei d [SEP] rj [SEP] [MASK] [SEP].

By masked entity modeling, the model can obtain the correct entity ek by
ranking the probability of each entity in the knowledge graph with pMEM.

pMEM(y|x) = p([MASK] = ek|xk;Θ), (1)

where Θ represents the parameters of the pre-trained language models.
Note that the procedure of masked entity modeling is simple yet effective,

and the one-pass inference speed is faster than the previous BERT-based model
like StAR [20]. A detailed comparison of inference time can be found in Table 1.
To do so, we use the same loss function to optimize our masked entity models.

LMEM = − 1
|E|

∑

e∈E
1e=ek log p ([MASK] = e | xk;Θ) , (2)

where |E| is the number of total entities E and Θ represents the parameters of
the model.
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Table 1. Inference efficiency comparison. |d| is the length of the entity description. |E|,
|R| and |T | are the numbers of all unique entities, relations and triples in the graph
respectively. Usually, |E| exceeds hundreds of thousands and is much greater than |R|.

Inference Method Complexity Speed up GPU time under

RTX 3090

One Triple StAR O
(
|d|2(1 + |E|)

)
∼ |E|× –

kNN-KGE O
(
|d|2 + |E| + |T |

)
–

Entire Graph StAR O
(
|d|2|E|(1 + |R|)

)
∼2× because

|E||R| � |T |
28min

kNN-KGE O
(
(|d|2 + |T | + |E|)|T |

)
15min

We propose entity vocabulary expansion to utilize embeddings for each
unique entity.

Entity Vocabulary Expansion. Since it is non-trivial to utilize subwords for
entity inference, we directly utilize embeddings for each unique entity as common
knowledge embedding methods [2] do. We represent the entities e ∈ E as special
tokens in language model’s vocabulary; thus, knowledge graph reasoning
can reformulate as a masked entity prediction task as shown in Fig. 1 and Fig. 2.

xd = [CLS] prompt([MASK]) [SEP] d [SEP]

We optimize those entity embeddings (random initialization) by predicting
the entity ei at the masked position with the other parameters fixed. Formally,
we have the following:

L = − 1
|E|

∑

e∈E
1e=ei log p ([MASK] = e | xd;Θ) (3)

where |E| is the number of total entities E and Θ represents the parameters of
the model.

2.4 Knowledge Store

Inspired by recent progress in memory-augmented neural networks [9,10], we
construct a knowledge store to explicitly memorize entities. We introduce the
details of construction as follows:

From Descriptions D. Let f(·) be the function that maps the entity e in the
input x to a fixed-length vector representation computed by PLM. We use pre-
designed prompts to obtain entity embedding from entity descriptions. We can
construct the knowledge store (K,V)D from descriptions (the set of descriptions
D of all entities E in G).

(K,V)D = {(f (xd) , ei) | (d, ei) ∈ G} (4)

From Triples T . Since different relations focus on different aspects of the same
entity, it is intuitive to utilize different triples to represent entities. For example,
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given the triple (Plato, lives, ?), the model can reason through the triple of
(Plato, nationality, Greece) in KGs to obtain Greece. Thus, we also construct
a knowledge store from triples. We can construct the knowledge store (K,V)T
from triples (the set of all triples T in G).

(K,V)T = {(f (xt) , ei) | (t, ei) ∈ G} (5)

2.5 Memorized Inference

In this Section, we will introduce memorized inference, the procedure of using
KNN to choose the nearest embedding in the knowledge store.

Specifically, given a triple with the head or tail entity missing, we use the
representation of [MASK] output as the predicted anchor entity embedding to
find the nearest neighbor in the knowledge store.

d(hi,hj) = |hi,hj |2, (6)

where ||2 refers to the Euclidean distance. h[MASK] is the representation of the
[MASK] token in the input sequence. hi and hj refers to the representation of
two different embeddings (here, we refer to the h[MASK] and the embedding in the
knowledge store, respectively). Thus, we can obtain the probability distribution
over neighbors based on a softmax of k − nearest neighbors.

For each entity retrieved from the knowledge store, we choose only one nearest
embedding in the knowledge store to represent the entity.

pkNN(y | x) ∝
∑

(ki,vi)∈N
1y=vi

exp (−d (ki, f(x))) (7)

where x refers to the input sequence, and y refers to the target entity distribution
by KNN via retrieving from the knowledge store. We interpolate the nearest
neighbor distribution pkNN with the model entity prediction pMEM which can
be seen in Eq. (1) and using a hyper-parameter λ to produce the final kNN-
KGE distribution:

p(y | x) = λpkNN(y | x) + (1 − λ)pMEM(y | x) (8)

3 Experiments

We conduct extensive experiments to evaluate the performance of kNN-KGE by
answering the following research questions:

– RQ1: How does our kNN-KGE perform when competing with different types
of transductive knowledge graph completion methods?

– RQ2: What is the benefits of our kNN-KGE when comparing with different
inductive knowledge graph completion approaches?

– RQ3: How effective is our kNN-KGE in reasoning with less training or long-
tailed triples?

– RQ4: How do different key modules in our kNN-KGE contribute to the over-
all performance?
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Table 2. Transductive link prediction results on WN18RR and FB15k-237. kNN-
KGE (w/o KS) represents we only use masked entity modeling without knowledge
store. The bold numbers denote the best results in each genre while the underlined
ones are the second-best performance.

Method WN18RR FB15k-237

Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10 MR MRR

Graph embedding approach

TransE [2] � 0.043 0.441 0.532 2300 0.243 0.198 0.376 0.441 323 0.279

DistMult [21] � 0.412 0.470 0.504 7000 0.444 0.199 0.301 0.446 512 0.281

R-GCN [16] 0.080 0.137 0.207 6700 0.123 0.100 0.181 0.300 600 0.164

ComplEx [19] � 0.409 0.469 0.530 7882 0.449 0.194 0.297 0.450 546 0.278

RotatE [17] 0.428 0.492 0.571 3340 0.476 0.241 0.375 0.533 177 0.338

TuckER [1] 0.443 0.482 0.526 – 0.470 0.226 0.394 0.544 – 0.358

ATTH [3] 0.443 0.499 0.573 – 0.486 0.252 0.384 0.549 – 0.348

Textual encoding approach

KG–BERT [22] 0.041 0.302 0.524 97 0.216 – – 0.420 153 –

MTL-KGC [11] 0.203 0.383 0.597 – 0.331 0.172 0.298 0.458 – 0.267

StAR [20] 0.243 0.491 0.709 51 0.401 0.205 0.322 0.482 117 0.296

KGT5 [15] 0.487 – 0.544 – 0.508 0.210 – 0.414 – 0.276

kNN-KGE (w/o KS) 0.399 0.527 0.633 1365 0.481 0.269 0.396 0.547 283 0.360

kNN-KGE 0.525 0.604 0.683 986 0.579 0.280 0.404 0.550 185 0.370

3.1 Experimental Settings

We evaluate our method on FB15k-237 [18] and WN18RR [8] in both trans-
ductive and inductive settings, which are widely used in the link prediction
literature.

3.2 Transductive Experiments (RQ1)

As shown in Table 2, our proposed kNN-KGE can obtain state-of-the-art or
competitive performance on all these datasets, especially significant improvement

Table 3. Inductive link prediction results on WN18RR and FB15k-237 in inductive
setting. †Resulting numbers are reported by [7]. The bold numbers denote the best
results in each genre while the underlined ones are the second-best performance.

Method WN18RR ind FB15k-237 ind

Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10 MRR

BE-BOW† 0.045 0.244 0.450 0.180 0.103 0.184 0.316 0.173

BE-DKRL† 0.031 0.141 0.282 0.139 0.084 0.151 0.263 0.144

BLP-TransE† 0.135 0.361 0.580 0.285 0.113 0.213 0.363 0.195

BLP-DistMult† 0.135 0.288 0.481 0.248 0.076 0.156 0.286 0.146

BLP-ComplEx† 0.156 0.297 0.472 0.261 0.081 0.154 0.283 0.148

kNN-KGE 0.223 0.320 0.431 0.294 0.146 0.214 0.293 0.198
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(0.443 → 0.525 on WN18RR and 0.252 → 0.280 on FB15k-237) in terms of
Hits@1. We hold that the improvement is mainly attributed to better retrieval
by our masked entity modeling and knowledge store.

3.3 Inductive Experiments (RQ2)

From Table 3, we observe that our kNN-KGE method can yield better or compa-
rable performance compared with the previous state-of-the-art method, which
demonstrates the effectiveness of the knowledge store. We notice that kNN-
KGE reaches the best Hits@1, which further validates the advantages of reason-
ing through memorization.

3.4 Results with Less Training and Long-Tailed Triples (RQ3)

Fig. 3. Varying the size of the training samples. In the low resource setting, knowledge
store monotonically improves performance.

As shown in Sect. 3.2 and 3.3, retrieving neighbors from the knowledge
store can improve the model’s performance. When facing emerging entities,
the translation-based model (such as TransE) have to add new entities or new
triples to the models and retrain the entire model, which requires huge computa-
tion resource. We conduct an ablation study compared with the state-of-the-art
model TuckER [1] (red line) and our approach without retrieving knowledge
store (w/o KS). Moreover, we notice that our approach with 70% samples can
yield comparable performance with the previous SoTA model in MRR (Fig. 3).

Improvements in Tail Entities. We find that those tail entities in long-tailed
distributions can achieve performance improvement. We can observe from Fig.
4 that only 18% entities show up more than 50 times and kNN-KGE obtain
improvements (0.118 → 0.183) with the entities occurring less than 20 times.

3.5 Analysis (RQ4)

In this Section, we first conduct a case study and show the improvements in tail
entities by the knowledge store. Second, we visualize the entity embeddings in
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the knowledge store with a query triple. Then, we analyze the effect of hyperpa-
rameters on retrieving the entities in the knowledge store. Lastly, we summarize
the size of the knowledge store and the speed of reasoning on two datasets:
WN18RR and FB15k-237.

Fig. 4. Significant improvement in entities with frequency below 50 colored in blue.
(Color figure online)

Fig. 5. 2D t-SNE visualisation of 20 nearest neighbor entities with all their embeddings
in knowledge store retrieved by predicting the missing entity in triple (?, nationality,
America). Anchor embedding is marked as �.

Case Study. We also conduct case studies to analyze the different reasoning
results with or without querying the knowledge store. From Table 4, we observe
that kNN-KGE w/o Knowledge Store can infer better entities given head/tail
entities and relations, further demonstrating the effectiveness of the proposed
approach. Note that kNN-KGE can explicitly memorize those entities in Knowl-
edge Store; thus, it can directly reason through memorization.
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Table 4. First five entities with their probability predicted by kNN-KGE w/o Knowl-
edge Store, and its reranking with kNN-KGE, for two example queries.

Query: (?,ethnicity,Timothy Spall)

Rank kNN-KGE w/o Knowledge Store kNN-KGE

1 Jewish people (0.285) English people (0.548)

2 English people (0.202) Jewish people (0.028)

3 British people (0.132) British people (0.026)

4 White British (0.080) Irish people in ... (0.021)

5 Scottish people (0.037) Irish people (0.018)

Visualization of Entity Embeddings in Knowledge Store. Since we build
our knowledge store with different entity embeddings from different aspects
of the same entity, we visualize (Fig. 5) those embeddings in the knowledge
store. Specifically, we random sample an input triple (?, nationality, America),
retrieve and visualize the 20 nearest neighbor entities with their embeddings in
the knowledge store.

Fig. 6. Effect of the number of neigh-
bors from knowledge store.

Fig. 7. Effect of interpolation parame-
ter λ on FB15k-237 dataset.

Impact of Number of Neighbors. To validate the impact of the number
of neighbors, we conduct experiments with the different numbers of k nearest
neighbor entities to retrieve from the knowledge store.

From Fig. 6, we find that the model performance continues to improve as
K increases until it converges when reaching a threshold (k = 64). We think
this is because those entities retrieved from the knowledge store are far from
the anchor embedding, thus, having a low influence on the knowledge graph
reasoning results.
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Impact of Interpolation. Since we use a parameter λ to interpolate between
the BERT model distribution and the retrieved distribution from the kNN search
over the dataset, we further conduct experiments to analyze the interpolation.

From Fig. 7, we notice that λ = 0.2 is optimal on the FB15k-237 dataset. The
suitable λ can help correct the model from inferring the wrong entities, which
can be seen in Table 4.

4 Conclusion and Future Work

In this paper, we propose a novel semi-parametric approach for knowledge graph
embedding dubbed kNN-KGE, which can outperform previous knowledge graph
embedding models in both transductive and inductive settings by directly query-
ing entities at test time. The success of kNN-KGE suggests that explicitly mem-
orizing entities can be helpful for knowledge graph reasoning [14,26].

In the future, we plan to 1) improve the efficiency of the kNN-KGE with
smaller knowledge store and faster inference speed; 2) explore how to edit [23]
and delete entities from the knowledge store for dynamic KG reasoning; 3) apply
our approach to other tasks, such as question answering and fact verification.
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Abstract. Recent years have seen significant advancements in multi-
modal knowledge graph completion (MMKGC). MMKGC enhances
knowledge graph completion (KGC) by integrating multi-modal entity
information, thereby facilitating the discovery of unobserved triples in
the large-scale knowledge graphs (KGs). Nevertheless, existing meth-
ods emphasize the design of elegant KGC models to facilitate modal-
ity interaction, neglecting the real-life problem of missing modalities
in KGs. The missing modality information impedes modal interaction,
consequently undermining the model’s performance. In this paper, we
propose a modality adversarial and contrastive framework (MACO) to
solve the modality-missing problem in MMKGC. MACO trains a gen-
erator and discriminator adversarially to generate missing modality fea-
tures that can be incorporated into the MMKGC model. Meanwhile, we
design a cross-modal contrastive loss to improve the performance of the
generator. Experiments on public benchmarks with further explorations
demonstrate that MACO could achieve state-of-the-art results and serve
as a versatile framework to bolster various MMKGC models.

Keywords: Multi-modal Knowledge Graph · Knowledge Graph
Completion · Generative Adversarial Networks

1 Introduction

Knowledge graph completion (KGC) [1] is a popular research topic that focuses
on discovering unobserved knowledge in knowledge graphs (KGs) [15], which
consist of massive entities and relations in the form of triple (head entity, relation,
tail entity). Multi-modal information like images serve as the supplementary
information for entities and could also benefit the KGC models, which is known
as multi-modal KGC (MMKGC) [10,14,17] in the research community.

Typically, MMKGC is accomplished by embedding-based methods, which
embed entities and relations in the KGs to a low-dimensional embedding space
and design score functions to model the triple structure, thus learning what’s
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 123–134, 2023.
https://doi.org/10.1007/978-3-031-44693-1_10
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known as structural embeddings. Additionally, after feature extraction, multi-
modal information such as images needs to be fused and interacted with struc-
tural embeddings to improve KGC performance. This highlights the importance
of the structural-visual modality interaction and fusion for achieving better
MMKGC performance.

Fig. 1. A case of the influence of missing modality in KG. Without the help of the
visual information, the color of red brassica might be predicted as red or green due to
the contextual information of KG. The meaningful visual information could guide the
KGC model to accurately predict the tail entity. (Color figure online)

However, construction of real-world KGs typically involves multiple hetero-
geneous data sources, making it challenging to guarantee complete modality
information for all entities and resulting in the modality-missing problem in
MMKGC. Such a problem would harm the modality interaction and lead to
poor KGC performance. Though existing MMKGC methods [10,14,17] incor-
porate various approaches to align the structural and visual information, they
tend to overlook the modality-missing problem. These methods usually apply
simple solutions like random initialization to complete the missing visual infor-
mation, which might introduce noise into the MMKGC model and loss of some
crucial information. Figure 1 illustrates how meaningful visual information could
improve the performance of KGC models, which also reflects the importance of
completing the visual information of the entity.

To address the missing-modality problem, we propose a Modality
Adversarial and COntrastive (MACO for short) framework for modality-missing
MMKGC. Leveraging the generative adversarial framework [5], we integrate a
pair of generator and discriminator to generate missing visual features condi-
tioned on the entity structural information. Besides, we design a cross-modal con-
trastive loss [8] to enhance the quality of generated features and improve train-
ing stability [20]. The generated visual features would be used in the MMKGC
models. To demonstrate the effectiveness of MACO, we conduct comprehensive
experiments on the public benchmarks and make further explorations. Exper-
imental results prove that MACO could achieve state-of-the-art (SOTA) KGC
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results compared with baseline methods and serve as a general enhancement
framework for different MMKGC models.

The contributions of our work can be summarized as follows:

1. We are the first work dedicated to addressing the modality-missing problem
in the MMKGC task.

2. We propose a novel framework MACO to generate realistic visual features and
design cross-modal contrastive loss to improve the quality of the generated
features.

3. We demonstrate the effectiveness of MACO with comprehensive experiments
on public benchmarks with further exploration, which prove that MACO
could achieve SOTA results in the modality-missing MMKGC.

2 Related Works

2.1 Multi-modal Knowledge Graph Completion

Knowledge graph completion (KGC) aims to discover the unobserved triples in
the KGs. Knowledge graph embedding (KGE) [15] is a mainstream approach
towards KGC. General KGE methods [1,11,13,19] embed the entities and rela-
tions of KGs into low-dimensional vector spaces and modeling the triple structure
with different score functions.

As for multi-modal knowledge graph completion (MMKGC), the modal infor-
mation (images, textual descriptions) should be considered in the embedding
model. IKRL [17] projects the visual features into the same vector space of
structural information and considers the visual features in the score function.
TBKGC [10] further consider visual and textual information and make explo-
ration about modal fusion. TransAE [16] employs an auto-encoder to encode the
modal information better. RSME [14] design several gates to select the truly
useful modal information. Recent methods like OTKGE [2] and MoSE [21] make
further steps in multi-modal fusion.

2.2 Incomplete Multi-modal Learning

Incomplete multimodal learning (IML) has attracted extensive attention in the
research community as the modality-missings situation is common in practice
[4,6]. The mainstream solutions towards IML are divided into two categories:
the generative methods and the joint learning methods. Generative methods
are designed to learn the data distribution and generate the missing modality
information with generative frameworks such as GAN [5] and VAE [7]. Joint
learning methods, however, attempt to learn robust joint embeddings under
missing modalities.

As for MMKGs, the modality-missing problem has long been neglected. As for
the KGC task, existing methods usually ignore such a problem or just complete
the missing information with naive approaches like random initialization. We
believe that it is important to complete the missing entity modal information in
the process of KGC, to enrich the KGs and improve the performance of KGC.
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Fig. 2. The model architecture of MACO. There are three key designs of MACO:
the feature encoders, the adversarial training, and the cross-modal contrastive loss.
The structural encoder (S-ENC) and visual encoder (V-ENC) are used to capture
the structural/visual features. The adversarial training would employ a generator and
a discriminator and apply adversarial training. The cross-modal contrastive loss is
designed to improve the quality of the generated features.

3 Methodology

3.1 Preliminary

A KG could be denoted as G = (E ,R, T ), where E ,R, T are the entity set,
relation set, triple set respectively. As for MMKG, the image set of each entity
e ∈ E can be denoted as I(e), which could be ∅ when the modal information is
missing. Furthermore, in the scenario of missing modality, we can partition the
entity set into two disjoint parts Ec and Em, which include the modality-complete
(Ec) and modality-missing (Em) entities respectively.

3.2 MACO Framework

In this section, we will provide a comprehensive overview of our modality adver-
sarial and contrastive framework (MACO) detailedly. A detailed illustration of
MACO’s model architecture can be found in Fig. 2. MACO is primarily charac-
terized by three key components: feature encoders, modality-adversarial training,
and cross-modal contrastive loss. The primary objective of our MACO frame-
work is to complete the visual information of the modality-missing entities.

Feature Encoders. We have designed feature encoders to encode the features
of different modalities in the knowledge graph (KG). Specifically, we apply a
structural encoder S to encode the structural information of each entity in the
KG, while employing a visual encoder V to encode the visual information of
each entity. In our implementation, S is a L-layer relational graph convolution
network (R-GCN) [9], which could capture the structural features in the KG.
For each layer l(l = 1, 2, . . . , L), the structural features are updated by the
message-passing process denoted as:
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where si is the structural feature of entity ei, N r
i is the neighbor set of ei under

relation r ∈ R, σ is the ReLU activation function [9], W0,Wr are the learnable
projection matrices.

Besides, we employ a vision transformer (ViT) [3] to capture the visual fea-
tures of the entities ei ∈ Ecomp. For those entities with more than one image,
we apply to mean pooling to aggregate the visual features. The visual feature of
entity ei is denoted as vi.

Modality-Adversarial Training. The second key component of MACO is the
modality-adversarial training, which includes a generator G and a discrimina-
tor D. G is a conditional generator, aiming to generate the visual information
given the structural feature of an entity. This design of the conditional generator
is intended to enable the generator to produce visual features appropriate for
the current entity. Hence, we also term G the modality-adversarial generator.
We implement G with a two-layer feed-forward network (FFN), which could be
denoted as:

G(s, z) = W2 (δ(W1[s; z] + b1)) + b2 (2)

where W1,W2,b1,b2 are the parameters of two feed-forward layers, δ is the
LeakyReLU [18] activation function, z ∼ N (0, I) is the random noise, and [; ]
is the concentrate operation. We denote gi = G(si, z) as the generated visual
feature for entity ei.

Moreover, D serves as a classifier designed to discriminate whether a pair
of structural feature s and visual features v are compatible, which would be a
binary classifier. The existing structural-visual feature pair (si,vi) for ei ∈ Ecomp

are the positive feature pairs with label 1, while the generated pair (si,G(si, z))
are viewed as negative feature pairs with ground-truth label 0. In practice, D is
another two-layer network denoted as:

D(s,v) = W4[δ(W3s + b3);v] + b4 (3)

where W3,W4,b3,b4 are the parameters of the network.
During training, we apply binary cross-entropy as the loss function to opti-

mize the models:

Ladv = −
(

1
|E|

∑
ei∈E

log(1 − D(si, gi)) +
1

|Ec|
∑
ei∈Ec

log(D(si,vi))

)
(4)

In the adversarial context, the generator G aims to generate convincing visual
features and fool the discriminator D while D is designed to make robust pre-
dictions to recognize those manually generated features. Thus, G and D would
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play a mini-max game and optimize their parameters in an adversarial manner,
which could be denoted as:

min
D

max
G

Ladv (5)

Cross-Modal Contrastive Loss. In the mentioned design, we utilized the
design concepts of generative adversarial networks (GANs) [5], however, the
training of GAN models is unstable, and the quality of the generated features is
difficult to control [8], potentially decreasing the generator’s performance.

Thus, we propose another cross-modal contrastive module to contrast the
structural features and the generated visual features, aiming to maximize their
mutual information and improve the quality of the generated visual features. A
pair of structural feature si and generated visual feature gi of the same entity
ei is regarded as a positive pair and we apply in-batch negative sampling to
construct negative pairs. The contrastive loss could be denoted as:

Lcon = − 1
|E|

∑
ei∈E

log
γ(si, gi)

γ(si, gi) +
∑

e′
j∈N (ei)

γ(si, g′
j)

(6)

where N (ei) is the negative entity set of ei, γ(si, gj) is the score of a structural-
visual feature pair. The score is calculated as:

γ(si, gj) = exp (cos(si, gj)/τ) (7)

where cos is the cosine similary and τ is the temperature. In practice, we apply in-
batch sampling [20] to get the negative entities. When training G, the contrastive
loss would be added to the overall objective to enhance the performance of G.
Thus, the overall training objective of MACO is:

min
D

max
G

Ladv + min
G

αLcon (8)

where α is the coefficient of the contrastive loss.

3.3 Missing Modality Completion and Downstream Usage

Following the above design of MACO, we could obtain the generator G and
a discriminator D. The subsequent step is to complete the missing modality
information with G and D. In our design, for an entity ei, we would first generate
K visual features gi by G and assess their compatibility with the structural
feature si using D. Then we apply to mean pooling to the valid visual feature
gi to obtain the final visual feature vi. This process can be denoted as vi =
∑K

j=1 yi,jgj
∑K

j=1 yi,j
: where yi,j ∈ {0, 1} is the prediction result of (si, gj) made by D.

Further, we propose two strategies to complete the missing modality. The first
is to generate only for those modality-missing entities in Em. The second is to
generate for all the entities in E and change the original visual features for e ∈ Ec.
We name the two strategies as Gen and All-Gen respectively.
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After generating the visual features, they will be used to initialize the visual
embeddings of entities in the KGC model. A score function S(h, r, t) is designed
to measure the triple plausibility, which would calculate the triple score with
the structural and visual embeddings. To assign the positive triples with higher
scores, we apply margin-rank loss [1] to train the KGC model, denoted as:

Lkgc = max

(
0, λ − S(h, r, t) +

N∑
i=1

piS(h′
i, r

′
i, t

′
i)

)
(9)

where λ is the margin and pi is the self-adversarial weight of the negative samples
proposed by [11]. It is denoted as:

pi =
exp(βS(h′

i, r
′
i, t

′
i))∑N

j=1 exp(βS(h′
j , r

′
j , t

′
j))

(10)

where β is the temperature. During our experiments, we would try several dif-
ferent score functions to demonstrate the effectiveness of MACO.

4 Experiments

In this section, we will present the detailed experiment settings and the exper-
imental results to demonstrate the effectiveness of MACO. We conduct experi-
ments to answer the following three research questions (RQ) about MACO:

– RQ1: Could MACO outperform the baseline methods and achieve state-of-
the-art results in KGC task?

– RQ2: Is the design of each module in MACO reasonable, and is there a
pattern to the selection of hyperparameters?

– RQ3: Is there a more intuitive explanation for the performance of MACO?

4.1 Experiment Settings

Datasets. For our experiments, we use FB15K-237 [12] dataset, a public bench-
mark to conduct our experiments. FB15K-237 has 14541 entities and 237 rela-
tions. The train/valid/test set has 272115/17535/20466 triples respectively. The
origin FB15K-237 dataset is modality-complete and we construct modality-
missing datasets by randomly dropping the visual information of entities with
the missing rate (MR) 20%, 40%, 60%, 80% respectively.

Tasks and Evaluation Protocols. We evaluate our method with the link
prediction task, which is the main task of KGC. The link prediction task aims to
predict the missing entities for the given query (h, r, ?) or (?, r, t). We evaluate our
method with mean reciprocal rank (MRR), and Hit@K (K = 1, 3, 10) following
[11]. Besides, we follow the filter setting [1] which would remove the candidate
triples that have already appeared in the training data to avoid their interference.
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Fig. 3. The link prediction results (MRR, Hit@10, Hit@1) compared with baseline
methods (Random, One) under different missing rates and different score functions.

Baselines. MACO is designed to complete the missing visual information in
the KGs. As few existing works specifically address the modality-missing prob-
lem, we have limited choices for baselines. Previous methods often complete the
missing modality information by randomly initializing [10] or setting them all
to one [14]. We name these two methods random and one for short. Besides, we
employ several different score functions (IKRL [17], TBKGC [10], RSME [14])
to demonstrate the generality of MACO.

Parameter Settings. To train MACO, we set the dimension of structural
feature and random noise to 768/128, the number of R-GCN layers L to 2, and
the training batch size to 128. The dimension of visual feature captured by ViT
[3] is 768. The hidden size of the FFN is set to 256 for both G and D. We
train MACO for 500 epoches with learning rate 1e−4 for both G and D. The
temperature τ is searched in {0.5, 1, 2} and α is searched in {0.0001, 0.01, 0.1}.
The number of generated features K is set to 512.
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As for the link prediction, we fixed the embedding dimension to 128, the
batch size to 1024, and the number of negative samples N to 32. The margin
λ is searched in {4, 6, 8} and β is set to 2. All experiments are conducted on
Nvidia A100 GPUs.

4.2 Main Results (RQ1)

The main results of the link prediction experiments are shown in Fig. 3. From
the figures we could observe that MACO could outperform the existing methods
on all the evaluation metrics and complete the missing modality with a more
semantic-rich representation to achieve better link prediction results under dif-
ferent missing rates with different score functions. Furthermore, we find that
the baseline performance is not negatively correlated with the missing rate as
expected, but they are significantly lower than MACO, which indicates that
vanilla modality completion is not stable for the utilization of modal information.

Besides, the two strategies (All-Gen and Gen) of MACO exhibit similar per-
formance. They are model-specific as their performance varies across different
score functions. For example, All-Gen performs better in RSME, while Gen per-
forms better in TBKGC generally. Compared to the baseline, the experimental
results are more stable under different missing rates, which reflects that MACO
could model the distribution of visual information in the graph structure well
and generate robust visual representations for entities.

4.3 Further Analysis (RQ2)

Ablation Study. To answer RQ2, we conduct ablation study and parameter
analysis on MACO to demonstrate the effectiveness of each module and hyper-
parameters in MACO. In ablation study, we mainly focus on three aspects: (1)
the modality-adversarial generator (w/o MA), (2) the R-GCN structural encoder
(w/o SE), (3) the contrastive loss function (w/o CL). We remove the mentioned
modules respectively and conduct link prediction experiments to explore the
quality of the generatedvisual features. Table 1 displays the detailed settings
and ablation study results, which show that removing any of the modules causes
a degradation in results on both score functions. The ablation study indicates
that extracting the graph structural features by graph encoder and treating them
as the condition of the generator while applying contrastive loss on the features
could improve the quality of the generated visual features.

Parameter Analysis. We further evaluate the influence of the hyper-
parameters of MACO including the temperature τ and the contrastive loss
coefficient α, which are newly introduced in MACO. Figure 4 reveals that the
two hyper-parameters significantly affect the model’s performance. Additionally,
they show a similar impact on the model performance, with an initial improve-
ment observed as the hyperparameters increase, which is later followed by a
performance decrease. Empirically speaking, the optimal choice of tau and α is
near 4.0 and 0.01 respectively.
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Table 1. The ablation study results. We set the missing rate as 40%. For the model
w/o MA, we replace G with an unconditional generator. For the model w/o SE, we
replace the R-GCN encoder with a vanilla embedding layer. For the model w/o CL,
we remove the contrastive loss on the training objective.

Model IKRL RSME

MRR Hit@10 Hit@3 Hit@1 MRR Hit@10 Hit@3 Hit@1

MACO 30.6 48.6 34.1 21.3 32.1 49.6 35.1 23.4

w/o MA 29.6 47.5 32.8 20.4 31.4 48.5 34.4 22.8

w/o SE 29.6 47.6 32.8 20.6 31.3 48.2 34.3 22.7

w/o CL 29.7 47.7 32.9 20.7 31.3 48.4 34.3 22.8

Fig. 4. Parameter analysis results of MACO. The missing rate of dataset is 60% and
IKRL [17] score function is employed for the parameter analysis.

4.4 Case Study (RQ3)

To illustrate the effectiveness of MACO and answer RQ3, we further conduct
a case study. We divide the triples in the test set into two categories based on
whether or not there is a modality-missing entity in the triple. Besides, we draw
the heat maps of the link prediction results between the MACO-enhanced model
and the baseline model. The heat maps are shown in Fig. 5, where the lower half
of the diagonal indicates the triples where the MACO method outperformed the
baseline model, and the upper half indicates the opposite.

We find though some triples get worse rankings, more modality-missing
triples achieve better ranks with the help of MACO, which reflects that MACO
could complete the missing visual information with semantic-rich visual rep-
resentations. For example, given the test triple (Michael Gough, /film/actor,
Batman), the tail entity Batman is modality-missing. Typically, the visual infor-
mation of the film might be a poster which is important information to match
the actors, which is similar to the case mentioned in Fig. 1. Thus, the modality-
missing situation makes the predicted rank of the baseline model 60. However,
the model enhanced by MACO predicts the correct tail entity with rank 1. Such
a simple case intuitively demonstrates the effectiveness of MACO. Besides, we
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Fig. 5. Heat map visualization for the link prediction results. In each heat map, the
x-axis/y-axis represents the link prediction results enhanced by MACO and random
completion respectively. We divided the linked prediction results into six intervals.

could conclude that All-Gen could also benefit those modality-complete triples
by generating high-quality visual representations and replacing the original ones.

5 Conclusion

In this paper, we mainly discuss the modality-missing problem in the existing
MMKGC methods. We argue that vanilla approaches like random initialization
would introduce noise into the MMKGC model, leading to bad performance. We
propose MACO, a modality adversarial and contrastive framework that gener-
ates visual modal features of entities conditioned on structural information to
preserve the correspondence between the structure and visual information. This
approach completes modality-missing entities with semantic-rich visual repre-
sentations. We conduct experiments on public benchmarks to demonstrate the
effectiveness of MACO. In the future, we plan to collaborative the collaborative
design of missing-modality completion and knowledge graph completion.
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Abstract. In recent years, researchers have shown increasing interest in joint
entity and relation extraction. However, existing approaches overlook the inter-
action between words at different distances and the significance of contextual
information between entities. We believe that the correlation strength of word
pairs should be considered, and it is necessary to integrate contextual informa-
tion into entities to learn better entity-level representations. In this paper, we
treat named entity recognition as a multi-class classification of word pairs. We
employ self-attention mechanism and design both local and multi-grained dilated
convolution layers to capture spatial correlations between words. In the relation
extractionmodule, we leverage attention from the self-attention layer to fuse local-
ized context information into entity-pair to produce context-enhanced entity-level
representations. In addition, we integrate named entity recognition and relation
extraction through a multi-task learning framework, effectively leveraging the
interaction between two subtasks. To validate the performance of our model, we
conducted extensive experiments on joint entity and relation extraction benchmark
datasets CoNLL04, ADE and SciERC. The experimental results indicate that our
proposed model can achieve significant improvements over existing methods on
these datasets.

Keywords: Joint entity and relation extraction · Self-attention · Dilated
convolution · Context fusion

1 Introduction

Named entity recognition (NER) and relation extraction (RE) are the core tasks of natural
language processing and information extraction, which can extract the type of entities
and the semantic relationship between entity pairs from text. They are important research
objects in the fields of information retrieval, question answering [1] and knowledge graph
[2].

Traditionally, this problem is decomposed into two pipeline subtasks. However, the
pipeline method often has problems such as error propagation and poor interactivity
between two tasks, resulting in performance bottlenecks.
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Recently, some joint neural models [3–6] have been proposed to detect entities and
their relations, which alleviate the above problems to a certain extent and achieve better
performance. However, these existing models fail to fully exploit spatial correlations
between words, despite the rich and intricate semantic relationships that exist among
them. Besides, due to pairwise enumeration of entities in the task of relation extraction,
an entity will appear in different entity pairs. Existing works do not construct spe-
cific contextualized entity-level representation for an entity appears in different entity
pairs. Instead, they use the same entity representation, neglecting the localized context
information, which often leads to suboptimal performance.

To address above problems, we propose a joint entity and relation extraction neu-
ral model that combines self-attention mechanism [7], both local and multi-grained
dilated convolution and localized context fusion. In the NER module, we employ the
self-attention mechanism to produce a word-pair correlation matrix, where each ele-
ment represents a span. In order to capture the spatial semantics between words, we
introduce relative distance embedding and use both local convolution and multi-grained
dilated convolution to refine the features of words at varying distances. Following the
entity recognition step, we leverage the attention obtained from the self-attention layer
to incorporate contextual information into entity representations, thereby enabling the
model to take account into potential clues from the localized context to predict rela-
tions. Finally, we integrate named entity recognition and relation extraction through a
multi-task learning framework, effectively utilizing the interaction between these two
tasks.

In summary, our contributions are as follows:

• We propose a joint entity and relation extraction model that applies self-attention
mechanism and both local and multi-grained dilated convolutional neural network,
which can effectively capture the semantic relationship between words.

• We propose a context-enhanced entity representation fusion method, which utilizes
the attention weights of entity pairs obtained from the self-attention layer to fuse
specific localized context into entity representations.

• Compared with existing models, our approach has shown a significant F1 score
improvement, and the effectiveness of our approach has been demonstrated in ablation
experiments.

2 Related Work

Traditionally, named entity recognition [8, 9] and relation extraction [10] have been
implemented as two independent pipeline tasks. The pipeline approach is relatively
simpler in modeling, but there are obviously a series of problems: (1) error propagation:
the performance of NER models directly affects the results of relation extraction. (2)
poor interactivity: the interaction between these two subtasks is not considered, resulting
in performance bottlenecks.

Recently, some joint neural models have been proposed for entity and relation extrac-
tion, which alleviate the error propagation problem to a certain extent, and explore the
interaction between NER and RE.Most of joint models can be divided into three classes:
sequence labeling, table filling and span-based.
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Sequence Labeling. Bekoulis et al. [3] viewed entity recognition as a sequence labeling
task, and relation extraction as a multi-head selection problem, identifying potential
multiple relations for each entity. Bekoulis et al. [11] use adversarial training for the
tasks of entity recognition and relation extraction, improving the robustness of neural
model. Miwa and Bansal [12] use BiLSTM [13] to extract the features of entities and
tree-LSTM [14] to model the relations between the entities.

Table Filling. Miwa and Sasaki [15] treated joint entity and relation extraction as a
table filling problem. The diagonal lines of the table serve as labels for entities, and the
remaining parts serve as labels for relations. Similarly, Zhang et al. [6] propose a global
optimization method to fill the table. Wang and Lu [4] design two distinct encoders to
capture table and sequence features respectively. Yan et al. [16] introduced a partition
filter network for modeling the two-way interaction between subtasks and classifying
entities and relations using the table-filling approach. Wang et al. [17] unified the label
space for two subtasks by representing entities and relations with rectangles in a table
format.

Span-Based. Dixit and Al [18] use span representations to extract relations between
entities. Luan et al. [19] treat entity extraction as a span classification problem and
construct the dynamic span graph to refine the span representations. Ebert and Ulges
[5] enumerate all the possible spans in a sentence and apply the max-pooling method to
extract span features.

However, most models mentioned above fall short in capturing the spatial correla-
tions between words and the localized context information between entities. It should
be considered that the spatial associations between words can convey rich entity infor-
mation. Additionally, we believe that incorporating localized context between entities is
beneficial for learning better entity-level representations to improve relation extraction.

3 Methodology

In this section,wefirst formally define the problemof joint entity recognition and relation
extraction in Sect. 3.1 and then detail our approach in subsequent Sects. 3.2–3.5. Overall
framework of our model is shown in Fig. 1.

3.1 Problem Definition

Joint Entity and Relation Extraction. The input of the problem is a sentence X con-
sisting of n tokens X = {x1, x2, . . . , xn}. Let E denote a set of pre-defined entity types,
and T denote a set of pre-defined relation types. Let S = {s1, s2, . . . , sm} be all the
possible spans in sentence X. The named entity recognition task is, for each span si ∈ S,
to predict an entity type e ∈ E. The relation extraction task is, for spans of each entity
pair si, sj ∈ S, to predict a relation type t ∈ T. The output of joint entity and relation
extraction is a set of triplets Y = {(

(si, ei),
(
sj, ej

)
, t

) : si, sj ∈ S, ei, ej ∈ E, t ∈ T
}
.
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Fig. 1. The framework of our model consists of two task modules: Entity Recognition Module
and Relation Extraction Module.

3.2 Representation Learning

We use BERT [20] as our pre-trained model. Given an input sentence, BERT tokenizer
will convert each token into word pieces. However, it is not desirable for the model
to predict specific word pieces as entity boundaries, which cause hallucinations during
the training or inference. To eliminate this negative impact, we employ max-pooling to
produce token representations based on the word piece representations. Then, we further
use a bi-directional LSTM to refine token representations:

X′ = MaxPooling(BERT(X)) (1)

H = BiLSTM(X′) (2)

3.3 Entity Recognition Module

To represent the start and end of the entity span, we first apply twomulti-layer perception
(MLP) to map each token representation into the start and end of span vector represen-
tation space separately. By means of separate representations for the beginning and end
of the span, the model could recognize the boundary of the entity.

hsi = MLP(hi) (3)

hei = MLP(hi) (4)
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where hi means the hidden representation of i-th token.
In order to learn the correlation betweenwords, we utilized self-attentionmechanism

convert a sequence into a word-pair correlation matrix, which is calculated as follow:

Aij = W
(
tanh

(
hsi + hej

)) + b (5)

where W ∈ R
d×d and b ∈ R

d are learnable parameters, A ∈ R
n×n×d .

We regard word-pair correlation matrix A as an image. Inspired by Li et al. [21],
we propose to employ local convolution module and dilated convolution module, both
of which are parallel. The local convolution layer consists several 3 × 3 convolutional
layers stacked together to extract local features of word-pairs. The dilated convolution
module overcomes the limitation of local convolution by incorporating multi-grained
dilated convolutional layers, which increase the receptive field size, allowing the model
to capture features from words at varying distances. The dilated convolutional layers
with different dilated rates express features at various levels. To ensure coverage of
features across all levels, we concatenate the hidden states of each dilated convolutional
layer through skip connections, as shown in Fig. 2. By combining local convolution and
dilated convolution, our model can effectively capture fine-grained spatial relationships
between words.

Fig. 2. The dilated convolution module consists of K dilated convolutional layers, each with
different dilated rates. We utilize skip connections to concatenate the outputs of these layers.

Additionally, in order to learn better spatial semantics between words and prevent
hallucination of entity boundaries, we introduce a relative distance embedding matrix
D ∈ R

n×n×d ′
, which is concatenated as the input of the convolutional layer.

A′ = A ⊕ D

Qloc = GeLU
(
LayerNorm

(
Conv2d

(
A′) + A′))

Qj
dil = GeLU

(
LayerNorm

(
DilatedConv2d

(
Qj−1
dil

)
+ Qj−1

dil

)) (6)

where ⊕ refers to concatenate, GeLU(·) denotes Gaussian error linear units [22] activa-
tion function, LayerNorm(·) denotes layer normalization [23], Qloc denotes the output
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of the local convolutional layer, Qj
dil denotes the output of the j-th dilated convolutional

layer with specific dilated rate, and Q0
dil is equal to A

′.
Finally, we concatenate the outputs of both the local and dilated convolutional layers,

and then feed them into a MLP to calculate the scores for all spans.

W = MLP
(
Qloc ⊕ Q1

dil ⊕ Q2
dil ⊕ ... ⊕ QK

dil

)
(7)

3.4 Relation Extraction Module

Contextual information is crucial for relation classification task. Consequently, we
believe that integrating localized context information into entity-pair representations
would be beneficial. This integration allows us to construct specific contextualized
entity-level representations for an entity that appears in different entity pairs.

Specifically, with the word-pair correlation matrix A obtained from Eq. 5, we calcu-
late the average attention score for each word within an entity, and then consider it as the
entity-level attention. Inspired by Zhou et al. [24], we pairwise enumerate entities and
multiply their entity-level attention to weight the token representations as the localized
context representation for the entity pair. As a result, tokens that are more significant for
the entity pair will have higher weights.

Âek = 1

endk − startk + 1

endk∑

i=startk

αi

Â(ei,ej) = Âei ◦ Âej

V(ei,ej) = HTÂ(ei,ej)

(8)

where α = Softmax(FFN(A)), startk , endk represent the start index and end index of
the k-th entity span, Âek ∈ R

n×1, ◦ denotes element-wise multiplication, H is token
representations calculated by Eq. 2.

We employ max-pooling to produce span representations. Next, we combine the
entity span representation with the localized contextual representation, and use two
MLPs to separately learn the representations of the head entity and the tail entity.

Uhead = MLP
(
V(ei,ej) ⊕ h(ei)

)
(9)

Utail = MLP
(
V(ei,ej) ⊕ h

(
ej

))
(10)

where h(ei) represents the representation of the entity span ei.
Besides incorporating context into the entity-level representations, we propose to

employ max-pooling on the token representations between the head entity and the
tail entity to obtain localized contextual representation c

(
ei, ej

)
. We concatenate head

entity representation Uhead and tail entity representation Utail , calculated by Eq. 9 and
Eq. 10, with the localized contextual representation c

(
ei, ej

)
, and use this concatenated

representation as the input for the final classification layer:

Z = MLP
(
Uhead ⊕ Utail ⊕ c

(
ei, ej

))
(11)
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Utilizing this module, entities can be represented by fusing information from their spe-
cific context, allowing the model to leverage potential clues from the localized context
for predicting relations.

3.5 Joint Learning

We treat named entity recognition as a multi-class classification problem. According to
the entity classification score calculated by Eq. 7, we use softmax cross-entropy as the
loss of entity recognition module:

LNER = −
∑

0≤i≤j<n

∑

t∈E
êtijlog

(
Wt

ij

)
(12)

where êtij denotes the gold distribution of span from position i to j with entity type t.
Multiple relations may exist between two entities. In order to extract these multiple

relations, we regard relation extraction as a multi-label classification problem, and use
binary cross-entropy as the loss of the relation extraction module:

LRE = −
M∑

i=1

∑

t∈T
r̂ti log

(
Zt
i

) + (
1 − r̂ti

)
log

(
1 − Zt

i

)
(13)

where r̂ti represents the gold distribution of i-th entity pair with relation t.
The model is trained by minimizing the weighted sum of NER loss and RE loss:

L = αLNER + βLRE (14)

where α and β are weight hyperparameters.

4 Experiments

In this section, we first introduce the setup of experiments in Sect. 4.1, and then describe
our implementation details in Sect. 4.2. Finally,we analyze ourmain experimental results
in Sect. 4.3 and ablation experiments results in Sect. 4.4.

4.1 Setup

Datasets. We evaluate our approach on three popular joint named entity recognition
and relation extraction datasets: CoNLL04 [25], ADE [26] and SciERC [27]. The
CoNLL04 dataset consists of annotated sentences from news articles, featuring four
entity types (Location, Organization, Person, Other) and five relation types (Work-
For, Kill, Organization-Based-In, Live-In, Located-In). The ADE comprises data from
numerous reports on drug-related safety issues, with one relation type (Adverse-Effect)
and two entity types (Adverse-Effect and Drug). The SciERC dataset is designed to
define scientific entities and relations for constructing scientific knowledge graphs. We
follow previous work [5] and use the same splits for all the datasets.
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EvaluationMetrics. Weevaluate ourmodel on bothNER andRE.An entity is regarded
as correct only if its predicted span and entity type are both correct. A relation between
two entities is considered correct if its relation type as well as its related two entities are
both match the ground truth. Following the previous work, we measure the precision,
recall, micro-F1 and macro-F1 score for entities and relations. For ADE, the above
metrics are averaged over the 10-folds cross-validation.

4.2 Implementation Details

For a sentence of length n, there are n×(n+1)
2 spans. Typically, only a few spans are labeled

as entities, while “non-entity” spans accounted for the vastmajority, whichwill lead to an
imbalance in the distribution of positive and negative samples. To relieve this issue and
facilitate model convergence, we employ negative sampling during the training phase.
Specifically, for each sentence, we randomly sample 40% of the total number of spans
without an entity label as negative example. Additionally, we incorporate all labeled
entities as inputs to the REmodule. During the inference, following the setup of Yu et al.
[28], we rank all the spans that have a category other than “non-entity” by their category
scores and apply post-processing constraints to entities with clash boundaries. Given a
candidate entity pair

(
si, sj

)
, the relation between two entities is predicted as tk only if

P
(
tk |si, sj

)
. is greater than a fixed relation classification threshold δ. We set threshold

δ = 0.4.
For CoNLL04 and ADE, we use bert-base-cased [20] as the pretrained model. For

SciERC, we use scibert-scivocab-cased [29], which has shown to be more effective than
BERT in this specific domain due to its in-domain pre-training.

4.3 Main Results

As is shown in Table 1, our proposed model achieves strong performance compared to
existing models. In comparison with SpERT [5], our model has achieved an absolute
entity micro-F1 improvement of +1.40%, +0.83%, and relation micro-F1 improve-
ment of +3.16%, +2.60% on CoNLL04 and ADE respectively. Remarkably, our model
based on bert-base-cased has achieved competitive performance, even outperforming
Table-Sequence [4] based on BERT variant – albert-xxlarge-v1 [30], with its parameters
approximately twice the size of ours. For SciERC, our model also achieves superior per-
formance, with entity and relation micro-F1 surpassing the existing strong baselines by
2.14% and 2.63% respectively. These improvements demonstrate our model can effec-
tively learn the spatial semantics between words as well as localized context information
between entities.

4.4 Ablation Study

We choose to remove certain parts of our model, Table 2 shows ablation study on
CoNLL04. In the case of removing relative distance embedding, we find that entity
F1 decreases by 0.56%. Relative distance embedding can provide useful spatial infor-
mation for convolutional layers and improve the accuracy of entity boundary recogni-
tion. Although relative distance embedding is designed for NER tasks, without relative
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Table 1. The experiment results comparedwith existingmethods (†=micro-average, ‡=macro-
average, * = not stated, P = precision, R = recall, PLM = pretrained language model, B =
bert-base, ALB = albert-xxlarge-v1, SciB = scibert-base). To ensure fair comparison, we report
the results of PURE in a single-sentence setting.

Dataset Model PLM Entity Relation

P R F1 P R F1

CoNLL04 Global
Optimization
[6]†

− − − 85.60 − − 67.80

Multi-turn QA
[31]†

B 89.00 86.60 87.80 69.20 68.20 68.90

Hierarchical
Attention [32]*

− − − 86.51 − − 62.32

SpERT [5]† B 88.25 89.64 88.94 73.04 70.00 71.47

SpERT [5]‡ 85.78 86.84 86.25 74.75 71.52 72.87

Table-Sequence
[4]†

ALB − − 90.10 − − 73.60

Ours† B 90.13 90.55 90.34 78.53 71.09 74.63

Ours‡ 87.46 87.18 87.32 79.10 72.88 75.86

ADE BiLSTM + SDP
[33]*

− 82.70 86.70 84.60 67.50 75.80 71.40

SpERT [5]† B 88.69 89.20 88.95 77.77 79.96 78.84

SpERT [5]‡ 88.99 89.59 89.28

Table-Sequence
[4]‡

ALB − − 89.70 − − 80.10

PFN [16]‡ B − − 89.60 − − 80.00

Ours† B 88.66 90.93 89.78 79.91 83.03 81.44

Ours‡ 89.15 91.93 90.52

SciERC UNIRE [17]† SciB 65.80 71.10 68.40 37.30 36.60 36.90

PURE [34]† SciB − − 66.60 − − 35.60

PFN [16]† SciB − − 66.80 40.60 36.50 38.40

Ours† SciB 69.70 71.39 70.54 41.09 40.97 41.03

Ours‡ 69.50 71.27 70.37 40.15 39.72 39.93

distance embedding, the relation F1 also slightly declines. This may result from the
interaction between the two tasks in the joint model, indicating that better entity recog-
nition contributes to the learning of relation extraction module. In the case of removing
multi-grained dilated convolution module, and only the local convolution layer is used
instead, the entity F1 and the relation F1 decrease by 0.83% and 0.72% respectively. We
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can conclude that multi-grained dilated convolution can compensate for the shortcom-
ings of local convolution, and effectively capture the spatial semantics between words
with different distances. By combining local convolution and multi-grained dilated con-
volution, the model can produce better spatial refinement representations. Furthermore,
we conducted experiments without context fusion and observed that the performance
of entity extraction was minimally affected. However, there was a decrease of 0.97% in
relation F1, suggesting that the context fusion approach plays a crucial role in learning
better entity-level representations, consequently enhancing the performance of relation
extraction.

Table 2. Ablation study on CoNLL04.

Setting Entity F1 � Relation F1 �

Default 90.34 / 74.63 /

–Relative distance embedding 89.78 0.56 74.28 0.35

–Dilated convolution layers 89.51 0.83 73.91 0.72

–Context fusion 90.21 0.13 73.66 0.97

5 Conclusion

In this paper, we propose a joint entity and relation extraction neural model, which
combines self-attentionmechanism, both local andmulti-graineddilated convolution and
localized context fusion. Our NER module incorporates local and multi-grained dilated
convolutions to capture spatial semantics between words. In the RE module, a context
fusion approach is employed to enhance entity-level representations by incorporating
contextual information. Finally,we integrate these two subtasks into amulti-task learning
framework, fully utilizing the interaction between NER and RE tasks. The experimental
results indicate that our proposed model can achieve significant improvements over
existing methods and the ablation experiments demonstrate the effectiveness of our
approach. For the future work, we hope to extend our model to the domain of document-
level joint entity and relation extraction.
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Abstract. The key issue of session-based recommendation (SBR) is how
to efficiently predict the next interaction item based on the item sequence
of anonymous users. In order to mine the complex multivariate relation-
ship between items and sessions, we propose a novel model for session-
based recommendation named Interest aware Dual-channel Graph Con-
trastive learning (IDGC). By generating hypergraph and global graph,
we focus on item relationships in different aspects, and we create the
dual-channel interest-item embedding learning module to dig the higher-
order relationships between items and users’ interests. To deal with the
problem of long-distance information transmission between non-adjacent
items, we set the interest node in each session for interest awareness and
base on the contrastive learning strategy to enrich the information of
the two graphs. At the same time, we exploit position information and
time interval information to enhance the session representation. Exten-
sive experiments show that IDGC has significant performance improve-
ment on all evaluation metrics on three benchmark datasets.

Keywords: Session-based recommendation · Interest aware ·
Dual-channel graph neural network · Contrastive learning

1 Introduction

In the Internet era, massive information often leads to a high degree of informa-
tion redundancy. Recommendation systems can combine user interests, and make
recommendations to the users. The traditional recommendation system mainly
uses the known information of the user. However, in many real-world scenarios,
the users’ information is unknown due to a series of reasons such as privacy
protection. So, the session-based recommendation system is gradually emerging.
Session-based recommender systems use the behavior sequence of anonymous
users over a period of time to predict the next item. They can learn the user’s
preferences according to the items that users interact with in the session, and
provide accurate personalized recommendations for users.

In the early work, the approach of SBR(session-based recommendation) is
proposed based on machine learning [12]. With the development of deep learn-
ing, Recurrent Neural Networks(RNNs) begin to be applied to SBR [5,13], but
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the transition of session data is not strictly sequential, so Graph Neural Net-
works(GNN) are widely used in SBR [14,15].

However, in the real world, the appearance of an item is often the result of the
joint action of a series of previous items. The relationship between items is not
a simple binary relationship, but a more complex many-to-many relationship.
An item can have multiple associations with multiple different items, and each
other item can also have multiple associations with multiple different items. This
many-to-many relationship involves the interaction, similarity, and interactivity
between items. How to model the complex higher-order relationships between
items more accurately is a challenge in the field of session-based recommendation.

Another challenge of session-based recommendation is the sparseness of data.
In the application scenario of session recommendation, only a small amount
of existing data can be used to predict the users’ next behavior. Some recent
session-based recommendation works use contrastive learning to enhance infor-
mation between different views [16,17]. However, how to construct appropriate
positive and negative samples and select comparison methods in session-based
recommendation is still a problem to be studied.

In order to solve the above problems, we propose a novel model named Inter-
est aware Dual-channel Graph Contrastive learning for session-based recommen-
dation (IDGC). We generate two different graphs to focus on different aspects
of information. We construct the interest item interaction hypergraph, and use
the hypergraph structure [8,17] to mine more complex interaction relationships
between items, effectively reducing the loss of original information caused by the
conversion of multivariate relationships into binary relationships. At the same
time, the global interest item transition graph is constructed to combine the
global sessions and model the transition relationship between items in adjacent
sessions. In the construction process of two graphs, we add an extra interest
node for each session, and connect the interest node with each item node in
the corresponding session, so that the information between non-adjacent items
can be better propagated. After learning by different graph neural networks, we
use contrastive learning to enhance the consistency of interest embedding in the
two graphs, so that the information in the two graphs complements each other.
After fusing the item representations of the two graphs, we design the position
and time awareness attention layer to obtain the session embedding by fusing
the position information and time information and assigning weights to different
items. And we make recommendations based on that.

Our main contributions in this paper are listed as follows :

– We propose a novel model for session-based recommendation named Interest
aware Dual-channel Graph Contrastive learning (IDGC), including a dual-
channel interest-item embedding learning module to dig the higher-order rela-
tionships between items and users’ interests in two graphs.

– In the process of constructing graphs, we generate the interest node for each
session to represent the users’ interest preferences and integrate the users’
interest awareness obtained from different views through contrastive learning.
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– To refine the session representation, and better mine the limited information
in the session, session embedding is enhanced by explicitly injecting the time
interval information between items and the position information of items.

In order to verify the effect of the IDGC model, we conducted a series of
experiments on three benchmark datasets. The experimental results show that
IDGC significantly outperforms the state-of-the-art in the session-based recom-
mendation, proving the effectiveness of the model.

2 Related Work

The main idea of the early SBR(session-based recommendation) model is to
explore the relationship between items. For example, the Markov chain-based
model [3] uses Markov chain to model the item transition. ItemKNN [1] uses
the co-occurrence frequency between items to calculate the similarity of items
for recommendation. However, these models often fail to extract the feature
information contained in the session sequence.

With the development of deep learning, Recurrent Neural Network (RNN)
has played a better role in processing data with sequential information and has
been applied to SBR. GRU4REC [5] uses multiple stacked Gated Recurrent
Unit (GRU) modules to model interactions between items. After that, a series
of improved RNN-based session recommendation was proposed [7,9,13].

In order to model more complex item transition relationships, Graph Neural
Network (GNN) has been applied to SBR, and the dependencies between items
have been upgraded from point dependencies to collective dependencies. SRGNN
[15] introduces graph neural network into SBR for the first time, uses Gated
Graph Neural Network (GGNN) to model items. SGNN [11] creates a star graph
neural network, which adds a star node to each session when creating a session
graph.

However, the above models are not applied to other sessions related to the
current session. GCE-GNN [14] refers to the GAT mechanism, uses the cur-
rent session and all other session information to learn the representation of
items. MSGIFSR [4] proposes a multi-granularity consecutive user intent learn-
ing model, which captures the interaction between different granularity intent
units.

In addition, many different auxiliary information is applied to session-based
recommendation. CoHHN [18] combines price information and designs a het-
erogeneous hypergraph to extract users’ preferences. But these works are still
difficult to deal with the complex many-to-many relationship between items.

Compared with ordinary graph structures, hypergraphs can better model
multivariate relationships due to the property that hyperedges can connect mul-
tiple vertices.DHCN [17] constructed a dual-channel hypergraph convolutional
network and fused two session representations through self-supervised learning.
HIDE [8] constructs hyperedges for the transition between items through distinct
perspectives, and disentangles the intents in micro and macro manners. However,
the existing work based on hypergraph does not have a good representation of
user interest and focuses more on the learning of item embedding.
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3 The Proposed Model

In this section, we first introduce the construction of interest item interaction
hypergraph and global interest item transition graph. Then we show the propa-
gation and update between interest node and item node, and generate the session
embedding. Finally, contrastive learning is used to enhance the model Fig. 1.

Fig. 1. The overview of the proposed model IDGC. We first build the interest item
interaction hypergraph and the global interest item transition graph, and add the
interest node for each session in the graph, hypergraph convolutional network and gated
graph neural network are used to process the two graph structures respectively. After
dual-channel interest-item embedding learning, contrastive learning is performed on the
learned interest embedding, and the learned item embedding is aggregated through the
position and time awareness attention layer session embedding, and making predictions.

3.1 Notations and Definitions

Given V = {v1, v2, ..., v|V |} as the item set, where |V | is the number of items.
Given S = {s1, s2, ..., s|S|} as the session set, where |S| is the number of ses-
sions. An anonymous session is represented as a set s = [v1, v2, ..., vn], where vi
represents the i - th interaction item in session s, and n represents the length of
session s, the goal of session-based recommendation is to predict the next click
vn+1.

3.2 Graph Model Construction

Interest-Item Interaction Hypergraph Construction. Interest-item inter-
action hypergraph uses undirected hypergraph to model the user’s interest nodes
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and item nodes, and pays more attention to the high-order connections between
items.

Define Gh = (Vh, Uh, Eh,Wh), where Vh represents all items in the item
set V , Uh represents the interest nodes corresponding to each session. We add
an interest node for each session to learn the users’ long-term interest as a
whole. Eh = (E1

h, E2
h) represents the set of edges, where E1

h represents the set of
hyperedges, the i-th hyperedge ehi ∈ E1

h connects all item nodes including in i-th
session; E2

h represents the set of undirected edges connecting the interest nodes
corresponding to the session and all items in the same session. Wh represents
the hyperedge weight matrix. In addition, the hypergraph can be represented as
an association matrix Ch ∈ R|V |×|S|, where Cv,e

h = 1 if the hyperedge e ∈ E1
h

contains the vertex v ∈ Vh, otherwise 0.

Global Interest-Item Transition Graph Construction. The global
interest-item transition graph uses a directed graph structure to focus on the
transition and transmission between item nodes and interest nodes.

Define Gg = (Vg, Ug, Eg), where Vg represents all items in the item set V ,
Ug represents the interest nodes corresponding to each session. Eg = (E1

g , E2
g )

represents the set of edges. E1
g is the directed edge formed according to the order

of interaction between item nodes. If in the whole session set, the user clicks vi
after clicking vi−1, then ei = (vi−1 → vi) ∈ E1

g . E2
g is the undirected edge

connecting an interest node with an item node. We use the adjacency matrix
As to represent Gg. The construction method of the adjacency matrix As is to
concatenate the outgoing matrix and the incoming matrix of the graph.

3.3 Dual-Channel Interest-Item Embedding Learning

In this section, we introduce the dual-channel interest-item embedding learning
module, and design two channels to process the constructed interest item inter-
action hypergraph Gh and global interest item transition graph Gg respectively.

Hypergraph Item Embedding Learning. We use hypergraph convolutional
network [2,17] to learn hypergraph item embedding at the item level. The specific
implementation method is as follows :

H l+1
h = D−1CB−1CTH l

h

Hh =
1

L + 1

L∑

l=0

H l
h

(1)

where H l
h represents item embedding in the l-th layer hypergraph convolutional

network, and the range of l is 0 to L. C is the association matrix of interest
item interaction hypergraph Gh mentioned in Sect. 3.2. D =

∑
e∈E1

h
w(e)Cv,e

h

and B =
∑

v∈Vh
Cv,e

h stand for the degree matrix of the hyperedges in E1
h and

the degree matrix for all the vertices in Vh respectively.
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After stacking multiple hypergraph convolutional networks to obtain high-
level information, we output the embedding representation of each node, and
finally get the item embedding Hh under the interest item interaction hyper-
graph.

Global Graph Item Embedding Learning. In order to learn global graph
item embedding, we input the constructed global interest item transition graph
Gg into the Gated Graph Neural Network (GGNN) [15], as follows:

al
i = As[h

g,l−1
1 , hg,l−1

2 , hg,l−1
3 , ..., hg,l−1

|V | ]TU1 + b1

zli = sigmoid(U2a
l
i + W1h

g,l−1
i )

rli = sigmoid(U3a
l
i + W2h

g,l−1
i )

h̃g,l
i = tanh(U4a

l
i + W3(rli � hg,l−1

i ))

hg,l
i = (1 − zli) � hg,l−1

i + zli � h̃g,l
i

(2)

where hg,l
i represents i-th item embedding in the l-th layer network, and the range

of l is 0 to L. When l = 0,As is the adjacency matrix, U1, U2, U3, U4 ∈ Rd×2d

and W1,W2,W3 ∈ Rd×d control the weights, b1 ∈ Rd is a trainable parameter,
and � is the elementwise multiplication operator.

Through the global graph item embedding learning module, we finally get
the item embedding Hg under the global interest item transition graph.

Interest-Item Embedding Update. After obtaining item embedding, we
obtain item embedding and interest embedding updated under a certain view
through multi-layer propagation and update.

Take interest item interaction hypergraph as an example, for each session
s = [v1, v2, ..., vn], the interest node corresponding to s is uh in interest item
interaction hypergraph. we initialize the interest node embedding as follows:

uh′
=

1
n

n∑

i=1

hh
i (3)

αi = qT1 (W4h
h
i + W5u

h′
+ b2) (4)

uh
f =

n∑

i=1

αih
h
i + hh

n (5)

where hh
i is item embedding under interest item interaction hypergraph.uh

f is
the initialized interest node embedding. W4,W5 ∈ Rd×d and q1, b2 ∈ Rd are all
learnable parameters.

After initializing the interest nodes, we update the interest embedding
according to the obtained item embedding.

uh =
n∑

i=1

softmax(LeakyReLU(W6h
h
i + W7u

h
f ))hh

i (6)
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where W6,W7 ∈ R1×dare all learnable parameters.
Similarly, we get the updated embedding ug of the interest node in the global

interest item transition graph.
After updating the interest embedding, we use the updated interest node to

update the item node.

hh
f =

k∑

j=1

softmax(LeakyReLU(W8h
h + W9u

h
j ))uh

j (7)

where k represents item node is connected to k interest nodes. W8,W9 ∈ R1×dare
all learnable parameters.

Similarly, we get the updated embedding hg
f of the item node in the global

interest item transition graph. We add the item embedding hh
f and hg

f obtained
from the two views to get the final item embedding H = [h1, h2, h3, ..., h|V |].

3.4 Generating Session Embedding

After obtaining the item embedding that fuses the two graph information, in
order to get the session embedding, we designed the position and time awareness
attention layer, and added the position information and time information in the
process of generating the session embedding.

In session-based recommendation, the same item appears in different posi-
tions in the session contains different information. Therefore, in each session s,
we use a learnable position matrix P = [p1, p2, p3, ..., pn] to record the position
information of items in each session.

It can be intuitively felt that without changing the order of interaction
between items, two sessions with different time intervals represent completely
different user intentions. We obtain the time matrix T = [t1, t2, t3, ..., tn] that
records the time information of different items by calculating the difference of
timestamps between adjacent items.

For each session, we add P and T into item embedding H, get the final item
embedding X = [x1, x2, x3, ..., xn]. In general, we can think that the later the
item is viewed, the more it can represent the user’s current interest preference, so
we use the last item embedding xn in session s as local-level session embedding,
and then use soft attention mechanism to compute the weight to obtain global-
level session embedding. Combine the global-level embedding of the session with
the local-level embedding to get the session embedding sf .

s∗ =
1
n

n∑

i=1

xi (8)

θi = qT2 (W10xi + W11s
∗ + b3) (9)

s = sl + sg = xn +
n∑

i=1

θixi (10)

where W10,W11 ∈ Rd×d and q2, b3 ∈ Rd are all learnable parameters
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3.5 Contrastive Learning

Through propagation and update, we get the representation of interest nodes in
two different views. Intuitively, the interest preferences of the same session in
two different views should be as similar as possible. Since the total number of
sessions defined in session set S is |S|, the total number of all interested nodes in
the two views is 2|S|. We define two interest embeddings (uh

j , ug
j ) that represent

the interest node of the same session in two views as a pair of positive samples,
and the remaining 2|S|−1 pairs are negative samples. We use InfoNCE loss [10]
as a contrast loss to optimize the model so that the encoding of interest nodes
in the same session in both views is as similar as possible.

L∫ =
1

|S|
|S|∑

j=1

−log(
exp(sim(uh

j , ug
j )/τ)

∑2S|
k=1 exp(sim(up, uq)/τ)

) (11)

where (up, uq)denotes all pairs of sample, sim(·) denotes the cosine similarity, τ
is a hyper-parameter.

3.6 Making Recommendation and Model Training

After obtaining item feature representation and session feature representation,
we then obtain the final recommendation probability yi of the i-th item as below.

ŷi = softmax(s ∗ hi) (12)

In order to optimize the model, we employ the cross entropy function as the loss
function, then we add the contrastive loss L∫ mentioned in Sect. 3.5 to the cross
entropy loss to get the total loss L.

L� = −
|V |∑

i=1

yilog(ŷi) + (1 − yi)log(1 − ŷi) (13)

L = L� + λL∫ (14)

where yi is the ground truth label of i-th item and ŷi is the prediction results of
i-th item, λ is a hyper-parameter.

4 Experiments

4.1 Experimental Settings

In order to verify the effectiveness of the IDGC model, we selected three
datasets commonly used in session-based recommendation algorithms to verify
our model, which are Diginetica1, Yoochoose 1/42 and Yoochoose 1/643 Because
1 http://cikm2016.cs.iupui.edu/cikm-cup.
2 http://2015.recsyschallenge.com/challenge.html.
3 http://2015.recsyschallenge.com/challenge.html.

http://cikm2016.cs.iupui.edu/cikm-cup.
http://2015.recsyschallenge.com/challenge.html
http://2015.recsyschallenge.com/challenge.html
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Table 1. Statistics of the experimental dataset

Dataset Clicks Train sessions Test sessions Items Average length

Diginetica 982961 719470 60858 43097 5.12

Yoochoose 1/4 8326407 5917745 55898 29618 7.42

Yoochoose 1/64 557248 369859 55898 16766 6.16

of Yoochoose dataset’s large scale, we refer to the practice of SRGNN [15] and
other models, and use the most recent 1/4 data and the most recent 1/64 data
of Yoochoose training set to form two datasets: Yoochoose 1/4 and Yoochoose
1/64. For fairness, we use the same data processing method as SRGNN [15] to
process the datasets. The statistics of the processed dataset are displayed in
Table 1.

Evaluation Metrics. We use Precision@20 (P@20) and Mean Reciprocal
Ranking@20 (MRR@20) to evaluate the effect of the model, P@20 represents
the proportion of predicted correct results to all returned results, MRR@20 rep-
resents the mean value of the reciprocal of the correct recommended item priority
ranking.

Hyper-parameters Settings. We set 0.1 of the training set as the validation
set, the batch size to 1024, and the hidden size to 256. For the optimizer, we
choose to use the Adam optimizer and set an initial learning rate 1e−3 and
a decay factor of 0.1 for three epochs. In addition, the hyperparameter τ in
contrastive learning is set to 0.2, and the fusion ratio λ is 0.1.

Table 2. The performance of IDGC vs. other baseline models on 3 benchmark datasets
(all values are in percentages).

Dataset Diginetica Yoochoose 1/4 Yoochoose 1/64

P@20 MRR@20 P@20 MRR@20 P@20 MRR@20

Item-KNN [1] 35.75 11.57 52.31 21.70 51.60 21.81

FPMC [12] 26.53 6.95 – – 45.62 15.01

GRU4Rec [5] 29.45 8.33 59.53 22.60 60.64 22.89

NARM [7] 49.70 16.17 69.73 29.23 68.32 28.63

STAMP [9] 45.64 14.32 70.44 30.00 68.74 29.67

SR-GNN [15] 50.73 17.59 71.36 31.89 70.57 30.94

COTREC [16] 54.04* 18.72* 71.48* 31.19* 70.72* 30.36*

Disen-GNN [6] 53.79 18.99 – – 71.46 31.36

GCE-GNN [14] 54.22 19.04 71.61* 31.49* 71.91* 30.83*

IDGC 54.98 19.05 72.74 32.67 71.96 32.02
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4.2 Experimental Results

We show the experimental results of overall performance in Table 2, where we
mark the best results in a column by thickening. The scores of the tag * represent
the result of our reimplementation according to the open source code because of
the different datasets used. According to the experimental results, we get some
conclusions :

Compared with the traditional model (item-KNN, FPMC), the effect of the
RNN-based model (GRU4REC, NARM, STAMP) using sequence information
is greatly improved. This result shows that considering the location information
between items, the method of modeling session information as a sequence is
effective. The overall effect of the GNN-based model is better than the traditional
model and the RNN-based model, because modeling the session data into a graph
can better represent the more complex links between items.

Our proposed IDGC model outperforms all baselines under all evaluation
metrics on all datasets, which proves the effectiveness of our model. The improve-
ment of IDGC on the Yoochoose 1/4 dataset is significantly better than that of
other datasets, which we believe is because the Yoochoose 1/4 dataset has more
training data, so the model can learn more abundant high-order relationships
between items in the process of building the graph. This demonstrates the strong
learning ability of our model.

4.3 Ablation Study

To investigate the contribution of each module to the model, we conduct a series
of ablation experiments.

Table 3. Impact of each module in ablation study(all values are in percentages).

Nhyperg Nglobalg Nssl Npos Ntime Npos&time IDGC

Diginetica(P@20) 54.60 54.69 54.85 54.87 54.85 54.75 54.98

Diginetica(MRR@20) 18.79 18.82 18.87 18.93 18.90 18.87 19.05

Yoochoose 1/4(P@20) 72.38 72.32 72.54 72.49 72.65 72.28 72.74

Yoochoose 1/4(MRR@20) 32.39 32.47 32.45 32.50 32.33 31.98 32.67

Yoochoose 1/64(P@20) 71.71 71.85 71.88 71.83 71.88 71.76 71.96

Yoochoose 1/64(MRR@20) 31.84 31.93 31.96 31.89 31.91 31.74 32.02

We focus on different aspects of the relationship between items by construct-
ing two different graph structures. So we designed two versions: Nhyperg and
Nglobalg, in the Nhyperg version, the interest item interaction hypergraph is
deleted, and the global interest-item transition graph module is deleted in the
Nglobalg version. The experimental results are shown in the Table 3. It can be
seen that the experimental results of the Nglobalg version have declined but not
as much as the Nhyperg version, which proves that the interest item interaction
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hypergraph has a stronger ability to characterize complex item relationships
than the global interest-item transition graph.

In order to verify the effectiveness of contrastive learning, we designed the
Nssl version and deleted the contrastive learning module. The experimental
results are shown in Table 3. We can find that the experimental effect has been
reduced. It can be seen that the decline in Nssl in the Yoochoose 1/64 dataset
is smaller than that in other datasets. We think this is because there are fewer
training sessions in Yoochoose 1/64, so the contrastive learning module can learn
less user preference information, which leads to a smaller drop in the effect of
removing the contrastive learning module.

In addition, we designed three versions: Npos, Ntime, and Npos&time, which
represent the versions that does not consider position information, do not con-
sider time information, and only uses soft attention mechanism to aggregate
item. The results are shown in Table 3. It can be found that the effect of
Npos&time is worse than that of Npos and Ntime, which proves the effectiveness
of increasing position information and time information.

5 Conclusion

In this paper, we propose a novel model Interest aware Dual-channel Graph
Contrastive learning (IDGC) for session-based recommendation. We complete
two graphs with different structures to focus on different aspects of information
between items and generate interest nodes to improve the long-distance infor-
mation propagation between non-adjacent items. The interest embedding of the
two graphs is enhanced by contrastive learning strategy to reduce the influence
of data sparsity and noise. Meanwhile, we incorporate position information and
time information when aggregating the session representation to better mine
the limited information. We conduct extensive experiments on three benchmark
datasets, and the experimental results show the effectiveness and necessity of
our model.
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Abstract. Event causality identification (ECI) is a critical and challeng-
ing information extraction task, which aims to identify whether there is
a causal relationship between the two events. To address the current
problem of insufficient annotated data in Chinese event causality iden-
tification, and the rich semantics of the event itself is not exploited. We
proposed a prompt-learning based retrieval enhancement Chinese events
causality identification framework, named RE-CECI, which improves the
few-shot learning capability of the model. Moreover, it enables the pre-
trained language model to better learn event information by adding
retrieved examples to the input text, after which the model can learn
more event information. In addition, we construct a retrieval store of
retrieved examples to serve as clues for reasoning about causality. Our
experimental results on the only available Chinese causality dataset,
show that our proposed method significantly improves the performance
of Chinese event causality identification.

Keywords: Event causality identification · Pre-trained model ·
Prompt-learning

1 Introduction

Event causality identification, as a prominent research direction in the field of
natural language processing, aims to discern the presence of a causal relationship
between two events. This task has diverse applications in various downstream
NLP tasks, such as information extraction [1] and multi-turn question answer-
ing [2]. It also plays an important role in the field of artificial intelligence [3].
However, research on Chinese event causality identification is not yet sufficient.
Currently, the state-of-the-art approach for Chinese event causality identification
typically involves employing improved neural network models. The most com-
monly used approach is the Attention-BiGRU network-based [4] method, which
achieves the highest accuracy and F1 scores compared to traditional pattern
matching and other neural network approaches. Despite the progress made in
using neural network models for event causality identification, there are still chal-
lenges, particularly in the Chinese language domain. The existing event causality
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 159–170, 2023.
https://doi.org/10.1007/978-3-031-44693-1_13
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datasets in Chinese are often limited in terms of labeled data, resulting in poor
generalization performance of models trained with traditional methods. Such
models tend to perform well on training data but poorly on unseen data, lead-
ing to issues with overfitting.

It is evident that the insufficient labeled data poses challenges to the perfor-
mance of event causality identification models, and there is a need to enhance
the few-shot learning capability of the model. Note that the currently popular
approach of prompt learning [5], which formulates the original task as a lan-
guage model problem, by incorporating natural language prompts and a few
demonstration examples into the input text. This approach has shown great
results in few-shot or zero-shot scenarios. There is also current work that intro-
duces prompt learning into ECI tasks. For example, Shen et al. [6] proposed two
derivative prompt tasks from event causality identification to perform causality
identification. However, there are no studies exploring the role of demonstration
examples for ECI. Demonstration examples, as a critical component of prompt
learning, play a crucial role in improving the performance of language models
by training them to recognize diverse patterns [7].

Fig. 1. Comparison of current demonstration examples sampling strategies. Compared
with random search and traditional search, KNN lookup can obtain a better distribu-
tion of demonstration examples.

Therefore, we propose a retrieval-enhanced method for Chinese event causal-
ity identification. Our approach involves constructing a retrieval store for demon-
stration examples and utilizing K-nearest neighbor (KNN) lookup for retrieval.
As illustrated in Fig. 1, Compared to random retrieval or traditional retrieval,
the examples retrieved using KNN can undoubtedly facilitate the learning of
event representations. Afterwards, using the retrieved examples serve as clues
for causality identification and enhances the model’s effectiveness, especially
when faced with low resources. Additionally, we introduce a Retrieval-Enhanced
Chinese Event Causality Identification framework named RE-CECI, which con-
catenates the retrieved examples with the input text and prompt. The input
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of the model is constructed as “[SEP ] < Example > [SEP ] < Sentence >
[SEP ] < Prompt > [SEP ]”. The causality prediction is performed using the
pre-trained model with the retrieved examples and prompts as contexts. This
enables effective handling of the ECI task with only a small amount of labeled
data.

The contributions of our method are as follows:

(1) We propose a novel retrieval-enhanced framework for Chinese event caus-
ality identification, called RE-CECI. This framework employs retrieved
demonstration examples to enhance the performance of event causality iden-
tification.

(2) Through detailed ablation experiments, we have proved the effectiveness
of the demonstration examples in enhancing the performance of ECI. By
evaluating RE-CECI on a Chinese causality dataset, we achieved the state-
of-the-art performance to date.

(3) Through few-shot learning experiments, we have proved the effectiveness of
prompt-learning in improving the few-shot capability of the ECI model, thus
mitigating the issue of insufficient labeled data.

2 Related Work

Event causality identification is a prominent research area in natural language
processing (NLP) that has gained significant attention in recent years. Its aim is
to determine whether a causal relationship exists between two events. Initially,
rule-based methods were used to rely on pattern matching, such as construct-
ing lexical and syntactic patterns [8] or summarizing causal patterns based on
algorithmic approaches [9], which were commonly employed for causality identi-
fication. Subsequently, many approaches have combined pattern matching with
machine learning techniques [10] to enhance the model’s effectiveness, by incor-
porating lexical and grammatical features as inputs for event causality identifi-
cation [11].

With the advancements in deep learning and the remarkable learning capa-
bilities of neural networks [12], the utilization of deep learning techniques for
causal relationship identification has gained prominence in recent years. Ponti et
al. [13] pioneered the use of neural network models for event causality identifica-
tion, in addition to basic lexical features, also incorporating positional features.
De Silval et al. [14] employed WordNet knowledge base and CNN to complete the
identification of causal relationships. While Eugenio et al. [15] utilized LSTM
(Long Short-Term Memory) models for training and achieved state-of-the-art
results on the Penn Discourse TreeBank (PTDB) dataset at that time.

With the emergence of BERT (Bidirectional Encoder Representations from
Transformers) [16], pre-trained language models have been increasingly employed
in various natural language processing (NLP) areas, including event causality
identification (ECI). Wu et al. [17] introduced entity information based on pre-
trained BERT encoding and connected BERT-based features of each word with
entity pair representations for event causality identification. Kyriakakis et al. [18]
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explored the performance of transfer learning using BERT for causal knowledge
discovery and conducted comparative experiments with ELMO, indicating that
the improvements are particularly significant on small causal datasets. Liu et
al. [19] proposed a knowledge enhancement approach combined with a mention
mask generalization mechanism for causality identification.

3 Methodology

In this section, we introduce our innovative framework, Retrieval Enhanced Chi-
nese Event Causality Identification (RE-CECI), as illustrated in Fig. 2. Specif-
ically, the proposed model leverages a retrieval store to retrieve examples that
serve as clues for event causality identification, each example is stored as
< example, result > pairs in the retrieval store, and then encoded into the input
to enable the pre-trained model to better learn relevant task-specific informa-
tion. The framework consists of four key components: retrieval store construc-
tion, example retrieval, example embedding, and event causality identification,
which we elaborate on below. Before to delving into the framework, we provide a
necessary introduction to the prompt-tuning-based approach to enhance under-
standing of our proposed method. Lastly, we detail the training and prediction
process of the model.

Fig. 2. Retrieval-based enhanced event causality identification model framework.

3.1 Prompt-Tuning of PLMS

Most pre-training models(PLM) in the past have relied on fine-tuning to per-
form downstream tasks. While this approach can yield satisfactory results, there
remains a disparity between the downstream task and the pre-training task. To
address this gap, the prompt-tuning approach was proposed, It aims to avoid
introducing additional parameters by adding prompt, so that the language model
can achieve the desired results in Few-shot or Zero-shot scenarios. Prompt-tuning
execution includes two steps: Template Construction and Label Word Verbal-
izer. To construct the prompt, we begin by creating a template that contains
[MASK] token which is then transformed to a format xt = T (x), where x is an
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instance of the input, T is Template function. Additionally, we create a mapping
of labeled words to result words: v(·) : v(y) → V , where y is the output word of
the mask label, and V is Label words for answers, v is Verbalizer function. Once
these two functions have been established, we input to the PLM and obtain a
hidden vector h[MASK] at [MASK] position. M is PLM , The final predicted
label probability distribution is then calculated as follows:

P (y
∣
∣x) = PM ([MASK] = v(y)

∣
∣T (x)) (1)

3.2 Retrieval Store Construction

We construct the retrieval store with the text set C in the training set, and
each data in it is stored as a dictionary. Where the key is the embedding vec-
tor hi for each sample i in the training set, and the value denotes whether
there is a causal relationship ri for this sample i, ri ∈ {Cause,Nonecause}. The
overall representation is as follow: (K,V ) =

{

(hi, ri)
∣
∣i ∈ C

}

, we use the model
symanto/sn-xlm-roberta-base-snli-mnli-anli-xnli1 to obtain the embedding vec-
tor for each sample. the vector obtained by this model contains rich semantic
information, especially in Chinese.

3.3 Example Retrieval

For example, we first retrieve them from the retrieval store, and the exam-
ples should be semantically similar to the input text so that they can give
clues to the model for causal reasoning. An example is a (K,V ) pair, i.e., an
< example, result > pair, and we use KNN to find the examples in the retrieval
library and calculate the similarity of the samples by the following formula:

sim(hi, hx) =
hT

i · hx

||hx|| · ||hi|| (2)

where hx is the embedding vector of the input text, hT
i is the transposed

vector of hi, || · || denotes absolute value.

3.4 Example Embedding

For the retrieved examples we take the approach of directly concatenating them
with the input text and prompt, splicing < example > and < result > with the
input text and prompt, separated by a separator, as the input of the pre-trained
model. The specific constructed templates are as follows:

fT (x, i, r) =< demon > i < /demon >< demonresult > r < /demonresult >

< s > x < /s > In this sentence, “es”[MASK]“et” < /s >

1 http://huggingface.co/symanto/sn-xlm-roberta-base-snli-mnli-anli-xnli.
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where x denotes an input instance, x = (S, es, et), S denotes a sentence, and
(es, et) denotes an event pair in S. i denotes an example of x, and the extraction
and representation of i, what is described in the previous subsection. r denotes
the result of i, specifically the result of whether i has a causal relationship. es

represents the source event, and et represents the target event. [MASK] denotes
masking tagging for answer output and constructs the verbalizer as v(·) : v(y) →
V , V ∈ {Cause,Nonecause}, mapping causal tags to tagged words with the
same name. This allows us to capture the relationship between the input text,
prompt, and examples in a unified framework, and to leverage the semantic
information from the examples to enhance the performance of event causality
identification.A concrete template is shown in Fig. 3 below. After transforming
the example, input text and prompt into template form, we can see that there is
a special token [MASK], which is used as our instance in the embedding vector
of the last layer output in representation:

hx = M(xtemplate)[MASK] (3)

where M is the PLM , x is the input text, and xtemplate is the template we
constructed above, input pre-trained model that predicts the probability of the
final P (y

∣
∣x).

Fig. 3. Construction of prompt tuning with demonstrations.

3.5 Event Causality Identification

The current definition of event causality mostly follows the approach of Ikuta et
al. [20]. Viewing event causality identification as a text classification problem,
given an ECI task instance x = (S, es, et), where S is denoted as a sentence
and (es, et) is denoted as an event pair in S. For instance x, the purpose of
the ECI model is to predict whether there is a causal relationship between es
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and et, where for the output of the ECI model, we follow the traditional binary
classification method. That is, the output corresponds to the probability of the
causal label y ∈ Y , which is the set of causal labels of whether there is a causal
relationship between the event pairs, V : {Cause,Nonecause}, which denote the
existence of a causal relationship between es and et, and the absence of a causal
relationship between es and et, respectively.

3.6 Training and Prediction

We perform supervised training on the ECI task and calculate the loss of the
task using a cross-entropy function with the loss function shown below:

£[MASK] = − 1
|x|

∑

xεX

y log p(y
∣
∣x) (4)

where x is the input text, X is the set of training sets, and y is the corresponding
causal label. In the prediction phase, the target position of the ECI task is the
[MASK] token, and we predict the probability distribution of the tagged words
by Eq. (1).

4 Experiments

4.1 Dataset and Experiment Setup

We evaluated our RE-CECI framework on Chinese Corpus of Emergent Events
(CEC), the only Chinese event causality corpus currently available, which con-
sists of five categories of corpus containing a total of five event relations, uses
the XML language as the annotation format. For a fair comparison, we followed
the same setup as in previous work [21]. Documents were randomly divided in a
ratio of 7:1:2 for the train/dev/test set. Event causality identification was used
as a text classification task using the same criteria used for classification tasks,
i.e., precision (P), recall (R), and F1 score (F1). The pre-training model we used
is xml-roberta-base, which consists of 12 layers, 768 hidden units, and 12 atten-
tion heads. Adam is chosen as the optimizer, the batch size is set to 16, and
the learning rate is 1e-5. The experimental code is based on PyTorch, and the
experiments are run on an NVIDIA A800 GPU.

4.2 Main Result

We compared our approach with the following state-of-the-art methods for event
causality identification in Chinese: LSP-based event causality identification [22]
uses a statistical machine learning approach; CSNN [23] constructs a cascaded
structural model that combines CNN and LSTM with a self-attentive mechanism
for causality identification; MCBi-GRUs [21] combines the advantages of both
convolutional neural networks and recurrent neural networks to build a multi-
column convolutional bidirectional gated recurrent unit neural network model;
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BiLSTM-TWAM+CRF model [24] captures more text features by introduc-
ing external vocabulary and using the constructed two-way attention module
TWAM; Att-BiGRU [25] proposes a joint word vector and context-generated
dynamic word feature model that uses a combination of BiGRU networks and
attention mechanisms to extract event causality. Furthermore, for a fair compar-
ison, we build two baseline models based on RoBERTa: (1) RoBERTa-base:
we use a linear classifier after RoBERTa for the event causality identification
task, and the input of the classifier is the hidden features of the target event.
(2) Prompt-base: the prompt-based approach i.e., the prompt-tuning approach
using the pre-trained model we described in Sect. 3.1. Meanwhile, we evaluated
the performance of ChatGPT on the Chinese event causality identification task.

Table 1. The overall performance on Chinese event causality identification. Bold
denotes the best results.

Model P R F1

Based on LSP 76.5 82.3 79.3

CSNN 70.6 54.9 61.7

MCBi-GRUs 80.2 85.9 82.9

BiLSTM-TWAM+CRF 76.4 71.9 74.0

Att-BiGRU 92.2 85.2 88.6

RoBERTa-base(ours) 80.3 74.6 78.3

Prompt-base(ours) 83.6 78.3 80.9

ChatGPT-CECI 76.1 68.3 72.0

RE-CECI(ours) 92.6 91.5 92.3

The above Table 1 shows the results of Chinese event causality identification
on CEC, which shows that:

(1) Our model has a significant performance improvement, firstly the proposed
method in this paper improves the F1 value by at least 13% compared to
the statistical machine learning based method. Secondly, the F1 value is
improved by at least 10% compared to the neural network-based method.
And compared with the current state-of-the-art method Att-BiGRU, our
method improves the F1 value by 4%. The results prove the effectiveness of
the proposed method in this paper for event causality identification.

(2) The performance of the RoBERTa-based method outperforms most of the
methods that do not use RoBERTa, illustrating the superiority of using
the RoBERTa method, but RoBERTa-base is inferior to Att-BiGRU, also
illustrating that simply fine-tuning the PLM cannot fully capture the knowl-
edge required for the ECI task. The reason why the Prompt-base approach
is superior to RoBERTa-base may be that the Prompt-base approach can
directly translate the potential causal knowledge of PLM into causal recog-
nition capability.
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(3) The poor performance of ChatGPT in Chinese event causality identification
may be due to the lack of a clear correct answer during the learning training
process, e.g., some cautious training strategies lead to the model’s inability
to produce correct or the complexity of Chinese language, may lead to lower
performance.

4.3 Ablation Study

We also conducted three ablation studies, and the results are shown in Table 2
for the specific model variants as follows: 1) None retrieval: by omitting the
retrieval store module to downgrade our proposed framework, the F1 value of our
model immediately decreases by about 15%, which demonstrates the main reason
for the improved performance based on the retrieval enhancement approach. 2)
Retrieval ([random examples]): we retrieved examples using the random retrieval
approach, and the retrieved examples are stitched with the input text by our
proposed method for event causality identification, and we find that its perfor-
mance decreases but increases compared to the no-retrieval method. 3) Retrieval
([error examples]): we retrieved examples using the traditional retrieval app-
roach, and the retrieved error examples are stitched with the input text by our
proposed method for event causality identification, As anticipated, this caused a
slight decrease in model performance. However, compared to not using a retrieval
method at all, we still observed an improvement in performance. Thus, we can
conclude that the retrieval-based method is beneficial for ECI tasks, even in the
case of incorrect examples. The longest input length of the model we use is 512,
and when the whole sample is used, it is input separately .

Table 2. Result of the ablation study, where k is the number of samples, Full means
full sample, and F1 scores are reported for each evaluation metric.

Method k=1 k=5 k=16 Full

RE-CECI (our) 25.3 47.8 68.9 93.6

- None Retrieval 20.2 43.4 57.3 78.5

- Retrieval ([random example]) 22.4 44.7 65.2 88.6

- Retrieval ([error example]) 21.4 44.3 60.2 85.3

4.4 Analysis of Retrieval Similarity Experiment Results

In this section, we studied the effect of different levels of similarity on our model.
The test retrieved examples were divided into five intervals according to the
cosine similarity, namely (< 0.5, 0.5 − 0.6, 0.6 − 0.7, 0.7 − 0.8, > 0.8), and then
we counted the event-cause recognition F1 values in each similarity interval. The
results are shown in Fig. 4, we can observe that the F1 values corresponding to
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the five similarity intervals are 0.8534, 0.8823, 0.9165, 0.9187, 0.9263 respectively.
According to the experimental results, it can be observed that when the example
similarity increases, the performance of the model is also increasing.

Fig. 4. Experimental results of retrieval similarity Research.

4.5 Few-Shot Study

This section conducts few-shot learning capability experiments, aiming to verify
whether the few-shot learning capability of the prompt learning paradigm plays
a role in the event causality identification task. The experiments use fine-tuning
and prompt-learning paradigm comparisons to compare their performance in
the few-shot case. The training set for the few-shot learning ability experiment
consists of several strips of data from the original training set. In this experiment,
One-Shot, 5-Shots and 16-Shots datasets were selected for few-shot experiments.
The training data are selected in a balanced manner, with an approximately
equal number of causal and non-causal relations. The experimental results are
presented in Table 3.

Table 3. Comparing Few-shot Learning Results.

Method One-Shot 5-Shots 16-Shots

Fine-tuning 14.3 36.7 52.8

RE-CECI(hard-template) 23.7 44.5 68.4

RE-CECI(soft-template) 25.3 47.8 68.9
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It can be found that the highest F1 value with prompt-learning paradigm
is increased to 68.9% at 16-Shots only, which is only 23.4% different from the
result of Full-Shots experiment we did before, and the F1 value can still reach
47.8% in the case of 5-Shots. This shows that the small-sample learning abil-
ity of prompt-learning is still effective in Chinese event causality identification.
This can well alleviate the problem of insufficient labeled data in Chinese event
causality identification.

5 Conclusions

This paper proposes a retrieval-based enhanced event causality identification
framework, RE-CECI. Previous approaches to introduce prompt learning into
ECI tasks have not taken into account the importance of demonstration, which
does not allow the pre-trained model to learn more information about the task.
RE-CECI enhances the context learning ability of the pre-trained model by
retrieving the demonstrations to enhance the contextual learning ability of the
pre-trained model. Experiments on public benchmark show that our work out-
performs previous competitive methods. Our future work will address how to
better construct retrieval store and how to retrieve them more efficiently and
apply them to general causality identification tasks, such as document-level Chi-
nese causality identification.
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Abstract. Named entity recognition (NER) is a key task in natural lan-
guage processing, and entity recognition can provide necessary semantic
information for many downstream tasks. However, the performance of
NER is often limited by the richness of language resources. For low-
resource languages, NER usually performs poorly due to the lack of
sufficient labeled data and pre-trained models. To address this issue,
we manually constructed a large-scale, high-quality Uzbek NER corpus
of Uzbek, and experimented with various NER methods. We improved
state-of-the-art baseline models by introducing additional features and
data translations. Data translation enables the model to learn richer syn-
tactic structure and semantic information. Affix features provide knowl-
edge at the morphological level and play an important role in identifying
oversimplified low-frequency entity labels. Our data and models will be
available to facilitate low-resource NER.

Keywords: Named Entity Recognition · Low resource · Uzbek

1 Introduction

Named Entity Recognition (NER) is a key task in natural language processing
[19], and its goal is to identify entities representing names of people, places, and
organizations in text. NER has wide application scenarios, such as information
extraction [9], machine translation [3], question answering system [18], etc.

In recent years, NER has made great progress on high-resource languages,
and many deep learning methods have achieved high accuracy [12,22,28]. How-
ever, the training of these methods relies heavily on large-scale datasets [21]. Con-
sequently, the most significant advances in NER have been achieved in resource-
rich languages such as English [20], French [25], German [4] and Chinese [8]. In
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contrast, in low-resource languages, the effect of NER is still poor, which lim-
its understanding and processing of these languages to some extent. The biggest
challenge in achieving high-quality NER is usually the lack of language resources,
such as manually annotated datasets and pre-trained models.

The Uzbek language studied in this paper is one of the low-resource lan-
guages. The population of this language is about 30 million, most of them are
located in Uzbekistan, and the rest are scattered in Central Asian countries and
Xinjiang, China, but relatively little research has been done on natural language
processing for this language. The difficulty of realizing Uzbek NER lies in the
limited scale of academic datasets of the language, and the lack of large-scale
annotated corpus. In order to solve this problem and promote the research of
Uzbek NER, we constructed a large-scale human-annotated Uzbek named entity
corpus. To address the issue of entity sparsity, we reviewed the corpus and only
kept sentences that contained three or more entities. It contains nearly 11,366
sentences, covering three entity types: person name, place name, and organiza-
tion name.

NER can be solved by various methods, such as sequence labeling [24], span
enumeration [22], hypergraph [16] and sequence-to-sequence [28] and grid tagging
[12]. Because the main goal of this paper is built a Uzbek NER dataset and set
up a strong baseline, we select one of the state-of-the-art (SoTA) NER model
based on grid tagging as our baseline. Grounded on this model, we consider
the characteristics of Uzbek and extend it by incorporating unique affix feature
information of the language and expanding the training corpus by translating
Cyrillic text into Latin.

Moreover, BERT [6] and BiLSTM [10] are used to provide contextualized
word representations, combine them with affix feature representations to form a
2D grid of word pairs, and use multi-grained 2D convolutions to reproduce word
pair representations. Finally, we employ a common predictor using dual-effect
and multi-layer perceptron classifiers to generate all possible entity mentions.
Our results show significant performance improvements in Uzbek NER.

In comparison to four baseline models, our proposed model 1outperforms
them by improving F1 scores by 0.34%, and the grid-tagging-based method per-
forms better due to its attention to both entity boundary and information inside.
Our model improves performance by 0.46% and 0.58% when adding affix features
and augmenting the corpus with translation data, respectively.

Our contributions are as follows: 1) We constructed the first high-quality
Uzbek NER corpus; 2) We introduced affix features and adopted data augmen-
tation methods to improve the performance of NER in Uzbek; 3 ) Our model
outperformed existing methods, achieves the state-of-the-art performance, and
sets a new benchmark for the Uzbek NER task.

Our work shows that for low-resource language NER tasks, data augmenta-
tion and feature engineering are also two improvement directions. Abundant data
and knowledge can help the model to learn a more generalized language repre-
sentation, overcome the limitations of data scarcity, and thus greatly improve the

1 Code is available at https://github.com/azhar520/NER.

https://github.com/azhar520/NER
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performance of the model. This provides a strong reference for further advancing
low-resource language processing.

2 Related Work

In low-resource scenarios, named entity recognition faces some challenges, such
as the lack of large-scale annotation data, the quality of annotation data, and
the consistency of annotation standards. In order to solve these problems, the
research of low-resource entity naming recognition has emerged in recent years.

In past studies, many researchers have explored the use of cross-language
transfer to solve the problem of low-resource named entity recognition. These
studies show that using existing high-resource language annotated data to train a
model and then transferring the model to a low-resource language can effectively
improve the performance of named entity recognition in low-resource languages.
For example [11] and others used the method of transfer learning to perform
named entity recognition on Indonesian, and the results showed that the method
performed better than the baseline model on low-resource languages. Similarly,
Sun et al. (2018) [23] migrated an English entity recognition model to Hungarian
and Italian, and achieved good results.

In addition to cross-language transfer, some researchers have explored
human-annotated low-resource named entity recognition methods. This app-
roach trains high-quality named entity recognition models by leveraging expert
annotators to annotate a small amount of data. For example, Al-Thubaity et al.
(2022) [2] used human-annotated Arabic datasets to train named entity recog-
nition models and achieved good results. Similarly, Truong et al. (2021) [26]
used a manually annotated Vietnam dataset to train an named entity recogni-
tion model and achieved higher performance than the baseline on the test set.
In addition to the above methods, some researchers have explored the method
of combining cross-language transfer and human annotation. This method uses
cross-language transfer to leverage knowledge of high-resource languages, and
then uses a small amount of human-labeled data to tune the model to achieve
better results. For example, Adelani et al. (2021) [1] used cross-lingual transfer
and human-annotated data to solve the problem of named entity recognition in
African languages and achieved higher performance than the baseline.

Uzbek belongs to the Altaic language family and has its own grammar and
rich morphological structure. Therefore, there are some special problems and
challenges in the field of Uzbek NER. Although there are some researches on
Uzbek natural language processing, it does not specifically involve the field of
named entity and recognition. In order to fill this gap, we have done three aspects
of work. First, we constructed a news-based Uzbek named entity and recognition
corpus. Second, we increased the number of entity placeholders for Uzbek Cyril-
lic to Uzbek Latin multilingual conversion of the corpus to increase the diversity
of the data set, reduce the risk of over fitting, and improve cross-language per-
formance. Thirdly, we conducted various experiments on the corpus and incor-
porated affix features to provide morphological-level knowledge, with the aim of
enhancing the accuracy and robustness of our entity recognition system.
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Fig. 1. Our overall workflow for dataset construction.

3 Dataset Construction

3.1 Data Collection and Preprocessing

First, we locked the most visited Uzbek language news website2 from the Uzbek-
istan website3 browsing list. We then analyzed the website to determine the
information that we wanted to crawl, which included the title, text, time, and
author of news articles. 1,000 news articles were collected by web crawler. The
data was then cleaned to remove HTML tags, useless characters, and other extra-
neous information. This was done to ensure that the data was in a consistent
format and ready for subsequent analysis. Then, the cleaned data was stored in
a database or a text file to facilitate subsequent analysis and processing. Finally,
we obtained the original corpus consisting of 49,019 sentences. The flowchart is
shown in Fig. 1.

3.2 Data Annotation and Postprocessing

Our corpus is annotated by 4 annotators, two men and two women. They
are graduate students, linguistics majors, non-native speakers but proficient in

Fig. 2. Annotation schema and platform.2 https://qalampir.uz.
3 https://www.uz.

https://qalampir.uz
https://www.uz
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Uzbek. After nearly 3 months, the annotation was completed on the doccano
platform. The tool supports visualization and is easy to use. A typical example
is shown in Fig. 2.

Specific steps are as follows: First, we trained the annotators, informed them
of the purpose of annotation, and the specific task content, and showed anno-
tation cases for them to learn and discuss, answered their questions, and finally
explained the operating specifications of the annotation system, and precautions.

Secondly, we divided the data into 4 parts, and divided the annotators into 2
groups with male and female collocations. Each person marked a piece of data.
After each completed, the members of the same group exchanged data with each
other for cross-labeling. Inter-annotator agreement was 0.89, as measured by
span-level Cohen’s Kappa [5]. We organize four people to discuss the inconsis-
tency and until a consensus is reached.

Finally, we traversed all the data to check and corrected a few errors. The
annotator training process took about a week. After annotator training, we pro-
vide each annotator with a batch for a period of one month. Then, we asked them
to exchange data with a team member to start a new round of annotations for a
month, unless they were tired, bored, or sick. We do this to ensure the quality of
annotations. They were checked for consistency after two months, inconsisten-
cies were dealt with together, and then another review was conducted, and thus,
after nearly three months, we finally obtained a golden corpus with 49,019 labels
consisting of 879,822 tokens, including 24,724 names of people, 35,743 names of
places, and 25,697 names of institutions.
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Fig. 3. Our model architecture. Hx and Hc represent the original text embedding
and the affix sequence embedding respectively.

⊕
and

⊗
represent element-wise addi-

tion and concatenation operations. Both the convolutional layer and the collaborative
prediction layer come from the SoTA model [12].
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Due to the sparsity of entity data in news sentences, we retain sentences with
three or more entities in a sentence. After screening, we got a corpus of 11,366
sentences consisting of 402,707 tokens. The longest sentence has 56 words, the
shortest sentence has only 5 words, and the average length is 35.4 tokens. The
corpus contains a total of 78,385 named entities. Among them, the longest name
of a person is composed of 5 tokens, the name of a place is composed of 4 tokens,
and the name of an organization is composed of 14 tokens. We randomly divide
the gold-marked corpus into training sets/verification set/testing set, the ratio
is 6/2/2, and the statistical results of the corpus are shown in the Table 1.

Table 1. Dataset statistics

Data Sentence Token Token/Sent PER LOC ORG Discontinuous

Train 7,366 311,885 42.35 14,137 11,029 12,084 4.26%

Dev 2,000 45,035 22.50 3,094 3,974 3,142 3.16%

Test 2,000 45,787 22.90 4,252 3,199 3,054 3.66%

4 Method

Our model is an improvement on W2NER [12], including embedding layer, con-
volution layer and co-predictor layer. The difference is that the affix feature is
integrated into the model. Our model architecture is shown in Fig. 3.

4.1 Features

Before introducing the model, we briefly introduce the construction of the affix
sequence. Uzbek language contains many affix features, which are helpful for
identifying entities. Therefore, we count the corresponding affixes according to
the type. During the labeling process, we found that Uzbek personal names
usually end with “ov”, “ova”, and “lar”; place names usually end with “stan”,
“shahr”, “ko’li”, etc.; institution names often end with “markaz”, “kompaniya”,
“tashkilot” and other affix endings. These affixes include 64 place name prefixes,
23 personal name prefixes, 24 personal name suffixes, and 105 organizational
name suffixes. Based on our statistics, we use four special tags to represent affix
features, namely [PRE-PER] (PER class prefix), [POST-PER] (PER class postfix),
[POST-LOC] (LOC class postfix) and [POST-ORG] (ORG class postfix). If there is
no affix in the token, it will be filled with [PAD]. In this way, we can construct the
affix sequence corresponding to the original text, such as the example shown in
the bottom part of Fig. 3, an original text and its corresponding affix sequence.
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Fig. 4. Flowchart for data translation. Input is Cyrillic, and finally translated into
Latin.

4.2 Data Translation

Since Uzbek includes Latin and Cyrillic, inspired by Liu et al. [14], in the data
preprocessing stage, we consider translating Cyrillic to Latin to augment the
training corpus. The specific translation process is divided into three steps: first,
replace the entities in the Cyrillic sentence with special tags, and then translate
into Latin; then translate the Cyrillic entities into Latin one by one; finally
fill in the Latin entities into the translated Latin sentence. The whole process
is translated using the Google translation model, and the overall flow chart is
shown in Fig. 4.

4.3 NER Model

Embedding Layer. The embedding layer is the same as W2NER, includ-
ing BERT [6] and BiLSTM [10], but the input not only has the original
text X = {x1, x2, . . . , xn} ∈ R

n of length n, but also the affix sequence
C = {c1, c2, . . . , cn} ∈ R

n. After the embedding layer, the original text embed-
ding Hx and the affix sequence embedding Hc are obtained:

Hx = {hx
1 ,hx

2 , . . . ,hx
n} ∈ R

n×dh ,

Hc = {hc
1,h

c
2, . . . ,h

c
n} ∈ R

n×dh ,
(1)

where hx
i , hc

i ∈ R
dh are the representations of the i-th token, and dh represents

the dimension of a token representation.
After that, we sum Hx and Hc at the element level to get the text embedding

Hs = {hs
1,h

s
2, . . . ,h

s
n} ∈ R

n×dh that incorporates affix features. The subsequent
process is the same as W2NER, so we will only briefly introduce it.

Convolution Layer. After obtaining the text embedding Hs that incorporates
the affix feature, the Conditional Layer Normalization (CLN) mechanism is used
to generate a 2D grid V , where each item V ij in V is a representation of a word
pair (xi, xj), so:

V ij = CLN(hs
i ,h

s
j) = γij � (

hs
j − μ

σ
) + λij , (2)
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where hi is the condition to generate the gain parameter γij = W αh
s
i + bα

and bias λij = W βh
s
i + bβ of layer normalization. W α, W β ∈ R

dh×dh and bα,
bβ ∈ R

dh are trainable weights and biases respectively. μ and σ are the mean
and standard deviation across the elements of hs

j .
Then word, position and sentence information on the grid is modeled, where

V ∈ R
n×n×dh represents word information, V p ∈ R

n×n×dhp represents the
relative position information between each pair of words, and V r ∈ R

n×n×dhr

represents the region information for distinguishing lower and upper triangle
regions in the grid. They are concatenated them to get the position-region aware
representation of the grid:

Z = MLP1([V ;V p;V r]) ∈ R
n×n×dhz , (3)

Finally, the multiple 2D dilated convolutions (DConv) with different dilation
rates are used to capture the interactions between the words with different dis-
tances, formulated as:

Q = GeLU(DConv(Z)), (4)

where Q ∈ R
N×N×dq is the output and GeLU is a activation function.

Co-Predictor Module. Finally, the word pair relationship is predicted by
the co-predictor, which includes the MLP predictor and the biaffine predictor.
Therefore, we take these two predictors to calculate the two independent rela-
tionship distributions (xi, xj) of word pairs at the same time, and combine them
as the final prediction. For MLP, the relationship score of each word pair (xi, xj)
is calculated as:

y
′
ij = MLP2(Qij), (5)

The input of the biaffine predictor is the input Hs of the CLN, which can
be considered as a residual connection. Two MLPs are used to calculate the
representation of each word in the word pair (xi, xj). Then, the relationship
score between word pairs (xi, xj) is calculated using a biaffine classifier:

y
′′
ij = s�

i Uoj + W [si;oj ] + b, (6)

where U , W and b are trainable parameters, and si = MLP3(hs
i ) and oj =

MLP4(ho
j) represent the subject and object representations respectively. Finally,

we combine the scores from the MLP and biaffine predictors to get the final
score:

yij = Softmax(y
′
ij + y

′′
ij). (7)

Decoding Algorithm. We decode entities based on two designed word pair
relationships, which are (1) Next-Neighboring-Word (NNW) indicates that the
word pair (xi, xj) belongs to an entity, and the next word of xi in the entity
is xj . (2) Tail-Head-Word-* (THW-*) indicates that the word in the row of the
grid is the tail of the entity, and the word in the column of the grid is the head
of the entity. * indicates the entity type.
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Fig. 5. An example showing the process
of identifying entities.

We also provided an example in
Fig. 5 to explain the process of identify-
ing different types of entities. For exam-
ple, for the PER entity “oydin”, it can be
known from the THW-PER relationship
that “oydin” is both the head and the
tail of an entity, so it itself is an entity
with a length of 1 and its category is PER. Then, for the ORG entity “ozbek-
iston respublikasi oliy majlis”, by using the NNW relationship with the subject
“ozbekiston” and object “respublikasi”, we recognize “ozbekiston respublikasi”
as a part of the entity. Similarly, “respublikasi oliy” and “oliy majlis” is also rec-
ognized in the same way. Then, by using the THW-ORG, we recognize “ozbek-
iston” and “majlis” are the head and tail of the entity, so that “ozbekiston
respublikasi oliy majlis” can be recognized completely and its category is ORG.

5 Experiments

5.1 Experimental Setting

We conduct experiments on our UzNER (Latin) dataset to evaluate the effective-
ness of our proposed model. If the token sequence and type of a predicted entity
are exactly the same as those of a gold entity, the predicted entity is regarded
as true-positive. We run each experiment three times and report their average
value.

Our model uses bert-base-multilingual-cased [6] as the backbone network.
We set a dropout of 0.5 on both the output representations of the BERT and
convolutional module, and a dropout of 0.33 on the output representations of
the co-predictor module, the learning rate of BERT and the learning rate of
other modules are 1e-5 and 1e-3 respectively, the batch size is 12, and dq can
choose 64, 80, 96 and 128. The hyper-parameters are adjusted according to the
fine-tuning on the development sets.

5.2 Baselines

We use some existing models of different methods as our baseline models. All
baseline models are trained using an expanded corpus after translation. In addi-
tion, since our corpus is in Uzbek, the backbone network uses multilingual pre
trained models.

BiLSTM+CRF [10] is the most basic sequence labeling model. Due to
the presence of discontinuous entities in the dataset, we use BIOHD [24] tags
to decode the entities. BartNER [28] is based on the Seq2Seq method, and
they use pre-trained language models to solve NER tasks. We use mbart-large-
cc25 [15] as the backbone network. W2NER [12] is based on a grid labeling
method, which identifies all possible entities through word pair relationships.
We use bert-base-multilingual-cased [6] as the backbone network. UIE [17] is
a unified text-to-structure generation framework. UIE is not pre-trained in our
experiments. We use mt5-base [27] as the backbone network.
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5.3 Comparison with Baselines
Table 2. Comparison with base-
line models and ablation experiments.
Green scores represent the best result
in that column, blue scores represent
the second best result in that column
excluding ablation results.

P R F1
BiLSTM+CRF [10] 86.81 79.28 82.87

w/o Data Translation 84.62 80.05 82.27
BartNER [28] 92.34 90.16 91.23

w/o Data Translation 90.42 88.09 89.24

W2NER [12] 92.47 90.29 91.37
w/o Data Translation 92.35 90.01 91.16

UIE [17] 91.28 87.13 89.16
w/o Data Translation 87.23 83.41 85.28

Ours 92.83 90.63 91.71
w/o Affix 92.39 90.13 91.25
w/o Data Translation 91.93 90.34 91.13

The comparison results with the baseline
models are shown in Table 2. We have
the following findings: 1) Our model out-
performs four baseline models. Compared
with the method of Li et al. (2022) [12],
our method improves the F1s by 0.34; 2)
The grid-tagging-based method outper-
forms other methods, because the method
not only pays attention to the boundary of
the entity, but also pays attention to the
information inside the entity. 3) The effect
of BiLSTM+CRF is the worst, which is
natural, because its structure is too simple compared to other models, and it
can learn too little knowledge.

5.4 Ablation Studies

The results of the ablation experiments are shown in Table 2. We mainly analyzed
the two improvement schemes that we proposed. First, when we remove the affix
features, the performance of our model on F1s drops by 0.46, indicating that the
fusion of affix features is effective and can better improve the performance of
the model. We then train the model without translation data, and our model
performance drops by 0.58 on F1s, which is natural, more data allows the model
to learn more features. In addition, for the baseline model, we also train on the
augmented data without translation, and the performance is also reduced.

Table 3. Performance comparison among different entity classes. Green scores and
blue scores represent the best and second best results in that column excluding ablation
results.

LOC PER ORG

P R F1 P R F1 P R F1

BiLSTM+CRF [10] 90.77 87.42 89.06 86.30 73.73 79.52 82.55 78.80 80.63

w/o Data Translation 89.03 87.09 88.05 85.70 76.46 80.82 78.39 78.28 78.33

BartNER [28] 94.42 95.79 95.10 91.32 85.37 88.24 89.80 91.88 90.83

w/o Data Translation 93.22 95.08 94.14 88.84 82.77 85.70 87.82 89.54 88.67

W2NER [12] 95.85 94.05 94.94 90.02 85.74 87.83 91.80 92.23 92.01

w/o Data Translation 95.73 93.92 94.81 90.28 85.60 87.87 91.64 92.09 91.86

UIE [17] 94.85 90.62 92.69 91.06 81.70 86.13 91.06 89.08 90.06

w/o Data Translation 91.47 87.06 89.21 86.96 75.95 81.08 86.80 85.79 86.29

Ours 96.41 94.42 95.41 90.08 86.45 88.22 92.83 92.52 92.67

w/o Affix 95.92 94.28 95.09 89.77 85.47 87.57 92.26 92.33 92.29

w/o Data Translation 95.39 94.06 94.72 89.63 86.33 87.95 91.45 92.07 91.76
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5.5 Performance Analysis on Different Entity Types

Table 4. Error analysis experiment. EBE
and ETE represent Entity Boundary
Error and Entity Type Error, respec-
tively.

Error Type EBE ETE
All (%) 99.65 0.35
LOC (%) 22.29 0.11
PER (%) 47.48 0.21
ORG (%) 29.87 0.03

We also explored the effectiveness of our
method and baseline method on three
entity classes. The comparison results
with the baseline model are shown in
Table 3. First, our method outperforms
all baseline models on LOC and ORG by
0.31 and 0.66 on F1s compared to the
second-best results. The performance
achieved on F1s is the second best com-
pared to the baseline model, only 0.02 lower than the best performance.

In the lower part of Table 3, we also analyze the ablation results on different
entity classes. First, with the removal of affix features, the performance of our
model on all three types of entities degrades. Then, without training the model
with translated data, the performance of our model drops on all three types
of entities. Finally, the performance of the baseline model on all three types of
entities also decreases when trained without translation data.

5.6 Error Analysis

Fig. 6. The confusion matrix for error
analysis. None represents non-entity.
Numbers represent percentages. Rows
and columns represent the gold and
predicted results, respectively.

We also performed error analysis to learn
more about our model. The results are
shown in the of Table 4. Most of the errors
come from boundary errors, accounting
for 99.65% of all errors, because entity
boundaries are difficult to identify, which
is a well-known problem in previous work
[7,13]. In addition, we also analyzed the
proportion of different types of errors.
Regardless of the type of error, the PER
entity has the largest proportion of errors.
This is because PER has higher text diver-
sity and the model is more difficult to pre-
dict more PER entities. Finally, Fig. 6 is a
heat map of the confusion matrix of error
analysis. The diagonal line represents the proportion of correct recognition, so
it is the highest proportion, which is natural. In addition, the proportion of the
first row and the first column is next, which is reasonable, because the propor-
tion of these two parts is equivalent to the boundary error, which is consistent
with the results in Table 4.

6 Conclusion

Our study proposes a novel approach to enhance the state-of-the-art model for
Uzbek NER by incorporating unique affix feature information of the language
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and expanding the training corpus by translating Cyrillic text into Latin. Our
proposed model outperforms four baseline models with a significant F1 score
improvement of 0.34%, demonstrating the effectiveness of our approach. The
grid-tagging-based method is found to be superior to other methods due to its
attention to both entity boundary and information inside. Our findings highlight
the importance of incorporating unique language features and utilizing advanced
neural network architectures for NER tasks. In the future, further exploration of
other language-specific features and integration of cross-lingual transfer learn-
ing can potentially improve the performance of NER models for low-resource
languages like Uzbek.
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Abstract. In the area of knowledge graph embedding data poisoning, attack-
ers are beginning to consider the importance of poisoning sample exposure risk
while increasing the toxicity of the poisoning sample. On the other hand, we
have found that some researchers incorrectly assess the effectiveness of poison-
ing attacks without considering the impact of the data-adding operation on model
performance. Also, there is currently no definition of the Stealthiness of poisoning
attacks. To address this issue, we provide an objective and unified framework for
evaluating complex and diverse poisoning strategies.Wedesign a controlled exper-
iment on poisoning attacks to obtain objectively correct poisoning effects, and pro-
pose toxicity Dt to evaluate the poisoning performance of poisoning attacks and
stealthinessDs to evaluate the exposure risk of poisoning attacks. In designing the
metrics, we fully considered the performance of the control model and the general-
izability of the attacked model so that the data poisoning effect can be objectively
and correctly evaluated.We compared 12 recently proposedKG attackmethods on
two different benchmark datasets to verify the objectivity and correctness of our
evaluation criteria and to analyze the impact of the generalizability of the attacked
model.

Keywords: Knowledge graph embedding · Data poisoning attack · Attack
stealthiness · Evaluation framework

1 Introduction

The field of knowledge graphs holds significant importance in computer science research
and finds extensive applications in industrial tasks such as information extraction [8],
dialogue systems [15], and recommendation systems [13]. However, knowledge graphs
often suffer from incompleteness, necessitating completion techniques to enhance their
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accuracy. One such approach is knowledge graph embedding, which involves represent-
ing graph entities and relations in a continuous vector space. Prominent embeddingmod-
els, such as TransE [4], DistMult [12], and ConvE [6] models, which all exhibit good
expressive power. However, these models are vulnerable to poisoning attacks [9], which
can degrade their performance.

In previous studies [3] on poisoning attacks, researchers expanded the training set
of a model by introducing adversarial data, thereby generating a new model. The effec-
tiveness of the poisoning attack was assessed by comparing the performance of the
target samples between the two models. However, this approach disregarded the influ-
ence of the data augmentation process itself, including its impact on the model’s per-
formance as well as the target samples.In the realm of defending against poisoning
attacks, collective robustness certification [5] has emerged as an innovative and effi-
cacious approach. This methodology employs hash-based deterministic sampling as a
potent defense mechanism to detect attacks by constraining the influence sphere of each
poisoned sample. The effectiveness of this defensive strategy is derived from the fact
that a majority of assailants overlook the range of influence and exposure risk associated
with the poisoned samples, as depicted in Fig. 1. To assess the extent of interference on
the target samples and its impact on other non-target samples, we propose an evalu-
ative framework that accounts for the inherent influence of data augmentation on the
model’s performance. This framework facilitates an objective and accurate appraisal of
the poisoning effects on target samples and the concealment of non-target samples.

Fig. 1. Comparison between stealthy and exposed attacks. Exposed attacks affect the surrounding
entities of the target node making the attacks easy to be detected.

During this process, the inclusion of poisoned samples can have an influence on the
model’s capacity for generalization, consequently impacting the assessment of attack
effectiveness. To address this, we propose the introduction of a generalization parameter
for calibration.

We are the first to make a unified evaluation of poisoning effects. By establish-
ing a control model that closely resembles the poisoned model, as illustrated in Fig. 2,
each assessment of attack effectiveness is based on a controlled experiment rather than
the original model. We propose specific metrics for poisoning and concealment, which
respectively measure the attack capability on target samples and the level of conceal-
ment. Furthermore, we introduce a comprehensive scoring system to evaluate the over-
all effectiveness of poisoning attacks. Detailed information can be found in Sect. 4.Our
contributions are summarized below:
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Fig. 2. The attacker’s data poisoning process, and the dotted line shows the control experiment
we added.

1) Previous studies overlooked the impact of the data augmentation process on model
performance. We conducted experiments to analyze this aspect and subsequently
revised the evaluation of poisoning effectiveness.

2) We elucidated the influence of poisoning attacks on model generalization and intro-
duced the concept of the generation rate of poisoned data to assess its impact on
attack effectiveness.

3) We proposed an evaluation framework specifically designed for poisoning attacks
on knowledge graph embeddings. This framework encompasses the calculation and
experimental process of poisoning and stealthiness, offering an objective measure of
poisoning attack performance.

4) To validate the effectiveness of the evaluation framework, we conducted extensive
experiments using two widely-used benchmark datasets. Four models and twelve
attack methods were employed, allowing us to assess the accuracy of the framework
and its capability to evaluate the performance of poisoning attacks.

2 Related Work

2.1 Knowledge Graph Embedding Poisoning Attacks and Defenses

Knowledge Graph Embedding. The modeling of relationships in translation mod-
els for knowledge graph embeddings involved representing them as translation vectors
from the head entity to the tail entity, as exemplified by TransE [4]. Semantic match-
ing models utilized similarity-based scoring functions to assess the plausibility of facts
by matching the latent semantics of entities and relationships reflected in vector space
representations. Examples of such models include DistMult [12] and ComplEx [11].
Neural network models capitalized on their powerful learning capabilities to capture
feature representations of entities and relationships include ConvE [6].

DataPoisoningAttacks. In knowledgegraph embeddingdata poisoning attacks, attack-
ers can submit poisoned data through crowdfunding to complete the attack [7,10]. Typ-
ically, attackers first select target samples and use them as poisoning seeds to generate
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poisoning data that can affect the embeddings of the target samples, and then add them to
the training data.

The simplest and most effective method is random attack, which can be divided into
global random attack and local random attack. The former generates poisoned samples
randomly distributed throughout the entire knowledge graph, while the latter generates
random samples distributed around the target sample based on the target sample. Zhang
[14] proposed two attack methods, adding attack and deleting attack, for knowledge
graph embedding data poisoning attacks. They only need to add poisoned samples in
the direction of the target sample’s gradient descent or delete the neighboring samples
with the largest gradient impact on the target sample. Bhardwaj [3] started from the rela-
tionship patterns of triples, most triples have logical relationships, such as symmetric and
composite. they can interfere with the results of knowledge graph embedding by disrupt-
ing the logic of reasoning. The work [2] proposed a method to calculate the contribu-
tion of the target triple’s embedding and affect the target triple’s completion by deleting
or replacing the surrounding triples with the highest contribution. Banerjee [1] was the
first to consider the stealthiness of data poisoning. They constructed a non-existent triple
sequence through a sequence iterator to replace the target triple, and calculated the expo-
sure risk of the entire sequence at each iteration. However, the authors did not propose
a definition and objective calculation method for evaluating the stealthiness of attacks.

2.2 Evaluation Methods

As there is currently no standardized protocol for evaluating the effectiveness of data
poisoning, this section will primarily focus on how past attackers determined the effec-
tiveness of their poisoning attacks.

The task of knowledge graph embedding (KGE) is to embed entities E and relations
R into a vector space to represent the semantic and structural information of the knowl-
edge graph G = {E,R, T}, where T = {(h, r, t)h, | t ∈ E, r ∈ R}is a set of triplets
(facts). During training, the best embedding is obtained by assigning higher scores to
more effective triplets. To predict the accuracy of the entire knowledge graph embedding
T = {(h, r, t)}, theKGEmodel scores all triplets in the setT ′ = {(h, r, t′) | t′ ∈ E} and
ranks themaccordingly. The rankingN of the test triplet(h, r, t) is determinedby its score
relative to other triplets in the list. A higher ranking indicates a better embedding effect
for the triplet, which is the link prediction task. The scores of link prediction for all triplets
can reflect the ability of themodel to preserve the semantic and topological structurewhen
embedding the knowledge graph into the vector space.

In order to evaluate the embedding performance of the model, current work [4]
observes the average ranking of all triplets in the knowledge graph with respect to link
prediction. MR = 1

|T |
∑|T |

i=1 ranki(where |T | is the number of triplets in the test set)

or the reciprocal of the average ranking MRR = 1
|T |

∑|T |
i=1

1
ranki

, also known as the

mean reciprocal rank.Hits@n = 1
|T |

∑|T |
i=1 (IIranki ≤ n),(where II is the indicator

function, which is 1 if the condition is true, and 0 otherwise). This metric is a common
embedding evaluation metric and indicates whether the correct result is among the top
N rankings in the predicted results of the triplet. If it is, it counts as 1; otherwise, it
counts as 0. The sum of all counts for the test triplets divided by the number of test
triplets is the value of Hits@n.
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3 Evaluation Framework for KGE Attack

In this section, we will first present our problem formulation in Sect. 3.1, followed by
a description of our experimental framework design in Sect. 3.2. Then, we will analyze
how we can accurately evaluate the toxicity, stealthiness, and comprehensiveness of
data poisoning attacks using the experimental data in Sect. 3.3.

3.1 Problem Framework

A knowledge graph G represents a set of facts F as a non-weighted directed graph.
Each vertex represents an entity, and a directed edge between two vertices represents a
relationship between two entities. We refer to a fact as a triplet f = (h, r, t), where h
and t are the head and tail entities, and r is the relationship from h to t. Let E be the set
of all entities, R be the set of all relationships, and P = E × R × E be the set of all
possible triplets. Every fact in F is a triplet in P , so F ⊆ P .

An unknown subset F ′ : F ⊂ F ′ ⊂ P represents all true facts, but not all facts exist
in the knowledge graph. A base model is trained on all facts in F , then used to identify
if a missing fact f ∈ P\F belongs to F ′. Based on this, f may be added to KG to
complete it. Specifically, the base model first initializes entity and relationship vectors
randomly. Then a scoring function is defined to compute the confidence score of a
triplet. Entity and relationship vectors are trained by maximizing the confidence score,
and these embeddings predict the confidence score of each triplet f ∈ P . A higher
(lower) confidence score means that a triplet is more likely to be true (conversely, less
likely). Only those triplets in P\F with high confidence scores will be considered as
facts and added to F .

A data poisoning attack targets a fact that does not belong to the existing set of
facts F . Let f∗ ∈ F ′\F represent the target fact to be attacked. Let D represent the set
of perturbations constructed based on f∗, but f ∈ P\F ′. F ∪ D represents the set of
perturbed facts generated by perturbing F using D. T represents the set of same-size
facts selected from f ∈ F ′\F as D. F ∪ S represents the set of facts added to F based
on S. M represents the embedding performance of the base model, MF∪D represents
the embedding performance of the base model trained on perturbed facts, and MF∪S

represents the embedding performance of the base model trained on the set of facts
F ∪ T . Compared to the embedding performance M of the base model, a good data
poisoning attack will result in a significant decrease in MF∪D, while MF∪S is almost
the same as M regardless of the type of data poisoning attack chosen, because S is a
true fact in f ∈ F ′. If there is a difference between MF∪S and M , it is due to the base
model itself and not the perturbation set D.

In previous work, researchers did not distinguish between MF∪S and M when eval-
uating the effect of data poisoning attacks. This led to a widespread overestimation
of the effectiveness of data poisoning attacks, as discussed in Sect. 4.2. Additionally,
attackers only care about the credibility score reduction of the target fact f∗ after adding
the perturbation set D, and do not consider the impact on the credibility score of facts
f ∈ F ∩F ′\D. This neglect increases the exposure risk of data poisoning attacks. Next,
we provide a formal description of the problem that our evaluation protocol addresses.
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Problem Description: Given a knowledge graph G with a fixed set of facts F , the
performance evaluation resultsM obtained from the original embedding model, and the
data poisoning attack P targeting the facts f∗ ∈ F ′ \ F , the objective is to accurately
assess the poisoning effect of P on poisoning based on F ∪ S and the exposure risk
based on f ∈ F ∩ F ′ \ D. Additionally, the evaluation considers the influence of the
model’s generalization ability on the assessment.

3.2 Experimental Procedure

In this section, we begin by providing formal definitions for toxicity and stealthiness.
Next, we outline the primary objectives of both the attack and control experiments.
Finally, we present the calculation methods for quantifying toxicity and stealthiness,
along with the combined effect indicators.

Definition 1 (Toxicity): Given a knowledge graph F ′ = (h, r, t), the attacker selects
target triples f = (htar, rtar, ttar) (whereNtar ∈ F ′\F ) and generates a batch of poisoned
triples f∗ using a data poisoning attack P . These poisoned triples are generated based
on the target triples and added to the original model’s training set T ori

train, resulting in a
new training set T att

train. Similarly, an equal number of control triples from F ∩ F ′ \ D
are added to the training set T ori

train of the original model to create a new training set
T con
train. After updating the model, the MRR of the target triples is measured in the attack

experiment and compared to that in the control experiment. The decrease in MRR of
the target triple in the attack experiment, relative to the control experiment, is used to
quantify the toxicity.

Definition 2 (Stealthiness): In a given knowledge graph F ′ = {(h, r, t)}, after the
model is updated, the degree to which the added poisoned triples interfere with the set
of triples that were not selected by the attacker Ncon (Ncon ∈ F ∩F ′\D, |Ncon| = |Ntar|
with the same distribution) is referred to as stealthiness.

Attack Experiment. In the attack experiment, the attacker selects a target triplet Ntar

and generates poisoned samples P using different attack strategies. The resulting poi-
soned samples are added to the original training set T ori

train to create a new training set
T att
train. After updating the model, we test the degree to which the target triplet is disturbed

by using Ntar as the test set to obtain the MRR value MRRatt
tar. Previous research evalu-

ated the effectiveness of an attack by comparing theMRRatt
tar value with theMRR value

of the model before the attack. However, our evaluation model considers the influence
of the added data itself and the model’s generalization by only obtaining the MRR
value of the target triplet Ntar as the test set performance without comparison. Further-
more, we use Ncon and Nsub as test sets to obtain MRRatt

con and MRRatt
sub, respectively.

Control Experiment. In the control experiment, we add the factual triplet set Ntar

to the original training set T ori
train to create a new training set T con

train. The number of
added samples is the same as the number of poisoned samples in the attack experiment.
Note that means multiple different data poisoning experiments cannot share the same
control experiment because different poisoning attacks can generate different amounts
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Fig. 3. The above figure shows the grouping of the attack and control experiments, as well as the
indicators we need to obtain in the experiments.

of poisoned data even when using the same poisoning seed. After updating the model,
we useNtar,Ncon, andNsub as test sets to obtain theMRRvaluesMRRcon

tar ,MRRcon
con,

andMRRcon
sub , respectively. The overall experimental model can be referred to the Fig. 3

3.3 Calculation of Evaluation Metrics

In order to accurately evaluate the toxicity and stealthiness of data poisoning attacks,
it is necessary to take into account the impact of model generalization. This is because
models with poor generalization are more likely to exhibit unstable performance when
faced with new data, making it difficult to determine whether the decrease in model
performance is due to the model’s generalization ability or the effectiveness of the poi-
soning attack. To address this issue, we designed a generalization parameter λ that is
suitable for this model, following the consideration of generalization ability in prior
research. λ is calculated by directly using the performance differences exhibited by the
model under different new data.

λ = e|Δg|

Δg = MRRatt
con − MRRatt

sub

The value of λ is a positive correlation function of the performance difference between
the control sample test set and the substitute sample test set in the attack experiment.
As this difference increases, λ also increases. Stronger generalization ability results in
more stable performance when facing new data, meaning that the performance decline
of the target sample caused by data poisoning attacks is not closely related to the gen-
eralization ability. Conversely, weaker generalization ability results in more unstable
performance when facing new data, making the target sample more likely to exhibit
performance decline due to the poor generalization ability of the model itself.

Non-target samples may also be affected by the attack. The more significant the per-
formance decline of the target sample caused by data poisoning attacks, the worse the
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stealthiness of the non-target samples that are interfered by the data poisoning attack.
To explain this relationship, we designed the toxicityDt and stealthinessDs calculation
methods.

Dt = λe|Δt|

Ds =
e|Δs|

λ

Δt =
MRRcon

tar − MRRatt
tar

MRRcon
tar

Δs =
MRRatt

con − MRRcon
con

MRRcon
con

To more accurately evaluate the effectiveness of data poisoning attacks, it is impor-
tant to consider both their toxicity and stealthiness. The generalization parameter λ is
used to adjust the value of Dt and Ds. In our calculation, larger values of Dt indicate
stronger toxicity, while larger values of Ds indicate stronger stealthiness.

To better integrate these two measures, we propose a final evaluation score, denoted
by D − score, which is the harmonic mean of toxicity and stealthiness.

D − score =
1

1
Dt

+ 1
Ds

=
2e|Δt|+|Δs|

e|Δt|+|Δs| + e|Δt|+|Δs|

The harmonic mean design ensures equal consideration of toxicity and stealthiness
and better represents the overall impact of data poisoning attacks. We further introduce
a bias parameter α to adjust the weight of each metric in D-score. By using α to adjust
the relative weight of Dt and Ds, we can adapt D-score to different attack defense sce-
narios. Specifically, D-score can be expressed as Dα-score, which follows the structure
of the F1-score metric used to measure the accuracy of binary classification models.
The expression of Dα-score is given as the equation above, where the weight of the
toxicity metricDt is α times that of the stealthiness metric Ds.

4 Experiments

4.1 Experimental Setups

Datasets and Models. We conducted extensive evaluation experiments on two
datasets, four models, and twelve data poisoning attack methods to evaluate our pro-
posed approach. The first dataset used in our experiments is FB15k-237, and the second
is WN18RR. Table 1 displays the

We conducted comprehensive evaluation experiments on two datasets and four mod-
els, examining a total of twelve data poisoning attack methods. The twelve attack
methods encompass two categories of random attacks labeled Random − n (randomly
adding attack samples near the target entity) and Random−g (randomly adding attack
samples near all entities), methods based on triple embedding gradients [14] labeled
Zhangetal., and three methods that leverage knowledge graph relationship pattern
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Table 1. The detailed information of theWN18RR and FB15k-237 datasets, as well as the number
of target triples we intend to select.

Entities Relations Training Validation Test Targets

TransE DistMult ComplEx ConvE

FB15k-237 14505 237 272115 17526 20438 746 475 588 673

WN18RR 40559 11 86835 2824 2924 172 187 196 179

design [3] labeled ∗ ∗ ∗−∗ ∗ ∗. Sym stands for attacks based on synonyms, Inv stands
for attacks based on inversion relations, Com stands for attacks on synthetic relations,
turth stands for selecting attack samples using the lowest soft truth score, rank stands
for using the entity that is second only to the correct result as an attack sample, and cos
stands for selecting attack samples using the maximum cosine distance.

To gain better insights into the impact of data poisoning, we specifically targeted
triplets in the link prediction task where both the head and tail entities ranked within
the top Hits@10. It is important to note that the selection of target triplets inherently
influences the effectiveness of the attacks. Nonetheless, this does not hinder the com-
parison between different data poisoning attacks under the same target conditions. The
target samples, control samples, replacement samples, and additional fact triplets used
in the evaluation were sourced directly from the original test set. The number of target
samples was set to be half of the number of control samples. This decision was made to
account for the experimental setup where we simultaneously targeted both the head and
tail entities of the target triplet. Ideally, this would result in generating twice the num-
ber of poisoned samples as there are target samples. However, in the case of semantic
compositional attacks, each target sample produced four poisoned samples. To main-
tain consistency with other attack experiments and ensure the same ideal number of
poisoned samples, we exclusively attacked the head entity of each target sample.

4.2 Experimental Results

Correction of Poisoning Attack Evaluation Results. Table 2 presents the MRR values
for both the attacks and control experiments. In previous studies, the original model was
used as the benchmark. However, in our evaluation, we used the control model as the
benchmark to calculate the percentage decrease in MRR for each model on the FB15k-
237 dataset compared to the benchmark model. The results are visually depicted in
Fig. 4.

Our findings indicate that on the WN18RR dataset, the control models for each
attack performed similarly to the original models, suggesting that the assessment of
toxicity in the past was accurate. However, on the FB15k-237 dataset, even without the
addition of poisoning data, the control model exhibited a significant decrease in perfor-
mance. This demonstrates that previous studies have overestimated the effectiveness of
poisoning attacks.

New Evaluation Indicators. We have also introduced new evaluation indicators in
Tables 3 and 4, including poisoning degree Dt, stealthiness Ds, and overall attack
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Table 2. Results of Attack and Control Experiments

TransE DistMult ComplEx ConvE

FB15k-237 WN18RR FB15k-237 WN18RR FB15k-237 WN18RR FB15k-237 WN18RR

Attack Control Attack Control Attack Control Attack Control Attack Control Attack Control Attack Control Attack Control

Original 0.631 - 0.342 - 0.62 - 0.904 - 0.601 - 0.876 - 0.598 - 0.9 -

Random − n 0.516 0.546 0.238 0.34 0.44 0.481 0.885 0.899 0.43 0.475 0.864 0.871 0.464 0.493 0.885 0.865

Random − g 0.506 0.546 0.238 0.34 0.45 0.481 0.873 0.899 0.447 0.475 0.82 0.871 0.46 0.493 0.86 0.865

Zhangetal. 0.48 0.544 0.238 0.34 0.46 0.467 0.829 0.899 0.425 0.485 0.756 0.87 0.448 0.493 0.862 0.865

Sym − truth 0.514 0.54 0.532 0.338 0.386 0.478 0.664 0.906 0.431 0.471 0.581 0.87 0.445 0.489 0.586 0.875

Sym − rank 0.471 0.549 0.228 0.34 0.381 0.485 0.593 0.906 0.425 0.475 0.53 0.871 0.451 0.495 0.576 0.866

Sym − cos 0.467 0.544 0.223 0.34 0.345 0.476 0.583 0.899 0.394 0.478 0.619 0.871 0.431 0.506 0.67 0.865

Inv − truth 0.514 0.54 0.342 0.34 0.453 0.475 0.88 0.9 0.434 0.469 0.844 0.87 0.465 0.485 0.602 0.875

Inv − rank 0.482 0.549 0.239 0.34 0.453 0.47 0.86 0.899 0.43 0.475 0.815 0.871 0.444 0.497 0.581 0.866

Inv − cos 0.481 0.544 0.226 0.34 0.426 0.476 0.828 0.899 0.405 0.463 0.774 0.871 0.441 0.506 0.649 0.865

Com − truth 0.539 0.538 0.554 0.341 0.452 0.452 0.872 0.9 0.433 0.455 0.829 0.88 0.449 0.481 0.866 0.879

Com − rank 0.547 0.543 0.518 0.338 0.465 0.454 0.881 0.899 0.437 0.469 0.818 0.871 0.464 0.495 0.9 0.865

Com − cos 0.517 0.54 0.382 0.34 0.443 0.449 0.859 0.899 0.448 0.466 0.795 0.871 0.461 0.493 0.885 0.865

Fig. 4. demonstrates a significant overestimation of the effectiveness of poisoning attacks in past
experiments on the FB15k-237 dataset.

effectiveness D1, calculated based on the corrected results. We calculated the stealthi-
ness of poisoning data quantitatively for the first time and took the influence of model
generalization into consideration during the calculation process. Poisoning attacks
based on semantic symmetry exhibit better poisoning degrees, and the attack samples
obtained through semantic symmetry by using only correct entities in the link predic-
tion task show excellent and stable poisoning degree on the WN18RR dataset. The
poisoning degree performances on the four models were 1.400, 1.413, 1.490, and 1.435,
respectively.
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Table 3. Evaluated values on FB15k-237.

TransE DistMult ComplEx ConvE

λ Dt Ds D1 λ Dt Ds D1 λ Dt Ds D1 λ Dt Ds D1

Random − n 1.025 1.083 0.915 0.992 1.017 1.108 0.933 1.013 1.025 1.127 0.921 1.014 1.026 1.089 0.924 1.000

Random − g 1.024 1.102 0.918 1.002 1.001 1.068 0.931 0.995 1.007 1.068 0.928 0.993 1.025 1.096 0.920 1.000

Zhangetal. 1.027 1.156 0.921 1.025 1.035 1.050 0.906 0.973 1.029 1.165 0.913 1.024 1.019 1.117 0.927 1.013

Sym − truth 1.028 1.079 0.934 1.001 1.030 1.249 0.922 1.061 1.008 1.097 0.957 1.022 1.026 1.123 0.905 1.003

Sym − rank 1.025 1.182 0.922 1.036 1.016 1.259 0.892 1.044 1.023 1.137 0.936 1.027 1.017 1.112 0.886 0.986

Sym − cos 1.016 1.171 0.933 1.038 1.013 1.334 0.863 1.048 1.024 1.221 0.931 1.056 1.022 1.186 0.913 1.032

Inv − truth 1.030 1.081 0.931 1.000 1.017 1.065 0.933 0.995 1.017 1.096 0.947 1.016 1.025 1.068 0.923 0.990

Inv − rank 1.027 1.161 0.915 1.023 1.018 1.056 0.917 0.981 1.011 1.112 0.945 1.022 1.022 1.137 0.932 1.025

Inv − cos 1.024 1.150 0.924 1.024 1.017 1.130 0.913 1.010 1.001 1.135 0.924 1.019 1.026 1.167 0.938 1.040

Com − truth 1.028 1.026 0.941 0.982 1.006 1.006 0.986 0.996 1.018 1.069 0.940 1.000 1.020 1.090 0.935 1.007

Com − rank 1.029 1.022 0.937 0.977 1.008 0.984 0.988 0.986 1.013 1.085 0.917 0.994 1.020 1.086 0.938 1.006

Com − cos 1.029 1.074 0.927 0.995 1.025 1.039 1.001 1.020 1.006 1.046 0.938 0.989 1.028 1.097 0.937 1.011

Table 4. Evaluated values on WN18RR.

TransE DistMult ComplEx ConvE

λ Dt Ds D1 λ Dt Ds D1 λ Dt Ds D1 λ Dt Ds D1

Random − n 1.012 1.012 0.983 0.997 1.003 1.019 0.991 1.005 1.001 1.009 1.001 1.005 1.028 1.005 0.982 0.994

Random − g 1.004 1.205 0.993 1.089 1.000 1.029 0.992 1.010 1.001 1.061 0.994 1.027 1.028 1.034 0.980 1.007

Zhangetal. 1.007 1.359 0.985 1.142 1.001 1.082 0.999 1.039 1.008 1.149 0.986 1.062 1.026 1.030 0.987 1.008

Sym − truth 1.007 0.567 0.985 0.720 1.006 1.314 0.991 1.130 1.006 1.402 0.986 1.158 1.025 1.427 0.980 1.162

Sym − rank 1.007 1.400 0.990 1.160 1.000 1.413 0.994 1.167 1.007 1.490 0.995 1.193 1.026 1.435 0.980 1.164

Sym − cos 1.007 1.421 0.987 1.165 1.007 1.431 0.981 1.164 1.001 1.337 0.994 1.140 1.024 1.283 0.987 1.116

Inv − truth 1.003 0.997 0.989 0.993 1.002 1.025 1.024 1.024 1.005 1.036 0.993 1.014 1.029 1.406 0.974 1.151

Inv − rank 1.008 1.357 0.984 1.141 1.005 1.050 0.993 1.020 1.002 1.069 0.991 1.028 1.024 1.423 0.985 1.164

Inv − cos 1.008 1.410 0.984 1.159 1.001 1.083 0.990 1.034 1.002 1.120 0.995 1.054 1.025 1.316 0.988 1.128

Com − truth 1.010 0.541 0.974 0.695 1.004 1.036 0.991 1.013 1.002 1.062 0.988 1.023 1.034 1.049 0.975 1.011

Com − rank 1.006 0.591 0.983 0.738 1.000 1.020 0.995 1.008 1.006 1.069 0.992 1.029 1.027 0.987 0.982 0.984

Com − cos 1.004 0.887 0.993 0.937 1.002 1.048 0.991 1.019 1.003 1.094 0.991 1.040 1.019 0.996 0.995 0.995

The stealthiness possessed by poisoning attacks based on synthetic relationships
was also reflected in the value of Ds. For example, on the FB15k-237 dataset, the
stealthiness of three poisoning attacks based on synthetic relationships on the DistMult
model was 0.986, 0.988, and 1.001, respectively.

Generalization Variation. Figure5 illustrates the MMR difference ratio between the
control group and the plain group in both the poisoning experiment and the control
experiment. The convE model under attack on the WN18RR dataset is used as an
example. A value of 1.0 indicates that the generalization of the poisoning model is
equivalent to that of the control model. The results reveal a significant decrease in the
generalization rate of the poisoning model after incorporating poisoning data into the
convE model, which is observed across most poisoning attack methods. Among them,
the Sym-truth and Inv-rank attacks exhibit a particularly notable impact on the model’s
generalization.
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Fig. 5. Impact of Data Poisoning Attacks on Model Generalization

5 Conclusion

Evaluating the behavior of attacks is of significant research importance in studying the
robustness of KGE models. However, the existing methods for evaluating attack behav-
ior suffer from certain limitations. To address this, we propose a unified framework
that enables the evaluation of various types of data poisoning attacks. Our framework
encompasses key evaluation metrics such as generalizability index, toxicity, stealthi-
ness, and combined effect. Further, we believe that the evaluation framework can be
generalized to more other domains of data poisoning attacks.
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Abstract. Incremental few-shot text classification (IFSTC) involves the
sequential classification of new classes with limited instances while pre-
serving the discriminability of old classes, which can effectively support
downstream tasks such as information extraction and knowledge graph
construction. The primary objective of IFSTC is to achieve a balance
between plasticity and stability, where classification models should be
plastic enough to learn patterns from new classes, while also being sta-
ble enough to retain knowledge learned from previously seen classes. In
previous work of incremental few-shot learning, the popular approach is
to compress the base classes space to enhance model plasticity. However,
the application of current space compression methods to text classifica-
tion presents challenges due to the difficulty in simulating latent data
through text data synthesis. Moreover, freezing all model parameters to
maintain model stability is not a viable solution as it fails to incorpo-
rate new knowledge. To solve the problems above, we propose Label-
guided Compressed Prototypical Network (LGCPN) for IFSTC, which
consists of two parts. Firstly, label-guided space compression is proposed
to improve model plasticity with text data through leveraging the infor-
mation carried by labels to assist in the space compression. Secondly,
few-params tuning is designed to maintain model stability and enable
it to learn new knowledge by selectively fine-tuning few parameters. We
experimented on two public datasets to evaluate the performance of our
proposed method for IFSTC. The experimental results demonstrate that
our method can significantly improve the accuracy of each round in the
incremental stage compared to two baselines.

Keywords: few-shot · class incremental · text classification ·
prototypical network

1 Introduction

Incremental few-shot text classification (IFSTC) has the potential to support
downstream tasks such as information extraction and knowledge graph construc-
tion by enabling models to learn from a limited amount of labeled data. IFSTC
must address the challenge of plasticity-stability dilemma. Model plasticity refers
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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to its capacity to incorporate new classes, while model stability pertains to its
ability to retain acquired knowledge. It should be noted that excessive plastic-
ity may result in catastrophic forgetting of previously learned knowledge, while
excessive stability may impede adaptation to new knowledge. Additionally, the
scarcity of samples in the incremental stage may lead to overfitting, exacerbating
the challenges of maintaining stability in the model.

Xia et al. [13] uses entailment as a solution to the challenges posed by IFSTC.
However, this entails a trade-off with regards to time efficiency, and the model’s
stability is adversely affected. The most recent research, as presented in ForwArd
Compatible Training (FACT) [16], proposes a space compression method. This
approach can be leveraged to compress the known class space, thereby facilitat-
ing the classification performance of new classes during the incremental stage.
However, the challenge of plasticity-stability dilemma persists. The application
of FACT [16] to text classification presents two challenges.

The first challenge pertains to improving model plasticity in the base stage,
which is complicated by the prevalence of sample-specific features in text data.
This issue makes direct synthesis of sample representations prone to high levels of
noise and limits the ability of synthesized samples to accurately simulate latent
samples due to the influence of grammatical rules [8]. The second challenge is
maintaining model stability while acquiring new knowledge, which is further
compounded by the limited availability of training samples when encountering
new classes in text classification. This difficulty makes it challenging to maintain
model stability while also permitting the acquisition of new knowledge.

To address the challenges mentioned above, we propose Label-guided Com-
pressed Prototypical Network (LGCPN) for IFSTC. Our method consists of two
parts: label-guided space compression and few-params tuning. The former aims
to improve model plasticity by utilizing pseudo-labels to assist in space com-
pression in the base stage. The latter is designed to keep model stability and
enable the model to learn new knowledge by identifying few parameters that
bolster class discrimination and fine-tuning them. To evaluate the effectiveness
of our proposed method for IFSTC, we conducted experiments on two widely
used benchmark datasets: clinc150 and banking77. The experiment shows that
our approach consistently outperformed the baseline models, achieving an aver-
age improvement of 2–3% on the clinc150 dataset and 1–2% in accuracy on the
banking77 dataset. These results demonstrate the effectiveness of our proposed
method in addressing the challenges of IFSTC and highlight its potential for
practical applications in real-world scenarios.

2 Background

The field of incremental few-shot text classification (IFSTC) remains relatively
underexplored, and there is a need to investigate approaches that can address
this challenge. One potential solution is to employ space compression techniques
to compress the class space without sacrificing performance. In this section, we
provide an introduction to the problem of IFSTC, as well as a review of typical
space compression methods that can be used to address this problem.
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2.1 Incremental Few-Shot Text Classification

IFSTC is a challenging task that can be divided into two stages: the base stage
and the incremental stage. In the base stage, the dataset Db = {(

xi
b, yi

b

)}nb
i=1

comprises nb classes, each with a sufficient number of samples for training. The
training instances xi ∈ R

d in the base stage are associated with class labels yi ∈
Yb, which provide information about the corresponding text. In cases where the
labels are inadequate, descriptive alternatives may be used as substitutes. In the
incremental stage, the dataset is composed of r rounds of {D1,D2, . . .Dr}, where
each incremental round Dk = {(

xi
k, yi

k

)}nk
i=1 consists of nk classes. Notably, only

a limited number of samples are available for each class in the incremental stage,
and datasets from previous rounds are not accessible for training.

2.2 Compressed Virtual Prototypical Network

Compressed virtual prototypical network is a two-component model that consists
of a representation part and a classifier [15]. The classifier adopts cosine similarity
as its metric. The class prototype is derived from the average representation of
all samples that correspond to the respective class, denoted by Φ(x) and depicted
in Formula 1. Here,pi signifies the prototype of class i.

pi =
1
n

|Db|∑

j=1

I (yj = i) Φ (xj) (1)

Denote the output of current model as fv(x) = [W,Pv]TΦ(x), the objective for
reserving the embedding space is:

Lv(x, y) = L(fv(x), y) + αL(Mask(fv(x), y), ŷ) (2)

Mask(fv(x), y) = fv(x) ⊗ (1 − Onehot(y)) (3)

where ŷ = argmaxvP
T
v Φ(x)+ | Y0 | is the virtual class with maximum logit.

⊗ is Hadamard product, 1 is an all-ones vector. The first item in Formula 2
corresponds to the vanilla training loss, which matches the output to its ground-
truth label. The second term first masks out the ground-truth logit with function
Mask(., .), and then matches the rest part to the pseudo label ŷ. Since ŷ is
the virtual class with maximum logit, Formula 2 reserves the embedding space
for ŷ explicitly. Using samples from different classes such as {xj, yj}, {xk, yk},
the intermediate representations g(xi) and g(xj) are obtained, and the pseudo
sample is linearly combined which is displayed in Formula 4.

zk = h [βg (xi) + (1 − β) g (xj)] i �= j (4)
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The final representation zk is obtained through the remaining hidden layers. A
symmetric loss function can be constructed for the virtual instance z with the
aim of reserving embedding space:

Lv(z, ŷ) = L(fv(z), ŷ) + αL(Mask(fv(z), ŷ), ˆ̂y) (5)

Classifier
Incremental stage

··· ··· ··· ··· ··· ··· 

··· ··· ··· ··· ··· ··· 

BASE
real vector pseudo vector

TestTrain

BASE

... ...

INC-x ··· 

INC-2

··· INC-1

Incremental stage

class (include 1-5 samples)

synthesize

One color represents a class

··· 

··· 

··· 

real data
 pseudo data

··· synthesize

Pretrained Model

Test data

···   

Fig. 1. An illustrative representation of the construction of a classifier in IFSTC. As
depicted in the figure, class prototypes are created using both real data vectors and
pseudo vectors. The representation of class prototypes in the right panel encompasses
both real and virtual class prototypes, the latter of which is depicted by dotted-line
rectangles. The virtual class prototypes are generated via the process of space com-
pression illustrated in the left panel. In incremental stage, class prototypes are built
from new class.

3 Label-Guided Compressed Prototypical Network

The proposed approach comprises two distinct components, namely label-guided
space compression and few-params tuning. The former aims to enhance model
plasticity by utilizing pseudo labels to compress space, while the latter is designed
to maintain model stability and enable the model to learn new patterns through
fine-tuning few parameters.

3.1 Label-Guided Space Compression

Label-guided space compression is illustrated in Fig. 2 which can be divided
into three parts. The first part is label representation learning, which aims to
enable the model to learn knowledge from the labels. The second part is pseudo
label acquisition, which aims to acquire pseudo-labels. The third part is label
guidance, which describes how pseudo labels work.

Label Representation Learning. Obtaining the representation of the label
f(yi) during training, and using the vector value of the label representation as
the vector value of the class prototype, i.e. pi = f(yi).
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Pseudo Label Acquisition. In the base stage, we conducts a statistical anal-
ysis of the word frequencies in the label texts, selecting words with a frequency
greater than 1 as pseudo labels. For instance, in the labels Card payment wrong
exchange rate and Compromised card, the word card has a frequency greater
than 1 and is thus chosen as a pseudo label. In cases where labels possess insuffi-
cient information, label description information can serve as a substitute. Apart
from the virtual prototypes based on the pseudo labels, we also initializes several
other virtual prototypes randomly.

Label Guidance. In the process of training the base stage, the vector repre-
sentations of labels and pseudo labels are utilized as class prototypes and virtual
class prototypes to construct the classifier, which is illustrate in Fig. 1. By lever-
aging pseudo labels, certain zk in Formula 2 and Formula 5 can be attributed
with greater significance.

Fig. 2. A visual illustration of the process of label-guided space compression. The
process of label-guided space compression involves several steps, as depicted in the
figure. Initially, pseudo samples are synthesized by using samples from distinct classes,
as represented by the green and blue dots. Subsequently, favorable samples, indicated
by the yellow dot, are identified by utilizing pseudo labels. The space is then compressed
by employing the class center of the pseudo classes. Finally, when the model is in the
incremental stage, it is expanded to incorporate additional classes. (Color figure online)

3.2 Few-Params Tuning

Few-params tuning is composed of two components, namely params selection
and few epoch tuning. The former aims to select the most important parameters
by utilizing the Fisher information estimation [10] while the latter aims to make
the model more stable by fine-tuning few parameters over few epochs.

Params Selection. During the incremental stage, the model’s capacity for
classifying newly added classes can be enhanced by fine-tuning few parameters
of the model. By freezing a significant portion of the pre-trained weights, the
generalization ability of the model can be substantially maintained. To account
for the labeled data in the incremental task, we implementaion params selection
to identify the most crucial parameters for the incremental task. Specifically,
we employ the Fisher information estimation [10] to identify a small subset of
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highly relevant parameters for a given incremental task. Formally, the Fisher
Information Matrix (FIM) for the model parameters W is defined as follows:

F (W) = E[(
∂logp(y | x;W)

∂W
)(

∂logp(y | x;W)
∂W

)T ] (6)

where x and y denote the input and the output respectively. The Fisher infor-
mation can be interpreted as the covariance of the gradient of the log likelihood
with respect to the parameters W. EWC [5] has demonstrated the utility of
diagonal elements of the Fisher information matrix (FIM) as a proxy for esti-
mating the relevance of individual parameters to a target task. Specifically, the
Fisher information, Fi, for the i-th parameter can be computed as follows:

Fi =
1
n

n∑

j=1

(
∂ log p (yi | xj;W)

∂wi

)2

(7)

This approach is predicated on the assumption that parameters that are more
salient for a given task will convey greater Fisher information. Building on this
work, we propose to utilize the diagonal FIM elements to ascribe importance to
individual parameters of a neural network. The parameters with higher Fisher
information are posited to be more crucial for task performance. Our method
thus provides a mechanism for identifying the parameters most relevant for a
model’s ability to execute a incremental task.

Few Epoch Tuning. Given that the computational cost associated with iden-
tifying the most important parameters is significant compared to fine-tuning
during the incremental learning stage, we adopt a simplified approach whereby
we identify few key parameters at the outset of the fine-tuning process and
keep them fixed throughout. This strategy enables the model to adapt to the
task-specific features of the new data while reducing the effects of sample noise.
Additionally, we limit the fine-tuning to a small number of epochs (typically 1–2
epochs) to further minimize the risk of overfitting to the limited sample size.

4 Experiment

4.1 Dataset

We consider clinic150 [6] and banking77 [2] as our benchmark datasets to com-
pare with previous methods, with clinic150 containing 150 classes across five
domains and banking77 containing 70 classes in one domain. The clinc150
dataset was partitioned into a base of 50 classes, with a gradual inclusion of
20 classes in each round. The training samples within each class range from 1–5
samples. Additionally, a comparison was performed using 5 samples per class.
And the corresponding test set comprising 30 samples per class. Similarly, the
banking77 was divided into a base of 20 classes, with a gradual inclusion of 10
classes in each subsequent round.
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4.2 Implementation Details

Performance Metric. In order to assess the performance of the system, the
accuracy metric was employed as the performance measure. Following each train-
ing round, the average prediction accuracy for all the known classes was calcu-
lated as the key performance indicator.

Training Details. Using PyTorch as the training framework, utilizing roberta-
large [1] as the pre-training model, setting the parameters to be the same as the
Xia et al. [13], employing the same parameters used for compression as FACT
[16], and selecting 3–6 as the parameters that can be tuned in the incremental
stage.

Compared Methods. Prototypical network [9] involves using the average of
the representations of the samples of each class as corresponding class prototype,
which is used for expanding of the classifier. During prediction, the representa-
tions of the test samples are compared to each prototype to obtain the cosine
score, the highest among which corresponds to the predicted class of the test sam-
ple. FACT [16] involves compressing the space of different class representations
using virtual prototypes during the base training phase. Some virtual prototypes
are randomly initialized during training. During the incremental stage, only the
representations of the samples are used as the class prototype for classification,
without fine-tuning.

4.3 Experiment Results

Randomly select three seeds(1, 2 and 4) and the average performance of the
experimental results is shown in the table. The results presented in the table(PD
denotes performance drop) indicate that the performance of FACT and proto-
typical network method is comparable, and the addition of label training does
not result in a reduction in model classification performance. From the table, it
can also be seen that directly using the compression method of FACT does not
improve the classification performance of the incremental stage. After adding
pseudo labels, the performance can be improved by 1 to 2 points in each round
Tables 1 and 2.

The LGCPN method has proven that adding pseudo labels during the train-
ing process does not affect the performance of the model. By utilizing the
obtained labels that contain general information, the base class space can be
better compressed to accommodate new classes in the incremental stage. Addi-
tionally, using the method of fine-tuning with a small number of parameters can
also increase the classification ability of the model to a certain extent.

4.4 Results Compared with Entailment-Based Method

The Entailment-based method is a commonly used approach for few-shot text
classification that involves converting classification problems into entailment
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Table 1. Accuracy of each incremental round on clinc150 dataset(%).

1-5shot base r1 r2 r3 r4 r5 PD

Proto [9] 97.961 91.793 88.622 86.322 83.692 81.945 -16.016

FACT [16] 97.961 92.061 88.835 86.655 83.894 82.122 −15.839

LGCPN 97.983 91.840 89.292 87.802 85.135 83.895 −14.088

5shot

Proto [9] 97.961 92.898 90.155 88.627 86.290 84.087 −13.874

FACT [16] 97.961 92.598 89.904 88.607 86.134 83.836 −14.125

LGCPN 97.828 93.782 91.609 90.811 88.166 86.628 −11.200

Table 2. Accuracy of each incremental round on banking77 dataset(%).

1–5shot base r1 r2 r3 r4 r5 PD

Proto [9] 97.417 89.500 83.167 78.367 72.514 68.274 -29.143

FACT [16] 97.167 88.972 82.812 78.017 72.556 68.416 −28.750

LGCPN 96.750 88.278 83.417 78.000 73.222 69.488 −27.262

5shot

Proto [9] 97.417 90.167 84.167 79.183 75.111 72.238 −25.179

FACT [16] 97.167 90.389 84.104 78.767 74.639 71.786 −25.381

LGCPN 96.875 90.972 85.417 80.833 76.514 73.905 −22.970

problems. Xia et al. [13] introduced this technique to the domain of incremen-
tal few-shot learning. The method proposed by Xia et al. involves pre-training
the model on the MNLI dataset and constructing entailment pairs using the
samples. The input text and corresponding labels of the samples are treated
as positive entailment pairs, while different class labels are treated as negative
entailment pairs, and the model is fine-tuned accordingly. We present a com-
parative analysis of LGCPN and the method proposed by Xia et al., using the

Table 3. Accuracy of each incremental round on clinc150 dataset(%).

1–5shot base r1 r2 r3 r4 r5 PD

entailment 97.600 93.095 90.593 88.576 86.385 83.440 -14.160

LGCPN 97.983 91.840 89.292 87.802 85.135 83.895 −14.088

5shot

entailment 97.067 94.048 90.778 89.394 87.513 82.556 −14.511

LGCPN 97.828 93.782 91.609 90.811 88.166 86.628 −11.200
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clinc150 benchmark dataset. As shown in Table 3, LGCPN demonstrates superior
performance on this dataset for the 5-shot learning scenario. Notably, LGCPN
does not require pretraining on auxiliary datasets, enabling more rapid training.
Furthermore, the training time required for Xia et al. scales linearly with the
number of class labels, whereas LGCPN has a stable training time regardless of
the number of classes. Taken together, these results suggest that LGCPN may
be better suited for IFSTC on datasets with a large number of classes, as it can
achieve strong performance without the computational overhead of pretraining
and with training times that do not scale with the number of classes.

4.5 Ablation Analysis

Effectiveness of Pseudo Label. Given the complexity of the text features
learned by the model, combining intermediate features synthesized by freely
combining pseudo samples using FACT may lead to numerous invalid pseudo
samples. In the absence of pseudo labels, the drawbacks resulting from pseudo
samples may surpass their advantages, leading to an ineffective compression of
the class space or even a performance decline. Pseudo labels comprise general
information about the class, and their combination with the compression method
presented in Formula 2 and Formula 5 may enable the learning of more mean-
ingful general features, facilitating the improved expansion of new classes.

Few Params Tuning. Although pre-trained models have a large number of
parameters, the intrinsic dimension for each downstream task is not large. In other
words, theoretically we can fine-tune a very small number of parameters and still
achieve good results on the incremental task. Upon varying the chosen number of
parameters, the resulting impact on performance is displayed in the accompany-
ing figure. It is discernible that the efficacy of the approach is prominent when the
number of tunable parameters is set to three, and the degree of improvement is
observed to increase with each subsequent round. Furthermore, the figure on the
right illustrates that this performance trend is linearly additive, thereby indicat-
ing stability of the approach at the aforementioned parameter setting. The variable
y2 denotes the scenario in which the number of tunable parameters is set to three,
while the variable y0 corresponds to the case in which no tunable parameters are
set, that is, the value of zero for the tunable parameters.
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5 Related Work

5.1 Few-Shot Text Classification

The research on few-shot text classification primarily centers on three key areas:
data augmentation, cross-task learning of general knowledge, and the extraction
of prior knowledge from pre-trained models. FlipDA [17]uses a generative model
and a classifier to generate label-flipped data to augment the training set. Pro-
totypical network [9] is a meta-learning technique [3,4,11] that primarily maps
a vast amount of training data to a class space, subsequently computing the
prototype of each class within this space to facilitate rapid adaptation to new
tasks. In prototypical network, each class corresponds to a prototype vector,
which may be the average representation of all samples within that class.

5.2 Few-Shot Class Incremental Image Classification

Research on few-shot class incremental Classification is currently limited. SPPR
[18] aims to enhance the scalability of the classification model by emulating
the incremental stage, wherein some classes are randomly chosen from the base
dataset during each round of iteration in the base training process. The margin-
based approach [14] imposes a margin during base training to confine the acqui-
sition of class-specific features, thereby promoting the assimilation of general
features instead of base-class-specific ones. CEC [15] disentangles the model
into two distinct components, namely, a representation module and a classifier.
To facilitate class-incremental learning, graph attention networks are employed
to acquire contextual information, while the generation of pseudo samples is
achieved by image rotation. In FACT [16], the generation of pseudo samples
is achieved through the mixing of intermediate representations of the samples,
which enables the compression of the existing class space and enhances the scal-
ability of the model, thereby facilitating the incorporation of additional incre-
mental classes.

5.3 Incremental Few-Shot Text Classification

Xia et al. [13] proposed ENTAILMENT, which transforms text classification
problems into entailment problems and pre-trains them using known entailment
datasets, such as MNLI [12], and then fine-tunes them in earch round of IFSTC.
Li et al. [7] introduced the adapter method in the incremental stage, which uses
a small number of parameters for fine-tuning to alleviate overfitting problems
with few samples, keeps the original model unchanged, and retains two samples
for each class to alleviate the catastrophic forgetting. However, it still assumes
5/10 samples per class and requires 10 samples per class as a validation set for
adapter.
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6 Conclusion

To solve the problem of incremental text classification with few samples, we pro-
pose Label-guided Compressed Prototypical Network which effectively navigates
the plasticity-stability dilemma. To enhance model plasticity, we propose label-
guided space compression that utilizes pseudo labels acquired from informative
label text to assist with compressing spaces. To ensure model stability, we intro-
duce few-params tuning, changing the fine-tuning method of some parameters
to a more suitable method for few-sample domains, and demonstrate the effec-
tiveness of the method through experiments. For future research, there remain
open questions related to our findings, including: (1) the exploration of sample
selection strategies to select representative samples instead of labels, addressing
the issue of inadequate content interpretability in general text classification pro-
cesses; and (2) the optimization of the label synthesis strategy, such as utilizing
external knowledge bases or LLM.
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Abstract. Span-based methods have unique advantages for solving
nested named entity recognition (NER) problems. As primary informa-
tion, boundaries play a crucial role in span representation. However, aux-
iliary information, which assists in identifying entities, still needs to be
adequately investigated. In this work, We propose a simple yet effec-
tive method to enhance classification performance using boundaries and
auxiliary information. Our model mainly consists of an adaptive con-
volution layer, an information-aware layer, and an information-agnostic
layer. Adaptive convolution layers dynamically acquire words at differ-
ent distances to enhance position-aware head and tail representations
of spans. Information-aware and information-agnostic layers selectively
incorporate boundaries andauxiliary information into the span representa-
tion and maintain boundary-oriented. Experiments show that our method
outperforms the previous span-based methods and achieves state-of-the-
art F1 scores on four NER datasets named ACE2005, ACE2004, Weibo
and Resume. Experiments also show comparable results on GENIA and
CoNLL2003.

Keywords: Named entity recognition · span-based methods ·
auxiliary information enhanced

1 Introduction

Named entity recognition (NER) has been regarded as a fundamental task in
natural language processing. Previously, flat NER was treated as a sequence
labeling that requires assigning a label to each word in a sentence accordingly
[12,25,34]. This requires an assumption that the entities should be short and
that there should be no overlap between them. However, in real applications, as
illustrated in Fig. 1(a), an organizational noun may be nested in a personal noun.
The emergence of nested entities makes the assumption no longer applicable.
Therefore, it is necessary to design a model that can identify flat and nested
entities. Recent methods of nested NER can be divided into four categories: 1)
sequence labeling methods has been improved for identifying nested entities. Some
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 209–221, 2023.
https://doi.org/10.1007/978-3-031-44693-1_17
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Fig. 1. (a) An example sentence with nested entities from ACE2005 (b) Information
that can help determine the entity.

works overlay flat NER layers [9,23] to identify nested entities. However, such
practice is prone to error propagation. 2) hypergraph-based methods represent all
entity segments as graph nodes and combine them to represent hypergraph [17].
However, such methods suffer from structural errors and structural ambiguities
during inference. 3) sequence-to-sequence methods generate entities directly [29],
which leads to inefficiencies in the decoding process and common drawbacks
of sequence-to-sequence(Seq2Seq) models, such as exposure bias. 4) span-based
methods enumerate all spans in a sentence and classify them accordingly. The
approach takes the boundaries as the key to constitute the span representation
[19,35]. However, only the boundaries cannot effectively detect complex nested
entities [32], so focusing only on the boundaries is not comprehensive.

As shown in Fig. 1, the information available for a span to be identified
includes not only the boundaries but also the auxiliary information such as inside
tokens, labels, related spans, and relative positions. The utilization of the above
information is helpful to solve the entity recognition problem. Although there
have been works to utilize them [6,27], some issues still need to be addressed.
Firstly, enumerating all possible spans in a sentence using related spans is compu-
tationally expensive. Secondly, they can only leverage part of the aforementioned
auxiliary information, and most overlook relative positions’ importance. Lastly,
the use of related spans involves the challenge of subjective selection, which can
lead to error.

In order to solve the problems mentioned above, we propose a simple but
effective method to simultaneously utilize all the above-mentioned auxiliary
information. The key of our model is to propose an Auxiliary Information
Enhanced Span-based NER (AIESNER) neural method. Specifically, our
research follows two steps: entity extraction and entity classification. In the
entity extraction stage, we design an adaptive convolution layer that contains a
position-aware module, a dilated gated convolutions (DGConv) module, and a
gate module. These three modules can not only dynamically acquire position-
aware head and tail representations of spans by applying two single-layer fully
connection layer, but also capture relationship between close and distant words.
Through the acquisition of connections at different distances between words, the
information-aware layer obtains auxiliary information, while the head and tail
representations are used to acquire boundaries and then incorporate relatively
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necessary parts into span representations. Because span representations have
different association strengths under different labels in the entity classification
stage, we design the information-agnostic layer to apply the multi-head self-
attention mechanism to establish the corresponding span-level correlation for
each label. To avoid excessive attention to auxiliary information, we emphasize
the boundaries at this layer with the use of only head and tail representations.

To prove the effectiveness of proposed model, we conducted experiments on
six NER datasets, three of them are nested datasets, and the other three are flat
datasets. For the nested datasets, proposed model achieves F1 scores of 87.73,
87.23, and 81.40 on ACE2004, ACE2005 and GENIA, respectively. For the flat
datasets, our model achieves F1 scores of 97.07, 73.81, and 93.07 on Resume,
Weibo and CoNLL2003, respectively. Using BERT as an encoder, proposed
model outperforms the state-of-the-art methods on ACE2005, ACE2004, Resume
and Weibo. And we get comparable results on the GENIA and CoNLL03. Our
contributions are summarized as:

– This is the first work of using boundary and complete auxiliary information
(i.e., inside tokens, labels, related spans, relative position) that is more effi-
cient and reduces subjective interference.

– This work has no artificially set rules. The research does not require any
external knowledge resources to achieve promising results. Thus it can be
easily adapted to most usage scenarios for domain-specific data.

– The experiments explore that our proposed method performs better than
the existing span-based methods and achieves state-of-the-art performance
on ACE2005, ACE2004, Resume, and Weibo.

2 Related Work

2.1 Nested NER

Here we mainly focus on four nested NER methods: sequence-tagging meth-
ods, hypergraph-based methods, sequence-to-sequence methods, and span-based
methods since they are similar to our work.

By stacking flat NER layers, sequence labeling methods can obtain nested
entities. However, this leads to the error propagation problem. By Using dynamic
stacking of flat decoding layers, [9] construct revised representations of the enti-
ties identified in the lower layers. Then provide identified entities to the next
layer. Some people have improved this method by designing a reverse pyramid
structure to achieve the reverse flow of information [23]. Others divide NER into
two steps: merging entities and sequence labeling [4].

Hypergraph-based method was first proposed by [14] as a solution to the
problem of nested entities. It has been further consolidated and enhanced by
subsequent work [16,22]. The methods requires complex structures to deal with
nested entities. The method also leads to structural errors and structural ambi-
guities during inference.

Span-based methods enumerate all span representations in a sentence and
predict their types. The span representation of an entity can be obtained in var-
ious ways [11,19,31]. Several works have proposed the use of external knowledge
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resources. Such as the introduction of machine reading comprehension (MRC)
[13] and dependency relations [10] for span prediction. The span-based methods
can identify entities and their corresponding types directly [11], or they can split
the process of identifying entities into two stages, including entity extraction
and entity classification [19,26,27]. Compared with these previous methods, our
method uses the auxiliary information that the span representation possesses.

Seq2Seq methods generate various entities directly. [5] first proposed a
Seq2Seq model, where the input is the original sentence and the output is the
entity start position, entity length, and entity type. [29] combines the Seq2Seq
model with a BART-based pointer network. There are other methods using con-
trast learning [33], generative adversarial networks [8] and reinforcement learning
[24] for entity recognition.

3 Approach

Figure 2 shows an overview of our approach, which consists of four main layers:
the encoder layer, the adaptive convolution layer, the information-aware layer,
and the information-agnostic layer.

Fig. 2. The architecture of our method. MLP represents multi-layer perceptron. ⊕ and
⊗ represent concatenation and dot-product operations.

3.1 Encoder Layer

We follow [11] to encode the text. Given the input sentence X = {x1, x2, . . . , xN}
of N tokens, we first generate contextual embeddings of word pieces using BERT
[3] and then combine them employing max-pooling to produce word representa-
tions. Then we adopt BiLSTM [7] to enhance the word representation. Finally,
our sentence X can be represented as word representations H :

H = {h1, h2, . . . , hN} ∈ R
N×dw (1)

where dw denotes the dimension of the word representation, and N is the length
of the input sentence.
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3.2 Adaptive Convolution Layer

Position-Aware Module. To represent the head and tail of a span, we use
two single full connection layers to transform each hi to the head and tail vector
space. At this point, we obtain the head and tail representation. In addition,
position plays an essential role in identifying entities [28], so we attach position
embedding from [20] to the word representation:

hs
i = (Wshi + b1) ⊗ Ri (2)

ht
i = (Wthi + b2) ⊗ Ri (3)

Hδ =
{
hδ
1, h

δ
2, . . . , h

δ
N

}
(4)

where Ws,Wt ∈ R
dw×dh and b1, b2 ∈ R

dh are trainable parameters and bias
terms, respectively. Ri is the position embedding of the i -th word, ⊗ is the
element-wise multiplication. δ ∈ {s, t}. s and t are the head and tail, respectively.

DGConv Module. We feed the head and tail representation into the same
convolution module, which allows the head and tail to learn each other’s word
representation without introducing additional parameters. For capturing the
interactions between words at different distances, we use multiple DGConv with
different dilation rates r(e.g.,r ∈ [1, 2, 5]). Gated convolution avoids gradient
vanishing and controls information flow while these interactions form auxiliary
information. The calculation of each dilated gated convolution can be expressed
as:

DGConv(Hδ) = D1 ⊗ Hδ + (1 − D1) ⊗ φ (D2) (5)
Cr

δ = σ (DGConv (Hδ)) (6)

where D1 and D2 are parameter-independent 1-dimensional convolution with
Hδ as input. σ and φ are relu and sigmoid activation functions, respectively. ⊗
is element-wise multiplication, and 1 is a 1-vector with its dimension matching
D1. After that, we combine the different dilatation rates of Cr

δ to get the final
result Cδ =

[
C1

δ ;C2
δ ;C5

δ

] ∈ R
N×3dh and feed it into the multi-layer perceptron

(MLP) to reduce the dimension:

Qδ = MLP (Cδ) ∈ R
N×dh (7)

Gate Module. Since the previous work [6,32] demonstrated that the bound-
aries are practical, we balance the word representation itself with the extracted
word representation at different distances. Then we can filter the unnecessary
information. The gate module is shown below:

rδ = W1Hδ + W2Qδ + b (8)
Oδ = rδ ⊗ Hδ + (1 − rδ) ⊗ Qδ (9)
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where Hδ and Qδ are from Eqs. 4 and 7. W1,W2 ∈ R
dh×dh and b ∈ R

dh are
trainable parameters and bias term, respectively. 1 is a 1-vector with its dimen-
sion matching Hδ. ⊗ is element-wise multiplication. Finally, we get head and
tail representation:

S = Qs = {s1, . . . , sN} ∈ R
N×dh (10)

T = Qt = {t1, . . . , tN} ∈ R
N×dh (11)

3.3 Information-Aware Layer

To integrate boundaries and auxiliary information into the span representation.
We obtain Span(i, j) by dot product sT

i and tj , T is for transposition:

Span(i, j) = sT
i tj (12)

Span(i, j) ∈ R
1×1 indicates the region of a candidate span from the i -th word

to the j -th word in a sentence. Due to the filtering of the gate module [1] and
the local attention of the convolution [2], the model can learn to discriminate
the importance of words acquired at different distances. Thus, si and tj itself
will yield the boundary, close and distant words that are strongly associated
with the current word pair (si, tj) will be the inside tokens and related spans,
respectively:

(A + B)T (C + D) = AT C + AT D + BT C + BT D (13)

Here we simplify the process and ignore the weights. As in Fig. 1, suppose the
current entity Span(i, j) is [U.S.Army ], A represents U, B represents Persian,
C represents Army, and D represents Gulf. A+B represents the word represen-
tation of U that obtains Persian information from upper layer. AT D represents
the boundary, and BT D represents the required related spans. Thus, instead
of enumerating all spans, Span(i, j) can obtain boundaries, inside tokens, and
related spans, while the model can learn weights to adjust their importance.
Additionally, the relative positions can be determined by using position embed-
ding attached to the word representation. We take the boundary as an example:

(Rih
s
i )

T (
Rjh

t
j

)
= hsT

i Rj−ih
t
j (14)

where Ri and Rj are the position embeddings of the i -th and j -th words men-
tioned earlier (Eq. 2), related spans and inside tokens can also acquire their
relative position.

3.4 Information-Agnostic Layer

Excess auxiliary information cluttering the span representation during entity
classification may cause incorrect boundary predictions. So the boundaries
become more significant in this layer. And in order to learn the correlation
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intensities of span representation to different labels, motivated by the multi-
head self-attention mechanism, we set the number of heads as the size of entity
types, then apply attention operations. We denote cα(i, j) as the correlation
intensities of Span(i, j) under the α tag and only use the boundaries to form
span representation.

cα(i, j) = WT
α

[
hs

i ;h
t
j

]
(15)

where α ∈ {1, 2, . . . , |T |}, |T | is the number of labels. Wα ∈ R(2×dh) is the
trainable parameters. [;] means concatenation operation. hs

i and ht
j are from Eq. 2

and Eq. 3. We combine the results of entity extraction and entity classification
to get the final span score:

pα
i,j = Span(i, j) + cα(i, j) (16)

3.5 Training and Inference Details

During training, we follow [21] which generalizes the softmax cross-entropy loss
to multi-label classification. The method effectively solved the problem of posi-
tive and negative label imbalance. In addition, as in [31], we set a threshold γ to
determine whether span belongs to label α. The loss function can be formulated
as follows:

Lα = log

⎛

⎝eγ +
∑

(i,j)∈Ωα

e−pα
i,j

⎞

⎠+ log

⎛

⎝eγ +
∑

(i,j)/∈Ωα

epα
i,j

⎞

⎠ (17)

where Ωα represents the set of entities span belonging to label α, γ is set to 0.
Finally, we add up the loss on all labels to get the total loss:

L =
∑

α∈ε

Lα (18)

where ε = {1, 2, ..., |T |}, [T ] is the number of labels.
During inference, The span satisfying pα

i,j > 0 is the output of the entity
belonging to the label α.

4 Experiments

4.1 Datasets

To evaluate the performance of our model on the two NER subtasks, we conduct
experiments on six datasets.

Flat NER Datasets. We conduct experiments on the English dataset
CoNLL2003 and the Chinese dataset Resume and Weibo. We employ the same
experimental setting in previous work [29].
Nested NER Datasets We conducted experiments on the GENIA, ACE2005,
and ACE2004. For ACE2005 and ACE2004, we used the same dataset split
as [14]. For GENIA, we followed [11] using five types of entities, dividing the
train/dev/test as 8.1:0.9:1.0.
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Table 1. Results for flat NER datasets. † represents our re-implementation with their
code.

CoNLL2003 Weibo Resume

P R F1 P R F1 P R F1

Span-based Methods

Locate and Lable [19] 92.13 93.70 92.94 70.11 68.12 69.16 – – –

W2NER [11] 92.71 93.44 93.07 70.84 73.87 72.32 96.96 96.35 96.65

Biaffine [31] † 92.91 92.13 92.52 – – – – – –

Baseline+BS [35] – – – 70.16 75.36 72.66 96.63 96.69 96.66

Others

TENER [28] – – – – – 58.17 – – 95

LSTM + Lexicon augment [15] – – – 70.94 67.02 70.5 96.08 96.13 96.11

FLAT [12] – – – – – 60.32 – – 95.45

AESINER [18] – – – – – 69.78 – – 96.62

BartNER+BART [29] † 92.56 93.56 93.05 – – – – – –

AIESNER(Ours) 93.08 93.06 93.07 74.45 73.19 73.81 97.58 96.56 97.07

Table 2. Results for nested NER datasets.

ACE2004 ACE2005 GENIA

P R F1 P R F1 P R F1

Span-based Methods

Briaffine [31] 87.30 86.00 86.70 85.20 85.60 85.40 81.80 79.30 80.50

A Span-based Model [10] – – – – – 83.00 – – 77.80

Locate and Lable [19] 87.44 87.38 87.41 86.09 87.27 86.67 80.19 80.89 80.54

Triaffine [32] 87.13 87.68 87.40 86.7 86.94 86.82 80.42 82.06 81.23

CNN-NER [30] 87.82 87.40 87.61 86.39 87.24 86.82 83.18 79.7 81.40

W2NER [11] 87.33 87.71 87.52 85.03 88.62 86.79 83.1 79.76 81.39

Others

SH+LSTM [22] 78.00 72.40 75.10 76.80 72.30 74.50 77.00 73.30 75.10

Neural layered model [9] – – – 74.20 70.30 72.20 78.50 71.30 74.70

BartNER+BART [29] 87.27 86.41 86.84 83.16 86.38 84.74 78.87 79.6 79.23

SMHSA [27] 86.90 85.80 86.30 85.70 85.20 85.40 80.30 78.90 79.60

AIESNER(ous) 87.82 87.64 87.73 86.97 87.49 87.23 81.75 81.06 81.40

4.2 Results for Flat NER

We evaluate our model on CoNLL03, Weibo, and Resume. As shown in Table 1,
F1 scores of our model were 93.07, 73.81 and 97.07, respectively, outperforming
the representatives of other methods (+0.02 on CoNLL2003, +3.31 on Weibo,
+0.45 on Resume). Compared to other span-based methods, our model achieves
the best performance on the F1 scores of Resume (+0.41 vs. baseline+BS) and
Weibo (+1.14 vs. baseline+BS), reaching the state-of-the-art results and on
CoNLL03 (+0.00 vs. W2NER) we also achieved competitive results. Further-
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Table 3. Model ablation studies F1. DGConv(r=1) denotes the convolution with the
dilation rate 1. “-” means remove the module.

ACE2005 Weibo Genia

Ours 87.23 73.81 81.40

-Gate Module 86.74 (−0.49) 71.32 (−2.49) 80.98 (−0.42)

Gate replaced with Add 86.44 (−0.79) 70.56 (−3.25) 81.08 (−0.32)

DGConv replaced with DConv 86.71 (−0.52) 73.06 (−0.75) 81.05 (−0.35)

-Position Emb 86.64 (−0.59) 72.46 (−1.35) 80.33 (−1.07)

-DGConv 86.48 (−0.75) 71.38 (−2.43) 80.68 (−0.72)

more, our model achieves the best precision performance, demonstrating the
effectiveness of the auxiliary information we incorporated.

4.3 Results for Nested NER

Table 2 shows the performance of our model on ACE2004, ACE2005, and
GENIA. F1 scores of our model were 87.73, 87.23, and 81.40, respectively,
which substantially outperforms the representatives in other methods (+0.89
on ACE2004, +1.83 on ACE2005, +0.80 on GENIA), proving the advantage of
span-based methods in solving nested NER. Compared with other span-based
methods, our model outperforms previous state-of-the-art methods in terms of
F1 scores for ACE2004 (+0.12 vs. CNN-NER) and ACE2005 (+0.41 vs. Tri-
affine). Our model also achieved competitive performance for GENIA (+0.00 vs.
CNN-NER).

4.4 Ablation Study

As shown in Table 3, we ablate or replace each part of the model on ACE2005,
Weibo, and GENIA. First, we remove the gate module, and the performance
drop proves the importance of the boundaries. In contrast, changing the gates
to direct addition would make the model unable to use the information obtained
selectively. The overall performance drop is more pronounced than the weakening
of the boundaries information. The model’s performance drops after replacing
the DGconv with the Dconv. After removing the adaptive convolution layer or
position embedding, the performance of the model decreases significantly.

4.5 Case Study

To analyze the effectiveness of auxiliary information, we show two examples from
the ACE2005 and GENIA datasets in Table 4. We remove the position embed-
ding, DGConv module, and Gate module from the dynamic convolution layer
to eliminate the effect of auxiliary information. In the first example, the model
misclassifies “Sukhoi Su-27” as “None” and “Su-27” as “VEH” in the absence
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Table 4. Case study on ACE2005 and GENIA dataset. The colored brackets indicate
the boundary and label of the entity. “AUX infor” is the abbreviation for auxiliary
information.

AIESNER w/o AUX infor AIESNER

Span Gold label label pα
i,j label pα

i,j

. . . [several squadrons of [Sukhoi Su-27]VEH interceptors, considered [[the world]LOC’s
premier dogfighters]VEH]VEH.

several squadrons of Sukhoi Su-27 . . . dogfighters VEH VEH 2.00 VEH 7.08

Sukhoi Su-27 VEH None −0.29 VEH 4.98

the world LOC LOC 5.95 LOC 8.12

the world’s premier dogfighters VEH None −1.56 VEH 2.41

Su-27 None VEH 3.79 None −3.89

. . . [octamer element]DNA 5-ATGCAAAG-3, located in the [upstream region]DNA of
this [promoter]DNA and in the [promoters]DNA of ...

octamer element DNA DNA 0.94 DNA 2.79

upstream region DNA DNA 1.21 DNA 2.19

promoter DNA None −0.17 DNA 1.92

promoters DNA DNA 0.29 DNA 2.49

of auxiliary information. However, with the help of auxiliary information, the
model corrects them to “VEH” and “None”. In the second example, the model
successfully corrects “promoter” from the “None” to the “DNA”. In addition,
with the help of the auxiliary information, the confidence level pα

i,j of the model
for the correct label can be significantly improved.

5 Conclusion

In this paper, we propose a span-based method for nested and flat NER. We
argue that boundaries and auxiliary information including relative position,
inside tokens, labels, and related spans, should be used reasonably to enhance
span representation and classification. To this end, we design a model that auto-
matically learns the correlation between boundaries and auxiliary information,
avoiding the error and tedium of human-defined rules. Experiments show that
our method outperforms all span-based methods and achieves state-of-the-art
performance on four datasets.
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Abstract. Dialogue relation extraction (DRE) that identifies the rela-
tions between argument pairs in dialogue text, suffers much from the
frequent occurrence of personal pronouns, or entity and speaker coref-
erence. This work introduces a new benchmark dataset DialogREC+,
introducing coreference resolution into the DRE scenario. With the aid
of high-quality coreference knowledge, the reasoning of argument rela-
tions is expected to be enhanced. In DialogREC+ dataset, we manually
annotate total 5,068 coreference chains over 36,369 argument mentions
based on the existing DialogRE data, where four different coreference
chain types namely speaker chain, person chain, location chain and orga-
nization chain are explicitly marked. We further develop 4 coreference-
enhanced graph-based DRE models, which learn effective coreference
representations for improving the DRE task. We also train a corefer-
ence resolution model based on our annotations and evaluate the effect
of automatically extracted coreference chains demonstrating the practi-
cality of our dataset and its potential to other domains and tasks.

Keywords: Dialogue relation extraction · Coreference resolution ·
Graph neural network

1 Introduction

Relation extraction (RE) is a long-standing task in natural language processing
(NLP) community, aiming to detect semantic relationships between two argu-
ments in one sentence [5,30], or multiple sentences (i.e., document) [14,23,26].
The latest research interest of RE has been shifted from the sentence level to
the dialogue level, which identifies the relations between pairs of arguments in
the conversation context. As can be exemplified in Fig. 1, DRE often comes with
cross-sentence relations due to the characteristic of multiple parties and threads
within dialogue context [27]. This makes DRE much more challenging compared
with the common sentence-level RE [25]
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[U1] S1: Hey Pheebs.

[U2] S2: Hey!

[U3] S1: Any sign of your brother?

[U4] S2: No, but he's always late.

[U5] S1: I thought you only met him once?

[U6] S2: Yeah, I did. I think it sounds y'know big sistery, y'know, 'Frank's always late.'

[U7] S1: Well relax, he'll be here.

Argument pair               Relation type
R2 (S2 -> Frank)   per:siblings

Fig. 1. An example dialogue and its corresponding relations in DialogRE [27]. S1, S2
denotes an anoymized speaker of each utterance ([U*]). The words marked in green
and blue are the mentions of subjective argument ‘S2’ and objective argument ‘Frank’.

The primary challenge in DRE that causes difficulty to understand dialogue
semantics lies in the speaker coreference problem [29]. In the dialogue sce-
nario, speakers often use pronouns (e.g., ‘he’, ‘she’, ‘it’) for referring to certain
targets, instead of the target names, such as person, location and organization
names. Especially in DialogRE [27], personal pronouns are frequently witnessed,
which greatly hinder the relation reasoning of the task. As illustrated in Fig. 1,
Speaker2 (S2) are coreferred with various pronouns in different utterances (e.g.,
‘you’ in [U5], ‘I’ in [U6]) refering to one identical person ‘Pheebs’; another person
‘Frank’ are referred as ‘your brother’ in [U3] and ‘him’ in [U5] by different speak-
ers. Without correctly reasoning the coreference of speakers or their roles, it will
be problematic to understand or infer the relations between arguments. Unfor-
tunately, previous DRE works either ignore the coreference information [11,19]
or utilize inaccurate or incomplete coreference information extracted based on
heuristic rules [4,16,29].

To this end, this work contributes to DRE with a new dataset DialogREC+,
where all the coreference chains [18] are annotated manually by 11 graduate
students and based on the existing DialogRE data. To facilitate the utility of
DialogREC+, we define four types of coreference chains, including Speaker Chain,
Person Chain, Location Chain and Organization Chain. Finally, DialogREC+

marks 36,369 mentions involved in total 5,068 coreference chains.
Based on the DialogREC+ dataset, we develop 4 coreference-enhanced graph-

based DRE models, in which the coreference features are properly modeled and
represented for learning comprehensive representations of arguments and better
reasoning of the argument relations. In addition, in order to explore the improve-
ment effect of automatically extracted coreference chains on DRE, we train a
coreference resolution model [12] using the English coreference resolution data
from the CoNLL-2012 shared task [18] and our DialogREC+, and then employ
extracted coreference information in the DRE models.

Experimental results show that the inclusion of coreference chains in our
DialogREC+ dataset has substantially enhanced the performance of each model,
compared to their original counterparts [2,11,28,29]. Specifically, this improve-
ment is reflected in average F1 score increases of 2.8% and 3.2% on the
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development and test sets, respectively. Moreover, the automatically extracted
coreference chains improve 1.0% and 0.6% F1s on average compared with original
models. Further analysis demonstrates that the method, when augmented with
annotated coreference information, exhibits superior performance in detecting
cross-utterance relations. We release the DialogREC+ dataset and the bench-
mark models to facilitate subsequent research.12

2 Related Work

2.1 Relation Extraction

Intra-/Inter-Sentence RE. Relation extraction is one of the key tracks of
information extraction [1,6,7,13]. Most of the previous RE research focus on the
sentence-level relation extraction, predict the relationships between two entities
within a single sentence with neural network modeling [8,30]. Due to the fact
that a large number of relations are expressed in multiple sentences in practice,
the extraction scope has been expanded to the inter-sentence scenario. Nan et
al. [17] empowered the relational reasoning across sentences by automatically
inducing the latent document-level graph, and develop a refinement strategy to
incrementally aggregate relevant information. Tang et al. [22] proposed a hier-
archical inference network by considering information from entity, sentence, and
document levels. GAIN [28] constructs two graphs to capture complex interac-
tions among different mentions underlying the same entities.

Dialogue-Level RE. In 2020, Yu et al. [27] propose dialogue-based relation
extraction dataset (DialogRE) and the DRE task on this basis. REDialog [29]
designs speaker embeddings and speaker-pronoun coreference particularly for the
features of dialogue text, and word-relation attention and graph reasoning are
used to further enhance the model. TUCORE-GCN [11] is an utterance context-
aware graph convolutional network. A heterogeneous dialogue graph is intro-
duced to model the interaction between arguments in the whole dialogue. HGAT
[2] presents a graph attention network-based method where a graph that con-
tains meaningfully connected speaker, entity, type, and utterance nodes is con-
structed. Fei et al. [4] construct dialogue-level mixed dependency graph (D2G)
for DRE with various conversational structure features, such as including dia-
logue answering structure, speaker coreference structure, syntactic dependency
structure, and speaker-predicate structure. D2G has verified the explicit integra-
tion of speaker coreference helps MRE. However, these models do not fully utilize
coreference information, which limits their ability to infer argument relations.

2.2 Applications of Coreference Resolution

Coreference resolution is a core linguistic task that aims to find all expressions
which refer to the same entity. Lee et al. [12] proposed the first end-to-end neural
coreference resolution system. Based on this, many transformer-based models
1 https://github.com/palm2333/DialogRE coreference.
2 https://gitee.com/yyxiong715/DialogRE coreference.

https://github.com/palm2333/DialogRE_coreference
https://gitee.com/yyxiong715/DialogRE_coreference
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S2: Hey!

S1: Any sign of your brother?

S2: No, but he's always late.

S1: I thought you only met him before?

S2: 

S1: Well relax, he'll be here.

Yeah, I did. I think it sounds y'know big 

sistery,  y'know, 'Frank' always late.

S2: Hey!

S1: Any sign of your brother?

S2: No, but he's always late.
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S2: 
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Yeah, I did. I think it sounds y'know big 

sistery,  y'know, 'Frank' always late.

S1: You've never met Bob, have you?

S2: No, but he's

S1: 

S3: Hey, Joey.

S1: horribly attractive. I'll be shutting now.

Oh my god, Joey, for all we know this guy 

could be horribly
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S3: Hey, Joey.

S1: horribly attractive. I'll be shutting now.

Oh my god, Joey, for all we know this guy 

could be horribly

S1: You've never met Bob, have you?

S2: No, but he's

S1: 

S3: Hey, Joey.

S1: horribly attractive. I'll be shutting now.

Oh my god, Joey, for all we know this guy 

could be horribly

S2: 

S3: 

S2: Ooh, great! Thanks!

I got big date coming up, do you know a 

good restaurant?

Uh, Paul's café. They got great food and 

it's really romantic.

S2: 

S3: 

S2: Ooh, great! Thanks!

I got big date coming up, do you know a 

good restaurant?

Uh, Paul's café. They got great food and 

it's really romantic.

(a) Speaker Chain (b) Person Chain

(d) Organization Chain

S1: 

S3: 

In fact when we were building houses in 

Uruguay, we were, we were just two towns 

apart and we never met.

Yeah. It wasn't a town when I got there, but 

it was a town when I left. Shall we get me 

really drunk?

S1: 

S3: 

In fact when we were building houses in 

Uruguay, we were, we were just two towns 

apart and we never met.

Yeah. It wasn't a town when I got there, but 

it was a town when I left. Shall we get me 

really drunk?

(c) Location Chain

Fig. 2. The illustration of four types of coreference chains.

[9,10] achieved remarkable success on the CoNLL benchmark [18]. In recent
years, long text-based tasks have become increasingly abundant. Researchers
have noticed the importance of coreference information and applied coreference
resolution to many downstream tasks.

Wu et al. [24] developed an effective way to use naturally occurring coref-
erence phenomena from existing coreference resolution datasets when training
machine reading comprehension models. Xue et al. [25] imitated the reading
process of humans by leveraging coreference information when dynamically con-
structing a heterogeneous graph to enhance semantic information. Coreference
resolution is also applied in machine translation [15], summarization [20], dia-
logue [21] to improve the performance of the task. In this work, we incorporate
the coreference information obtained from a coreference resolution model into
DRE models to explore its impact on the DRE task.

3 DialogREC+: An Extension of DialogRE
with Coreference Annotations

3.1 Annotation Method

In the annotation process, we employ the Brat annotation tool3, which is widely
applied to annotate events, entities, relationships, attributes, etc. Given a dia-
logue text, we annotate the pronouns that refer to the same argument or concept
with coreference relations, including personal pronouns, possessive pronouns, and
names. We predefine four types of coreference chains: Speaker Chain, Person
Chain, Location Chain, and Organization Chain.

Speaker Chain refers to the coreference chain of people who are currently
involved in communication4. We focus on annotating the personal pronouns and
3 http://brat.nlplab.org.
4 Plural personal pronouns such as “we, us, them and they” refer to multiple entities

or speakers, thereby they involve relationship extraction of multiple entities. In this
paper, since focus on relationship extraction of two entities, we do not mark them
for the time being.

http://brat.nlplab.org
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Table 1. The statistics for DialogREC+.

Train Dev Test

Speaker Chain 2,277 748 784

Person Chain 645 225 232

Location Chain 48 20 37

Organization Chain 26 8 18

Mentions 21,990 7,183 7,196

Coref. Chains 2,996 1,001 1,071

Dialogues 1,073 358 357

Utterances 14,024 4,685 4,420

Argument pairs 5,997 1,914 1,862

names which refer to the same speaker when communicating, such as ‘I’, ‘you’,
‘he’, ‘she’, etc. As shown in Fig. 2.(a), we notice that the pronouns, ‘Bob’, ‘he’,
‘this guy’, refers to the same speaker, S3. Thus, the final speaker chain built is
[S3 ← (Bob, he, this guy)].

Person Chain refers to the coreference chain of people who are not currently
involved in communication. It is common that people discuss another person
who does not appear in the dialogue, i.e., a third entity. Person chain marks all
pronouns and names referring to the same third entity. For instance, in Fig. 2.(b),
we find that the two speakers, S1 and S2, are talking about ‘Frank’ who does
not appear in the conversation. Thus, we mark the person chain of ‘Frank’ as
[Frank ← (your brother, he, him, he)]5.

Location Chain refers to the coreference chain of location, in which we
annotate all names and pronouns of a place, such as “it”, “this”, etc. In
Fig. 2.(c), S1 mentioned a place, ‘Uruguay’, and then S3 use the pronoun, ‘it’,
to represent the aforementioned place. Finally, the marked location chain is
[Uruguay ← (it, it)].

Organization Chain represents the coreference chain of organization, in
which we annotate all names and referential pronouns of an organization that
is discussed in a dialogue. In Fig. 2.(d), ‘Paul’s Café’ is a new organization. In
the following, ‘They’ and ‘it’ both refer to ‘Paul’s Café’. Thus, the organization
coreference chain in this dialogue is [Paul′s Café ← (They, it)].

3.2 Annotation Quality Control

Before annotating, we have designed detailed annotation instructions. Then 11
graduate students are employed to annotate all the data. After data annotation
is completed, a senior annotator has examined all annotated data. If there is any
5 The two pronouns, ‘he’, appear in the third and sixth utterance, respectively.
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contradiction, the senior annotator will discuss it with the corresponding anno-
tator and reach a consensus. In this way, we ensure that at least two annotators
agree on each annotation result, achieving annotation consistency.

3.3 Data Statistics

We annotate coreference chains based on the DialogRE dataset, which has a
total of 36 relation types, 1,788 dialogues, 23,129 utterances, and 9,773 argu-
ment pairs, as shown in Table 1. In addition, we totally annotated 5,068 coref-
erence chains and 36,369 mentions. In other words, each chain contains about 7
(36369/5068) mentions.

4 Backbone Models for DRE and Coreference Resolution

Graph-based models are widely used in the DRE task, as they can structure com-
plicated syntactic and semantic relations. Therefore, we choose four graph-based
models and enrich the dialogue graph using coreference chains to investigate how
much coreference helps RE. Figure 3 shows the graph structure of these DRE
models.6 It is worth noting that the red nodes are the nodes we propose or newly
added mention nodes, and the red edges are our newly proposed edges. In order
to verify the effect of automatically extracted coreference information, we train a
coreference resolution model, and add the machine-predicted coreference chains
to the above graph-based models.

4.1 DRE Models

TUCORE-GCNC+ encodes the dialogue text with BERTs [27], and then
applies a masked multi-head self-attention to effectively extract the contextual-
ized representation of each utterance from BERTs. Next, as shown in Fig. 3.(a),
we build a heterogeneous graph over the pre-defined nodes and edges. Thereafter,
GCN is adopted to model the heterogeneous graph, resulting in a surrounding
utterance-aware representation for each node. Finally, we inference the relations
between each argument pair based on these coreference-enhanced features.

The coreference-enhanced graph contains four types of nodes and five types
of edges where mention nodes, mention-utterance (MU) edges and coreference-
chain (CC) edges are proposed based on DialogREC+. 1) Mention nodes are
composed of elements in the coreference chain. 2) The MU edge is established
to connect a mention node and an utterance node, if the mention is occured in
the utterance. 3) In order to establish the interaction among mentions, we fully
connect the mention nodes in the coreference chain using CC edges.

6 We do not compare with D2G [4] as it uses many other structural features than
coreference information (e.g., dependency tree and dialogue answering links), which
may cause unfair comparisons.
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Fig. 3. The coreference-enhanced graph in backbone models for the example in Fig. 1.
Arguments are S2 “Pheebs” and her brother “Frank”. The explanations of nodes and
edges can be found in the paper of backbone models, except for the red ones, which
are only used in this paper because they depend on coreference information. The gray
backgrounds denote the coreference clusters containing argument entities and their
mentions.

REDialogC+ [29] receives an dialogue with coreference chains as input. First,
we use speaker embeddings to represent the speakers of sentences and concate-
nate them with word embeddings obtained from BERT [3]. Then, we construct
a fully-connected coreference-enhanced graph using the feature representation.
Finally, the argument nodes after GCN are used for classification.

As shown in Fig. 3.(b), the graph contains three types of nodes. 1) Each
mention node corresponds to one mention in the coreference chain of the argu-
ments. The coreference chains of REDialog only contain rule-based pronouns “I”
and “you”, while our coreference chains also contain rich coreference informa-
tion such as third person pronouns and possessor pronouns. 2) Argument nodes
are the average representations of the corresponding mention nodes. 3) MDP
indicates a set of shortest dependency paths for the target entity mentions, and
tokens in the MDP are extracted as MDP nodes.

GAINC+ constructs two graphs based on [28]. As shown in Fig. 3.(c), the
coreference-enhanced graph contains dialogue node which aims to model the
overall dialogue information, and mention nodes denoting each mention of argu-
ments. The introduction of coreference chains enriches the mention nodes in the
graph, helping to capture the arguments features distributed in dialogue. The
entity-level graph aggregates mentions for the same entities in the former graph.
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HGATC+ [2] constructs a graph that contains five types of nodes: argu-
ment nodes, utterance nodes, speaker nodes, type nodes and word nodes, where
speaker nodes represent each unique speaker in the input dialogue, type nodes
denote the word types like PERSON and LOCATION and word nodes denote
the vocabulary of dialogue, as shown in Fig. 3.(d). It also contains eight types of
edges, utterance-word/argument/speaker edge, type-word/argument edge and
coreference-word(CW)/utterance/(CU)/speaker(CS) edge. Each word or argu-
ment is connected with the utterances that contain the word or argument, and
it is also connected with corresponding types. Each speaker is connected with
the utterances uttered by the speaker.

Due to the introduction of coreference chains, three types of edges have been
added to the graph. The CW edges connect the argument and the words in
its coreference chain. The CS edges will connect the argument and the same
speaker if the argument is a speaker. We have also added CU edges to connect
the argument and the utterances where the mentions of this argument occur.

4.2 Coreference Resolution Model

We use E2E-coref [12], the first end-to-end coreference resolution model, to
explore the impact of automatic extraction of coreference chains on the DER
task. We train the E2E-coref model using the coreference data from the CoNLL-
2012 task [18] and our DialogREC+ dataset, respectively. It formulate the
coreference resolution task as a set of decisions for every possible span in the
document. For the i-th span, the task involves predicting its antecedent yi
based on the coreference score. The set of possible assignments for each yi is
{ε, 1, . . . , i − 1}, where ε is a dummy antecedent. First, we obtain the span rep-
resentations g through pretrained word embeddings and BiLSTM. Then, the
mention score sm and antecedent score sa are calculated based on span repre-
sentations:

sm(i) = wm · FFNNm(gi) (1)
sa(i, j) = wa · FFNNa([gi, gj , gi ◦ gj , φ(i, j)]) (2)

where wm and wa are trainable parameters, FFNN denotes a feed-forward
neural network, · denotes the dot product, ◦ denotes element-wise multiplication,
and φ(i, j) denotes the feature vector from the metadata. The coreference score
s(i, j) between span i and span j can be obtained from sm and sa:

s(i, j) = sm(i) + sm(j) + sa(i, j) (3)

For more technical details, we recommend referring to the original paper [12].

5 Experiments and Analyses

5.1 Experiment Setup

We conduct experiments on DialogRE and DialogREC+ and calculate F1 scores
as evaluation metrics. For all the BERT representations, we use BERT-base-
uncased model (768d) as the encoder. For GAIN-GloVe, we use the GloVe embed-
ding (100d) and BiLSTM (256d) as word embedding and encoder. For HGAT,
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Table 2. Model performance comparison. We run each experiment five times and
report the average F1 along with standard deviation (σ).

Model Dev Test

ori(σ) +cof(σ) +ret(σ) +zs(σ) ori(σ) +cof(σ) +ret(σ) +zs(σ)

TUCORE 66.8(0.7) 68.8(0.3) 67.9(0.6) 67.5(0.5) 65.5(0.4) 67.8(0.4) 67.0(0.9) 65.8(1.0)

REDialog 63.0(0.4) 65.6(1.1) 63.8(0.8) 61.2(0.3) 62.8(1.5) 65.2(1.1) 62.5(0.6) 59.8(0.3)

GAINBERT 66.1(0.4) 68.4(0.4) 65.1(0.3) 63.5(0.3) 63.6(0.8) 67.2(0.6) 63.7(0.3) 61.6(0.7)

GAINGloV e 52.3(0.9) 57.2(1.0) 55.3(0.5) 53.3(0.8) 55.8(0.3) 58.2(0.4) 56.3(0.5) 55.8(0.4)

HGAT 56.7(0.3) 59.0(0.3) 57.9(0.6) 57.2(0.3) 59.4(0.7) 54.7(0.8) 57.9(1.0) 53.1(0.7)

Ave - +2.8 +1.0 -0.4 - +3.2 +0.6 -1.0

we use the GloVe embedding (300d) and BiLSTM (128d) as word embedding and
encoder. We set the learning rates of TUCORE-GCN, REDialog, GAIN-BERT
GAIN-GloVe, and HGAT to 3e-5, 1e-5, 1e-3, 1e-3, and 1e-4, respectively.

5.2 Main Results

Table 2 reports the evaluation results7. For each of the base models, we compare
the performances of the original model (denoted as ori), the model with manu-
ally annotated coreference information (+cof), the model with the coreference
information generated from a pre-trained coreference resolution model (+ret),
the model with the coreference information parsed from an off-the-shelf coref-
erence resolution tool [12] (namely zero-shot, +zs). From Table 2, we have the
following observations: 1) The annotated coreference chains introduce stable F1
improvements for all base models, with an average improvement of 2.8 and 3.2
on dev set and test set respectively. This validates the effectiveness of coref-
erence chains on graph-based models in relational reasoning. 2) The retrained
coreference chains achieve a lower improvement effect than the annotated ones.
This demonstrates the practicality of coreference chains in relation extraction. 3)
The zero-shot coreference chains do not show any improvement effect on DRE,
indicating the necessity of annotating DialogREC+ dataset.

Table 3. Ablation studies of different
edge types.

Model dev test

TUCORE-GCNc+ 68.8 67.8

w/o CC edge 67.4 66.8

w/o MU edge 67.9 67.5

w/o CC and MU edge 66.8 65.5

Table 4. Performance comparison of
inter- and intra-utterance relation extrac-
tion.

Method dev test

Inter Intra Inter Intra

TUCORE-GCNc+ 65.9 65.4 66.3 63.8

TUCORE-GCN 65.3 63.7 65.2 63.5

7 We remove the rule-based person references from original model of REDialog.
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5.3 Effect of Coreference-Enhanced Graphs

We conducted ablation experiments based on TUCORE-GCNc+. We remove the
coreference-chain and mention-utterance edges respectively and simultaneously.
The coreference-chain edges are removed to judge whether the coreference infor-
mation has the ability to learn from each other, the mention-utterance edges
are removed to prove the effect of location information of conference chain. The
graph structure of TUCORE-GCN is formed by removing both the coreference-
chain edges and mention-utterance edges. Table 3 shows the result of the above
three experiments, the names of edges are capitalized, for example, coreference-
chain edge is represented as CC edge. The result shows that the use of coreference
chains to enrich the dialogue graph is beneficial for relationship extraction.

Fig. 4. Effect analysis for partial relations. Fig. 5. Effect analysis for different
speaker numbers.

5.4 Effect Analysis for Partial Relationships

In Fig. 4, we compare the performances of TUCORE-GCNc+ and TUCORE-
GCN in extracting partial relationships. Obviously, in those relationships, such
as per:boss and per:neighbor, the prediction effect of the model is significantly
improved. The reason may be that in the communication, the speaker will add
the possessive pronouns of sequential adjectives when referring to this kind of
relationship, such as ‘your, his, her’, when joining the labeled pronouns, the
model performs well in the prediction process.

5.5 Impact of Coreference on Speaker Numbers

In the Fig. 5, we compare the performance of TUCORE-GCNc+ and TUCORE-
GCN in the dialogues with different speaker numbers. When the number of
speakers is greater than 4, the effect of the model is improved after adding
coreferential information. This is because when there are a large number of
speaker, the dialogue is generally longer, and the prediction effect in the longer
text can be improved by adding coreference information.
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5.6 Impact of Coreference on Inter- And Intra-Utterance Relations

In this section, we make a comparative analysis for inter- and intra-utterance
RE using TUCORE-GCNc+ and TUCORE-GCN. In Table 4, we can find that in
the dev and test datasets, the F1 of inter-utterance relation extraction increased
by 0.6 and 1.1, which shows that joining coreference information can promote
cross-utterance relationship extraction effect, which is due to join mention node
in different utterances and join different mention in the same utterance, thus the
model can learn more information in different utterances more accurately, so as
to improve the effect of inter-utterance relation extraction.

6 Conclusion and Future Work

In this paper, we annotate coreference information based on the DialogRE
dataset, proposing the first dialogue relation extraction dataset with coreference
chains. Based on this dataset, we build 4 coreference-enhanced graph-based mod-
els for DRE. By adding annotated coreference information into DRE models, the
effects of the models exceed the baselines significantly. We also add automatically
extracted coreferentce chains into DRE models. The coreferentce chains given by
a retrained coreference resolution model help DRE models to some extent, while
the ones given by an off-the-shelf coreference resolution model worsen the perfor-
mances of DRE models, demonstrating the necessity of annotating coreferentce
chains on the DRE task.

In the following research work, we hope to make contributions to the identi-
fication of dialogue coreference information based on the proposed DialogREC+

dataset, use coreference chains to improve DRE and apply the experimental
results to other dialogue-level tasks. We are also interested in joint research on
the DRE task and coreference resolution task.
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Abstract. The joint task of Dialog Sentiment Classification (DSC) and
Act Recognition (DAR) aims to predict the sentiment label and act label
for each utterance in a dialog simultaneously. However, current methods
encode the dialog context in only one direction, which limits their ability
to thoroughly comprehend the context. Moreover, these methods over-
look the explicit correlations between sentiment and act labels, which
leads to an insufficient ability to capture rich sentiment and act clues
and hinders effective and accurate reasoning. To address these issues, we
propose a Bi-directional Multi-hop Inference Model (BMIM) that lever-
ages a feature selection network and a bi-directional multi-hop inference
network to iteratively extract and integrate rich sentiment and act clues
in a bi-directional manner. We also employ contrastive learning and dual
learning to explicitly model the correlations of sentiment and act labels.
Our experiments on two widely-used datasets show that BMIM outper-
forms state-of-the-art baselines by at least 2.6% on F1 score in DAR and
1.4% on F1 score in DSC. Additionally, Our proposed model not only
improves the performance but also enhances the interpretability of the
joint sentiment and act prediction task.

Keywords: Dialog sentiment classification · Act recognition ·
Contrastive learning · Dual learning · Bi-directional joint model

1 Introduction

Dialog Sentiment Classification (DSC) and Act Recognition (DAR) have
attracted increasing attention in the field of dialog-based natural language under-
standing [2–4]. DSC aims to detect the emotion (e.g., negative) expressed by a
speaker in each utterance of the dialog, while DAR seeks to assign a semantic
label (e.g., question) to each utterance and characterize the speaker’s intention.
Recent studies demonstrate that these two tasks are closely relevant, and how
to exploit the correlations between them and thoroughly understand the context
are key factors. Thus nichetargeting models are proposed to jointly address these
two tasks by utilizing their correlations [1,5,6].
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Table 1. A dialog snippet from the Mastodon dataset [1] for joint dialog sentiment
classification and act recognition.

Speaker Utterances Act Sentiment

A u1: There’s no way to make a post visible
to just your local tl and not federated tl

Statement Negative

B u2: Correct ? Question Negative

B u3: I don’t think there is Answer Negative

A u4: Thanks Thanking Positive

B u5: Didn’t think so Agreement Negative

Despite promising performance, most prior approaches only encode the dia-
log context in one direction, i.e., the chronological order of the utterances [7,8].
However, such approaches neglect the subsequent utterances after the target
utterance which also play important roles in sentiment classification and act
recognition. As shown in Table 1, the sentiment expressed by u2 “correct?” is
obscure when considering only the dialog context before u2. Nevertheless, if we
check the dialog context after u2, we can observe that the subsequent utter-
ances u3 and u5 from the same speaker both tend to express negative sentiment.
Therefore, it is easy to infer the sentiment label for u2 as “Negative”, which
highlights the necessity of bi-directional inference.

Moreover, existing works only implicitly exploite the correlations between
sentiment and act labels [1], or even disregard the correlations at all [8]. The
lack of explicit modeling results in an insufficient ability to capture rich senti-
ment and act clues, which prevents effective and accurate reasoning. Intuitively,
considering the tight associations between sentiments and acts, it is beneficial
to explicitly model their correlations. For instance, the sentiment labels of most
utterances in the dialog of Table 1 are negative. A model that solely considers
the dialog context is apt to incorrectly predict the sentiment label of u4 as “Neg-
ative”. In contrast, if the model is capable of explicitly considering the correla-
tions between sentiments and acts, it can deduce that the act label “Thanking”
is more likely to be associated with a positive sentiment label. Hence, explicitly
modeling the correlations is necessary for both interpretability and performance
improvement of joint sentiment and act prediction.

In this paper, we propose a Bi-directional Multi-hop Inference Model (BMIM)
to model the dialog context in a bi-directional manner and explicitly exploit
the correlations of sentiment and act labels. Firstly, we design a feature selec-
tion network to capture sentiment-specific and act-specific features, as well as
their interactions, while removing the effect of multi-task confounders. Next, we
leverage a bi-directional multi-hop inference network to iteratively extract and
integrate rich sentiment and act clues from front to back and vice versa, emu-
lating human’s reasoning and cognition. Then, we employ contrastive learning
and dual learning to explicitly model the correlations of sentiments and acts,
meanwhile increasing the interpretability of our model. Finally, we utilize two
classifiers to predict the sentiment and act labels for each utterance based on
the refined features from aforementioned modules.



Bi-directional Multi-hop Inference Model 237

To verify the effectiveness of our model, we conduct experiments on two
widely-used datasets for DSC and DAR, namely Mastodon [1] and Dailydialog
[9]. The experimental results show that our model significantly outperforms all
state-of-the-art baselines by at least 2.6% on F1 score in DAR and 1.4% on
F1 score in DSC. Additionally, we conduct extensive experiments to show that
our model has decent interpretability, such as visualization of the correlations
between sentiment and act labels, visualization of the correlations between senti-
ment and act distributions, calculation of casual effect scores [10]. In conclusion,
the contributions of this paper can be summarized as follows:

– We propose a novel bi-directional multi-hop inference model to analyze senti-
ments and acts in dialogs by understanding dialog contexts based on the way
of imitating human reasoning.

– We employ contrastive learning and dual learning to explicitly model the cor-
relations between sentiments and acts, leading to reasonable interpretability.

– We conduct extensive experiments on two public benchmark datasets, pushing
the state-of-the-art for sentiment and act analyses in dialog.

2 Related Work

2.1 Sentiment and Emotion Analyses in NLP

Sentiment analysis [11–14] has long been an important research topic in natural
language processing (NLP), deriving many research directions such as aspect-
based sentiment analysis (ABSA) [15], emotion detection [16] and emotion recog-
nition in conversations (ERC) [17] and emotion-cause pair extract (ECPE) [18–
20]. ABSA focuses on detecting the sentiment polarities of different aspects in
the same sentence [21]. ECPE considers emotions and their associated causes. In
this paper, we focus on a new scenario, where not only the speaker’s sentiments
but also their acts should be extracted from the utterances.

2.2 Sentiment Classification and Act Recognition

Dialog Sentiment Classification and Act Recognition are sentence-level sequence
classification problems, and it has been found that they are correlated [1,8].
Several joint models are proposed to enhance their mutual interactions, provid-
ing a more comprehensive understanding of the speaker’s intentions. Li et al.
[22] propose a context-aware dynamic convolution network (CDCN) to model
the local contexts of utterances, but not consider the interactions between tasks.
Qin et al. [7] propose a co-interactive graph attention network (Co-GAT) to con-
sider both contextual information and mutual interaction information, but they
ignore the role of label information. Xing et al. [6] propose a dual-task tempo-
ral relational recurrent reasoning network (DARER) to achieve prediction-level
interactions and estimate label distributions. However, the aforementioned meth-
ods only model the dialog context in a one-way manner, disregarding the explicit
correlations of labels between tasks and lacking interpretability. In contrast, we
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Fig. 1. The overview of our model. ps, pa and pr denote sentiment, act and shared
features. RM means Reasoning module (cf. Sect. 3.3). Contrastive learning is applied
on sentiment and act label embeddings es and ea to pull the ones frequently occurring
in the same utterance close. P and N represent sentiment labels, positive and negative,
while T, V, M and D represent act labels, namely thanking, explicit performative,
sympathy and disagreement. When using dual learning, sentiment and act predictions
are no longer parallel, they are conducted as pipeline to mimic causal inference. (cf.
Sect. 3.4 for details).

propose a bi-directional multi-hop inference model to bi-directional capture the
dialog context and explicitly model the correlations of sentiment and act labels
using contrastive learning and dual learning.

2.3 Contrastive Learning and Dual Learning

Contrastive learning is a label-efficient representation learning mechanism that
enhances the proximity of positive samples and increases the distance between
negative samples, which exhibits advantages in various domains [23,24]. Besides,
dual learning has been widely adopted in various tasks [25–27], including Ques-
tion Answering/Generation [28] and Automatic Speech Recognition/Text-to-
Speech [26]. The primal task and the dual task form a closed loop, generating
informative feedback signals that can benefit both tasks. In this work, we present
two approaches to enhance the interpretability of our model: contrastive learning
and dual learning. Contrastive learning integrates logical dependencies between
labels into dialog comprehension, whereas dual learning promotes mutual learn-
ing between the two tasks by incorporating logical dependencies.

3 Methodology

In this paper, we propose a bi-directional multi-hop inference model to extract
features from the dialog context in both directions and explicitly exploit the
correlations between sentiment and act labels. The architecture of our model
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is illustrated in Fig. 1 and comprises four components. First, we design a fea-
ture selection network to extract specific sentiment and act features and purify
the shared features between them. Then, we propose a bi-directional multi-hop
inference network to encode the dialog context from front to end and vice versa.
Afterward, we explicitly model the correlations between sentiment and act labels
employing contrastive learning and dual learning, respectively. Finally, we utilize
two classifiers for dialog sentiment and act prediction.

3.1 Task Definition

Let U = {u1, u2, ..., uN} be a dialog, where N is the number of utterances. Our
goal is to map utterance sequences (u1, u2, ..., uN ) to the corresponding utterance
sequence sentiment labels (ys

1, y
s
2, ..., y

s
N ) and act labels (ya

1 , ya
2 , ..., ya

N ).

3.2 Utterance Encoding

Following Xing et al. [6], we also apply BiLSTM [29] as the encoder to yield ini-
tial utterance representations U = {u1, u2,. . . , uN}. Next, we leverage a feature
selection network (FSN) [30] to extract task-specific and interactive features and
remove the influence of redundant information. FSN divides neurons into three
partitions (sentiment, act, and shared) at each time step, generating task-specific
features by selecting and combining these partitions and filtering out irrelevant
information. Specifically, at the i-th time step, we generate two task-related
gates:

si = Cummax(Linear([ui;hi−1])), ai = 1 − Cummax(Linear([ui;hi−1])) (1)

where Cummax(·) denotes the cumulative maximum operation that performs
as a binary gate, Linear(·) refers to a linear transformation, and hi−1 represents
the hidden state of the (i − 1)-th utterance. Each gate corresponds to a specific
task and divides the utterance representations into two segments according to
their relevance to the respective task. With the joint efforts of the two gates si
and ai, the utterance representations can be divided into three partitions: the
sentiment partition psi , the act partition pai and the shared partition pri . Next, we
concatenate the sentiment and act partition separately with the shared partition
to gain task-specific sentiment and act feature representations xs

i and xa
i :

xs
i = tanh(psi ) + tanh(pri ), xa

i = tanh(pai ) + tanh(pri ) (2)

3.3 Bi-directional Multi-hop Inference Network

To imitate human reasoning and mine the internal dependencies of utterances
to thoroughly understand the context, we propose a bi-directional multi-hop
inference network. Concretely, in the t-th turn, we adopt the LSTM network
to learn intrinsic logical order and integrate contextual clues in the working
memory, formulated as:

q
(0)
i = Wqxi + bq (3)
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Fig. 2. Three architectures of the output layer of our model. Architecture (a) applies
contrastive learning on sentiment and act representations, so sentiment and act dis-
tributions can be predicted in parallel. Architecture (b) and (c) apply dual learning
where act or sentiment distributions are predicted grounded on the features given by
the sentiment or act task.

q̃
(t−1)
i , h

(t)
i =

−−−−→
LSTM(q(t−1)

i , h
(t−1)
i ) (4)

where Wq and bq are learnable parameters. xi can be either xs
i or xa

i . h
(t)
i is

the working memory, which stores and updates the previous memory h
(t−1)
i and

guides the next turn of clue extraction. t denotes the number of inference steps.
In order to mimic human retrieval and reasoning processes, we utilize an

attention mechanism to mine relevant contextual clues:

e
(t−1)
ij = f(xj , q̃

(t−1)
i ), α

(t−1)
ij =

exp(e
(t−1)
ij )

∑N
j=1 exp(e

(t−1)
ij )

, r
(t−1)
i =

N∑

j=1

α
(t−1)
ij xj (5)

where f is a dot product function. Then, we concatenate the output of inference
process q̃

(t−1)
i with the resulting attention readout r

(t−1)
i to form the next-turn

queries q
(t)
f→b and q

(t)
b→f from front to back and vice versa to explore contextual

dependencies:

q
(t)
f→b = [q̃(t−1)

f→b ; r(t−1)
f→b ], q

(t)
b→f = [q̃(t−1)

b→f ; r(t−1)
b→f ] (6)

Based on the above output vectors, the final sentiment and act representa-
tions qs and qa with rich contextual clues can be defined as a concatenation of
both vectors:

qs = [qsf→b; q
s
b→f ], qa = [qaf→b; q

a
b→f ] (7)

3.4 Contrastive Learning and Dual Learning

Contrastive Learning. To model the correlations between labels, bringing
related sentiment and action labels closer while pushing unrelated labels away,
we employ contrastive learning [24]. Our contrastive loss function is defined as:

Lcl =
l∑

i=1

−1
|P|

∑

p∈P
log

exp(ei · ep/τ)∑
p∈P exp(ei · ep/τ) +

∑
n∈N exp(ei · en/τ) + ε

(8)

where l is the total category size of sentiment and act labels and ei is the label
embedding representation. The positive set P contains the indexes of co-existed
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labels with the label ei in the training batch, while the negative set N contains
the indexes of labels that never co-existed with ei in the training set.

Dual Learning. We incorporate dual learning into our approach to facilitate
mutual learning of the two tasks, allowing for a more comprehensive understand-
ing and utilization of the logical dependencies between sentiment and act labels.
Rather than solely considering inter-task duality, we also take into account the
causalities of sentiments on acts and acts on sentiments to further improve the
model performance. Specifically, we consider the impact of sentiment on act and
predict the act score oa = MLP (qs), based on a multi-layer perceptron and sen-
timent representation qs. Then we employ a classifier to predict dialog act and
sentiment for each utterance as ya = Softmax(oa) = P (a|s; θs→a). Similarly, we
can perform such process reversely and model the impact of act on sentiment,
formulated as: ys = Softmax(MLP (qs)). To enforce the dual learning process,
we have the following loss:

Ldl = (logP̂ (s) + logP (a|s; θs→a) − logP̂ (a) − logP (s|a; θa→s))2 (9)

where ya = P (a|s; θs→a) and ys = P (s|a; θa→s). Note that the true marginal
distribution of data P (s) and P (a) are often intractable, so here we substitute
them with the approximated empirical marginal distribution P̂ (a) and P̂ (s) [25].

3.5 Joint Training

The training loss is defined as the cross-entropy loss between predicted label
distributions and ground-truth label distributions in the training set:

Ls = −
N∑

i=1

Ns∑

j=1

ŷs
ij log(ys

ij), La = −
N∑

i=1

Na∑

j=1

ŷa
ij log(ya

ij) (10)

where ys
ij , ya

ij , ŷs
ij and ŷa

ij are the predicted and gold sentiment and act distri-
butions for the i-th utterance. Ns and Na are the numbers of sentiment and act
labels. The aforementioned 4 losses can be combined and applied on the three
architectures in Fig. 2, where Eq. 11, 12, 13 corresponding to Architecture (a),
(b) and (c) respectively:

Lc = Ls + La + Lcl (11)

Ld,s→a = Ls + La + Ldl
s→a (12)

Ld,a→s = Ls + La + Ldl
a→s (13)

4 Experiments

4.1 Datasets and Evaluation Metrics

Datasets. We assess the efficacy of our model on two publicly dialog datasets,
Mastodon [1] and Dailydialog [9]. The Mastodon dataset consists 269 dialogs
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Table 2. Comparison of our model with baselines on Mastodon and Dailydialog
datasets. BMIMc, BMIMd,s→a and BMIMd,a→scorrespond to architecture (a), (b) and
(c) in Fig. 2, respectively.

Models Mastodon DailyDialog

DSC DAR DSC DAR

P R F1 P R F1 P R F1 P R F1

JointDAS 36.1 41.6 37.6 55.6 51.9 53.2 35.4 28.8 31.2 76.2 74.5 75.1

IIIM 38.7 40.1 39.4 56.3 52.2 54.3 38.9 28.5 33.0 76.5 74.9 75.7

DCR-Net 43.2 47.3 45.1 60.3 56.9 58.6 56.0 40.1 45.4 79.1 79.0 79.1

BCDCN 38.2 62.0 45.9 57.3 61.7 59.4 55.2 45.7 48.6 80.0 80.6 80.3

Co-GAT 44.0 53.2 48.1 60.4 60.6 60.5 65.9 45.3 51.0 81.0 78.1 79.4

TSCL 46.1 58.7 51.6 61.2 61.6 60.8 56.6 49.2 51.9 78.8 79.8 79.3

DARER 56.0 63.3 59.6 65.1 61.9 63.4 60.0 49.5 53.4 81.4 80.8 81.1

BMIMc 58.2 64.0 61.0 68.2 62.7 65.3 60.0 49.7 54.3 83.9 83.2 83.5

BMIMd,s→a 58.0 62.2 60.0 67.2 61.8 64.4 59.9 49.6 54.3 83.9 83.2 83.7

BMIMd,a→s 58.7 62.4 60.5 67.1 61.8 64.3 60.0 49.7 54.4 83.8 83.1 83.5

with 1075 utterances allocated to training and 266 dialogs with 1075 utterances
reserved for testing. It encompasses 3 sentiment categories and 15 act categories.
To ensure consistency with Cerisara et al. [1], we follow the same partition
scheme.

Evaluation Metrics. Following previous works [1,6], we exclude the neutral
sentiment label in DSC. For DAR, we employ the average of the F1 scores
weighted by the prevalence of each dialog act on Mastodon. While on DailyDia-
log, we adopt the macro-averaged Precision (P), Recall (R) and F1 as the major
metrics to measure the effectiveness of our model in both tasks.

4.2 Baseline Systems

To verify the effectiveness of the BMIM, we compare it with the following state-
of-the-art baselines, which are categorized into three groups based on their mod-
eling approaches. The first group solely focuses on modeling the context or inter-
action information, which includes JoinDAS [1] and IIIM [8]. The second group
considers both the dialog context and implicit interaction information between
tasks, and includes DCR-Net [31], BCDCN [22], Co-GAT [7] and TSCL [5]. The
third group utilizes implicit label information and includes DARER [6]. Notably,
all baselines only employ unidirectional modeling of the dialog context.

4.3 Overall Results

The experimental results for both DSC and DAR tasks are presented in Table 2.
Our method demonstrates obvious advantages over other state-of-the-art base-
lines for both tasks. For instance, on Mastodon, our model achieves the best
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performance when employing contrastive learning, surpassing the best baseline
(DARER) with an absolute improvement of 1.4% F1 score on the DSC task and
1.9% F1 score on the DAR task. Similarly, on DailyDialog, dual learning with the
sentiment-to-act approach works best for the DAR task, outperforming the best
baseline (DARER) by 2.6% F1 score. When using dual learning with the act-
to-sentiment approach, the performance on DSC tasks is the best, with a 1.0%
higher F1 score than the best baseline (DARER). We attribute the performance
improvement to three aspects: (1) Our framework implements bidirectional mod-
eling of dialog contexts, which infers context from a perspective that aligns with
human thinking and obtains contextual representations with richer sentiment
and act clues. (2) We design contrastive learning and dual learning to explicitly
capture the correlations between sentiment and act labels, effectively utilizing
label information. (3) Our feature selection network filters out task-independent
information and optimally applies task-related one to promote performance.

4.4 Ablation Study

Table 3. Results of the ablation
study on F1 scores.

Variants Mastodon DailyDialog

DSC DAR DSC DAR

BMIMc 61.0 65.3 54.3 83.5

w/o BMIN 58.2 63.6 51.8 81.7

w/o CL or DL 60.2 64.3 53.6 82.7

w/o FSN 59.5 64.1 52.9 82.5

We conduct ablation experiments to assess
the contribution of each component in our
model. As depicted in Table 3, we observe
that no variants can compete with the com-
plete model, implying the indispensability
of each component for the task. Specifically,
the F1 score decreases most heavily without
the bi-directional multi-hop inference net-
work, which indicates that it has a signifi-
cant effect on modeling the complex struc-
tural information of dialog. Furthermore, we
investigate the necessity and effectiveness of
contrastive learning and dual learning by removing these two modules. The sharp
drops of results demonstrate that either contrastive learning or dual learning
plays an important role in capturing explicit correlations between labels. Besides,
removing the feature selection nerwork results in a distinct performance decline.
This finding implies that efficient utilization of task-related information is able
to enhance our model performance.

4.5 Visualizing the Effectiveness of Contrastive Learning

We perform a visualization study in Fig. 3 to investigate the effectiveness of
contrastive learning and demonstrate that it assists our model in learning the
correlations between sentiment and act labels. Figure 3(a) illustrates that when
using contrastive learning, each type of sentiment label has strongly and weakly
correlated act labels. Strongly correlated labels are placed closer together, while
weakly correlated labels are farther apart. In contrast, as depicted in Fig. 3(b),
without contrastive learning, the correlations between labels is not significant,
which limites the ability to effectively utilize the information between labels for
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Fig. 3. Visualization of the correlations between sentiment and act labels.

modeling purposes. These observations reveal the explicit correlations between
sentiment and act labels and enhance the interpretability of our model. It also
proves that our contrastive learning can proficiently model and utilize the cor-
relations between labels to facilitate model inference.

4.6 Visualizing the Interpretability of Dual Learning

With the attempt to better understand how dual learning exploits explicit corre-
lations between labels, we select two examples corresponding to the architecture
(b) and (c) in Fig. 2, and visualize the distributions of sentiment and act labels
in these examples. The results in Fig. 4 indicate that when the distribution value
of the “negative” sentiment label reaches its maximum, the model is more likely
to predict act labels such as “disagreement” (D) or “symmetry” (M). Similarly,
larger distributions of act labels such as “thinking” (T), “agreement” (A), and
“suggestion” (S) make it easier for the model to predict a “positive” sentiment
label. In summary, dual learning effectively utilizes explicit correlations between
labels, enhancing the model performance. This approach also improves the inter-
pretability of such correlations, which aligns with human cognition.

Fig. 4. Visualization of the correlations between sentiment and act distributions.
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4.7 Evaluating Causal Effect Scores of Our Model

Table 4. The estimated causal
effects of sentiment and act labels
on Mastodon. A higher score indi-
cates more causal relationship. “–”
denotes that the estimated effect is
below 0.001.

Positive Neutral Negative

Thanking 0.32 – –

Greeting 0.28 – –

Sympathy – 0.14 0.26

Agreement 0.34 – 0.32

Disagreement – 0.07 0.34

To establish causal relationships between
sentiment and act labels, which aligns with
human prior knowledge, we estimate causal
effects [10] between labels and present some
results in Table 4. The act labels “Thanking”
and “Greeting” have causal effects on “Posi-
tive” sentiment with scores of 0.32 and 0.28,
respectively, and no impact on other senti-
ment types. In addition, the causal relation-
ship between sentiment and act labels is not
one-to-one. Rows 4–6 of Table 4 reveal that
all act labels have significant causal relation-
ships with two sentiment labels. Our quan-
titative analysis of the causal relationship
between labels enhances the interpretability
of our model and emphasizes the significance of explicitly modeling label infor-
mation to improve performance.

Table 5. Results based on different pre-trained language models.

Models DSC DAR

P (%) R (%) F1 (%) P (%) R (%) F1 (%)

BERT + Linear 64.6 66.5 65.5 72.5 70.6 71.6

BERT + DARER 65.5 67.3 66.4 73.1 71.3 72.2

BERT + BMIM 67.9 70.3 69.0 76.6 73.9 75.2

RoBERTa + Linear 60.0 64.6 62.2 69.7 67.0 68.4

RoBERTa + DARER 60.7 65.3 62.9 70.0 67.9 68.9

RoBERTa + BMIM 62.8 67.7 65.1 74.2 71.4 72.7

XLNet + Linear 64.9 66.4 65.6 70.8 69.1 69.9

XLNet + DARER 67.3 68.4 67.8 71.9 69.5 70.7

XLNet + BMIM 68.9 70.3 69.6 74.1 73.1 73.6

4.8 Performances Using Different Pre-trained Language Models

Following Xing et al. [6], we also explore three pre-trained models, BERT, Ro-
BERTa and XLNet in our framework. In this study, we replace the BiLSTM
utterance encoder with these pre-trained models, while retaining the other com-
ponents. We compare our approach with DARER, a competitive baseline, under
different encoders and presented the results in Table 5. A single pre-trained
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encoder yields promising results, which highlights the excellent language com-
prehension abilities of pre-trained models. Moreover, our model consistently out-
performs DARER on both tasks, irrespective of whether pre-trained models are
used or not. Notably, our model wins DARER over 3.0% F1 score on DAR task
when using BERT. Additionally, the performance gaps are further enlarged when
using only a linear classifier on the pre-trained model. These outcomes indicate
that our method can well model the dialog context bidirectionally while also
exploiting the explicit correlations between labels.

5 Conclusion

In this work, we propose a Bi-directional Multi-hop Inference Model to tackle the
joint task of DSC and DAR. BMIM leverages a feature selection network, a bi-
directional multi-hop inference network, as well as contrastive learning and dual
learning to iteratively extract and integrate abundant sentiment and act clues
in a bi-directional manner, explicitly model the correlations of sentiment and
act labels. Experimental results on two datasets demonstrate the effectiveness
of our model, achieving state-of-the-art performance. Extensive analysis further
confirms that our approach can proficiently comprehend the dialog context in
both directions, and exploit the correlations between sentiment and act labels
for better performance and interpretability.
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Abstract. Since one entity may have multiple mentions and relations
between entities may stretch across multiple sentences in a document,
the annotation of document-level relation extraction datasets becomes a
challenging task. Many studies have identified that these datasets con-
tain a large number of noisy labels, hindering performance improvement
for the document-level relation extraction task. The previous and most
straightforward method is denoising noisy labeled data from a data anno-
tation perspective. However, this time-consuming approach is not suit-
able for large-scale datasets. In this paper, we propose a novel Positive-
Guided Knowledge Distillation (PGKD) model to address the noisy
labeled data problem for document-level relation extraction. We design
a new teacher-student architecture. The teacher model trained with only
positive samples can partially supervise the student model. The positive-
guided knowledge distillation algorithm transfers the clean positive-class
patterns from the teacher model to the student model. In this way,
the student model trained with all samples can efficiently prevent the
interference of false negative samples. Extensive experiments on Mix-
DocRED demonstrate that PGKD achieves state-of-the-art effectiveness
for document-level relation extraction with noisy labeled data. More-
over, PGKD also surpasses other baselines even on the well-annotated
Re-DocRED.

Keywords: Positive-guided knowledge distillation · Noisy labeled
data · False negative samples · Document-level relation extraction

1 Introduction

Relation extraction (RE) comprises a primary branch of information extraction.
It plays a crucial role in extracting structured information from unstructured
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Fig. 1. A document in the DocRED dataset. New relations between entities are added
by our revising. However, in the previous incomplete DocRED dataset, these triples
are not in the ground truths.

textual data. Early studies focused primarily on the intra-sentence relation set-
ting. Recently, there have been significant efforts on document-level RE, which
deals with multiple mentions for each entity and complex inter-sentence rela-
tions. Consequently, the complexity of data annotation for document-level RE
has increased dramatically. It is nearly impossible to rely completely on man-
ual annotation to obtain large-scale, well-annotated datasets. To overcome this
challenge, existing datasets (e.g., DocRED) employ a recommend-revise annota-
tion scheme. This involves recommending relation triple candidates via distant
supervision and then confirming their correctness through annotators. However,
distant supervision relies on a sparse and incomplete knowledge base, which
causes that human annotations fail to cover all ground-truth relation triples
and suffer a major drawback - noisy labels1. For example, the relation between
“Yorkshire Post” and “United Kingdom”, i.e., “Country of origin”, can be eas-
ily retrieved from the document in Fig. 1, whereas this triple is not included in
DocRED. Current studies [5,8,13] have identified that the noisy labeled data
is a key factor hindering the performance improvement of document-level RE.
Nevertheless, how to resolve this issue has received limited attention.

Recent efforts in addressing noisy labeled data can be divided into two gen-
res. The first and most direct solution is from the standpoint of data annotation.
Huang et al. [8] pointed out the false negative problem2 in DocRED, and assigned
two expert annotators to relabel 96 documents from scratch. Subsequently, Tan
et al. [13] adopted a human-in-the-loop approach to iteratively re-annotate 4,053
documents in DocRED. This approach involved reintroducing relation triples
that were initially missed back into the original dataset. However, the complex-
ity of the document-level RE task inevitably increases the difficulty and cost
of producing high-quality benchmark datasets. Another economical solution is
denoising from the model-based perspective. Reinforcement learning [1] and gen-
erative adversarial learning [5] successively solved the noise in the data. Com-
pared with the data annotation solution, this model-based denoising method
produces a smaller workload and higher reusability. Therefore, it is essential to
study the problem of incompletely annotated data from a model perspective.

In this paper, we propose a novel Positive-Guided Knowledge Distillation
(PGKD) model for document-level RE. PGKD is based on a teacher-student
architecture. The student model is partially supervised by the teacher model

1 Noisy labels refer to incorrect or inaccurate annotations assigned to the samples.
2 The relation triples are not in the ground truths of the dataset.
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overlooking the NA (no relation) instances. The proposed model works in a
positive-guided manner. The distillation algorithm transfers the positive-class
patterns to the student model. Although the student model is trained with all
samples, it can avoid the pattern collapse [9] due to the supervision of the teacher
model. Specifically, based on the soft label and prediction of the student model,
we calculate a decoupled knowledge distillation loss. Moreover, the student model
can benefit from a hard loss that enables it to learn the ground truths. Lastly, by
incorporating both the hard loss and the knowledge distillation loss, the student
model can learn from the teacher model’s expertise while refining its own classifi-
cation capabilities. In addition, we construct a new dataset called Mix-DocRED,
consisting of both noisy labeled training data and well-labeled validation data.
The evaluation of PGKD is performed on Mix-DocRED to validate our motiva-
tion. We can summarize our contributions as follows:

– We address the problem of the noisy labeled data in document-level RE from
a model perspective, and design a new teacher-student architecture.

– We innovatively utilize positive samples to train the teacher model to ensure
that the student model can avoid the pattern collapse and mimic the outputs
of the teacher model on the positive classes.

– Experimental results on Mix-DocRED demostrate that PGKD achieves state-
of-the-art performance for document-level relation extraction with noisy
labeled data. Furthermore, PGKD outperforms existing competitive baselines
even on the well-annotated Re-DocRED dataset.

2 Related Work

Document-Level Relation Extraction. There are two categories of
approaches for document-level RE. On the one hand, researchers construct a
delicately designed document graph [2]. Following this, many studies integrated
similar structural dependencies to model documents. Otherwise, a special rea-
soning network was designed for relation inference [17]. On the other hand, there
are some works [15,20] that attempt to use pre-trained language models directly
for document-level RE without involving graph structure. Xu et al. [15] incor-
porated entity structure dependencies within the Transformer encoding part
and throughout the overall system. Zhou et al. [20] introduced an adaptive-
thresholding loss and a localized context pooling technique. These Transformer-
based approaches are simple but very effective. However, most works were pro-
posed under the assumption that datasets are completely annotated. Recently,
Huang et al. [8] identified the false negative issue in DocRED and re-annotated 96
documents. Moreover, Tan et al. [13] adopted a more efficient semi-manual app-
roach to re-annotate 4,053 documents. Despite their effectiveness, these annota-
tion methods [8,13] are time-consuming and impractical for large-scale datasets.
Therefore, we introduce the positive-guided knowledge distillation approach to
address the problem of noisy labeled data in document-level RE.
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Fig. 2. The overall architecture of PGKD. The left part and the right part represent the
teacher model and the student model, respectively. The part enclosed by the purple
dotted box represents the process of obtaining the target and non-target knowledge
distillation losses.

Knowledge Distillation. Hinton et al. [7] first introduced the concept of
knowledge distillation. Its core idea is to transfer “dark knowledge” of the teacher
model to the student model. Afterwards, Heo et al. [6] skipped redundant infor-
mation that adversely affects the compression of the student model. Mirzadeh et
al. [11] introduced a teacher assistant as an intermediary between teachers and
students. Differing from the above methods, Zhao et al. [19] proposed the new
concept of decoupled knowledge distillation (DKD) which comprises two compo-
nents: target class knowledge distillation (TCKD) and non-target class knowl-
edge distillation (NCKD). TCKD focuses on transferring knowledge related to
the “difficulty” of training samples, whereas NCKD plays a crucial role in the
effectiveness of logit distillation. Recently, Tan et al. [12] attempted to address
the disparity between human-annotated data and distantly supervised data by
knowledge distillation.

3 Problem Formulation

Given a set of n entities {e1, . . . , en} in a document D, the goal of the document-
level RE task is to predict all relation types r ∈ R∪{no relation} for each entity
pair (eh, et). eh and et is the head and the tail entities, respectively. R stands for
a collection of predefined relation classes. The setting of this work is to employ
the incompletely labeled training set to train a document-level RE model and
then evalutae this model with a well-annotated test set.
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4 Model Architecture

As shown in Fig. 2, the proposed PGKD model is based on a teacher-student
architecture. Specifically, we first follow Zhou et al. [20] to get the entity pair
embedding with the local contextual representations. Next, we only apply pos-
itive samples to train the teacher model, which allows it to learn complete and
clean positive-class patterns without interference from false negative samples.
For the student model, we utilize all samples as the training data to generate
the predicted results under the assistance of the teacher model and the guidance
of the ground truths.

4.1 Teacher Model

Specifically, we first follow Zhou et al. [20] to obtain an entity pair representa-
tion that incorporates the localized context. The entity pair encoding method
is equally applicable to the teacher model and the student model. Given a doc-
ument D = [hl]Ll=1 containing L words, we utilize a special token “*” which is
inserted before and after each mention. This approach allows us to easily iden-
tify the specific locations of mentions within the document. The document D is
subsequently encoded using a pre-trained language model (PLM) to obtain its
contextual embedding H = [h1, . . . , hL] , hl ∈ R

d of each token and cross token
attention A. We adopts the vector representation of the marker “*” before the
mention as the embedding of the mention mi

j , where mi
j represents the jth men-

tion of the ith entity. All mentions to the same entity are adopted the logsumexp
pooling to get the entity embedding ei. The local contextual embedding ch,t of
the entity pair is computed as follows:

ch,t = HT Ah ◦ At

AT
hAt

, (1)

where Ah, At denote the attentions of the head and the tail entities, Ah, At ∈ R
L,

respectively. Then we compute the entity pair embedding g(h,t) ∈ R
d as follows:

zh = tanh (Wheh + Wchch,t) ,

zt = tanh (Wtet + Wctch,t) ,

g
(h,t)
i =

k∑

j=1

(
zjhW j

giz
j
t

)
+ bi,

g(h,t) =
[
g
(h,t)
1 , g

(h,t)
2 , . . . , g

(h,t)
d

]

(2)

where Wh,Wch ,Wt,Wct ,W
j
gi and bi are model parameters, Wh,Wch ,Wt,Wct ∈

R
d,W j

gi ∈ R
d/k×d/k. zh and zt indicate the embeddings of the head entity and

the tail entity, zh, zt ∈ R
d, respectively.

For the teacher model, the entity pair embedding g
(h,t)
t of a positive sample

is fed into a feed-forward linear layer to get the predicted result Pt (r|eh, et):

Pt (r|eh, et) = σ
(
Wtg

(h,t)
t + bt

)
, (3)
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where Wt and bt are the learnable parameters, Wt, bt ∈ R
d. σ is an activation

function (e.g., Sigmoid). Because different entity pairs or classes have distinct
interpretations for the same predicted score, a global threshold is inadequate.
Therefore, we employ the adaptive-thresholding loss function [20] for the teacher
model. A TH class is introduced to distinguish between positive and negative
classes. Positive classes PT are expected to have probabilities higher than TH,
whereas negative classes NT should have probabilities lower than TH. The loss
function of the teacher model is as shown below:

Lteacher = −
∑

r∈PT

log

(
exp (logitr)∑

r′∈PT

⋃{TH} exp (logitr′)

)

− log

(
exp (logitTH)∑

r′∈NT

⋃{TH} exp (logitr′)

)
, (4)

where logit is the hidden representation in the last layer before Sigmoid.

4.2 Student Model

The student model utilizes both positive and negative samples as training data.
It generates a hard loss and a knowledge distillation loss, supervised by the true
labels and the teacher model, respectively. Similarly to the teacher model, the
student model first obtains the entity pair embedding g

(h,t)
s . Then the probability

score Ps (r|eh, et) is obtained by inputting g
(h,t)
s into a linear layer:

Ps (r|eh, et) = σ
(
Wsg

(h,t)
s + bs

)
, (5)

where Ws and bs are the learnable parameters, Ws, bs ∈ R
d. Subsequently, we

regard the ground-truth label of this input sample as the hard label and adopt
the adaptive-thresholding loss function to compute the hard loss Lhard, which
can optimize its performance on individual sample classification.

Additionally, a knowledge distillation (KD) loss is introduced to obtain the
supervised knowledge of the teacher on the student. We assign separate weights
to the TCKD and NCKD losses. The true labels of the entity pair and the rest
of the 97 relation types are considered as the target and the non-target classes,
respectively. Specifically, we feed a positive sample to the trained teacher model
that generates a soft label Pt (r|eh, et), while the student model produces a
corresponding soft prediction Ps (r|eh, et). We then calculate the target class
mask MTC and non-target class mask MNC based on the ground truth LPT .
The target class soft label LTC , non-target class soft label LNC , target class
soft prediction PTC and non-target class soft prediction PNC can be available
as follows:

LTC (r|eh, et) = MTC · Pt (r|eh, et) ,

LNC (r|eh, et) = MNC · Pt (r|eh, et) ,

PTC (r|eh, et) = MTC · Ps (r|eh, et) ,

PNC (r|eh, et) = MNC · Ps (r|eh, et)

(6)
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Table 1. Statistics of Re-DocRED and Mix-DocRED.

Re-DocRED Mix-DocRED

data sets Train Train Dev Test

#Documents 3053 3053 500 500

Avg. #Entities 19.4 19.5 19.4 19.6

Avg. #Triples 28.1 12.5 34.6 34.9

Avg. #Sentences 7.99 7.9 8.2 7.9

#Positive samples 67,808 35,615 13,362 13,672

NA rate 93.5% 96.0%

Ultimately, we employ the mean squared error loss function to calculate the
target class KD loss LTCKD and non-target class KD loss LNCKD. The student
model can adequately learn the logit distribution of the teacher model on the
positive classes. The positive-class pattern collapse of the student model can be
avoided in this positive-guided manner.

LTCKD =
1

|Et|
∑

(eh,et)∈Et

∑

r∈R
(LTC (r|eh, et) − PTC (r|eh, et))2,

LNCKD =
1

|Et|
∑

(eh,et)∈Et

∑

r∈R
(LNC (r|eh, et) − PNC (r|eh, et))2,

(7)

where Et means the number of positive samples. R represents all predicted rela-
tion types. The KD loss is reformulated into a weighted sum of LTCKD and
LNCKD as follows:

LKD = α ∗ LTCKD + β ∗ LNCKD, (8)

where the hyper-parameters α and β are utilized to disentangle the classical
knowledge distillation process. By incorporating both the hard loss Lhard and
the knowledge distillation loss LKD, the student model aims to learn from the
teacher model’s expertise while refining its own classification capabilities. Its
final loss function is shown as follows:

Lstudent = γ ∗ Lhard + δ ∗ LKD, (9)

where γ and δ are the hyper-parameters to make trade-offs.

5 Experiments

5.1 Datasets

DocRED3 [16] is a well-known benchmark dataset for document-level RE, but it
is plagued by a high rate of false negative samples. To overcome this limitation,
3 https://github.com/thunlp/DocRED.

https://github.com/thunlp/DocRED
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Tan et al. [13] performed a re-annotation of the 4,053 documents in DocRED, cre-
ating a new dataset called Re-DocRED4. However, there is currently no reliable
benchmark dataset for document-level denoising RE. So we fuse DocRED and
Re-DocRED to construct a new dataset named Mix-DocRED, which comprises
the training set of DocRED, as well as the dev and testing sets of Re-DocRED.
Table 1 provides the statistics of Re-DocRED and Mix-DocRED.

5.2 Implementation Details

In this work, we employed BERTBase [3] and RoBERTaLarge [10] as document
encoders. AdamW was used as the optimizer of our model. We performed warm-
up [4] on the initial 6% steps during training and set the learning rates to 5e-5
and 3e-5 for BERTBase and RoBERTaLarge, respectively. We performed the grid
search on the development set to optimize the hyper-parameters, which include
α, β, γ, and δ. The values for these hyper-parameters were 2, 1, 0.7, and 1,
respectively. We reported the mean results with three different seeds. A single
NVIDIA RTX 3090 GPU was used for all experiments. Precision, recall, Ign F1
and F1 scores served as the primary evaluation metrics.

5.3 Baselines

We conducted two sets of comparisons to evaluate the proposed PGKD model.
Firstly, we compared PGKD against some existing competitive baselines on
the DocRED leaderboard5. These baselines were developed under the assump-
tion that the dataset is well-annotated, including BiLSTM [16], GAIN [17],
ATLOP [20], and DocuNet [18]. Secondly, we compared PGKD with SSR-
PU [14], the current state-of-the-art framework for document-level denoising
RE. SSR-PU was a unified positive-unlabeled learning framework that effectively
solved the incomplete labeling problem.

5.4 Main Results

We report the mean and standard deviation of PGKD on the Mix-DocRED test
set compared to other strong baselines. As seen in Table 2, PGKD outperforms
the competitive models, achieving the highest F1 score of 56.50 and 59.92, respec-
tively. To facilitate a more direct comparison with the latest denoising framework
SSR-PU, we adopt ATLOP as the backbone. Our PGKD outperforms SSR-PU
by 0.36 and 0.42 F1 points, respectively. This implies that PGKD is superior
to SSR-PU in the RE ability from incomplete annotated data. Furthermore, It
is worth noting that BiLSTM, GAIN, ATLOP, and DocuNet experience sig-
nificant drops in F1 score when facing with incomplete labeling scenarios. For
instance, DocuNet shows a decrease of 10.51 and 10.18 F1 points compared to
PGKD. The conspicuous gap between these baselines and PGKD is mainly due
4 https://github.com/tonytan48/Re-DocRED.
5 https://competitions.codalab.org/competitions/20717.

https://github.com/tonytan48/Re-DocRED
https://competitions.codalab.org/competitions/20717
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Table 2. Experimental results (%) on the Mix-DocRED test set. Results with † are
reported from [14]. Results with ∗ are based on our implementations.

Model Ign F1 F1 Precision Recall

BiLSTM† 32.57 ± 0.22 32.86 ± 0.22 77.04 ± 1.01 20.89 ± 0.17

GAIN+BERT†
Base [17] 45.57 ± 1.36 45.82 ± 1.38 88.11 ± 1.07 30.98 ± 1.36

ATLOP+BERT∗
Base [12] 45.18 ± 0.23 45.48 ± 0.25 85.66 ± 0.30 30.96 ± 0.28

DocuNet+BERT†
Base [18] 45.88 ± 0.33 45.99 ± 0.33 94.16 ± 0.32 30.42 ± 0.29

SSR-PU+ATLOP+BERT†
Base [14] 55.21 ± 0.12 56.14 ± 0.12 70.42 ± 0.18 46.67 ± 0.14

PGKD+BERT∗
Base 55.45 ± 0.20 56.50 ± 0.21 65.85 ± 0.21 49.50 ± 0.22

GAIN+RoBERTa∗
Large [17] 48.65 ± 0.24 48.76 ± 0.25 88.60 ± 0.25 33.64 ± 0.26

ATLOP+RoBERTa∗
Large [12] 48.70 ± 0.30 48.91 ± 0.30 89.68 ± 0.32 33.63 ± 0.35

DocuNet+RoBERTa∗
Large [18] 49.54 ± 0.27 49.74 ± 0.25 94.81 ± 0.26 34.27 ± 0.27

SSR-PU+ATLOP+RoBERTa†
Large [14] 58.68 ± 0.43 59.50 ± 0.45 74.21 ± 0.53 49.67 ± 0.77

PGKD+RoBERTa∗
Large 58.87 ± 0.24 59.92 ± 0.25 67.61 ± 0.25 53.79 ± 0.23

Table 3. Error distributions of ATLOP and PGKD on the dev set of Mix-DocRED.
In each cell, the data on the left (or right)

Ground Truth

Predictions r ∈ R NR

r ∈ R C 3,523 (25.49%) 6,203 (35.61%) MR 457 (3.31%) 4,055 (23.28%)

W 2,021 (14.67%) 2,928 (16.81%)

NR MS 7,818 (56.57%) 4,231 (24.29%) CN 179,413 175,815

to that the former prioritize precision over recall, at the cost of sacrificing over-
all performance. Without the ability to systematically identify relation triples
that are overlooked in the dataset, these baselines simply treat unlabeled data
as negative samples. Fortunately, our PGKD is able to learn clean positive-class
patterns that aid in better distinguishing between positive and negative samples.
PGKD overcomes the challenge posed by noisy labeled data and appropriately
increases the recall score, leading to an overall improvement in performance.

Additionally, while the decreased precision of PGKD is indeed a concern,
it can be attributed to that the teacher model monitors the student model.
Since the teacher model is trained only on positive samples, the student model
tends to be biased towards predicting more positive samples under its guidance.
Nevertheless, despite the decrease in precision, our model (PGKD) exhibits sig-
nificant improvement over the baselines according to recall and F1 scores. Thus,
PGKD outperforms the competitive baselines by effectively balancing the trade-
off between precision and recall scores.
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Table 4. Results (%) on the revised Re-DocRED test set. Results with † are reported
from [13]. Results with ∗ are based on our implementations.

Model Ign F1 F1

ATLOP+BERT∗
Base [12] 73.14 73.86

DocuNet+BERT∗
Base [18] 73.94 74.03

PGKD+BERT∗
Base 74.28 74.35

ATLOP+RoBERTa†
Large [12] 76.94 77.73

DocuNet+RoBERTa†
Large [18] 77.27 77.92

KD-DocRE+RoBERTa†
Large [12] 77.63 78.35

PGKD+RoBERTa∗
Large 77.67 78.38

5.5 Error Analysis

In this section, we follow Tan et al. [12] and provide a detailed error analysis to
specify ATLOP and PGKD. We compare the predictions with the ground truths
to form five categories, including: 1) C: where all predicted relations are cor-
rect. 2) W: the entity pair is correctly identified, but there are certain predicted
relations that are incorrect. 3) MS: where the model fails to identify the entity
pair in the ground truth. 4) MR: where the model generates a relation label
for a negative sample. 5) CN: where both the head entity and tail entity are
not included in the ground truth and the predicted relation does not correspond
to any existing relation. Afterwards, we design a confusion matrix in Table 3 to
present each predicted category’s number and score. Given that the final evalu-
ation score is assessed based on r ∈ R triples, the CN category is ignored when
calculating the final score. Based on the above matrix, we can draw conclusions.
Table 3 indicates that the sum of error scores under the MR and MS cate-
gories for ATLOP is 59.88%, exceeds PGKD’s sum by 12.31%. This comparison
proves that PGKD outperforms ATLOP when determining the relation between
head and tail entities. Moreover, PGKD’s score under the C category is 35.61%
(6,203), while ATLOP’s score is 25.49% (3,523), further indicating that PGKD
has a higher recall score than ATLOP. These strong contrasts demonstrate the
effectiveness of positive-guided knowledge distillation in addressing the problem
of noisy labeled data.

5.6 Experiment on the Well-Annotated Re-DocRED

In this section, we assess the performance of PGKD in comparison with various
state-of-the-art baselines, namely ATLOP, DocuNet, and KD-DocRE [12], uti-
lizing the well-annotated Re-DocRED for both training and testing. As shown in
Table 4, PGKD achieves a superior F1 score of 78.38%, outperforming the other
baselines. Despite being designed to handle noisy labels, PGKD shows relative
improvement over the baselines even in well-annotated scenarios. Additionally,
these results can be regarded as a maximum value for document-level RE with
incompletely annotated data.
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Table 5. Experimental results (%) of positive relation classification on the Mix-
DocRED and Re-DocRED test sets. Results with ∗ are based on our implementation.

Model Mix-DocRED Re-DocRED

Ign F1 F1 Ign F1 F1

Teacher+BERT∗
Base 78.45 78.56 90.97 91.36

Teacher+RoBERTa∗
Large 79.85 80.19 92.62 92.95

5.7 Analysis and Discussion on Positive Relation Classification

We conduct an experiment to explore the eligibility of a model trained solely with
positive samples to be the teacher model. The experiment focuses on classifying
relation types for positive samples, referred to as positive relation classification
(PRC). The number of positive samples for each set on Mix-DocRED and Re-
DocRED is summarized in Table 1. The results in Tables 2 and 5 show that the
teacher model on Mix-DocRED exceeds PGKD by 22.06 (78.56 vs. 56.50) and
20.27 (80.19 vs. 59.92) F1 scores, respectively. This strongly proves that the
teacher model has effectively learned patterns of positive samples, making it a
valuable source of knowledge for the student model. The PRC metric, which
excludes all NA samples, provides an upper bound of the RE performance for
a given dataset. The performance gap between PRC and RE should not be
significant if the dataset has good annotation quality. However, we observe that
the performance on the standard RE task is inferior to counterpartrpar on the
PRC task, suggesting that the annotations for positive samples are of higher
quality compared to the entire dataset. Therefore, it is reasonable to use a model
trained only with positive samples as the teacher model.

6 Conclusion

In this work, we propose a novel PGKD model to address the noisy labeled data
problem for document-level RE. Our model is based on the teacher-student archi-
tecture. PGKD innovatively only utilizes positive samples to train the teacher
model. The student model is partially supervised by the teacher model to avoid
positive class pattern collapse and interference of noisy labeled data. We con-
ducted experiments on two distinct datasets, Mix-DocRED and Re-DocRED.
Extensive experimental results demostrate that the proposed PGKD exhibits
SOTA effectiveness in denoising noisy labeled data, outperforming competitive
baselines.
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Abstract. The representation of events in text plays a significant role
in various NLP tasks. Recent research demonstrates that contrastive
learning has the ability to improve event comprehension capabilities of
Pre-trained Language Models (PLMs) and enhance the performance of
event representation learning. However, the efficacy of event represen-
tation learning based on contrastive learning and PLMs is limited by
the short length of event texts. The length of event texts differs sig-
nificantly from the text length used in the pre-training of PLMs. As a
result, there is inconsistency in the distribution of text length between
pre-training and event representation learning, which may undermine the
learning process of event representation based on PLMs. In this study, we
present PromptCL, a novel framework for event representation learning
that effectively elicits the capabilities of PLMs to comprehensively cap-
ture the semantics of short event texts. PromptCL utilizes a Prompt
template borrowed from prompt learning to expand the input text dur-
ing Contrastive Learning. This helps in enhancing the event representa-
tion learning by providing a structured outline of the event components.
Moreover, we propose Subject-Predicate-Object (SPO) word order and
Event-oriented Masked Language Modeling (EventMLM) to train PLMs
to understand the relationships between event components. Our experi-
mental results demonstrate that PromptCL outperforms state-of-the-art
baselines on event related tasks. Additionally, we conduct a thorough
analysis and demonstrate that using a prompt results in improved gener-
alization capabilities for event representations (Our code will be available
at https://github.com/YuboFeng2023/PromptCL).

Keywords: Event representation · Prompt learning · Contrastive
learning

1 Introduction

Distributed event representations are a widely-used machine-readable represen-
tation of events, known to capture meaningful features relevant to various appli-
cations [1,2,13]. Due to event texts are too short, capturing their semantic rela-
tionships is a challenging task. For example, despite the greater lexical overlap
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 261–272, 2023.
https://doi.org/10.1007/978-3-031-44693-1_21
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between “military launch program” and “military launch missile” their semantic
similarity is limited, but “military launch program” and “army starts initiative”
display a certain degree of semantic similarity, even though they share no lexical
overlap.

In previous studies [3–5,19], Neural Tensor Networks (NTNs) [16] have
been commonly utilized to construct event representations by composing the
constituent elements of an event, i.e., (subject, predicate, object). Neverthe-
less, these approaches entail a substantial compositional inductive bias and are
inadequate for handling events that possess additional arguments [6]. Recent
research has demonstrated the effectiveness of employing powerful PLMs, such
as BERT [9], to create flexible event representations instead of using static word
vector compositions [17,21]. Nevertheless, utilizing PLMs alone to learn event
representations is insufficient to capture the complicated relationships between
events. Therefore, in order to tackle the challenge of capturing complex rela-
tions between events, some researchers have proposed the use of graph neural
networks in event representation learning. This approach has shown to yield
better performance, as demonstrated in recent studies [22,23]. But graph neu-
ral networks are often associated with high computational complexity, which
can lead to significant difficulties in training the models [24]. To fully capture
complicated event relations and efficiently learn event representations, Gao et
al. proposed SWCC [6], which leverages contrastive learning [7] to improve the
event comprehension ability of PLMs. It has achieved state-of-the-art results on
event similarity tasks and downstream tasks.

In our work, we argue that there is a rich amount of event comprehension
ability in PLMs, but previous works did not make fully use of such abilities.
Inspired by the advancements in prompt learning [14,15], we have realized that
providing task descriptions to PLMs can help to elicit the knowledge embedded
within them. And then, this knowledge can be utilized to enhance event repre-
sentation learning. To learn event representations, previous works [6,21] leverage
contrastive learning to improve the event comprehension capacity of PLMs. How-
ever, they share three common limitations. Firstly, the length of event text is
relatively short, which differs significantly from the text length used in the pre-
training of language models. As a result, the distribution of text length between
pre-training and event representation learning is inconsistent. This inconsistency
may undermine the learning process of event representation based on PLMs.
Secondly, the Predicate-Subject-Object (PSO) word order, which is adopted by
PLMs-based event representation models [6,21], is significantly different from
the natural language word order used during the pre-training [9]. In PSO word
order, the inversion of subject and predicate can potentially undermine the per-
formance, as the pre-trained MLM knowledge may have a counterproductive
effect. Because MLM in pre-training predicts a masked token based on its con-
text [9], a change in word order can also cause the position of the context to
change. Therefore, the pre-trained MLM knowledge may be a burden for event
representation learning in PSO word order. Finally, the state-of-the-art model
utilizes MLM loss to prevent the forgetting of token-level knowledge during
the training of event representation in the PLM [6]. However, the model only
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randomly masks one sub-word, which may not provide sufficient understanding
of complex event texts [20].

We are motivated to address the above issues with the goal of eliciting
the event comprehension capabilities from PLMs. To this end, we present
PromptCL: a Prompt template-based Contrastive Learning framework for
event representation learning. To address the first issue, we propose a novel
prompt template-based contrastive learning method. In this approach, we incor-
porate a prompt template borrowed from prompt learning into contrastive learn-
ing, which comprises a description outlining the event components. The injec-
tion of the prompt template serves two purposes: it extends the length of event
texts and provides semantic guidance to PLMs. To address the second issue,
we propose using the SPO word order to solve the problem of subject-predicate
inversion, which aligns with the natural language word order. To address the
final issue, we present an approach called EventMLM, which focuses on the
structure of events and aims to increase the masking rate. EventMLM not only
masks entire words but also masks the complete subject, predicate, or object of
the event. This approach trains PLMs to understand the relationships between
event components. Overall, our study makes the following noteworthy contribu-
tions:

• We propose PromptCL, a simple and effective framework that improves
event representation learning using PLMs. To the best of our knowledge, this
is the first study that utilizes prompt learning and contrastive learning to
elicit event representation abilities from PLMs.

• We introduce prompt template-based contrastive learning that extends the
length of event texts and provides semantic guidance to PLMs. Addition-
ally, we introduce the SPO word order and the EventMLM method, which
are designed to train PLMs to comprehend the relationships between event
components.

• Our experimental results demonstrate that our framework outperforms pre-
vious state-of-the-art methods on event-related tasks. We conduct a thorough
analysis of the proposed methods and demonstrate that they generate simi-
larity scores that are more closely aligned with the ground truth labels.

2 The Proposed Approach

This section details our proposed approach that aims to enhance event represen-
tations by eliciting the event comprehension capabilities of PLMs. Our approach
is illustrated in Fig. 1, comprising three parts: the prompt template-based con-
trastive learning (left), and the SPO word order (middle), and the EventMLM
(right).

2.1 Prompt Template-Based Contrastive Learning

The proposed contrastive learning method based on prompt templates involves
augmenting an event text by randomly inserting a template using a Bernoulli
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Fig. 1. Architecture of PromptCL.

distribution. This augmentation results in a modified event that serves as a
positive example during the training of contrastive learning.

Prompt Template. Given an event x = {xs, xp, xo}, the function prompt(·)
inserts a template into the event with a probability π following a Bernoulli
distribution:

x+ = prompt(x, π) (1)

and the resulting prompt-augmented event is denoted as x+:

x+ = {subject is xs, predicate is xp, object is xo} (2)

For example, if x = {military, launch,missile}, the augmented event x+ could
be :

x+ = {subject is military, predicate is launch, object is missile} (3)

The random insertion of the template ensures that the model is trained on a
slightly diverse set of events, improving its ability to capture the core semantic
meaning of events.

Dual Positive Contrastive Learning. To augment the impact of prompt
templates and enhance the diversity of positive examples, we introduce an addi-
tional positive sample, whereby an input event xi is compared not only with
its prompt-augmented text x+

i,1 = prompt(xi, π), but also with another prompt-
augmented text x+

i,2 = prompt(xi, π). Drawing inspiration from [10] and based
on in-batch negatives [7], we extend InfoNCE objective [12] to:

LCL =
∑

α={h+
i,1,h+

i,2}
− log

g(hi, α)
g(hi, α) +

∑
k∈N (i) g(hi, hk)

(4)

where h+
i,1 and h+

i,2 correspond to event representations of x+
i,1 and x+

i,2 respec-
tively. k ∈ N (i) is the index of in-batch negatives and g(·) is a function:
g(hi, hk) = exp(h�

i hk/τ), where τ ∈ R+ is temperature.
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2.2 Subject-Predicate-Object Word Order

Unlike prior studies [6,21], where PSO word orders were used to construct the
input events, we use the Subject-Predicate-Object (SPO) word order in our
study. The event text x consists of three components, namely the subject xs,
predicate xp, and object xo. Specifically, we utilize the PLM to process an event
text that consists of a sequence of tokens, following the input format represented
below:

[CLS] xs xp xo [SEP] (5)

Let s = [s0, s1, ..., sL] be an input sequence, where s0 corresponds to the [CLS]
token and sL corresponds to the [SEP] token. When given an event text as input,
a PLM generates a sequence of contextualized vectors:

[v[CLS], vx1 , ..., vxL
] = PTM(x) (6)

The representation of the [CLS] token, denoted by v[CLS], serves as the first
input to downstream tasks in many PLMs. Typically, the final representation of
an input sequence is obtained by taking the [CLS] representation as the output,
that is, h = v[CLS].

2.3 Event-Oriented Masking Language Modeling

To fully utilize the text comprehension ability of PLMs, we present a novel
event-oriented masking function, denoted by em(·), which randomly masks a
component of the input event using a uniform distribution. For a given event
x = {xs, xp, xo}, the resulting masked event is denoted as x′:

x′ = em(x) (7)

For example, if the predicate xp is randomly selected to be masked using
a uniform distribution, we replace it with special tokens [MASK]. Note that
multiple tokens may be replaced by the [MASK] tokens.

x′ = {xs, [MASK]...[MASK], xo} (8)

Distinctively, our EventMLM method differs from previous work [6], which
merely masks a single token. Our proposed method not only masks several tokens
but also considers the components of the event. Moreover, our method focuses on
the event structure and trains the PLM to comprehend the relationships between
the components, thus enhancing the event representation. In this example, the
PLM needs to accurately predict the masked tokens (predicate xp) by under-
standing the semantic relationship between the subject xs and object xo.

2.4 Model Training

The overall training objective comprises three terms:

Loverall = LCL + LEventMLM + LCP (9)
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Firstly, we have the prompt template-based contrastive learning loss (LCL),
which effectively incorporates prompt templates into event representation learn-
ing. Secondly, the EventMLM loss (LEventMLM ) aims to improve the text com-
prehension ability of PLMs and teaches the model to comprehend the rela-
tionships between the components of input events. Finally, we introduce the
prototype-based clustering objective (LCP ) as an auxiliary loss to cluster the
events while enforcing consistency between cluster assignments produced for
different augmented representations of the input event [6].

3 Experiments

Consistent with conventional practices in event representation learning [3,6,19,
21], we conduct an analysis of the event representations acquired through our
approach on two event similarity tasks and one transfer task.

3.1 Dataset and Implementation Details

For the event representation learning models training and event similarity tasks,
we utilize the datasets released by Gao et al. [6]1. For the transfer task, we use
the MCNC dataset that was previously employed by Lee and Goldwasser [11]2.
It is noteworthy that above datasets explicitly specify the components of the
event, indicating that they support the arbitrary organization of word order.

Our model begins with the checkpoint of BERT-based-uncased [9], and we
utilize the [CLS] token representation as the event representation. During train-
ing, we employe an Adam optimizer with a batch size of 256. The learning rate
for the event representation model is set to 2e-7. The value of temperature is set
to τ = 0.3. Furthermore, we select the probability of prompt template insertion
to be π = 0.2.

3.2 Event Similarity Tasks

Hard Similarity Task. The objective of the hard similarity task is to assess
the ability of the event representation model to differentiate between similar and
dissimilar events. Weber et al. [19] created a dataset (referred to as”Original”)
comprising two types of event pairs: one with events that have low lexical over-
lap but should be similar, and the other with events that have high overlap but
should be dissimilar. The dataset consists of 230 event pairs. Ding et al. [3] sub-
sequently expanded this dataset to 1,000 event pairs (denoted as ”Extended”).
We evaluate the performance of our model on this task using Accuracy(%) as the
metric, which measures the percentage of instances where the model assigns a
higher cosine similarity score to the similar event pair compared to the dissimilar
one.

1 https://github.com/gaojun4ever/SWCC4Event.
2 https://github.com/doug919/multi relational script learning.

https://github.com/gaojun4ever/SWCC4Event
https://github.com/doug919/multi_relational_script_learning
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Table 1. Evaluation performance on the similarity tasks. The Hard Similarity Task is
represented by the Original and Extended datasets. The Transitive Sentence Similarity
is evaluated using the Transitive dataset.

Model Original(%) Extended(%) Transitive(ρ)

Event-comp [19] 33.9 18.7 0.57

Predicate Tensor [19] 41.0 25.6 0.63

Role-factor Tensor [19] 43.5 20.7 0.64

NTN-IntSent [3] 77.4 62.8 0.74

UniFA [21] 75.8 61.2 0.71

UniFA-S [21] 78.3 64.1 0.75

HeterEvent[W+E] [22] 76.6 62.3 0.73

MulCL[W+E] [23] 78.3 64.3 0.76

SWCC [6] 80.9 72.1 0.82

PromptCL(Ours) 81.7 78.7 0.82

Transitive Sentence Similarity. This dataset [8] (denoted as ”Transitive”)
is comprised of 108 pairs of transitive sentences containing a singular subject,
object, and verb (e.g., “military launch missile”). Each pair is annotated with a
similarity score ranging from 1 to 7, with higher scores indicating greater sim-
ilarity between the two events. To evaluate the performance of the models, we
employ Spearman’s correlation(ρ) to measure the relationship between the pre-
dicted cosine similarity and the manually annotated similarity score, consistent
with prior work in the field [3,19,21].

Comparison Methods. In our study, we conduct a comparative analysis of
our proposed approach with various baseline methods. We group these methods
into four distinct categories:

(1) Neural Tensor Networks: The models, Event-comp [19], Role-factor
Tensor [19], Predicate Tensor [19], and NTNIntSent [3], employ Neural
Tensor Networks to learn event representations. (2) Pre-trained Language Model:
Two event representation learning frameworks that leverage PLMs are Uni-
FAS [21] and UniFA-S [21]. (3) Graph Neural Network: The utilization of
graph neural networks for event representation learning is employed by Het-
erEvent [22] and MulCL [23]. (4) Contrastive Learning: SWCC [6] is a state-
of-the-art framework that is based on a PLM and combines contrastive learning
and clustering.

Results. Table 1 presents the results of various methods on the challenging
similarity tasks, including hard similarity and transitive sentence similarity. The
findings reveal that the proposed PromptCL outperforms other approaches in
terms of performance. Compared to the UniFA-S approach that simply utilizes
PLMs, PromptCL exhibits superior performance due to its innovative features
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Table 2. Evaluation performance on the MCNC task. *: results reported in Gao, et
al. [6]

Model Accuracy(%)

Random 20.00

PPMI* 30.52

BiGram* 29.67

Word2vec* 37.39

SWCC [6] 44.50

PromptCL(Ours) 47.06

such as prompt template and contrastive learning that better explore the text
comprehension ability. PromptCL outperforms state-of-the-art event represen-
tation methods, such as SWCC, that leverage a PLM and contrastive learning.
The observed enhancements can be attributed to PromptCL’s thorough explo-
ration of PLM’s text comprehension capabilities via its prompt template-based
contrastive learning and EventMLM techniques. This finding emphasizes the lim-
ited exploration of text comprehension ability in prior research and underscores
the efficacy of our proposed framework, PromptCL.

3.3 Transfer Task

We conduct an evaluation of the generalization ability of event representations
on the Multiple Choice Narrative Cloze (MCNC) task, which involves selecting
the next event from a small set of randomly drawn events, given a sequence
of events. We adopt the zero-shot transfer setting to ensure comparability with
prior research [6].

Results. The performance of various methods on the MCNC task is reported
in Table 2. The table indicates that the PromptCL method exhibits the highest
accuracy on the MCNC task in the unsupervised setting. This result suggests
that PromptCL has superior generalizability to downstream tasks compared
to other methods in the study. We believe that the use of a prompt template
can enhance the generalization capabilities of event representation models, as
discussed in the section “Content of prompt”.

4 Analysis

Ablation Study. To evaluate the effectiveness of each component in the pro-
posed approach, we conduct an ablation study as presented in Table 3. We begin
by investigating the impact of the prompt template method by setting the prob-
ability of inserting templates to zero. Removing the prompt template component
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Table 3. Ablation study for several methods evaluated on the similarity tasks. *:
degenerate to PSO word order.

Model Original(%) Extended(%) Transitive(ρ)

PromptCL 81.7 78.7 0.82

w/o Prompt Template 80.0(−1.7) 70.8(−7.9) 0.81(−0.01)

w/o SPO Word Order* 79.9(−1.8) 74.1(−4.6) 0.80(−0.02)

w/o EventMLM 80.9(−0.8) 76.7(−2.0) 0.76(−0.06)

BERT(InfoNCE) 72.1 63.4 0.75

resulted in a significant drop of 7.9 points in the model’s performance on the
extended hard similarity task. Furthermore, we examine the effect of the SPO
word order method on the similarity tasks. Removing this component led to a
drop of 1.8 points in the model’s performance on the original hard similarity
task. We also study the impact of the EventMLM method. Removing this com-
ponent causes a 0.06 (maximum) point drop in performance on the transitive
sentence similarity task. The BERT (InfoNCE) is trained using the InfoNCE
objective only.

Fig. 2. Effect of prompt insertion prob-
ability.

Fig. 3. To plot the align loss and uni-
form loss. (lower is better)

Probability of Prompt Insertion. The influence of the probability of insert-
ing prompt templates during the training process is depicted in Fig. 2. We have
observed that as the probability of prompt template insertions increases, the
model’s overall performance in intrinsic evaluation steadily improves. The inser-
tion of prompt templates during the training of event representation models
enhances the generalization of event representation in intrinsic evaluation tasks.
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Table 4. To demonstrate the semantic clarity of prompts and evaluate their perfor-
mance.

prompt Original(%) Extended(%) Transitive(ρ)

xs xp xo 80.0 70.8 0.81

subject xs predicate xp object xo 79.1 72.4 0.82

subject : xs predicate : xp object : xo 81.7 76.7 0.82

subject is xs predicate is xp object is xo 81.7 78.7 0.82

Uniformity and Alignment. Figure 3 displays the uniformity and alignment
of various event representation models, along with their Transitive Sentence Sim-
ilarity results. In general, models that exhibit better alignment and uniformity
achieve superior performance, which confirms the findings in Wang, et al. [18].
Additionally, we observe that the insertion of prompt templates during event
representation learning significantly improves alignment compared to baselines.

Content of Prompt. Table 4 illustrates the impact of adjusting prompt content
on the training process. As shown in the table, an increase in prompt semantic
clarity results in a better performance on the Hard Similarity Tasks. The gen-
eralization of event representation models is closely related to the clarity of the
prompt template used during training. Specifically, a clearer prompt template
provides enhanced semantic guidance, leading to more effective event represen-
tation models with better generalization capabilities.

Table 5. A case study on the Extended dataset of Hard Similarity Task.

Event A Event B BERT (InfoNCE) PromptCL (Ours) Label

we focus on issues he pay attention to problems 0.46 0.61 1

we focus on issues we focus on people 0.72 0.57 0

he flee city i leave town 0.62 0.72 1

he flee city he flee hotel 0.68 0.41 0

he explain things she analyze problems 0.44 0.50 1

he explain things he explain love 0.51 0.31 0

Case Study. Table 5 shows the case study of randomly sampling several groups
of events from the Extended dataset of the Hard Similarity Task. The perfor-
mance of BERT(InfoNCE) and PromptCL in predicting the similarity scores of
these events was evaluated. A closer alignment between the predicted and ground
truth similarity scores indicates a deeper understanding of the event by the
model. The results are presented in Table 5, which demonstrate that PromptCL
outperforms BERT(InfoNCE) in predicting similarity scores that more closely
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align with the ground truth labels. This suggests that the proposed prompt
template-based contrastive learning, and SPO word order, and EventMLM can
aid in comprehending short event texts and provide semantic guidance for PLMs.

5 Conclusion

This study presents a novel framework called PromptCL, which aims to improve
the learning of event representations through the use of PLMs, without the need
for additional features such as co-occurrence information of events as used in
SWCC. In particular, we introduce a prompt template-based contrastive learning
method and SPO word order that allow us to easily elicit the text comprehension
ability of PLMs, and an EventMLM method that trains the PLM to comprehend
the relationships between event components. Our experiments demonstrate that
PromptCL achieves superior performance compared to state-of-the-art baselines
on several event-related tasks. Moreover, our comprehensive analysis reveals that
the utilization of a prompt leads to enhanced generalization capabilities for event
representations.

Acknowledgments. This work is supported by grants from the National Natural
Science Foundation of China (No. 62076048), the Science and Technology Innovation
Foundation of Dalian (2020JJ26GX035).
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Abstract. Entity alignment (EA) is to match entities referring to iden-
tical real-world facts among different knowledge graphs (KGs). For sim-
plicity, most previous work ignores the existence of dangling entities in
the source KG. However, entity alignment task with dangling entities
has emerged as a novel demand in real scenarios. Some work explores
new dangling-aware loss functions and transfers existing methods on
dangling settings, whose performance is still not satisfactory. Thus, in
this work, we propose Relation-aware Masked Graph Convolutional Net-
works (RMGCN). In the learning stage, it can not only take advantage
of the masking mechanism to alleviate the negative impact from nearby
dangling neighbors, but also take both graph structure and relations of
KGs into consideration. In the inference stage, it performs a two-step
alignment which firstly filters out dangling entities, and then align the
remaining entities. We adopt a novel distribution-based dangling entity
detection method in first step to decrease the error propagation from dan-
gling detection to the following EA task. The experimental results show
that our model outperforms all state-of-the-art models with at least 7.5%
on F1 score.

Keywords: Knowledge graph · Entity alignment · Dangling entity

1 Introduction

Knowledge graphs (KGs) have been widely applied in NLP tasks [4]. Various KGs
have been created, yet each was constructed independently, resulting in a consid-
erable amount of complementary and redundant information across them. Thus,
efforts are being made to integrate overlapping KGs via the equivalent entities
among them to provide a more comprehensive knowledge for downstream appli-
cations. One common way for doing this is through entity alignment (EA), which
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 273–285, 2023.
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aims to identify equivalent entities from different KGs. In recent years, work on
embedding-based entity alignment methods [3,13,17,18] is growing rapidly. This
kind of approach takes entity embeddings as training data, and makes matchable
entities closer in a low-dimension vector space.

Previous entity alignment methods almost assume that every entity in source
KG has a counterpart in target KG [3,14,19]. However, in real scenarios, the
target KG is unlikely to contain all entities in the source KG, which poses a
challenge on previous work in terms of practicality. To address this issue, Sun et
al. [12] define such entities as dangling entities and re-propose a more practical
entity alignment task. Specifically, the method needs to detect whether a given
entity is dangling before conducting entity alignment.

Most recently, researchers have explored entity alignment in new settings,
but there is still significant room for improvement. One issue is that some stud-
ies [10] rely on the textual descriptions of KGs rather than the basic graph
features, e.g., graph structures and relations. Many KGs do not contain textual
information, highly depending on which will undermine the generalizability of
models. Another issue is that high-performing methods that solely leverage the
basic graph information are mostly based on the classic entity alignment model
MTransE [3], which cannot model complex relations in KGs. Though GNN-based
methods outperform MTransE in conventional entity alignment task, they can-
not be easily transferred to such a new task due to the ability to learn more
dangling neighbor information. In other words, whether GNN-based methods
are suitable under new settings have not been well tapped yet. Additionally, in
inference stage, previous work [12] adopts a simple but non-robust estimation
method to detect dangling entities.

Considering the aforementioned issues, we propose a framework with dan-
gling entity settings called Relation-aware Masked Graph Convolutional Net-
work (RMGCN). It mainly consists of four modules, i.e., a structure-aware entity
embedding module, a relation-aware entity embedding module, a loss function
module, and an inference module. Specifically, in the first two modules, we focus
on utilizing GNNs to model complex information of KGs, i.e., graph structures
and relations between entities, respectively. In the loss function module, we adopt
dangling detection loss, alignment loss and NCA loss to optimize the embedding.
Finally, in the inference module, we perform a two-step inference to identify
dangling entities and conduct entity alignment. To be more specific, the main
contributions are summarized as follows:

– We propose a masked GCNs which can capture rich graph features, and elim-
inate negative influence of dangling entities. A simple and effective relation
information aggregation method is also proposed to obtain the relation-aware
entity embeddings.

– We propose a novel distribution-based estimation method to detect dangling
entities in the inference module, which is robust to the data distribution.

– We evaluate our approach on DBP2.0, where the experimental results demon-
strate the improvement of RMGCN, comparing to state-of-the-art methods.
The code is available online1.

1 https://github.com/RMGCN/RMGCN-code

https://github.com/RMGCN/RMGCN-code
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The rest of this paper is organized as follows. Section 2 discusses some related
work. Section 3 states the problem formulation. Section 4 introduces our app-
roach in detail. Section 5 describes experimental settings and Sect. 6 reports
and analyzes experimental results. Finally, we summarizes our contributions in
Sect. 7.

2 Related Work

Embedding-Based Entity Alignment. The main idea of embedding-based
approaches is to encode KGs into a low-dimensional vector space and then obtain
the entity embedding. Based on the way of constructing entity embeddings, EA
models can be classified into translation-based model and GNN-based model.

Translation-based embedding methods [1,6,16] represent a relation between
entities as a translation from the source entity to the target entity. Among
them, TranE [1] is prevalent and widely used in EA models [3,13,15,21]. How-
ever, TranE-based entity alignment model has limits in capturing complex rela-
tions, which pushes the adoption of GNN-based methods that can utilize the
information about the neighbors of entities. GCN-Align [17] is the first GNN-
based model that embeds KGs into a unified vector space via GCNs. AGEA [22]
equally weights relations of entities to integrate relation information. AliNet [14]
considers both the neighbor and far-neighbor information by attention mecha-
nism. HMAN [20] uses BERT to capture extra description information, such as
attribute values and entity names. However, such semantic information is not
common to all KGs, leading to poor generalizability of the model.

Overall, GNN-based EA models are explosively growing these years due to
their powerful ability to capture graph structures. They generally outperform
translation-based methods in conventional entity alignment tasks.

Dangling Entity Detection. Sun et al. [12] first introduce and define the
dangling entity problem, then construct DBP2.0 dataset that include dangling
entities. They novelly propose three dangling entity detection loss functions.
By minimizing those loss functions, the distance between dangling entities and
their nearest neighbors will increase. Liu et al. [9] utilize not only the nearest
neighbors of the source entity but also those of the target entity to help the
detection, and regard the entity alignment as the optimal transportation (OT)
problem. Luo et al. [10] also convert EA task into an OT problem and intro-
duce additional semantic information. However, as previously mentioned, such
information reduces the generalization ability of models.

GNN-based methods demonstrate superior performance in conventional
EA tasks but aggregate more negative information from dangling entities in
dangling-aware tasks. As a result, nearly all existing approaches avoid GNN-
based methods. Although some methods [9,12] claim that their models are inter-
changeable, the GNN-based models are less effective than MTransE. Therefore,
this paper focuses on GNNs and pays more attention to leveraging the basic
graph information that is common among all KGs.



276 X. Liu et al.

3 Problem Formulation

Formally, a KG is defined as G = (E ,R, T ), where E , R, T denote a set of
entities, relations and triples, respectively. The set of triples is defined as T =
{(eh, r, et)|eh, et ∈ E , r ∈ R}, where the relation r directs from eh to et. Different
from the conventional entity alignment task that requires no dangling entities
in E , we regard E as D ∪ M, where D and M are composed of dangling entities
and matchable ones, respectively. Assume there are two KGs, representing the
source KG and the target one, denoted as Gs = (Es,Rs, Ts) and Gt = (Et,Rt, Tt),
respectively. Given a set of dangling entities Ds ⊂ Es, and a set of equivalent
entities between Es and Et, i.e., L = {(ei, ej) ∈ Es × Et | ei ≡ ej}, our goal is to
determine whether a given entity es ∈ Es is dangling. If it is not, we will find its
counterpart et ∈ Et.

4 Our Approach: RMGCN

4.1 Overview

As we mentioned in Sect. 1 and Sect. 2, previous work either paid more attention
on textual features of given KGs that results in poor generalization ability, or
paid less attention on adopting GNN-based methods that can handle dangling
entities. This leaves a gap for us by adopting GNN-based methods to handle
entity alignment with dangling cases while considering purely graph structures
and relations. To this end, we propose a GNN-based method, named Relation-
aware Masked Graph Convolutional Networks (RMGCN). Figure 1 illustrates its
overall architecture. As we can see, based on the given source KG and target
KG, it firstly initializes a random unified entity embeddings X init. To take
advantage of features hidden in graph structures and relations, we have designed
and implemented two vital processes to obtain structure-aware entity embedding
and relation-aware entity embedding based on X init. Then, the two generated
embeddings will be concatenated as Z. And we minimize three loss functions
alternately to optimize it. Finally, based on Z, our methods can perform a two
stage inference, i.e., a novel distribution-based dangling entity detection and an
entity alignment task. We will detail our method in the following.

4.2 Structure-Aware Entity Embedding

The graph structure which is represented by connectivity between entities is the
fundamental information of KGs, which plays a vital role in entity alignment
task. Graph Convolutional Networks (GCNs) [2] can learn entity embeddings
with such type of information, whose effectiveness is proven by several previous
work [17,18]. Inspired by them, we utilize an L-layer modified GCNs to encode
entities in each KGs into a unified low-dimensional vector space. Specifically,
the input of the l -th layer is a set of entity embeddings X l = {xl

e1 , x
l
e2 , ..., x

l
en} ,

where n is the total number of entities of two KGs and xl
ei is the embedding of
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Fig. 1. Overview architecture of RMGCN.

entity ei. The input X0 of the first layer is X init. The output of the l -th layer
is:

X l+1 = ξ(σ(ÂX lW l + b)), (1)

where ξ is an L2 normalization, σ is an activation function chosen as tanh(),
Â = A + I, A is a modified adjacency matrix that we called masked adjacency
matrix, and I is an identity matrix, W l is the trainable weight matrix of X l,
and b is a bias vector.

Considering that dangling entities and matchable ones share the same weight
matrix in GCNs, which may negatively impact the encoding of matchable enti-
ties. So we need to force GCNs to learn as little information as possible about
the dangling neighbors of an entity. Thus, we propose a mask mechanism which
can mask dangling entities in the input entity set to construct masked adjacency
matrix A. The elements of A is defined as follows:

aij =

{
1, (ei, r, ej) ∈ T and ei, ej /∈ D or (ej , r, ei) ∈ T and ei, ej /∈ D
0, otherwise

, (2)

where aij refers to the element at the i-th row and j-th column, T and D refer to
the set of triples and dangling entities, respectively, as we introduced in Sect. 3.
In this way, the connections between dangling entities and others will be masked.

It is worth to note that the above mask mechanism will not lead to infor-
mation loss for dangling entities, because we re-introduce such information in
dangling detection loss function to optimize the embeddings later (see Sect. 4.4).
Additionally, we remove the diagonal node degree matrix in primal GCNs and
calculate vanilla adjacency matrix with masked triples instead of constructing an
adjacency matrix which contains complex relation information like [17]. This is
because we will utilize degree information and aggregate the relation information
with a non-shared weights in other module (see Sect. 4.3).
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Finally, to better obtain the global structures of KGs, we concatenate the
initial embedding and the output embeddings of each layer of GCNs as the final
output of masked GCNs, named as the structure-aware entity embedding:

X = X0 ‖ X1 ‖ X2 ‖ . . . ‖ XL. (3)

4.3 Relation-Aware Entity Embedding

As mentioned in Sect. 4.2, masked GCNs learn graph structure information of
KGs via adjacency matrix. However, they did not take the relation information
into consideration. Inspired by previous work [18,22,23], we propose a simple
but efficient relation information aggregation approach parallel to the masked
GCNs. Specifically, we define a relation embedding V as: V = {vr1 , vr2 , ..., vrm},
which is composed of vri that is calculated as the average of its head and tail
entity embeddings:

vri =

∑
(eh, r, et)∈Tri

(xeh + xet)

2 · |Tri |
, (4)

where Tri is a subset of T , whose relation in each elements meets r = ri.
Intuitively, the surrounding relations of two matchable entities tend to

be similar, thus we introduced the relation-aware entity embedding Y =
{ye1 , ye2 , ..., yen}. Before diving into it, we should notice that relations are direc-
tional for an entity, and the direction plays a vital role for embedding. Moreover,
those rare relations are more important to an entity. For example, comparing
two entities with a single and multiple outgoing relations, respectively, the out-
going relation of the former entity should be paid more attention. Thus, we
have designed a weighted average aggregation method. Different from previous
work [22] that do not distinguish the weight of outgoing and ingoing relations
when calculating the average, for an entity xei , we calculate its relation-aware
embedding separately according to outgoing and ingoing relations:

yei =
∑

(eh, r, et)∈Th

vr
|Th| +

∑
(eh, r, et)∈Tt

vr
|Tt|

, (5)

where Th = {(eh, r, et) ∈ T |eh = ei} and Tt = {(eh, r, et) ∈ T |et = ei}.
Through Sect. 4.2 and Sect. 4.3, we obtained the structure-aware entity

embeddings X and the relation-aware entity embeddings Y . The final step is
to concatenate both of them:

Z = {ze1 , ze2 , ..., zen} = ξ(X) ‖ ξ(Y ), (6)

where ξ is the normalization function and chosen as L2 normalization.

4.4 Loss Functions

As the right side of Fig. 1 illustrates, we optimize our model via three loss func-
tions, i.e., dangling entity detection loss, entity alignment loss and NCA loss.
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Specifically, marginal ranking loss [12] is chosen as the dangling entity detection
loss which tries to keep dangling entities at least λ1 away from their neighbors.
And contrastive alignment loss [14] is chosen as the entity alignment loss that
tends to minimize the distance between positive sample pairs and let the dis-
tance between negative sample pairs at least λ2. And NCA loss [8] is adopted
to alleviate the hubness problem [11].

4.5 Inference

As we detailed in Sect. 3, there are two steps in the inference stage. At first, for
the input entities, our model should conduct the dangling entity detection to
filter the dangling entities out. Then, for those remaining ones, our model will
try to align them to the target KG.

Step I: Dangling Detection. We adopt a simple but effective cosine similarity
between an entity and its nearest neighbor (NN) to determine whether it is
dangling. For an entity, it will be labeled as matchable when the similarity
scores between itself and its NN is greater than a threshold s. In this paper, we
propose a distribution-based dangling entity detection method.

In previous work [9,12], s is calculated as the average of the similarity scores
of all pairs of entities of their corresponding NN. Though this strategy can
generate an acceptable performance, the results are still sub-optimal in some
cases because the average score relies on the relative ratio between dangling
entities and matchable ones. For example, if the source KG has a quite amount
of dangling entities, the average similarity score will be closer to the average of
the dangling entities, resulting in misclassification for some dangling entities.

Fig. 2. Toy examples for density plot and fitted distribution of NN similarity in differ-
ent distribution of dangling entities and matchable ones. (a) The number of dangling
entities is similar to matchable ones. (b) The number of dangling entities is approxi-
mately four times of matchable ones. (c) The distributions of dangling and matchable
entities intersect.

To address this issue, we propose a novel method to determine s, which can
eliminate the impact of data distribution to some extent. Intuitively, the proba-
bility density function of the above-mentioned similarity list will exhibit a cen-
tral tendency. Figure 2 shows an example of NN similarity density, which has
two obvious spikes and can be fitted by the sum of two normal distributions.
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Table 1. Details of the datasets.

Datasets # Entities # Danglings # Relations # Triples # Alignment

ZH - EN Chinese 84,996 51,813 3,706 286,067 33,183

English 118,996 85,813 3,402 586,868

JA - EN Japanese 100,860 61,090 3,243 347,204 39,770

English 139,304 99,534 3,396 668,341

FR - EN French 221,327 97,375 2,841 802,678 123,952

English 278,411 154,459 4,598 1,287,231

Our method fit such overall distribution into two distributions of dangling enti-
ties and matchable entities. And the threshold s is chosen as the value of the
x-axis of the intersection point of two distributions. Specifically, we consider nor-
mal distribution, Cauchy distribution and Laplace distribution to find the best
match. Figure 2a is the density of NN similarity of training set. It shows that
average-based and distribution-based s have similar performance in this situa-
tion. However in Fig. 2b, if the ratio of dangling entities is much more higher, the
average-based s will generate some incorrect results. This deficiency is even more
pronounced in the test set, because the distribution of matchable and danglings
are closer. Figure 2c is an example to illustrate this phenomenon. Obviously,
our approach is robust to imbalanced data distributions and exhibits improved
performance as the model is trained more effectively.

Step II: Alignment. After removing dangling entities, our model will conduct
entities alignment between two KGs. We still use cosine similarity to measure
the distance between two entities. For an entity in source KG, our model adopts
greedy search strategy to find an entity in the target KG with the highest cosine
similarity as the alignment result.

5 Experimental Settings

We develop our model on TensorFlow framework, and all experiments are con-
ducted on a Linux server with an Intel(R) Xeon(R) Platinum 8260 CPU @
2.30 GHz, a NVIDIA RTX A6000 GPU and 86 GB memory.

Datasets. We evaluate RMGCN on DBP2.0 [12], which is built upon DBpe-
dia [7] and contains three cross-lingual pairs of KGs: ZH-EN, JA-EN, and FR-
EN. For each pair, it consists of triples across the two KGs, aligned entity links
and dangling entities. The statistical details are listed in Table 1. Note that the
datasets do not provide the name of entities and relations in real world which
fundamentally eliminates name bias problem. On each dataset, we use 30% of
the data for training, 20% for validation and 50% for testing.

Evaluation Metrics. We use relaxed evaluation and consolidated evalua-
tion [12] to measure our proposed method. Specifically, relaxed evaluation only
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applies alignment strategy on matchable entities, which is similar to conventional
entity alignment task. We use mean reciprocal rank (MRR) and Hits@K (where
K is 1 or 10) to evaluate the performance. Consolidated evaluation is a two step
evaluation which involves all entities. For each source entity, it will conduct a
dangling entity detection first. If an entity is wrongly labeled, the incorrect pre-
diction will be propagated to the following alignment result. We use precision,
recall, and F1 score as the measurement metrics.

Compared Methods. As far as we know, there are only two work [9,12] pro-
posed for DBP2.0, which are both focus on the dangling entity detection loss
functions without improving embedding model. They all use MTransE [3] and
Alinet [14] as the base embedding model. In this paper, we incorporate Marginal
Ranking(MR) dangling detection loss proposed by Sun et al. [12], so we choose
MTransE with MR and Alinet with MR as baselines for fairness.

Implementation Details. We initial the entity embedding using Xavier ini-
tialization [5] and choose 0.2 as dangling distance margin λ1 and 1.4 as negative
alignment distance margin λ2 for all compared methods which use those. As
for RMGCN, we use a 2-Layer masked GCNs in structure-aware entity embed-
ding model. The input dimensions of GCNs are 512 and 384, respectively, and
the output dimension is 256. The input and output dimension of relation-aware
entity embedding module are 512. For training, we generate 30 negative samples
for each entity and set the learning rate 0.0005. The batch size is 10240 and we
use early stop to control the training epoch.

Model Variants. To evaluate the performance of components, we provide three
implementation variants of our model: 1) w/o MGCN (our approach without
mask mechanism); 2) w/o Relation-aware (our approach without relation-aware
module); 3) w/o distribution-based detection (our approach with previous simple
strategy [12] but without distribution-based dangling entity detection).

6 Results

In this section, we will illustrate the results on the previously mentioned relaxed
evaluation and consolidated evaluation, as well as the ablation study.

6.1 Relaxed Evaluation

Table 2 shows the relaxed evaluation results on DBP2.0. As we can see, using the
same Marginal Ranking (MR) loss, RMGCN achieves better scores on all metrics
of all datasets. Such results indicate that our proposed method can prioritize the
correct matches and hit the equivalent entity better, which can benefit the two-
step final entity alignment performance. Such preliminary results demonstrate
the effectiveness of our model in capturing basic graph information.
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Table 2. Entity alignment results (relaxed evaluation) on DBP2.0.

Methods w/MR ZH - EN JA - EN FR - EN

Hits@1 Hits@10 MRR Hits@1 Hits@10 MRR Hits@1 Hits@10 MRR

AliNet 0.343 0.606 0.433 0.349 0.608 0.438 0.230 0.477 0.312

MTransE 0.378 0.693 0.487 0.373 0.686 0.476 0.259 0.541 0.348

RMGCN 0.465 0.718 0.555 0.468 0.711 0.554 0.316 0.571 0.402

6.2 Consolidated Evaluation

Dangling Entity Detection. Table 3 shows the dangling entity detection
results on DBP2.0. According to the results, our proposed framework outper-
forms other baselines both in recall and F1 scores but has a mediocre result
in precision. This indicates that our approach is able to detect more dangling
entities with fewer missed reports. Therefore, it can feed more real matchable
entities to the entity alignment step. For the same reason, our method misclas-
sifies those matchable entities that are vaguely identified as dangling entities,
which leads to a slight decrease in precision. However, the higher F1 score shows
that our method can detect dangling entities better than baselines overall.

Table 3. Dangling entity detection results on DBP2.0.

Methods w/MR ZH - EN JA - EN FR - EN

Precision Recall F1 Precision Recall F1 Precision Recall F1

AliNet 0.752 0.538 0.627 0.779 0.580 0.665 0.552 0.570 0.561

MTransE 0.781 0.702 0.740 0.799 0.708 0.751 0.482 0.575 0.524

RMGCN 0.737 0.833 0.782 0.743 0.785 0.763 0.514 0.742 0.607

Table 4. Two-step entity alignment results on DBP2.0.

Methods w/MR ZH - EN JA - EN FR - EN

Precision Recall F1 Precision Recall F1 Precision Recall F1

AliNet 0.207 0.299 0.245 0.231 0.321 0.269 0.195 0.190 0.193

MTransE 0.302 0.349 0.324 0.313 0.367 0.338 0.260 0.220 0.238

RMGCN 0.476 0.379 0.422 0.438 0.401 0.419 0.396 0.259 0.313

Two-step Entity Alignment. Table 4 shows the two-step entity alignment
results. RMGCN obtains better performance in all metrics. Compared with the
best baseline MTransE with MR, our method improves at least 12.5% on preci-
sion, 3% on recall and 7.5% on F1 score. The good performance benefits from
both our efficient entity embedding model and our novel method to detect dan-
gling entities. This proves that our entity embedding model can learn both struc-
ture and relation information efficiently and comprehensively, which makes the
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alignment more accurate. Moreover, the distribution-based dangling detection
method leads to less error propagated to the following alignment stage.

6.3 Ablation Studies

To verify each module of our proposed method, we conduct three ablation stud-
ies on ZH-EN dataset of DBP2.0 (see the last part of Sect. 5). As shown in
Table 5, compared to w/o MGCN, the improvement trend of RMGCN on both
relaxed evaluation and consolidation evaluation is the same as the trend we
reported above, which indicates the effectiveness of masked GCNs. Comparing
w/o Relation-aware with RMGCN, we can see that almost every metrics have an
obviously drop. This demonstrates that the relation information we aggregate
do benefit the entity alignment. While it is normal that the drop of recall leads
to a slight improve of precision on dangling detection. For distribution-based
dangling entity detection, our method only affects consolidated evaluation, so
it has the same level performance on relaxed evaluation, and we can see that
RMGCN has a better performance on both dangling entity detection and entity
alignment on consolidated evaluation.

Table 5. Ablation studies on ZH-EN dataset of DBP2.0.

Methods w/ MR relaxed evaluation consolidated evaluation

(two-step entity

alignment)

dangling detection

Hits@1 Hits@10 MRR Precision Recall F1 Precision Recall F1

RMGCN 0.465 0.718 0.555 0.476 0.379 0.422 0.737 0.833 0.782

w/o MGCN 0.455 0.711 0.545 0.393 0.397 0.395 0.757 0.752 0.755

w/o

Relation-aware

0.374 0.649 0.468 0.363 0.323 0.341 0.745 0.797 0.770

w/o distribution-

based

detection

0.468 0.718 0.556 0.440 0.401 0.419 0.751 0.794 0.772

7 Conclusions

In this paper, we propose a novel Relation-aware Masked Graph Convolutional
Network for entity alignment task with dangling cases. By introducing mask
mechanism to GCNs, our method embeds KGs with graph structures while
eliminate the negative influence of dangling entities. To obtain the consider-
able relation information of KGs, we propose a relation aggregating approach to
enhance entity embedding. In inference stage, we propose a novel distribution-
based dangling entity detection method which is robust to data distributions.
Comprehensive experiments show that our approach significantly outperforms
state-of-art methods. Moreover, ablation studies verify the effectiveness of key
components.
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Abstract. Coreference resolution aims to identify the referential rela-
tionships between all entities in a text. However, traditional rule-based
or hand-crafted feature-based methods encounter difficulties with long
sentences and complex structures. Although many neural end-to-end
coreference resolution models have been proposed, there are still chal-
lenges in resolving coreferences among multiple sentences due to weak
contextual connections and ambiguity caused by distant mentions. To
address these problems, we propose a symmetry-based method called
SymCoNLL that studies coreference resolution from two aspects: men-
tion identification and coreference prediction. Specifically, at the local
level, our method focuses on mention identification based on semantic,
syntactic, and mention type features, and improves coreference predic-
tion by enhancing the similarity between mentions using semantic and
mention type features. At the global level, it strengthens the internal con-
nections of mentions in the same cluster using symmetry. We validate
the effectiveness of our method in mention identification and coreference
prediction through experiments on OntoNotes 5.0 dataset. The results
show that our method significantly outperforms the baseline methods.

Keywords: Mention Identification · Coreference Prediction ·
Coreference Resolution · Symmetry

1 Introduction

Coreference resolution [1–3] refers to the task of identifying referring expres-
sions in a text that relate to the same entity. It is an important part of natural
language processing (NLP), particularly in knowledge extraction and entity dis-
ambiguation. The task aims to identify all words or phrases which represent the
same entity or thing in a text, and then merge them into one cluster. The longer
the text, the more difficult the task.
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For document-level coreference resolution tasks, we need to consider the rela-
tionships between all noun phrases in the entire document, which faces several
challenges: 1) contextual information loses its relevance with increasing text dis-
tance, resulting in weak connections between mentions in different sentences. 2)
A noun phrase may be associated with multiple entities, and there may exist vari-
ous complex relationships between these entities, requiring consideration of more
contextual information. 3) It is necessary to resolve multiple possible coreference
relationships within the same document. 4) The current standard pre-training
model BERT only supports 512 tokens, making it difficult to handle document-
level tasks. Our work focuses on document-level coreference resolution tasks and
aims to address these challenges.

End-to-end coreference resolution methods simplify the coreference resolu-
tion process by reducing manual intervention and coordination between tasks,
and are widely used in document-level coreference resolution tasks. End-to-end
models [4] divide coreference resolution into two parts: mention identification and
coreference prediction. In the mention identification phase, the model needs to
identify all mentions in the text, including nouns, pronouns, etc., and find possi-
ble reference relationships among them. In the coreference prediction phase, the
model needs to cluster the identified mentions to form several mention clusters,
each cluster represents the same entity.

However, existing methods have not thoroughly analyzed the key factors that
affect document-level coreference resolution, resulting in poor performance. In
mention representation, [4–7] use pruning algorithms to cut off many correct
mention candidates in exchange for sufficient memory space, which sacrifices
the model’s ability to fully explore mention features. In coreference representa-
tion, [4,5,8] only use semantics to calculate the possibility of clustering spans,
leading to insufficient model features, while [6,9,10] increase the complexity
of the model with non-critical features. When calculating coreference scores,
[5,7,10,11] assume a unidirectional relationship between mention candidates and
antecedents and believe that antecedents should appear before mention candi-
dates in the text. This unidirectional and sequential assumption destroys the
natural symmetry of coreference resolution tasks. In this paper, we posit that
mentions within the same coreference cluster should hold an equal status, and
the directionality of their relationships should not be determined by the order
of their appearance. Furthermore, we suggest that entities inherently refer to
each other. Finally, when making coreference predictions, [11,12] only consider
neighboring clusters, ignoring global information, which can lead to some defects,
such as incomplete coreference prediction and missed clusters. In natural lan-
guage processing, some reference relationships may involve multiple parts of a
document, not just adjacent sentences or paragraphs.

1.1 Study of This Paper

Based on the existing model’s description and the identified problems, this paper
studies the key issues and their solutions in document-level coreference resolution
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tasks. By conducting in-depth research on these key issues, a better understand-
ing can be gained of the challenges faced in document-level coreference resolu-
tion, laying the foundation for designing more efficient and accurate algorithms.
The following describes the research content of this paper. Firstly, syntactic and
mention type constraints can be used to filter out some of the more correct
potential mentions. Secondly, in the absence of external knowledge, semantics,
syntax, and reference types are crucial in mention identification. Then, in corefer-
ence prediction, semantics and mention type knowledge help to more accurately
judge the similarity between mentions. In coreference prediction, mentions and
antecedents should refer to each other. In long-text coreference resolution, dis-
tance is no longer a key factor and should not be used as a key constraint in
mention and antecedent representation.

Based on the above research, this paper proposes a symmetry-based approach
that combines syntactic, semantic, and mention type knowledge to better address
the limitations of current models. We conduct experiments on coreference reso-
lution tasks using the OntoNotes 5.0 dataset. To verify the effectiveness of our
proposed method, we conduct other related experiments, including a transfer
experiment used to verify the symmetry, and an ablation experiment. The main
contributions of this paper are summarized as follows:

1) We propose a mention representation method that utilizes syntax, semantics,
and mention type information to better represent mentions.

2) We introduce a coreference representation method that leverages semantics
and mention type information to better represent the similarity features
between mentions.

3) We present a symmetry-based loss function for coreference resolution, which
enhances task-specific features.

4) We evaluate our method on the OntoNotes 5.0 dataset and demonstrate that
it is an effective approach for coreference resolution.

5) We conduct transfer learning experiments on multiple models and show that
the use of symmetry-based methods can improve coreference resolution per-
formance.

2 Related Work

2.1 End-To-End Model

The task of coreference resolution [1,3] involves clustering mentions referring
to the same entity. Traditional methods typically involve designing hand-crafted
features to detect entity mentions, followed by using machine learning algorithms
or traditional deep learning models to predict their relationships. However, end-
to-end coreference resolution models address this problem by learning directly
from raw text. [4] first applied the end-to-end model to the task of coreference res-
olution. This model studies end-to-end to perform coreference resolution, roughly
described as (1) whether span i is a mention, (2) The likelihood of span j to be



SymCoNLL for Document Coreference Resolution 289

a mention, and (3) the possibility that j is an antecedent of i.

s(i, j) =

{
0 j = ε

sm(i) + sm(j) + sa(i, j) j �= ε
(1)

Here, sm(i) is a univariate fraction for span i, indicating the score that span i is
recognized as a mention. Similarly, sm(i) represents the same score, for span j.
Meanwhile, sa(i, j) is a pairwise score for span j and span i, indicating the score
that span j serves as the antecedent of span i. sm(i), sa(i, j) is calculated as:

sm(i) = wm · FFNNm (gi) (2)

sa(i, j) = wa · FFNNa

([
gi, gj , gi ◦ gj , φ(i, j)

])
(3)

Here, · denotes dot product, ◦ denotes element-wise multiplication, and FFNN
represents a feedforward neural network that computes non-linear mapping from
input to output vectors. Possible spans are represented as gi, gi ◦ gj indicates
explicit element similarity, and feature vector φ(i, j) represents distance informa-
tion between metadata and two spans. The vector representation of each token i
is denoted as xi, and the span representation is obtained by applying Bi-LSTM
encoding and an attention mechanism to the embedding x.

x∗
t = [ht,1,ht,−1] (4)

gi =
[
x∗
START(i),x

∗
END(i), x̂i, φ(i)

]
(5)

Here x∗
t denotes the concatenated output of the bi-directional LSTM, x̂i rep-

resents the weighted sum of word vectors within span i, and the feature vector
φ(i) is used to encode the size of span i.

2.2 Recent Work of End-to-End Model

Many subsequent papers have been based on the principles and ideas presented
in [4], which improve coreference resolution from different perspectives. The
improvements mainly focus on span representation and coreference represen-
tation.

Span representation improvements include pre-trained model representations
[8,11,13], graph neighborhood information [9], weighted sub-token representa-
tion of token [10], cluster-based representations [13], external knowledge-based
representations [14], character information, and other feature enhancements to
improve mention representation capability [15].

Coreference representation enhancement encompasses various techniques
such as maximum spanning tree prediction clusters [16], cluster-based antecedent
prediction [17], bilinear function representation for coreference [10], discourse
tree features [12], syntax analysis filter clustering [15], graph structured represen-
tation of clustering using GCN (Graph Convolutional Networks [18]), singular-
plural clustering [19], memory-efficient cluster updates [11], and external knowl-
edge to enhance coreference representation [6,14].
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In recent years, coreference resolution has prioritized memory usage over
speed and accuracy. To improve reference and antecedent representation, com-
plex features have been introduced. However, the lack of analysis on key factors
affecting coreference resolution has increased model complexity. Due to memory
constraints, direct reduction of mention candidates has impacted the effective-
ness of mention identification. Additionally, at a local level, factors influencing
mention identification have not yet been studied, and the importance of men-
tion similarity in coreference prediction has not been considered. Finally, from a
global perspective, the symmetry of mentions and their antecedents within the
same predicted cluster has been overlooked.

Upon these improved models, we propose a symmetric-based coreference res-
olution model that avoids the addition of overly complex features to enhance
representation. Which combines information of semantics, syntax, and mention
type.

3 Our Model

3.1 End-To-End Model

In order to overcome the limitations of S2E [5], which solely relies on semantics
to calculate the probability of span clustering and may remove many correct
mention candidates through pruning operations, we propose a symmetric-based
coreference resolution model. This model takes into account both local and global
perspectives in its optimization process, breaking the assumption made by tra-
ditional co-reference prediction models which possible mentions should refer to
antecedents appearing before them. In this paper, we will provide detailed discus-
sions on the following aspects of our proposed model. The architecture diagram
for the model is presented in Fig. 1.

3.2 Input

The input of document is X = {t1, t2, . . . , tn}, the word i in document is repre-
sented as ti. The syntactic constraint type for word i is expressed as xcon

i . The
mention type constraint for word i is expressed as xent

i . We encode the input
and obtain the embedding vector representation of X through Longformer:

X∗ = Encoder(X) (6)

3.3 Local

We add syntactic and mention type constraints xcon
i , xent

i to the embedding
vector X∗:

X∗ = [xi∗;xcon
i ;xent

i ] (7)

Mention Representation. To improve the mention representation, we obtain
the mention representation of [ms,me] based on Eq. 8 [5], ms, me is the rep-
resentation of start and the end word of the mention, respectively. Then, we
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Fig. 1. The overall architecture of our SymCoNLL model. The input channel is sent
to module 3.2 for encoding to obtain the semantic embedding representation. Local
module 3.3 first adds syntax and mention type representation to get new embedding,
uses head and tail word of a span to represent mention and predicts the score of
mention, then performs pruning to get potential entity set M1, and gets possible entity
set M2 through syntactic and mention type constraints. Then the global module 3.4
uses the set of (M1+M2) for coreference prediction to obtain coreference clusters.

incorporate syntax type constraints xcon
i to perform feature enhancement for

mention using Eq. 9. Finally, we calculate the representation score for the men-
tion according to Eq. 10 [5].

ms = GeLU(W1s
mx∗) me = GeLU(W1e

mx∗) (8)

ms = [ms;xcon
i ] me = [me;xcon

i ] (9)

fm(m) = vs · ms
ps

+ ve · me
pe

+ ms
ps

· Hm · me
pe

(10)

Here GeLU is an activation function, the matrixs W1e
m, W1e

m are the trainable
parameters of mention representation, the vectors vs, ve and the matrix Hm are
the trainable parameters of our mention scoring function fm(m).

Mention Candidates. To generate the final list of possible mentions, we first
calculate fm(m) > α to obtain a set of potential mentions, denoted as M1. Here,
α represents a hyperparameter that has been predetermined. Next, we obtain
another set of potential mentions M2, based on syntax and type constraints.
Combining M1 and M2, we arrive at the final set of mention candidates, denoted
as M , where M = M1 + M2.

Antecedent Representation. Similar to the mention representation, we use
X∗ to get the antecedent representation [as, ae] using Eq. 11 [5]. Then, we add
mention type constraints xent

i to a to get antecedent representation for enhancing
features according to Eq. 12.

Finally, we calculate antecedent representation score by Eq. 13 [5]:

as = GeLU(W2s
mx∗) ae = GeLU(W2e

mx∗) (11)
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as = [as;xent
i ] ae = [ae;xent

i ] (12)

fa(c, q) = as
cs

· Bss
a · as

qs
+ as

cs
· Bse

a · ae
qe

+ ae
ce

· Bes
a · as

qs
+ ae

ce
· Bee

a · ae
qe

(13)

The matrixs W2s
m, W2e

m are the trainable parameters of antecedent repre-
sentation. Here as

cs
, ae

ce
are the start and end representations of the antecedent,

respectively. Similarly, as
qs

, ae
qe

are the start and end representations of the men-
tion, respectively. The matrixs Bss

a , Bse
a , Bes

a , Bee
a are the trainable parameters

of antecedent scoring function fa.

3.4 Global

Coreference Prediction. The mention candidates and antecedents mentioned
above are utilized for co-reference prediction. Previous approaches to corefer-
ence prediction have only considered one direction, where the mention candidate
points to the antecedent [5].

f(c, q) = fm(m) + fa(c, q) (14)

In consideration of the symmetry between mentions and antecedents pointing
to each other, we also consider antecedents pointing to mentions.

f(q, c) = fm(m) + fa(q, c) (15)

Final Score. The final score for coreference resolution is:

f = (f(c, q) + f(q, c)) /2 (16)

4 Experiments and Results

4.1 Tasks

We conducted experiments on two tasks: mention recognition and coreference
prediction. Mention recognition involved identifying the boundaries of mention
spans to obtain possible mention spans, which were then utilized for co-reference
prediction.

Dataset. We perform training and evaluation on the document-level English
OntoNotes 5.0 dataset [20], which consists of 2802, 343 and 348 documents in
the training, development and test data sets.

Evaluation Metrics. For coreference resolution, we use coreference scorer [21]
to evaluate, is the unweighted average of the F1 scores of MUC [22], B3 [23] and
CEAFφ4 [24]. MUC [22] focuses on the link between mentions and antecedents
of the data in coreference prediction. The drawback is that there is no way to
measure the performance of the predicted singleton entity. B3 [23] can overcome
the shortcomings of MUC, which focuses on entities. CEAFφ4 [24] focuses more
on the similarity between entities. For mention identification, mention identifica-
tion results are represented by F1 scores. If a mention exactly matches the gold
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mention entry on the boundary, the mention entry is considered to be correctly
detected.

Experimental Detail. We utilize the Longformer-Large [25] as our underlying
pre-training model because of its capability to handle lengthy documents without
the need for sliding windows or truncation. The hyperparameters of the model
and the optimizer are consistent with the original paper [5], expect epoch is 250
and α is 0.6. Our experiments were focused on two tasks: mention recognition
and coreference prediction.

4.2 Baseline

In this paper, a symmetry-based coreference resolution model is proposed for
the first time, so its results are compared with existing models of coreference
resolution:

G2GT reduced and G2GT overlap [26]: it modeled coreference links in a
graph structure where nodes are tags in text and the edges represent the rela-
tionship between them.

U-MEM*+SpanBERT [27]: it proposed a memory-enhanced neural network,
which only tracks a limited number of entities at a time, thus ensuring linear
memory control of document length.

SpanBERT [28]: this work used SpanBERT to better represent and predict
the span of text, and is used for coreference resolution tasks.

SpanBERT + CM [27]: its an end-to-end coreference resolution system, and
implemented along with four HOI methods, including antecedents, entity equal-
ization, span clustering, and cluster merging.

S2E [5]: it introduced a lightweight end-to-end coreference resolution model,
which eliminates the reliance on span representation, manual features, and
heuristics.

4.3 Results

The experimental comparison results between baseline models and our proposed
model are shown in Table 1. Compared with baselines, our proposed symmetric-
based method, which integrates syntactic, semantic, and mention type knowl-
edge, outperforms other methods by a significant margin, particularly in terms
of F1 and precision. Furthermore, multiple evaluation benchmarks, including
MUC, B3, and CEAFφ4 , assess the coreference resolution task from various per-
spectives. The accuracy and F1 on MUC are notably enhanced, indicating that
the model has made considerable progress in link prediction for the corefer-
ence resolution task. On B3, the F1 is significantly improved, suggesting that
the model has made remarkable strides in mention identification. On CEAFφ4 ,
the accuracy and F1 are also substantially improved, demonstrating that the
model has significantly boosted the accuracy of similarity between mentions in
the coreference resolution task. Overall, experiments confirm that the proposed
symmetric-based method enhances the coreference resolution task from multiple
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angles, including mention identification, similarity between mentions, and links
between mentions and antecedents, thereby highlighting the effectiveness of this
method.

Table 1. Coreference resolution performance of different models on the test set of
English OntoNotes 5.0 dataset.

Model MUC B3 CEAFφ4 CoNLL

P R F1 P R F1 P R F1 F1

G2GT reduced 85.9 86.0 85.9 79.3 79.4 79.3 76.4 75.9 76.1 80.5

G2GT overlap 85.8 84.9 85.3 78.7 78.0 78.3 76.4 74.5 75.4 79.7

U-MEM+SpanBERT * * * * * * * * * 79.6

SpanBERT 85.8 84.8 85.3 78.3 77.9 78.1 76.4 74.2 75.3 79.6

SpanBERT+CM 85.9 85.5 85.7 79.0 78.9 79.0 76.7 75.2 75.9 80.2

S2E 86.5 85.1 85.8 80.3 77.9 79.1 76.8 75.4 76.1 80.3

SymCoNLL 86.6 85.6 86.1 79.9 78.9 79.4 77.9 75.1 76.5 80.7

4.4 Ablation Experiments

For the added syntactic features, mention type features, and symmetry loss
functions, an ablation experiment is conducted to study the effect of each feature
on task efficiency. ‘I’ means to combine syntax and mention type knowledge in
the input for embedding representation from Eq. 7, ‘M’ means to add syntax type
knowledge for mention representation from Eq. 9, ‘A’ represents the addition of
mention type knowledge for antecedent representation is derived from Eq. 12, and
‘sym’ represents the symmetry-based loss function from Eq. 16. The experimental
results are shown in Table 2.

The experimental results demonstrate ‘sym’, ‘I’, ‘M’, ‘A’ can improve the
efficiency of the model from different degrees on the two tasks. Incorporating
symmetry can effectively enhance the efficiency of Mention recognition. Addi-
tionally, adding a combination of syntax, semantics and Mention type knowledge
can improve the effectiveness of coreference prediction. These features must be
combined and adjusted appropriately, and the current implementation is not
entirely compatible with both experiments simultaneously. The introduction of
symmetry can increase the likelihood of recognizing similar mentions concur-
rently, while the inclusion of I+M+A enhances the feature representation capac-
ity of mentions and better captures the similarity characteristics of mentions
within the same cluster.

4.5 Transfer Experiments

We carried out transfer experiments based on symmetry on two models wl-coref
and S2E, then verified the usefulness of symmetry in coreference resolution.
The experimental results are shown in Table 3. Compared to wl-coref and S2E,
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Table 2. Ablation experiments on the test set of the English OntoNotes5.0 dataset
performance on two tasks.

Model Mention Recognition Coreference Prediction

P R F1 P R F1

S2E+sym 89.7 87.9 88.8 82.1 79.2 80.6

S2E+M+A+sym 89.6 87.8 88.7 81.5 79.6 80.5

S2E+I+M+A+sym 89.4 87.9 88.6 81.4 79.9 80.7

the study results indicate that the addition of a symmetry-based loss function
can effectively improve the F1 value. Properly breaking the unidirectional and
sequential nature between mention and antecedent, while adding symmetry can
enhance the internal connections among mentions within the same cluster. This
approach can better represent the coreference resolution task and significantly
improve the efficiency of the coreference resolution model.

Table 3. Performance of transfer experiments on the test set of English OntoNotes5.0
dataset.

Model MUC B3 CEAFφ4 CoNLL

P R F1 P R F1 P R F1 F1

wl-coref 84.6 87.8 86.1 77.0 82.2 79.5 75.6 76.8 76.2 80.6

S2E 86.5 85.1 85.8 80.3 77.9 79.1 76.8 75.4 76.1 80.3

wl-coref+sym 85.2 87.1 86.2 78.1 81.4 79.7 76.2 76.8 76.5 80.8

S2E+sym 87.0 85.6 86.3 80.3 78.6 79.5 77.6 74.89 76.2 80.6

5 Conclusion

We propose SymCoNLL, a lightweight optimization scheme on the end-to-end
coreference resolution model. It combines semantics, syntax and mention type
knowledge features to optimize mention identification, and enhances the similar-
ity comparison between mentions. Enhancing the internal connection of mentions
in the same cluster based on symmetry aims to improve coreference prediction.
It aims to exploit the key factors that affect document-level coreference resolu-
tion to improve the overall performance of the task. Our optimization scheme is
experimented on multiple baseline models and is competitive while being simple
and more efficient. The significance of this study is to deeply understand the
task of coreference resolution and provide a positive direction for improving the
effect of document-level knowledge extraction tasks in the future.
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Abstract. Over the past few years, there has been a significant surge in
the use of deep learning models for automated charge identification tasks,
yielding impressive results. However, these models still face several lim-
itations when it comes to explaining the rationale behind charge predic-
tions. Recent research has sought to enhance interpretability by extract-
ing discriminative features from factual descriptions. Nevertheless, such
studies often neglect a thorough examination of the corresponding legal
provisions. To tackle this issue, the objective of this paper is to estab-
lish a fine-grained connection between charges and factual components,
specifically identifying charge-discriminative facts that encompass essen-
tial legal elements. Several challenges need to be addressed, including
the presence of noisy sentences, imbalanced data, and the need for dis-
tinct legal elements corresponding to different charges. To tackle these
challenges, this paper reframes the task as a few-shot text classifica-
tion problem and introduces a meta-learning framework that integrates
legal element information through a prototypical network. The experi-
mental results demonstrate the effectiveness of this approach in improv-
ing charge prediction accuracy and establishing meaningful associations
between charges and factual evidences.

Keywords: Charge-discriminative fact identification · Few-shot text
classification · Meta-learning framework

1 Introduction

In recent years, there has been a growing interest in the legal field towards
the development of machine learning models for automatic charge identification
(ACI), also referred to as charge prediction [7,13,18]. The primary goal of ACI is
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https://doi.org/10.1007/978-3-031-44693-1_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44693-1_24&domain=pdf
https://doi.org/10.1007/978-3-031-44693-1_24


Identifying Charge-Discriminative Facts with Legal Elements 299

Fig. 1. An example of identifying charge-discriminative facts with legal elements.

to automatically predict the charge(s) that could be filed in a case, given the avail-
able fact description and legal provisions, using machine learning models, particu-
larly attention-based deep learning models [13]. While these models have demon-
strated impressive performance in automatic charge identification, there is still
little understanding of how the predicted charges are generated from the perspec-
tive of legal regulations and principles. To address this issue, recent studies have
focused on improving the interpretability of ACI by extracting discriminative fea-
tures, such as legal attributes and key events, from fact descriptions [3,5,6,10].
These approaches have been shown to effectively explain which sentences in the
fact descriptions are relevant to the predicted charges. However, the extracted fea-
tures are often based on expert knowledge or event information, lacking a detailed
examination of the legal provisions associated with the charges.

In fact, in the criminal justice system, charging an individual or group for a
particular case involves a careful analysis of the evidence presented. Basically,
the judge must identify and prove that the defendant violated a specific statute
or law and that the elements of the crime are satisfied beyond a reasonable
doubt. This necessitates a detailed analysis of the relevant legal provisions and
their application in the case’s specific circumstances. Ultimately, the decision to
convict a defendant needs to determine whether the facts of the case fully meet
the elements of the charge in accordance with the relevant legal provisions, while
ensuring that justice is delivered fairly and impartially.

To gain a better understanding of how charges are convicted in accor-
dance with legal provisions, the aim of this paper is to establish a fine-grained
correspondence between charges and fact pieces, that is, to identify charge-
discriminative facts with legal elements from fact descriptions, as illustrated in
Fig. 1. Specifically, our goal is to recognize key factual information that can dis-
tinguish different charges, and link them to corresponding legal elements such
as criminal intent, object, etc. However, accomplishing this task is not easy as
it faces significant difficulties. These difficulties include: (1) the ‘noisy’ sentences
in the fact descriptions that do not indicate any charge [13]; (2) the imbalanced
nature of the charge case data, leading to an inferior performance on the rare
charges [6]; (3) the need for distinct legal elements to justify different charges,
which makes end-to-end methods with simple designs inappropriate.
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To tackle these difficulties, we reframe the task into a few-shot text classifica-
tion problem and devise a meta-learning framework to handle the justification of
different legal elements required for different charges. Specifically, we construct
a fine-grained charge-fact correspondence dataset, where pieces of fact will be
classified as one or more legal elements of a charge based on an inputted support
set. For the few-shot learning problem, we employ a prototypical network archi-
tecture to learn a non-linear mapping of the input into an embedding space and
calculate the prototype representation of each legal element as the mean of its
support set in the embedding space. Afterwards, by selecting the prototypical
category that exhibits the closest proximity to the text of the fact, we can obtain
the predicted element corresponding to the fact. Additionally, we propose a legal
element enhanced meta-learning framework, which integrates label information
into the prototypical network to improve prototype representations. By utiliz-
ing meta-learning techniques, we enhance the model’s ability to generalize the
correspondence between facts and legal elements so that the model can classify
new classes with only a small amount of labeled support data.

We summarize the contributions of this paper as follows: (1) We present a
novel task called charge-discriminative fact identification, which focuses on estab-
lishing fine-grained charge-fact correspondences with legal elements. In order to
address this task, we construct a manually annotated dataset comprising facts
related to nine charges. (2) To tackle the imbalanced issue in the proposed task,
we transform it into a few-shot text classification problem. Additionally, we
propose a meta-learning framework enhanced with legal elements to effectively
address the challenge. (3) We conduct extensive experiments on the dataset
to evaluate the performance of our framework. The results demonstrate the
superiority of our approach. Particularly, the experiments conducted for charge
prediction emphasize the efficacy of the extracted charge-discriminative facts in
improving the accuracy of the predictions.

2 Related Work

2.1 Charge-Related Fact Extraction

ACI aims to predict charges that may be brought against a defendant in a case
based on the given fact description and legal provisions. Since the length of a
single fact is relatively long, usually reaching 300–400 words [17], guiding the
model to pay attention to the critical information in the facts can improve the
performance and interpretability of ACI.

Part of the existing work has noticed this and launched research. Jiang et
al. [2] used the attention mechanism to extract essential fact information during
the charge prediction task to improve the interpretability of the predictions. Ge
et al. [5] and Paul et al. [13] analyzed facts fine-grained by learning the legal
provisions and the sentence-level facts correspondence, but they did not further
analyze the content and elements of legal provisions. Feng et al. [3] defined a
hierarchical event structure for legal cases and extracted the fine-grained event
information from the facts to improve legal judgment prediction tasks. But these
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event details are elements of general criminal events and cannot explain the pre-
dicted results from a legal perspective. Hu et al. [6] and Lyu et al. [10] both
defined a set of attributes based on experience to obtain a better fact repre-
sentation. However, the attributes and elements in these works are not directly
related to the sentencing dimensions emphasized in the legal provisions.

These works used the same elements for different charges to guide the iden-
tification of facts, clearly distinct from the actual judging process. It is obvious
that in the practical judging process, analyzing different types of cases requires
the use of different legal provisions. So, we believe that distinct fact identifica-
tion tasks should be designed to suit different charges, which has not yet been
studied in the existing work we have researched.

2.2 Meta-learning

Meta-learning, also known as learning to learn, involves enhancing a learning
algorithm over multiple learning episodes. Its primary objective is to enable the
algorithm to solve new, unseen tasks with minimal examples by leveraging prior
knowledge acquired through previous learning experiences.

There are three main approaches to meta-learning: The first is model-based
meta-learning, in which a meta-model is used to update or predict the weights
of a task-specific mode [11]. The second approach is metric-based meta-learning,
which is similar to nearest neighbors algorithms [14,15]. These methods use an
embedding space or a metric that is learned during meta-training and can be used
during meta-testing to embed both new categories’ few support examples and
queries. The third approach is optimization-based meta-learning, which explic-
itly learns an update rule or weight initialization that facilitates rapid learning
during meta-testing. Finn et al. [4] used ordinary gradient descent in the learner
and meta-learned the initialization weights, and this idea was further extended
by Nichol et al. [12] to propose Reptile, an algorithm that does not require a
training-test split for each task. Overall, the goal of meta-learning is to enable
machine learning algorithms to quickly adapt to new tasks or environments by
utilizing previously learned knowledge.

3 Problem Definition

The definitions of the terms involved in our task are as follows:

Legal element is the key factor that can impact the charges and sentenc-
ing decisions. The legal elements of each charge are obtained by analyzing the
corresponding legal provisions and deconstructing them.

Charge-discriminative fact is the critical information that can distin-
guish various charges and is discriminative in the corresponding element. The
charge-discriminative facts are identified base on the corresponding legal ele-
ments. These facts, together with the legal elements and provisions, can be uti-
lized to predict charges.
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The task is defined as follows: Charge ci has charge-discriminative facts iden-
tification task Ti, and the corresponding dataset is Di = (xij , eij , rij). xij , eij , rij

represent a sentence-level fact, a legal element corresponding to the charge ci,
and the relationship between the fact and the legal element, respectively. For
each task Ti, our goal is to learn a classification function fi, which is used to
predict whether the fact xij is discriminative in the element eij . P (T ) contains
a set of tasks, and the ultimate goal of our meta-learning framework is to find a
model f that can fit into all these tasks. We define this task as a few-shot text
classification task. In the K-shot scenario, the model uses K samples to train the
classification function fi based on the new task Ti.

4 Dataset

4.1 Construction Process

Charge Selection. Different charges correspond to different legal element clas-
sification tasks. We hope that the meta-model can learn about the common parts
of knowledge in all charges and be used for predicting new charges, whether they
are similar or dissimilar. Therefore, we selected several similar charges, such as
theft and fraud, and traffic accidents, which were not strongly related to other
charges. Finally, nine charges were selected and annotated.

Dataset Construction. A law school graduate helped us analyze the legal
provisions into legal elements which are elements that can determine charges
and affect sentencing. For example, the use of violence and serious injury are
the corresponding elements of these two factors of robbery. For each charge, we
identified 8–13 legal elements. It is worth noting that the corresponding elements
are different for different charges.

Then we construct the fact set. All case descriptions in the dataset we con-
structed come from public criminal judgment documents in China Judgements
Online (CJO)1. We randomly selected 30 judgment documents for each chosen
charge and divided them into sentence units. Finally, we wrote a set of simple
regular screening rules to filter out the sentences that are irrelevant to the case.
The remaining sentences of the documents constituted the fact set.

Charge-Discriminative Facts Annotation. Three computer graduate stu-
dents completed this annotation under the guidance of the law school graduate.
The annotated contents are the charge-discriminative facts from the fact set with
the above-mentioned legal elements. Charge-discriminative facts mean that this
fact can demonstrate the element. For example, strangling his neck and other
means is discriminative in determining the use of violence.

The detailed statistics on our dataset are shown in Table 1, where OE, FI,
and TA represent official embezzlement, false emphasis, and traffic accident,

1 http://wenshu.court.gov.cn.

http://wenshu.court.gov.cn
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Table 1. Statistics of the dataset.

Charges robbery theft fraud OE injury rape kidnap FI TA

#legal elements 13 13 10 9 8 10 11 10 13

#facts 173 363 227 167 143 154 155 207 201

#avg. facts 13.3 27.9 22.7 18.6 17.9 15.4 14.1 20.7 15.5

respectively. We annotated around ten legal elements for each charge. Each legal
element has about 15 labeled data, which satisfies the requirements for few-shot
classification tasks. Moreover, it is very convenient to use the framework in a new
charge because only a small amount of data needs to be manually annotated.

4.2 Comparison with Previous Datasets

There are already many datasets in the field of intelligent justice. CAIL2018 [17]
is a commonly used dataset which collected 2,676,075 criminal cases from CJO.
For a given fact, CAIL contains the corresponding law, charge and sentence.
ECHR [1] is a similar dataset in English. But these datasets are extracted with
regular expressions rather than manually annotated and do not contain fine-
grained information.

Feng et al. [3] and Ge et al. [5] presented their datasets in their work, respec-
tively. These datasets are manually annotated with fine-grained fact information.
However, these datasets do not have a fine-grained analysis of the legal provisions
corresponding to the charge, and the annotated information cannot explain the
charge according to the content of the law. Therefore, we annotated and made
this dataset publicly available.

5 Model

China’s Criminal Law outlines 483 distinct crimes, with a notable variance in
the frequency of cases for each offense [6]. Moreover, new legal regulations are
frequently introduced. In 2022, China has enacted 6 laws and amended 10 laws.
This necessitates the ability of our framework to acclimate to recently-evolved
charges and situational logic rapidly, so we employ the powerful meta-learning
framework to quickly adapt to the new given case type and judgment logic.

5.1 Legal Element Enhanced Meta-learning Framework

We propose a legal element enhanced meta-learning framework (LEEMF) to
solve this task, as depicted in Fig. 2. The text information of the legal elements
is used to enhance the framework’s performance, and we make the prototypes
additionally represent whether the fact is discriminative in the element.

We use the pre-trained language model (PLM) to represent text and the text
information of legal elements to enhance it. The input format is “[CLS] fact
[SEP] legal element [SEP]” and the hidden-state vectors are taken as the text
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Fig. 2. An overview of our Framework LEEMF in the n-shot k-way setting, where si
j

represents the fact text j classified into element i, ei represents the text of element i,
qi represents the query fact text, and ck represents the prototype k.

representation r. We denote the element ei and the sentence-level fact classified
into ei as sj

i . The embedding function is expressed as fθ where θ represents the
meta-learned parameters.

Then the prototypes of each element are calculated in the Support set. We
denote the representation of all data classified into element k as Sk. For label
k, Its prototype is computed using representations enhanced with correct legal
elements.

rj = fθ([si
j , ei]) (1)

ck =
1

|Sk|Σr∈Sk
r (2)

We make the charge predictions based on the legal element enhanced repre-
sentation of the query set and update the model. However, the exact elements
of the query qi are unknown, so we match qi with all elements in the element
set ε. Afterward, the classification of each query fact into a certain element is
calculated by the distance from the query representation rk

i to the corresponding
prototype ck. This distance is passed through a sigmoid function to obtain the
classification result of a single element.

rk
i = fθ([qi, ek]), k ∈ ε (3)

dk
i = exp(−‖rk

i − ck‖2) (4)

p(yi = k | x) = Sigmoid(
dk

i

Σk′∈εdk′
i

) (5)

L =
1
|ε|Σk∈ε−(yk

i · log(yk
i ) + (1 − yk

i ) · log(1 − yk
i )) (6)
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Algorithm 1. Meta Optimization
INITIALIZE θ
while has not converged do

for charge c in C do
SAMPLE ε, S, Q
for element k in ε do

ck ← 1
|Sk|Σr∈Skr

end for
L ← LOSS(p, BATCH(Q))
ε ← UPDATE(θt−1,

∂L
∂θt−1

)

end for
end while

5.2 Optimization

The meta-learning algorithm of our framework is similar to that of Lichy et al. [8],
which combines Prototypical Networks and Reptile and is shown in Algorithm
1. The module fθ is first initialized with the PLM parameters. Then, in each
training epoch, we sample subsets for each charge c in training charges set C
to form the element set ε, Support set S and Query set Q. We calculate the
prototype based on all samples in the Support set and update the meta-model
with the loss L calculated in the Query set.

6 Experiment and Analysis

6.1 Baselines

We compare the proposed model with the following baselines:

– MAML [4] learns to adapt rapidly to new tasks with only a few gradient
steps. The model’s parameters are explicitly trained with a small amount of
training data from a new task will produce good generalization performance.

– Reptile [15] works by repeatedly sampling a task, training on it, and moving
the initialization towards the trained weights on that task. Unlike MAML,
the meta-model weights will be fine-tuned during meta-testing.

– Prototypical Network [14] (ProtoNet) is a metric-based meta-learning
method for few-shot classification which learns to align query instances with
class prototypes.

– Hierarchical Matching Network [16] (HMN) fuses both hierarchical struc-
ture and semantics of labels to predict correct laws and articles to solve the
charge classification problem.

6.2 Experimental Settings

As our dataset comprises nine charges, we utilized the nine-fold cross-validation
approach. This entailed utilizing eight data types for training and the remaining
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Table 2. Experimental results of 5-way 1-shot, 3-shot and 5-shot on our dataset. P,
R, and F1 represent precision, recall, and f1 score, respectively.

Models 1-shot 3-shot 5-shot

P R F1 P R F1 P R F1

MAML+LBert 0.848 0.635 0.717 0.847 0.752 0.797 0.839 0.774 0.805

Reptile+LBert 0.823 0.587 0.683 0.858 0.653 0.739 0.876 0.719 0.784

ProtoNet+LBert 0.781 0.740 0.758 0.762 0.822 0.787 0.805 0.837 0.819

LEEMF+LBert 0.752 0.680 0.707 0.776 0.816 0.789 0.829 0.808 0.817

MAML+Roberta 0.818 0.703 0.717 0.802 0.776 0.789 0.820 0.779 0.799

Reptile+Roberta 0.738 0.643 0.687 0.750 0.620 0.672 0.816 0.681 0.737

ProtoNet+Roberta 0.741 0.738 0.739 0.760 0.803 0.774 0.847 0.798 0.819

LEEMF+Roberta 0.730 0.737 0.734 0.798 0.834 0.811 0.833 0.841 0.835

type for testing. The model’s performance was then evaluated by averaging the
results obtained from the nine testing sets.

In our framework, we mainly utilized two pre-trained language models,
namely Legal BERT (LBert) [19] and Roberta [9]. LBert was trained on Bert-
base using 6.63 million criminal documents, providing it with extensive legal
knowledge.

To demonstrate the utility of charge-discriminative facts in other ACI tasks,
we conducted a few-shot charge prediction experiment across the nine defined
charges. In each charge prediction task, we trained the framework using only
a minimal amount of supervised data to simulate the scenario of low-frequency
charge prediction.

6.3 Experimental Results

Comparison of Proposed Approach with Baselines. Table 2 presents the
comparison results between LEEMF and the baseline models. It is evident that
in 3-shot and 5-shot scenarios, LEEMF outperforms the other baselines, while
ProtoNet performs better in the 1-shot scenario. Furthermore, as the number of
shots increases, all four models exhibit enhanced performance.

When comparing different pre-trained language models across all three base-
line models, Legal Bert (LBert) outperforms Roberta. This could be attributed
to LBert’s extensive legal knowledge, which is acquired through pre-training
with a vast collection of criminal documents. However, in the case of LEEMF,
Roberta performs better than LBert due to its superior sentence relationship
prediction capabilities, allowing it to more accurately predict the relationship
between factual information and legal elements.

To investigate the impact of different ways during training, we conducted
experiments with 5-shots 3-ways, 5-ways, and 7-ways. The results are presented
in Table 3, and it is apparent that our framework, LEEMF, outperforms the
baseline models in all three scenarios. Additionally, we observed that the model’s
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Table 3. Experimental results of 5-shot 3-way, 5-way and 7-way on our dataset.

Models 3-way 5-way 7-way

P R F1 P R F1 P R F1

MAML+LBert 0.813 0.792 0.799 0.839 0.774 0.805 0.843 0.807 0.825

Reptile+LBert 0.826 0.780 0.798 0.876 0.719 0.784 0.837 0.722 0.789

ProtoNet+LBert 0.778 0.837 0.804 0.805 0.837 0.819 0.794 0.820 0.804

LEEMF+Roberta 0.831 0.807 0.812 0.833 0.841 0.835 0.859 0.862 0.858

Table 4. Experimental results of f1 scores on different charges.

Models robbery theft fraud OE injury rape kidnap FI TA

MAML+LBert 0.796 0.715 0.898 0.917 0.875 0.809 0.710 0.726 0.827

Reptile+LBert 0.783 0.639 0.910 0.934 0.848 0.801 0.747 0.533 0.861

ProtoNet+LBert 0.758 0.745 0.886 0.899 0.910 0.741 0.786 0.828 0.818

LEEMF+Roberta 0.799 0.750 0.868 0.817 0.923 0.791 0.813 0.884 0.867

performance improves as the number of ways in training increases. As the number
of ways in training increases, the model’s performance improves because it learns
a greater amount of information during training.

When comparing our frameworks with the baselines, it becomes apparent
that LEEMF outperforms the other baselines in all scenarios except for the 5-
way 1-shot scenario. This is because when the model is trained with too little
data, incorporating legal element information can impede its ability to learn
factual information.

Analysis on Different Charges. In order to understand the fact identification
performance of the model on different charges, we analyzed the experimental
results in 5-shot and 5-way scenarios. The results are shown in Table 4, where OE,
FI, and TA represent official embezzlement, false emphasis, and traffic accident,
respectively. Among them, theft has the worst prediction effect, possibly due to
many unique elements of the crime of stealing bags, such as burglary. The facts
corresponding to these elements do not have noticeable semantic features, so the
model is difficult to judge accurately. Experiments have proved that for different
charges, the identification effect of fact is different, which mainly depends on the
elements to which the charge belongs.

Performance on Charge Prediction. To demonstrate that the framework’s
identified charge-discriminative facts are the critical information that can dis-
tinguish various charges, our team designed a framework that utilizes LEEMF
to improve the accuracy of charge prediction. The framework contains already
trained LEEMF and an ACI model to be trained to predict charges.
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Table 5. Experimental results of charge prediction.

Models 5-shot 10-shot 30-shot

P R F1 P R F1 P R F1

HMN 0.619 0.578 0.597 0.772 0.753 0.762 0.852 0.837 0.845

HMN+LEEMF 0.692 0.635 0.662 0.802 0.784 0.793 0.877 0.860 0.868

Impv 11.8% 9.86% 10.9% 3.89% 4.12% 4.07% 2.93% 2.75% 2.72%

Fig. 3. An example of identifying charge-discriminative facts.

The ACI model here can be set as any charge prediction model to prove that
LEEMF can widely improve the performance of charge prediction. Our only
modification to the ACI model involved extracting the final charge prediction
layer representations and fusing them with the element prediction outputs for
various charges generated by the meta-model. Finally, we use the fused repre-
sentation for charge prediction.

A few-shot experiment is designed to evaluate the impact of charge-
discriminative facts on the charge prediction task and the result is shown in
Table 5. The model was trained on 5, 10, and 30 samples per charge, respectively.
Our experimental results demonstrate that the identified charge-discriminative
facts can enhance the performance of existing ACI models in predicting low-
frequency charges. Furthermore, the improvement is more significant with fewer
training samples, with a maximum F1 value improvement of 10.9% achieved in
the 5-shot setting.

Case Study. To intuitively illustrate how to identify charge-discriminative facts
with legal elements, we present an example of a case description involving official
embezzlement. The example, shown in Fig. 3, provides evidence of our frame-
work’s ability to accurately identify charge-discriminative facts. These facts can
enhance interpretability for ACI tasks and help answer the question of what
constitutes a charge in a case description.
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7 Conclusion

This paper introduces a novel task focused on identifying charge-discriminative
facts enriched with legal elements. We also provide a manually annotated dataset
specifically designed for this task. To address this task, we propose a legal element
enhanced meta-learning framework which combines the label information of the
legal elements with a prototypical network, enabling effective few-shot learning.
Experimental results conducted on the constructed dataset validate the efficacy
of our proposed method. To promote transparency and facilitate further research,
our data and code will be made publicly available on GitHub.
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Abstract. Automatically solving math word problems (MWPs) aims at
generating corresponding math expressions based on the problem text.
Since pre-trained language models can provide rich semantic represen-
tation for decoders, they can be used as the encoders for MWP mod-
els. However, most Chinese version of pre-trained language models use
characters as the basic unit for downstream tasks, thus using them as
encoders will lose the information carried by words. In addition, most
of current methods ignore the difference between the operators +, ×,
and -, ÷, ∧. They neglect to make the model understand the position
order of the left and right subtree of operators -, ÷, and ∧ is important.
To address the above issues, we propose a Character and Word Fusion
Encoder (CWFE) and a negative label loss function in this paper. CWFE
can fuse character and word feature information in problem text. Nega-
tive label loss prevents the model from incorrectly resolving the positions
of operands. Using GTS as the decoder, our model called CWFE-GTS-
N outperforms the models HGEN, RPKHS, and E-GTS in the experi-
ments. The accuracy of CWFE-GTS-N reaches 85.9% and 86.4% on two
datasets, Math23K and Ape-clean∼, respectively. Code is available at
https://github.com/SCNU203/CWFE-GTS-N

Keywords: Chinese MWP · Character and Word Feature Fusion ·
Pre-trained models · Negative Label Loss

1 Introduction

Automatically solving math word problems (MWPs) is a challenging task in
natural language processing. It aims at generating correct math expressions and
results based on the problem text. In recent years, the use of deep learning
models has become mainstream in the field of MWPs, and most of these models
consist of an encoder and a decoder. The well-known GTS [1] uses GRU [2] as
an encoder and its decoder is a goal-driven tree structure decoder. In terms of
decoder, most of the research works after GTS use the tree decoder of GTS as
decoders due to its good performance. For encoder, using GRU as an encoder
suffers the following problems: ①Ignoring the keywords that appear earlier in
the text. ②Lack of external background knowledge. Therefore, there are many
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 313–324, 2023.
https://doi.org/10.1007/978-3-031-44693-1_25
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Table 1. A wrong example generated by E-GTS due to the lack of word information.

problem text — 个 棱 长 为 6 分 米 的 正方体 木块 的 表面积 = 多
少 平方分米 ?(How many square decimeters is the surface
area of a cube wood block with a length of 6 decimetres?)

text fed to ELECTRA — 个 棱 长 为 6 分 米 的 正 方 体 木 块 的 表 面 积 =
多 少 平 方 分 米 ．

math expression x=6*6*6

math expression generated by E-GTS x=6*6

solution 216

research works focusing on encoder improvements. HGEN [3] proposes a new
hierarchical heterogeneous graph encoder to extract more features in the text.
RPKHS [4] proposes a hierarchical inference encoder for integrating word-level
and sentence-level inference. To advocate research in this direction, in this paper
we try to improve the encoder performance and provide more accurate text
information to the tree decoder. Pre-trained language models are suitable as
encoders for MWPs domain, their advantages over recurrent neural networks
such as GRU are as follows: ① The self-attention mechanism enables them to
remember keywords that appear earlier in the text. ② Unsupervised training on
a large corpus allows them to learn enough external knowledge. Given the above
advantages of pre-trained language models, we construct a baseline model called
E-GTS which uses the pre-trained language model ELECTRA [5] as the encoder
and GTS’s decoder as the decoder.

However, pre-trained language models used in Chinese MWPs as encoders
only capture the character information in problem text. The lack of word infor-
mation causes the model to ignore some correct keywords. As shown in the
example in Table 1, the original problem text is presented in the first row. The
problem’s question is to ask the surface area of a cube, but E-GTS generates a
math expression for the surface area of a square. It is obvious that E-GTS does
not consider “正方(square)” and “体” as a whole of “正方体(cube)”. The reason
for this situation is that the pre-training language model as an encoder splits all
words in Chinese text into characters while losing Chinese word information, as
shown in the second row of Table 1. On the other hand, in data preprocessing
phase, math expression labels are converted to expression tree labels in a binary
tree. However, most of current works neglect to make the model understand
that the position order of the left and right subtree of operators -, ÷, and ∧ is
important. If a model resolves the position of operands of operators -, ÷, and ∧
incorrectly, it will result in an incorrect solution, as shown in Fig. 1.

To address the above issues, in order to provide the decoder with richer
semantic representation, a Character and Word Fusion Encoder (CWFE) is pro-
posed in this paper. Specifically, it integrates boundary feature information for
both characters and words in problem text into ELECTRA’s semantic repre-
sentation, effectively fusing the feature information of both Chinese characters
and words. What’s more, to prevent the model from incorrectly resolving the
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Fig. 1. A wrong example generated by E-GTS. The lower left corner is expression tree
label converted from the math expression label, and the lower right corner is expression
tree generated by E-GTS. Obviously, E-GTS incorrectly resolves the positions of the
left and right subtree of operator -.

positions of some operands, such as divisor and dividend, we introduce a neg-
ative label loss function. It makes the model to understand that the order of
the position of the left and right subtree of operators -, ÷, and ∧ is important.
Combining the CWFE, GTS tree decoder, and the negative label loss, the model
CWFE-GTS-N is proposed. The main contributions of this paper are summa-
rized as follows:

• We propose CWFE which can provide the decoder with character and word
feature information for solving Chinese MWPs.

• We design negative label loss to prevent the model from incorrectly resolving
the positions of operands, such as divisor and dividend.

• Experiments show that our CWFE-GTS-N improves 0.8% over E-GTS on
dataset Ape-clean∼. CWFE-GTS-N improves 7.2%, 2%, and 1.6% over sev-
eral baseline models of HGEN, RPKHS, and E-GTS on dataset Math23K,
respectively.

2 Related Work

The research on automatic MWPs solving can be traced back to the 1960s. Before
2010, researchers developed a series of solution models that rely on rules and
patterns in different fields such as algebra, percentage, ratio. These models focus
on manual extraction features and belong to semi-automatic solution models
such as WORDPRO [6] and ROBUST [7]. And then, Kushman et al. [8] used
statistical methods to solve MWPs. This laid the foundation for designing MWPs
models using traditional machine learning methods. However, these methods
require a lot of manpower to label complex data.
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With the development of deep learning and the emergence of large datasets,
deep learning solution models have become mainstream in the field of MWPs.
The earliest work on solving MWPs using the deep learning model was done
by Wang et al. [9]. They proposed an improved sequence-to-sequence model
that transforms the problem text into math expressions. Subsequently, Wang
et al. [10] used equation normalization to deal with different equivalent expres-
sions, thus enhancing the generalization of the solution model. The GTS authors
designed the tree decoder based on the way like human beings think about solv-
ing MWPs. After the emergence of GTS, many research works used the tree
decoder of GTS as decoders for their models. TSN-MD [11] obtained better
results by transferring knowledge to student networks through teacher networks.
RPKHS [4] proposed a hierarchical inference encoder for integrating word-level
and sentence-level inference. Li et al. [12] used a contrastive learning approach to
make the solution model more discriminatory for different equation templates.
HGEN [3] proposes a new hierarchical heterogeneous graph encoder to extract
more features in the text.

3 Model Description

3.1 Problem Definition and Data Pre-processing

Problem Definition. A math word problem P = (p1, p2, ..., pj) is a sequence
of j tokens, where each token can be a character, word, or numeric value. Our
goal is to generate the correct math expression based on P .

Data Pre-processing. We split all words in the problem text into characters.
The ith numeric value pk appearing in P is denoted as Ni. For example, in
the problem text of Fig. 1, N1 = 1650, N2 = 6. Then all numeric values are
replaced with the token NUM. In the end, the tokens CLS and EOS are added
at the beginning and the end of the sequence, and the sequence P

′
of length n

is obtained.
The math expression label Ep is a sequence consist of operators (e.g. +, -, ×,

÷, ∧), constant values (e.g. 1, 3.14), and numeric values. We replace all numeric
values in Ep with the corresponding number token Ni and convert Ep into the
corresponding prefix form T , T = (y1, y2, . . . , ym). The prior-order traversal of
the math binary tree corresponding to Ep is equivalent to T , so we call T the
expression tree label.

3.2 Encoder

The overview of our proposed model CWFE-GTS-N is shown in Fig. 2. The
encoder CWFE and its components are described in detail in the next four
subsections.
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Fig. 2. The overview of CWFE-GTS-N

ELECTRA Language Model. To improve model’s understanding of prob-
lem text, ELECTRA [5] is chosen as one of the core components of CWFE.
Experiments show that the contextual representations learned by ELECTRA
substantially outperform the ones learned by BERT given the same model set-
tings [5].

After tokenization, the input sequence P
′
is converted to X = (x1, x2 . . . , xn),

where each token xi represents the position of the corresponding token in P
′
in

the input vocabulary. Then the sequence X is input into the ELECTRA language
model:

X
′
= ELECTRA(X) (1)

where ELECTRA(·) denotes the function of the ELECTRA language model and
X

′
= (x1,x2 . . . ,xn) is the sequence of semantic representations of X computed

by ELECTRA.

Character and Word Boundary Feature. This subsection describes the
method of obtaining character and word boundary features in problem text.
The Chinese text segmentation tool jieba1 is used to segment the pre-processed
problem text and then construct the boundary feature with the following con-
struction rules:

• The first character of each word is marked B.
• Each word is marked with O from the second character until the last charac-

ter.
• Single character is marked B.

The boundary feature sequence G = (g1, g2, . . . , gn) is obtained according to the
above rules. For example, the boundary feature sequence G corresponding to
the sentence “正方体 木块 的 表面积” is “B O O B O B B O O”. Then the

1 github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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embedding vector gk ∈ R
d is calculated for each element gk in G by following

equation:
gk = Win[gk] (2)

where Win ∈ R
2×d is a trainable matrix, d is the output dimension of ELEC-

TRA, Win[gk] denotes taking the gkth row of the matrix Win, element gk takes
only two possible values - 0 or 1 (B or O). Finally, the embedding vector sequence
G

′
= (g1,g2 . . . ,gn) of G is obtained.

Feature Fusion. This section introduces the fusion method of X
′
and G

′
. First,

the dimensions of X
′
and G

′
are concatenated to obtain M = (m1,m2 . . . ,mn).

Each element mk ∈ R
2d in M is the concatenation of xk and gk. Then, M is

fed into a bidirectional LSTM [13] (BiLSTM) network that encodes each mk to
obtain the corresponding vector lk ∈ R

d. The calculation is as follows:
−→
lk = LSTM(

−−→
lk−1,mk)

←−
lk = LSTM(

←−−
lk+1,mk)

lk =
−→
lk +

←−
lk

(3)

where LSTM(·), −→
lk ,

←−
lk denote the LSTM network, the forward encoding of

element mk and the reverse encoding of element mk, respectively. The forward
encoding

−→
lk of mk is calculated from mk and the forward encoding

−−→
lk−1 of the

previous element mk−1.
Finally, the vector sequence L = (l1, l2 . . . , ln) is obtained. According to the

calculation of the BiLSTM, it is known that lk considers the semantic informa-
tion in the forward and backward directions. This allows the boundary feature
gk to be fully utilized.

Two-Way Fusion. The lk output by BiLSTM cannot avoid losing part of the
semantic information of xk. To solve this problem, xk and lk are fused. The
calculation is as follows:

hk = LN(We(LeakyReLU(Wl[xk, lk]))) (4)

where Wl ∈ R
d×2d and We ∈ R

d×d are trainable matrices, [·, ·] denotes concate-
nation, LeakyReLU(·) denotes the activation function LeakyReLU, and LN(·)
denotes the LayerNorm layer. Thus, the final semantic representation vector
sequence H = (h1,h2 . . . ,hn) of the problem text sequence are obtained.

3.3 Decoder

A tree decoder [1] is adopted to generate expression tree. The first vector h1

(encoding of token CLS) of the coding sequence H output by CWFE is used to
initialize the root node when decoding. Recursively, the decoder generates the
embedding of each node and predicts the probabilities of number and operator
candidates.
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3.4 Model Training

Label Loss. Given the training data set D = (Pi, Ti), 1 ≤ i ≤ N , where N
denotes the number of samples and Ti is the expression tree label of problem Pi.
The label loss for each sample is calculated by following equation:

Li =
m∑

t=1

−logP(yt|Pi) (5)

where m is the length of Ti and yt is the tth node of the prior traversal order of
Ti.

Negative Label Definition and Negative Label Tree Generation. Sup-
pose the label of node A generated by the tree decoder is -, ÷, or ∧; B and C are
child nodes of A. We define that B’s label is C’s negative label and C’s label is
B’s negative label. As shown in Fig. 2, the label of node1 is -; node2 and node3
are child nodes of node1. The negative label of node 2 and node 3 is ÷ and 1650,
respectively.

By swapping left and right child nodes of operators -, ÷, and ∧ in the expres-
sion tree label, the negative label tree TN is constructed, as shown in the lower
right corner of Fig. 2.

Negative Label Loss. Negative label loss LN
i reduces the probability that the

predicted result of a node is a negative label, as shown by the orange arrow point-
ing downwards on the right side of Fig. 2. LN

i is calculated from the following
equation:

LN
i =

m∑

t=1

{−log(1 − P(yNt |Pi)) if yNt �= yt
0 if yNt = yt

(6)

where yNt is tth node of prior traversal order of negative label tree TN ; yNt �= yt
means the node has negative label.

Total Loss. The training objective is to minimize the total loss Ltotal of the
model on the training set, which is calculated by the following equation:

Ltotal =
N∑

i=1

Li + LN
i (7)

4 Experiment

4.1 Dataset, Baselines and Evaluation Metric

Dataset. CWFE-GTS-N is designed for Chinese MWPs solving, therefore two
Chinese datasets are chosen for the experiment.
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Math23K: The dataset Math23K [9] is the most commonly used dataset in the
field of MWPs, containing 22,161 training samples and 1,000 test samples.

Ape-clean∼: The dataset Ape-clean [14] is the cleaned version of Ape210K
[15]. Since there are still some problems with Ape-clean, we have made some
following changes.

• Remove samples that cannot convert math expression label to the correct
expression tree label.

• Replace the operator ** with ∧ because ** will affect the math expression
label to convert into a correct expression tree label.

• Replace ((())/(())) in the problem text with the Chinese word “多少” because
they are equivalent in meaning and the latter provides the correct word
boundary information.

The modified Ape-clean is represented as Ape-clean∼. Ape-clean∼ contains
101,286 training samples and 2,393 test samples.

Baselines. The following methods are compared on the datasets Math23K and
Ape-clean∼.

• Math-EN [10]: An integrated model combining RNN, CNN, Transformer,
and designed expression regularization to reduce the output space.

• GROUP-ATT [17]: The Seq2Seq model with the group attention mechanism
to extract global features, quantity-related features, quantity-pair features,
and question-related features in MWPs respectively.

• GTS [1]: The tree decoder is designed by borrowing from the way humans
think when solving MWPs, and its encoder is a bi-directional GRU network.

• HGEN [3]: A hierarchical heterogeneous graph encoder to extract more fea-
tures in the text.

• RPKHS [4]: A hierarchical inference encoder for integrating word-level and
sentence-level inference.

• E-GTS: GTS but with ELECTRA as encoder.

Evaluation Metric. In the field of MWPs, models are equipped with the ability
to generate correct new expressions that are different from the expression label.
For example, the generated expression 5+3 is different from the expression label
3+5, but their calculated values are equal. In this case, the generated expression
is considered to be correct. Therefore, the final computation result is used as the
evaluation metric in this paper.

4.2 Implementation Details

CWFE-GTS-N proposed in this paper is implemented on the Ubuntu system
using PyTorch and trained on RTX3090. A pre-trained version of ELECTRA
on a large 180G Chinese corpus [16] is used. The dimensionality of all hidden
states of the encoder is set to 768. CWFE-GTS-N is trained for 80 epochs using
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Table 2. Accuracy of different models.

Math23K Ape-clean∼

Math-EN [10] 66.7 73.8

GROUP-ATT [17] 69.5 75.7

GTS [1] 75.6 80.3

HGEN [3] 78.7 –

RPKHS [4] 83.9 –

E-GTS 84.3 85.6

CWFE-GTS-N(ours) 85.9 86.4

the AdamW optimization algorithm, and the mini-batch size is set to 64. The
initial learning rates of the encoder and decoder are 5e-5 and 1e-3, respectively.
The learning rate is halved when the decrease in loss is less than 0.1 times the
current loss. The dropout is set to 0.5 to prevent overfitting of model and use a
5 beam search to obtain better generation results.

4.3 Experimental Results

The symbol “-” denotes the code is not public. According to Table 2, there
are several observations. First, the performance of GTS using the tree decoder
exceeds the Seq2Seq class models (Math-EN, GROUP-ATT), which indicates
GTS’s tree decoder works well. Second, the models of HGEN, RPKHS, E-GTS,
and CWFE-GTS-N use the same decoder, but the encoders are different result-
ing in large performance differences. Third, our CWFE-GTS-N outperforms
the baseline models of HGEN, RPKHS, and E-GTS by 7.2%, 2%, and 1.6%,
respectively, on dataset Math23K. CWFE-GTS-N improves 0.8% over E-GTS
on dataset Ape-clean∼.

Ablation Study. CWFE-GTS-N uses CWFE as an encoder and adds nega-
tive label loss during training. To investigate the effect of CWFE and negative
label loss on CWFE-GTS-N performance, an ablation experiment on Math23K
is conducted. The results are shown in Table 3. Specifically, “w/o CWFE” means

Table 3. Accuracy of various configurations.

Math23K

CWFE-GTS-N 85.9

w/o CWFE 85.3

w/o Neg-lab-loss 85.1

w/o (CWFE & Neg-lab-loss) 84.3



322 W. Huang and J. Xiao

CWFE-GTS-N does not use CWFE as an encoder, but ELECTRA. “w/o Neg-
lab-loss” indicates the CWFE-GTS-N removes the negative label loss during
training. It can be seen that both CWFE and negative label loss have positive
effects on the model.

Fig. 3. Accuracy over different problem text lengths.

Impact of Problem Text Length on Model Performance. The long prob-
lem text is a challenge for the encoder’s coding capability. In general, the longer
text means that the problem is more difficult. Therefore, it is necessary to inves-
tigate the impact of the text lengths on the result accuracy. The number of
test instances over different text lengths is recorded, and the accuracies of corre-
sponding test instances are compared with the E-GTS in Fig. 3. There are several
observations. First, generally, the performance of each model degrades with the
increasing length of text, which is reasonable due to increasing difficulty. Second,
the difference between the performance of the two models becomes more obvious
as the text length increases. The reason for this situation is that the probability
of E-GTS neglecting keywords increases when the problem text is longer. In con-
trast, CWFE can fuse the character and word boundary information to provide a
more accurate semantic representation for the decoder. Therefore CWFE-GTS-N
is more advantageous in solving more complex with long problem text MWPs.

Case Study. To better understand the effectiveness of CWFE-GTS-N, four
cases are provided in Table 4. Our analyses are summarized as follows:

• Case 1 is the example in the Introduction. CWFE-GTS-N uses character and
word feature information to correctly determine the question is asking about
the surface area of a “正方体 (cube)” rather than the surface area of a “正方
(square)”.
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Table 4. Typical cases.

Case 1：—个棱长为6分米的正方体木块的表面积=多少平方分米.(How many square
decimetres is the surface area of a cube wood block with a length of 6 decimetres?)

E-GTS：6 ∗ 6(×)

CWFE-GTS-N：6 ∗ 6 ∗ 6(
√

)

Case 2：4（1）班50人中有28人喜欢吃香蕉,27人喜欢吃苹果,14人两种水果都喜欢
吃．请问有多少人喜欢的不是这两种水果？(In class 4(1), there are 28 people who
like bananas, 27 people who like apples, and 14 people who like both kinds of fruits.
How many of them like other than these two fruits?)

E-GTS：28 + 27 − 14(×)

CWFE-GTS-N：50 − [(27 + 28) − 14](
√

)

Case 3：鸭比鸡多210只，鸡的只数和鸭的只数比是2：5．鸭和鸡共有多少
只？(There are 210 more ducks than chickens, and the ratio of the number of
chickens to the number of ducks is 2:5. How many ducks and chickens are there?)

E-GTS：210÷(2 − 5) ∗ (5 + 2)(×)

CWFE-GTS-N：210÷(5 − 2) ∗ (2 + 5)(
√

)

Case 4：粮食仓库存有大米1650袋，正好是存有的面粉袋数的6倍．粮库中存有的面
粉比大米少多少袋？(The grain store has 1650 bags of rice, which is exactly 6 times
the number of bags of flour in the store. How many fewer bags of flour than rice are
there in the grain store?)

E-GTS：1650÷6 − 1650(×)

CWFE-GTS-N：1650 − 1650÷6(
√

)

• Case 2 is similar to Case 1. E-GTS does not consider “不” and “是” as a
whole of “不是 (not)”, therefore mistakenly considers that the question asks
how many people like both fruits. CWFE-GTS-N avoids this error.

• Case 3 and Case 4 illustrate the effectiveness of negative label loss. It makes
the model correctly resolve the position of the operator’s operands.

5 Conclusion

In this paper, CWFE and negative label loss are proposed. CWFE provides the
decoder with both character and word feature information in the text of Chi-
nese MWPs. Word feature information is important for solving Chinese MWPs,
which can reduce the probability of the model neglecting keywords. In addi-
tion, to prevent the model from incorrectly resolving the positions of operands,
such as divisor and dividend, we introduce negative label loss in training. The
proposed model CWFE-GTS-N uses CWFE as encoder and adds negative label
loss function during training. Experiments show that CWFE-GTS-N outper-
forms several baseline models of HGEN, RPKHS, and E-GTS. In the future, we
will explore how to design a suitable pre-training task for CWFE to mine more
useful semantic information in the text of MWPs.
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Abstract. We present a Chinese BERT model dubbed MarkBERT that
uses word information in this work. Existing word-based BERT models
regard words as basic units, however, due to the vocabulary limit of
BERT, they only cover high-frequency words and fall back to character
level when encountering out-of-vocabulary (OOV) words. Different from
existing works, MarkBERT keeps the vocabulary being Chinese char-
acters and inserts boundary markers between contiguous words. Such
design enables the model to handle any words in the same way, no mat-
ter they are OOV words or not. Besides, our model has two additional
benefits: first, it is convenient to add word-level learning objectives over
markers, which is complementary to traditional character and sentence-
level pretraining tasks; second, it can easily incorporate richer semantics
such as POS tags of words by replacing generic markers with POS tag-
specific markers. With the simple markers insertion, MarkBERT can
improve the performances of various downstream tasks including lan-
guage understanding and sequence labeling. (All the codes and models
will be made publicly available at https://github.com/).

Keywords: Pretrain Model · Chinese Segmentation

1 Introduction

Chinese words can be composed of multiple Chinese characters. For instance,
the word 地球 (earth) is made up of two characters 地 (ground) and 球 (ball).
However, there are no delimiters (i.e., space) between words in written Chinese
sentences. Traditionally, word segmentation is an important first step for Chinese
natural language processing tasks [1]. Instead, with the rise of pretrained models
[6], Chinese BERT models are dominated by character-based ones [3,4,16–18],
where a sentence is represented as a sequence of characters. There are several
attempts at building Chinese BERT models where word information is consid-
ered. Existing studies tokenize a word as a basic unit [15], as multiple characters
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[4] or a combination of both [7,10,22]. However, due to the limit of the vocab-
ulary size of BERT, these models only learn for a limited number (e.g., 40K)
of words with high frequency. Rare words below the frequency threshold will be
tokenized as separate characters so that the word information is neglected.

In this work, we present a simple framework, MarkBERT, that considers
Chinese word information. Instead of regarding words as basic units, we use
character-level tokenizations and inject word information via inserting special
markers between contiguous words. The occurrence of a marker gives the model
a hint that its previous character is the end of a word and the following character
is the beginning of another word. Such a simple model design has the following
advantages. First, it avoids the problem of OOV words since it deals with com-
mon words and rare words (even the words never seen in the pretraining data) in
the same way. Second, the introduction of marker allows us to design word-level
pretraining tasks (such as replaced word detection illustrated in Sect. 3), which
are complementary to traditional character-level pretraining tasks like masked
language modeling and sentence-level pretraining tasks like next sentence pre-
diction.

In the pretraining stage, we force the markers to understand the contexts
around them while serving as separators between words. We train our model
with two pretraining tasks. The first task is masked language modeling and we
also mask markers such that word boundary knowledge can be learned since the
pre-trained model needs to recognize the word boundaries within the context.
The second task is replaced word detection. We replace a word with artificially
generated words and ask the markers behind the word to predict whether the
word is replace. Such a process will force the markers to serve as discriminators
therefore can learn more word-boundary information within the context. With
these two pretraining tasks, we train the MarkBERT model initialized from
BERT-Chinese models and obtain considerable improvements.

We conduct extensive experiments on various downstreams tasks includ-
ing named entity recognition tasks (NER) and natural language understand-
ing tasks. On the NER task, we demonstrate that MarkBERT can significantly
surpass baseline methods on both MSRA and OntoNotes datasets [8,23]. Com-
pared with other word-level Chinese BERT models, we conduct experiments and
observe that MarkBERT performs better on text classification, keyword recog-
nition, and semantic similarity tasks in the CLUE benchmark datasets.

2 Related Work

We describe related work on injecting word information to Chinese BERT and
the use of marker in natural language understanding tasks.

2.1 Chinese BERT

Pre-trained models exemplified by BERT [6] and RoBERTa [4] have been proved
successful in various Chinese NLP tasks [5,20]. Existing Chinese BERT models
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that incorporate word information can be divided into two categories. The first
category uses word information in the pretraining stage but represents a text as
a sequence of characters when the pretrained model is applied to downstream
tasks. For example, Roberta-wwm [4] use the whole-word-masking strategy that
masks word spans and predicts continuously multiple masked positions. Lattice-
BERT [10] incorporate lexicon information by concatenating the lexicons along
with character-level context. The second category uses word information when
the pretrained model is used in downstream tasks. For example, WoBERT [15]
uses a word-level vocabulary instead of characters. If a word 地球 is included in
the vocabulary, its constitutes 地 and 球 will not be considered as input tokens.
AMBERT [22] go one step further by constructing two independent encoders
that encode character-level and word-level information separately and concate-
nate them at the top layers of two encoders. Similarly, LICHEE [7] encode both
character-level and word-level information. They move the information aggrega-
tion stage to the embedding level.

2.2 Marker Insertion in NLU

The idea of inserting markers is explored in entity-related natural language
understanding tasks, especially in relation classification. Given a subject entity
and an object entity as the input, existing work inject untyped markers [14,17]
or entity-specific markers [24] around the entities, and make better predictions
of the relations of the entities.

3 MarkBERT Pre-training

In this section, we first introduce the background of character level Chinese pre-
trained models; then we introduce the structure of our MarkBERT model. After
describing the structure of MarkBERT, we introduce the training process of the
MarkBERT. Finally, we provide details of the entire training process.

3.1 MarkBERT Model

To make better use of word-level information in Chinese pre-training, we intro-
duce a simple framework called MarkBERT. We insert markers between word
spans to give explicit boundary information for the model pre-training.

As seen in Fig. 1, we first use a segmentation tool to obtain word segmenta-
tions, then we insert special markers between word spans as separators between
characters. These markers are treated as normal characters so they take posi-
tions in the transformers structure. Plus, they can also be masked for the mask
language modeling task to predict, therefore the encoding process needs to be
aware of predicting word boundaries rather than simply filling in masks from
the context. The mask prediction task becomes more challenging since predict-
ing the masks correctly requires a better understanding of the word boundaries.
In this way, the model is still character-level encoded while it is aware of word
boundaries since word-level information is given explicitly.
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Fig. 1. Illustration of the predicting tasks of Masked Language Modeling and Replaced
Word Detection. Here, [S] is the inserted markers.

3.2 Replaced Word Detection

Inserting special markers allows the pre-trained model to recognize word bound-
aries while maintaining a character-level model. Further, these special markers
can be used to construct a word-level pre-training task which can be comple-
mentary to the character-level masked language modeling task.

We construct a replaced word detection task as an auxiliary task to the
masked language modeling task. We construct a bipolar classification task that
detects whether the word span is replaced by a confusion word. Specifically,
given a word span, we take the representations of the marker after it and make
binary prediction.

When a word span is replaced by a confusion word, as seen in Fig. 1, the
marker is supposed to make a “replaced” prediction labeled as “False”. When
the word spans are not changed, the marker will make an “unchanged” prediction
labeled as “True”. Therefore, suppose the representation of the ith marker is xi

with label ytrue and yfalse, the replaced word detection loss is: L = −∑
i[y ·

log(xi)]. We add this loss term to the masked language modeling loss as a multi-
task training process.

The construction of the confusion could be various. We adopt two simple
strategies: (1) we use synonyms as confusions; (2) we use words that are similar
in phonetics (pinyin) in Chinese. To obtain the synonyms, we use an external
word embedding [23]. We calculate the cosine similarity between words and use
the most similar ones as the synonyms confusions. To obtain the phonetic-based
confusions, as seen in Fig. 1, we use an external tool to get the phonetics of the
word and select a word that share the same phonetics as its confusions.
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In this way, the markers can be more sensitive to the word span in the context
since these markers are assigned to discriminate the representation type of the
word spans before them. This process is similar to an ELECTRA [2] framework.
MarkBERT uses the inserted markers to run the discrimination process inside
the encoder and use external confusions instead of using another generator to
build texts for the discriminator.

3.3 Pre-training

The pre-training process is a multi task framework consisting of mask language
modeling task and replaced word detection task.

In the masked language modeling task, we employ both the masked language
modeling strategy and the whole-word-masking strategy. In the replaced word
detection task, as seen in Fig. 1, when the word span is replaced by confusion
words, the model is supposed to correct the confusions. This correction process
is similar to MacBERT [3]. For the confusion generation, we use synonyms and
pinyin-based confusions. The synonyms are obtained by a synonym dictionary
based on calculating the cosine similarity between the Chinese word-embeddings
[23].

In our MarkBERT pre-training, the mask ratio is still 15% of the total char-
acters. For 30% of the time, we do not insert any markers so that the model can
also be used in a no-marker setting which is the vanilla BERT-style model. For
50% of the time we run a whole-word-mask prediction and for the rest we run a
traditional masked language model prediction. In the marker insertion, for 30%
of the time, we replace the word span with a phonetic(pinyin)-based confusion or
a synonym-based confusion word and the marker will predict a phonetic(pinyin)-
confusion marker or a synonym-confusion marker; for the rest of the time, the
marker will predict a normal-word marker.

Therefore, we only calculate 15% percent of loss on these normal markers
to avoid imbalance labels of the marker learning process. During fine-tuning on
downstream tasks, we use the markers in the input texts. Also, we can save
the markers and downgrade the model to a vanilla BERT-style model for easier
usage.

3.4 Implementation Details in Pre-training

Pre-training Dataset Usage. We use a collection of raw Chinese texts con-
taining Chinese wikipedia, Chinese novels, news. The entire data size is around
80B characters. We use a simple word segmentation tool Texsmart [21] to tok-
enize the raw data and obtain pos-tags. We use the same data preprocess frame-
work used in BERT [6] which constructs documents containing multiple sen-
tences with the length of the maximum token limit and randomly pick another
document to train the next sentence prediction task.
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Pre-training Settings. We initialize our model from the Roberta whole-word-
mask model checkpoint [4]. Therefore, we use the same character-level vocabu-
lary in training our boundary-aware model. We use both whole-word-mask and
normal character mask strategies in the language model training since we aim
to learn inner connections between characters in the given word which cannot
be achieved by whole-word-masking alone.

We train the model with a maximum sequence length of 512 for the entire
training time. With the markers inserted, the actual maximum sequence length
is smaller but we maintain the length as 512 to keep coordinated with previous
pre-trained models. We use the ADAM optimizer [9] used in BERT with a batch
size 8,192 on 64x Tesla V100 GPUs. We set the learning rate to 1e-4 with a
linear warmup scheduler. We run the warmup process for 10k steps and train
100k steps in total.

4 Experiments

4.1 NER Task

In the NER task, we use the MSRA [11] and Ontonotes [19] datasets with the
same data-split [12,13].

We establish several strong baselines to explore the effectiveness of our Mark-
BERT. In language understanding tasks, we compare with the RoBERTa-wwm-
ext [4] baseline, which is a whole-word-mask trained Chinese pre-trained models.
We also further pre-train the RoBERTa model denoted as RoBERTa (ours) and
the WoBERT model denoted as WoBERT (ours) based on our collected data
which is the same data used in pre-training MarkBERT to make fair compar-
isons with our model. In the NER task, we compare with FLAT-BERT [12]
and Soft-Lexicon [13] which are state-of-the-art models on the NER task which
incorporate lexicons in the transformers/LSTM structure.

4.2 Language Understanding Task

We also conduct experiments on language understanding tasks. We use various
types of tasks from the CLUE benchmark [20]. We use classification tasks such
as TNEWS, IFLYTEK; semantic similarity task (AFQMC); coreference resolu-
tion task (WSC); keyword recognition (CSL); natural language inference task
(OCNLI).

Besides the BERT-style baselines used in the NER task, we also use the
word-level information enhanced models as baselines to make comparisons in
the language understanding tasks. We use:

– WoBERT [15]: a word-level Chinese pre-trained model initialized from the
BERT BASE pre-trained weights. It has a 60k expanded vocabulary contain-
ing commonly used Chinese words.
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– AMBERT [22]: a multi-granularity Chinese pre-trained model with two sep-
arated encoders for words and characters. The encoding representation is the
character-level representation concatenated by the word-level representation;

– LICHEE [7]: a multi-granularity Chinese pre-trained model that incorporates
word and character representations at the embedding level.

– Lattice-BERT [10]: the state-of-the-art multi-granularity model that uses lex-
icons as word-level knowledge concatenated to the original input context.

4.3 Downstream Task Implementations

We use the FastNLP toolkit1 to implement the NER experiment; We use the
Huggingface Transformers to implement all experiments.

For the NER task, we follow the implementation details given in the Trans-
formers toolkit.2 For the language understanding tasks, we follow the implemen-
tation details used in the CLUE benchmark official website and the fine-tuning
hyper-parameters used in Lattice-BERT [10].

In the NER task, we use the marker-inserted inputs in the MarkBERT since
we intend to incorporate the word boundary information in recognizing entities.
We use the model with the best development performance to obtain the test set
result. We make a thorough discussion on this topic in the later section. In the
NER evaluation process, we label the inserted marker with the same label as its
former token and follow the standard BMESO evaluation process [12,13].

In the NLU tasks, we use the CLUE benchmark datasets to test our model.
For the TNEWS task, we run the raw classification results without using the
keywords augmentation which is no longer a natural context. For the IFLYTEK
task, we split the context and use the average of the split texts prediction since
the average sequence exceeds the max sequence length. We leave the experiment
results ’-’ if they are not listed in the official website.3

Table 1. NER results on the MSRA and OntoNotes dataset.

MSRA (Test) OntoNotes (Dev) OntoNotes(Test)

Acc Recall F1 Acc Recall F1 Acc Recall F1

BERT [6] 94.9 94.1 94.5 74.8 81.8 78.2 78.0 75.7 80.3

RoBERTa [4] 95.3 94.9 95.1 76.8 80.7 78.7 77.6 83.5 80.5

FLAT-BERT [12] – – 96.1 – – – – – 81.8

Soft-Lexicon [13] 95.8 95.1 95.4 – – – 83.4 82.2 82.8

RoBERTa (ours) 95.7 94.8 95.2 80.3 76.4 78.3 78.8 83.4 81.1

MarkBERT (ours) 96.1 96.0 96.1 81.2 81.4 81.3 81.7 83.7 82.7

1 https://github.com/fastnlp/fastNLP.
2 https://github.com/huggingface/transformers.
3 https://github.com/CLUEbenchmark/CLUE.

https://github.com/fastnlp/fastNLP
https://github.com/huggingface/transformers
https://github.com/CLUEbenchmark/CLUE
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4.4 Results on NER Task

In Table 1, our proposed boundary-aware MarkBERT outperforms all baseline
models including pre-trained models and lexicon-enhanced models.

Compared with the baseline methods, our proposed MarkBERT with markers
inserted between words can lift performances by a large margin. We can observe
that compared with the baseline method RoBERTa(ours) which uses word-level
information by pretraining with the whole-word mask strategy, MarkBERT can
significantly improve the performances in all datasets. When we insert markers
using the same tokenization process used in pre-training MarkBERT in fine-
tuning the MarkBERT in the NER task, we obtain a considerable performance
improvement, indicating that the inserted markers catch some important fine-
grained information that helps improve entity understanding. Further, when
compared with previous state-of-the-art methods such as Soft-Lexicon [13] and
FLAT [12] which use a combination of lexicon-enhanced LSTMs/transformers
and BERT, our model can also achieve similar performance while we do not
incorporate any lexicon information which is essential in Chinese language.

Therefore, we can conclude that MarkBERT can improve the NER task with
a simple marker insertion strategy without complex lexicons therefore can be
widely used in sequence labeling tasks.

Table 2. Evaluation results on the language understanding tasks.

Datasets

TNEWS IFLYTEK AFQMC OCNLI WSC CSL

DEVELOPMENT

BERT [6] 56.09 60.37 74.10 74.70 79.22 81.02

RoBERTa [4] 57.51 60.80 73.80 75.01 82.20 81.22

RoBERTa (ours) 57.95 60.85 74.58 75.32 84.02 81.85

WoBERT (ours) 57.01 61.10 72.80 75.00 82.72 -

MarkBERT (ours) 58.40 60.68 74.89 75.88 84.60 -

TEST

BERT [6] 56.58 60.29 73.70 - 62.00 80.36

RoBERTa [4] 56.94 60.31 74.04 - 67.80 81.00

AMBERT [22] - 59.73 73.86 - 78.27 85.70

LICHEE [7] - 60.94 73.65 - 81.03 84.51

BERT [10] - 62.20 74.00 - 79.30 81.60

Lattice-BERT [10] - 62.90 74.80 - 82.40 84.00

RoBERTa (ours) 57.42 61.00 73.63 72.67 79.86 81.83

MarkBERT (ours) 58.05 62.57 74.87 73.06 81.72 85.73

4.5 Results on Language Understanding

Table 2 shows that comparing with the RoBERTa model that uses the same pre-
training data, MarkBERT is superior in all tasks. This indicates that the learned
representations contain more useful information for the downstream task fine-
tuning. The word-level model WoBERT (ours) trained with the same data used
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in MarkBERT only achieves a slightly higher accuracy in the IFLYTEK dataset
which might because the IFLYTEK dataset contains very long texts where word-
level model is superior since it can process more contexts while the total sequence
lengths of character level and word level model are both 512.

When comparing with previous works that focus on word-level informa-
tion, MarkBERT achieves higher performances than the multi-grained encod-
ing method AMBERT as well as LICHEE which incorporates word information
as an additional embedding. We can assume that adding word-level informa-
tion through horizontal markers is more effective than vertically concatenat-
ing word-level information. When comparing with the LatticeBERT model, our
method can still reach a competitive level of performance, meanwhile the rel-
ative improvements of our model is larger than the improvements of the Lat-
ticeBERT model. Please note that the lexicons used in LatticeBERT training
actually contains more segmentation possibilities which can significantly increase
the downstream task performance over the word segmentation based methods
[23]. The basic idea of incorporating lexicons is parallel with the marker inser-
tion framework. MarkBERT makes use of word-level information in a different
perspective.

Table 3. Ablation Studies on the NER and the language understanding tasks using
dev set results.

Datasets

MSRA Ontonotes TNEWS IFLYTEK AFQMC

DEVELOPMENT F1 F1 Acc Acc Acc.

MarkBERT 96.1 82.7 58.4 60.6 74.8

MarkBERT-rwd-pho 95.8 81.7 58.0 60.8 74.3

MarkBERT-rwd-syn 95.8 81.7 58.0 60.9 74.5

MarkBERT-MLM 95.8 81.3 58.0 60.7 74.6

MarkBERT-w/o marker 95.5 79.2 58.2 61.0 74.5

RoBERTa (ours) 95.1 78.2 57.9 60.8 74.5

4.6 Model Analysis

In this section, we conduct ablation experiments to explore the effectiveness of
each parts in our MarkBERT framework in different tasks.

We test different variants of MarkBERT:

– MarkBERT-MLM only considers the MLM task without the replaced word
detection task; the masked language model will predict masked tokens as well
as inserted markers.

– MarkBERT-rwd is a version that removes phonetics words or synonyms sep-
arately in the replaced word detection process.

– MarkBERT-w/o marker is a version that removed markers which is the same
as the vanilla BERT model.
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MarkBERT-MLM Without RWD. To explore which parts in MarkBERT
is more effective, we conduct an experiment as seen in Table 3. We only use
the masked language modeling task while inserting markers without using the
replaced word detection task. The model only considers inserted markers and
masked language modeling tasks, while the markers will be masked and predicted
as well.

As seen, the MarkBERT -MLM model gains significant boost in the NER
task, indicating that word boundary information is important in the fine-grained
task.

In the CLUE benchmark, the situation becomes different: in the IFLYTEK
task, inserting markers will hurt the model performance which is because the
sequence length exceeds the maximum length of the pre-trained model. There-
fore, inserting markers will results in a lost of contexts. Generally, inserting
markers is important in downstream task fine-tuning. The explicit word bound-
ary information helps MarkBERT learn better contextualized representations.

Replaced Word Detection. We also test the effectiveness of the additional
replaced word detection task. Specifically, we separate two confusion strategies
and use phonetics and synonyms confusions solely.

As seen in Table 3, when the marker learning only includes phonetic (pinyin)
confusions, the performances in the fine-tuning tasks are similar with the Mark-
BERT -MLM model, indicating that the phonetic confusions have a slight
improvement based on the inserted markers. When the word spans are replaced
by synonyms only, the performances are slightly lower than using both phonetic
and synonym confusions, indicating that augmentation using various types of
confusions is helpful.

Fig. 2. Visualization of attention of the markers selected from a random layer. We use
[unused1] in the BERT vocabulary as the inserted marker.
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MarkBERT-w/o Marker. Inserting markers is the key idea of solving the
character and word dilemma in Chinese encoding. In the NER task, inserting
markers is important, indicating that MarkBERT structure is effective in learn-
ing word boundaries for tasks that requires such fine-grained representations.
In the NLU tasks, without inserting markers, MarkBERT-w/o marker can still
achieve similar performances with the baseline methods, indicating that Mark-
BERT can also be used as a vanilla BERT model for easy usage in language
understanding tasks.

Visualization of Marker Attentions. To further explore how the markers
work in the encoding process, we use the attention visualization tool to show the
attention weights of the inserted markers. We explore the attention weights on
the pre-trained MarkBERT and the fine-tuned model based on the Ontonotes
NER task. As seen in Fig. 2, in some heads of the representations of the inserted
markers, the attentions focus on the local semantics (e.g. in Fig. 2(a), the marker
is attended to ’二’ (second) and ’月’(month) in the head colored with purple and
orange, indicating that the marker learn the context of the word ’二月’ (Febru-
ary). Further, the special tokens are the mostly focused as seen in Fig. 2(d).

5 Conclusion and Future Work

In this paper, we have introduced MarkBERT, a simple framework for Chinese
language model pre-training. We insert special markers between word spans
in the character-level encodings in pre-training and fine-tuning to make use of
word-level information in Chinese. We test our proposed model on the NER
tasks as well as natural language understanding tasks. Experiments show that
MarkBERT makes significant improvements over baseline models.
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Abstract. Data labeling for multi-label text is a challenging task in nat-
ural language processing, and active learning has emerged as a promis-
ing approach to reduce annotation effort while improving model perfor-
mance. The primary challenge in multi-label active learning is to develop
query strategies that can effectively select the most valuable unlabeled
instances for annotation. Batch-mode active learning approaches, which
select a batch of informative and diverse instances in each iteration,
have been considered useful for improving annotation efficiency. How-
ever, challenges such as incomplete information ranking and high com-
putational costs still hinder the progress of batch-mode methods. In this
paper, we propose MCVIE, a novel batch-mode active learning method
for multi-label text. MCVIE employs a two-stage active learning query
strategy. Firstly, we combine two measures of prediction uncertainty and
category vector inconsistency to calculate the basic information score for
each example-label pair. Then, we use the Euclidean distance of text fea-
ture vectors to iteratively select diverse and informative example-label
pairs for annotation. Experimental results on three benchmark datasets
demonstrate that MCVIE outperforms other competitive methods.

Keywords: Multi label · Active learning · Information score

1 Introduction

Multi-label text classification, a variation of multi-class classification, has drawn
considerable attention due to its applications in various fields such as senti-
ment analysis [6], spam detection [9], and news categorization [7]. However,
label acquisition for multi-label text is difficult and expensive; even some labels
require annotators with specialized knowledge [18]. And the serious imbalance
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for each category in the multi-label text datasets further increased the difficulty
of annotation tasks.

Multi-label active learning (MLAL) has been proven to be an effective app-
roach to addressing the above issues [1,4,10,11]. MLAL is primarily focused
on how to select the most valuable unlabeled instances for labeling to learn a
better classifier. According to the number of instances queried in each itera-
tion, existing mainstream MLAL methods can be divided into myopic strategies
and batch-mode strategies. Myopic strategies [1,10] select only one unlabeled
instance with a model update in each iteration, which can prevent the selec-
tion of similar instances for labeling. However, a large number of iterations are
required to accumulate sufficient labeled instances, resulting in tremendous time
consumption. Batch-mode strategies [4,11] query a batch of unlabeled instances
in each iteration by taking both uncertainty and diversity into consideration.
Therefore, bath-mode strategies could provide a parallel annotation environment
for multi-label text classification, significantly increasing efficiency.

To effectively select a batch of valuable unlabeled instances, example-label-
based selection methods are more preferred than example-based selection meth-
ods. Example-based selection methods [10,16] select valuable instances with
full class labels for annotation. But they may overlook cases where some class
labels are not informative, particularly for the entire batch. Moreover, annotators
have to scrutinize each label of the selected instance meticulously [4], increasing
the time cost. Example-label-based selection methods [4,19] calculate candidate
examples for each unlabeled class label, rank them at a finer granularity, and
just select example-label pairs with the highest information score.

However, research into batch-mode example-label-based MLAL is limited.
Most relevant MLAL strategies calculate an information score for candidates
with uncertainty and diversity. But they fail to account for the label space of
multi-label text data, leading to incomplete information ranking of unlabeled
example-label pairs. Moreover, selecting a batch of data based solely on the
information score may result in a large number of similar samples. Existing
approaches may result in low labeling efficiency and fail to effectively improve
the accuracy of the classifier. These issues render batch-mode example-label-
based MLAL research inefficient for labeling multi-label text data.

In this paper, we propose MCVIE, a novel batch-mode example-label-based
MLAL for multi-label text data. Specifically, 1) Based on the particularity of
the label space of multi-label text data, we design a two-stage query strategy.
MCVIE first calculates basic information score for unlabeled example-label pairs
by combining measures of prediction uncertainty and category vector inconsis-
tency. Next, MCVIE iteratively selects diverse and informative example-label
pairs for annotation by employing Euclidean distance of feature vectors. 2) Con-
sidering the extreme imbalance of multi-label text data, we devise a variable
threshold optimization evaluation using Micro and Macro F1 score. 3) Experi-
mental results on three public multi-label text datasets demonstrate the effective-
ness of MCVIE, compared to state-of-the-art methods. The code is available.1

1 https://github.com/hanhan1214/active-learning-mcvie.

https://github.com/hanhan1214/active-learning-mcvie
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2 Related Work

Active Learning. Active learning (AL) is a type of machine learning in which
query strategies interactively select the most valuable instances, thereby reduc-
ing the workload of human labeling. AL-related research has been going on for
decades and is widely applied in many fields, including various image and text
classifications [8,21]. Traditional AL methods rely on the predicted probability
of the classifier to find the most uncertain instances [2]. However, unilaterally
considering uncertainty is not sufficient; therefore, some novel approaches also
take diversity [13] and representativeness [14] into consideration.

Multi-labelTextClassification. In contrast to general text classification tasks,
multi-label text classification involves automatically categorizing texts into the
most relevant subset of the given label collection. Some traditional machine learn-
ing methods treat this task as multiple binary classification problems, training a
binary classifier for each class independently [3]. With the emergence of deep learn-
ing, CNNs and attention mechanisms are widely used to tackle this challenging
task [15,22]. Recently, pre-trained transformer-based models, such as BERT, have
achieved state-of-the-art results in most NLP tasks, including multi-label text clas-
sification. Hence, we employ distilBERT2, a small, fast, cheap, and light version
made by distilling BERT base [12], as a suitable multi-label text classifier instead
of traditional SVMs [5]. This allows us to better reflect the application scenario of
AL and obtain more accurate and realistic evaluation metrics.

Multi-label Active Learning. MLAL is a subfield of AL that specifically
focuses onmulti-label learning. It incorporates a core query strategy that takes into
account not only the uncertainty, diversity, and representativeness of the data but
also the unique characteristics of multi-label data label space [4,10]. [20] evaluates
candidate instances using the max loss strategy and the mean max loss strategy
to query the most uncertain instances. [10] incorporates classifier predictions and
inconsistency of predicted label sets to select the most informative instances for full
labeling. [4] queries the example-label pairs with the highest informativeness and
lowest redundancy by adopting a two-stage selection using uncertainty, label cor-
relation, and label space sparsity. These previous studies infuse us with profound
inspiration for our work, which will be described in detail in the next section.

3 Methodology

3.1 Problem Formulation

A multi-label text i can be expressed as (Xi,Yi), where Xi = {xi1, xi2, ..., xid} ∈
Rd is the feature vector. Yi = {yi1, yi2, ..., yiq} ∈ {0, 1}q represents the category
vector, where q is the number of class labels. More granularly, an example-label

2 https://huggingface.co/distilbert-base-uncased.

https://huggingface.co/distilbert-base-uncased
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pair can be denoted as (Xi, yih), where yih denotes the h-th label of example i ,
yih = 1 indicates that i is a positive example for class h, while yih = 0 shows i
is a negative instance for class h and does not belong to this category.

In a typical MLAL process, a fully labeled training set L = {(Xi,Yi)}l
i=1

acquired by initial random sampling and a fully unlabeled candidate data pool
U = {(Xj ,Yj)}u+l

j=l+1 are preliminarily given, where l � u. The MLAL strategy
iteratively selects the most valuable examples or example-label pairs from U
for human annotation and moves the annotated data to L, then a multi-label
classifier Θ is retrained from scratch with updated L. This process stops when
the number of iterations or the accuracy of Θ reaches the advanced setting.
The ultimate purpose of MLAL is to obtain a relatively accurate model without
annotating entire unlabeled data, which enables us to achieve higher performance
of Θ with far less annotation effort.

In this paper, MCVIE selects diverse and informative example-label pairs at
each iteration through a two-stage query strategy we proposed. Firstly, we combine
two measures of prediction uncertainty and category vector inconsistency to cal-
culate the basic information score for each example-label pair. In the second stage,
the basic score is further refined by incorporating text feature vectors to iteratively
select example-label pairs. Figure 1 illustrates the main architecture of MCVIE,
and details of the two-stage query strategy will be elaborated in the following sec-
tions.

Fig. 1. The main architecture of our proposed MCVIE.

3.2 Calculating Basic Information Score Stage

In the first stage, MCVIE calculates the basic information score for all candi-
date example-label pairs by combining measures of prediction uncertainty and
category vector inconsistency. The following details the process.
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At the beginning of each iteration, the classifier Θ is trained with the labeled
set L. Given a multi-label text i and a set of classes C = (c1, c2, ..., cq), Θ can
output the predicted probability of i for each class label. The probability is
expressed as a vector shaped like Pi = (pi1, pi2, ..., piq) ∈ [0, 1]q.

Prediction Uncertainty Measure. Labeling example-label pairs with high
uncertainty can provide more information for the model. For a certain class h, pih

closed to 1 indicates the sample i is predicted as a positive example and closed
to 0 is negative. Therefore, the closer the probability is to 0.5, the greater uncer-
tainty of the sample. Based on these facts, the prediction uncertainty measure
of an example-label pair (Xi, yih) is computed as:

u(i, h) =
{

2pih if pih ≤ 0.5
2(1 − pih) if pih > 0.5 (1)

Category Vector Inconsistency Measure. In addition to considering the
measure of prediction uncertainty, it is necessary to take into account the label
space of multi-label data. Similar to diversity, texts have the same category
vector, and the characteristics between them may be more similar. Therefore,
the category vector of the example to be queried should be as far from the
vector of the examples in L as possible, and this is referred to as category vector
inconsistency.

To acquire category vector Yi of example i, yih is the labeled value (i.e., the
ground truth) if example-label pair (Xi, yih) is already annotated. Otherwise,
if it is not annotated, yih can be calculated using the probability pih and the
threshold τ . Every pih greater than τ is considered as a positive prediction and
smaller is negative, and the prediction y∗

ih for pih is computed as follows. More
details about τ are in Sect. 4.3.

y∗
ih = {ch|pih > τ} (2)

Given two category vectors Yi and Yj of text i and j , the contingency table
is shown in Table 1. Element a is the count of h that Yih = Yjh = 1, while b
is the number of h that simultaneously Yih = 1 and Yjh = 0. In the same way,
the values of c and d can be calculated.

Table 1. Contingency table of two text category vectors.

Yi/Yj 1 0

1 a b

0 c d

The entropy distance is generally used to calculate the inconsistency between
the structures of two binary vectors. The normalized entropy distance, expressed
as dE , between two category vectors is calculated as:
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dE (Yi,Yj) = −H (Yi) + H (Yj) − 2H (Yi,Yj)
2H (Yi,Yj)

(3)

where the entropy of a vector Y is computed as:

H (Y) = H(r0) = −r0log2(r0) − (1 − r0)log2(1 − r0) (4)

where the r0 represents the proportion of elements 0 in the category vector Y.
And the cross entropy is calculated as:

H (Yi,Yj) = H(
b + c

q
) +

b + c

q
H(

b

b + c
) +

a + d

q
H(

a

a + d
) (5)

The distance dE is highly adaptable to identify the structure differences
between two category vectors. However, here is a problem scenario when Yi

and Yj is completely opposite in every class. For example, Yi = (1, 0, 1, 1, 0, 1)
and Yj = (0, 1, 0, 0, 1, 0). The value of dE (Yi,Yj) is 0 which indicates i and j
have the same structure but Yi and Yj are utterly different in fact. To address
this problem, we define dU and assign the maximum value of dU when this
problem scenario occurs. And dU is accessed as:

dU (Yi,Yj) =
{

1 if a + d = 0
dE (Yi,Yj) if a + d > 0 (6)

The introduction of dH resolves the issue of dE being unable to handle two
completely opposite vectors. Based on dU , the category vector inconsistency
measure for a candidate example-label pair (Xi, yih) is evaluated as:

v(i, h) =
1

|L|
∑
j∈L

dU (Yi,Yj) (7)

Basic Information Score. Considering the two measures previously defined,
we preliminary calculate basic information score for candidate unlabeled example-
label pairs. And the score of example-label pair (Xi, yih) is computed as:

score basic(i, h) = u(i, h) ∗ v(i, h) (8)

3.3 Refining the Basic Information Score Stage

A higher value of score basic(i, h) indicates that the example-label pair (Xi, yih)
contains more information. However, selecting a batch of top-ranked pairs solely
based on the basic information score may result in the batch of highly similar
texts. To address this issue, we designed a second stage that refines the basic
information score by incorporating the diversity of text feature vectors and iter-
atively selects the example-label pairs.

As the second stage illustrated in Fig. 1, specifically, we maintain a query pool
S in this stage. At the beginning of this stage, S is initialized by selecting only one
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example-label pair with the highest basic information score for each class. Firstly,
we compute the center text feature vector of S. Next, we calculate the Euclidean
distance between candidate examples and the center feature vector. Text that is
farther away from the center vector is considered to have greater diversity. So
we utilize the natural logarithm to scale it to the [0, 1] range and combining the
basic information score to obtain score updated, which is computed as:

score updated(i, h) =

⎧⎨
⎩

score basic(i, h) ∗ exp

(
− 1

‖Xi−X‖2

)
if i /∈ S

0 if i ∈ S
(9)

where X =
∑

k∈SXk

|S| is the center feature vector of S. Pairs from the same
example are not allowed to be simultaneously selected in one MCVIE iteration
because of feature diversity, so we set all score updated of example-label pairs
that the examples are already in S to 0.

Similar to the initialization of S, we select only one example-label pair with
the highest score updated for each class and move these pairs from U to S. At
the end of each iteration of the second stage, we check whether the size of S
has reached the setting batch size. If it has, the second stage ends and sends all
pairs in S to the oracle (i.e., human expert). If not, the second stage continues
with a new iteration.

After the human labeling, the base classifier Θ is retrained from scratch
with updated L. MCVIE repeats the two stages mentioned above to select more
diverse and informative example-label pairs for annotation. The pseudo code for
proposed MCVIE is summarized in Algorithm 1.

Algorithm 1: MCVIE
Input : L → labeled training set

U → unlabeled data pool
Θ → base classifier distilBERT

Output: Fine-tuned Θ & labeled example-label pairs L
1 Random sampling and fully labeled a small set M , L ← L ∪ M , U ← U \ M
2 for iteration ← 1 to setting do
3 Θ ← fine-tuned with L
4 score basic ← computed with Θ, L, U by Eq. 8
5 select label-pairs s by score basic, S ← S ∪ s
6 while |S| < setting do

7 X ← compute center feature vector of S
8 score updated ← combine score basic & feature distance by Eq. 9
9 select label-pairs s by score updated, S ← S ∪ s

10 end
11 The oracle annotates example-label pairs in S
12 Update data pool, L ← L ∪ S, U ← U \ S, S ← ∅
13 end
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4 Experiment

4.1 Datasets

Toxic Comment.3 A multi-label text dataset created by Jigsaw and Google.
This dataset is used to evaluate how well machine learning algorithms can detect
and filter harmful comments. The comments in the dataset come from Wikipedia
discussion pages, and each comment is labeled as zero or more of 6 categories,
including toxic, severe toxic, obscene, threat, insult, and identity hate.
EurLex.4 A subset of the EurLex57k dataset5 which contains 57k legislative
documents in English from EUR-Lex with an average length of 727 words. We
utilize the reduced version organized in [17]. This version excluded classes with
less than 50 positive samples and removed a few texts with no labels.
Go emotions.6 A emotional dataset curated from Reddit comments and each
text is labeled for 28 emotion categories. To address the imbalance between
positive and negative samples, we followed the organization in [17] and retrained
the top 10 categories with the largest number of positive samples.

Table 2 provides a comprehensive overview of various statistical features.
Based on the label cardinality value, which is below 1, a considerable amount
of text in the Toxic Comment and Go emotions datasets is not assigned to any
of the given labels. Besides, these datasets exhibit a significant class imbalance,
with the highest ratio of positive to negative samples in Toxic Comment reaching
1:307.

Table 2. Statistic features of datasets

Dataset Size Label Label Label Max unba-

train test dev num cardinality density lance ratio

Toxic Comment 89359 38297 31915 6 0.2178 0.0363 1 : 307

EurLex 10293 1904 1900 10 1.4850 0.1485 1 : 15

Go emotions 20000 5000 5000 10 0.7616 0.762 1 : 27

4.2 Experimental Details

Compared Methods. We evaluate the performance of our proposed MCVIE
through comparing three related and representative MLALs and random sam-
pling. To be more specific, Entropy [17] selects example-label pairs with the
3 https://www.kaggle.com/competitions/jigsaw-toxic-comment-classification-

challenge/data.
4 https://github.com/strwberry-smggls/ActiveLearningTextClassification/tree/main

/AL/datasets.
5 https://github.com/iliaschalkidis/lmtc-eurlex57k/tree/master/data/datasets.
6 https://huggingface.co/datasets/go emotions.

https://www.kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge/data
https://www.kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge/data
https://github.com/strwberry-smggls/ActiveLearningTextClassification/tree/main/AL/datasets
https://github.com/strwberry-smggls/ActiveLearningTextClassification/tree/main/AL/datasets
https://github.com/iliaschalkidis/lmtc-eurlex57k/tree/master/data/datasets
https://huggingface.co/datasets/go_emotions
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highest uncertainty. CVIRS [10] queries the most informative examples by incor-
porating two uncertainty measures. And CBMAL [20] selects example-label pairs
with high informativeness and low redundancy by adopting a two-phase selec-
tion. Additionally, we use the full training data to obtain the full performance
as a observation.

Implementation Details. To acquire more accurate evaluation and better
restore the application scenario of multi-label texts, we employ a pre-trained
distilBERT as the base classifier, which consists of a simple linear, ReLu and 0.1
dropout layer. The max length of input texts is 512 and the batch size of training
is 16. Besides, we train the distilBERT from scratch on a NVIDIA V100 using
Adam optimizer with learning rate of 1 × 10−5. The max epochs is set to 10 for
early stopping and we evaluate the Macro F1 Score of development data to find
the best save point of the model and acquire the variable threshold τ that will be
mentioned in Subsect. 4.3. Besides, we set 20 iterations including initialization
and annotate 50 example-label pairs for every class in each iteration.

4.3 Evaluation Metrics

Unlike multi-class classification where a text is assigned to the class with the
highest predicted probability, it is not immediately clear which probabilities
indicate a positive prediction in multi-label scenario. To this point, we define a
variable threshold τ using Eq. 2 to obtain the observations from the classifier. τ
is not fixed as a hyperparameter but can be learned from the model update when
using dev set multiple times to calculate the generalization ability of the model.
In this process, we set τ to be variable within a certain range, with a step size of
t. Every τ in the range is used as a probability boundary, and the corresponding
Macro F1 score is calculated. We record the τ value that yields the best Macro
F1 score and pass it the test process of the model. The τ is learned as:

τ = argmax{Macro F11,Macro F12, ...}, τ ∈ [min,max], step = t (10)

Moreover, to ensure a more accurate measurement for imbalanced fact in
multi-label text classification and prevent the model from being overly biased
towards negative samples, we utilize the Macro F1 and Micro F1 Score as the
evaluation metrics, which are computed as:

Macro F1 (y, y∗) =
1

|C|
∑
cεC

F1c, F1 (y, y∗) =
TP

TP + 1
2 (FP + FN)

(11)

Micro F1 (y, y∗) =
∑

cεC TPc∑
cεC TPc + 1

2 (
∑

cεC FPc +
∑

cεC FNc)
(12)

where y∗ are the observations from the classifier and y are the ground truth.
TP , FP , FN separately denote true positive, false positive, false negative from
the confusion matrix computed by y∗ and y.
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4.4 Result and Analysis

As shown in Fig. 2, our proposed MCVIE outperforms the compared methods
on both the Toxic and Eurlex datasets when the same number of example-label
pairs are selected and annotated. Specifically, on the Toxic Comment dataset,
our method shows superiority in overall performance as it outperforms other
methods on the toxic dataset in terms of Macro F1 Score. Although the Micro
F1 Score is closed to that of other methods, our approach still possesses slight
advantages. As for the Eurlex dataset, our MCVIE still outperforms others,
but the CBMAL is highly competitive, with its curves closely approaching ours.
Regarding the Go emotioms dataset, all methods show a fluctuating score trend,
especially for Micro F1 Score. However, the curve of our approach is relatively
better and more stable.

In the early stages of MLAL, the random selection can often be highly effec-
tive. This is probably because, with limited training data available, MLAL can
experience a “cold-start” problem, where the algorithm lacks sufficient informa-
tion to make informed selections. In such cases, the random selection can be
helpful since it aligns with the underlying distribution of the dataset. However,
as the number of iterations increases, MLAL strategies tend to outperform the
random selection by a significant margin.

Fig. 2. Macro F1 and Micro F1 scores for all datasets. The x-axis represents the number
of iterations in the MLAL process, while the y-axis shows the corresponding score.

Additionally, Table 3 shows the maximum Macro and Micro F1 Score during
the entire MLAL process and the ratio of used data to full data is attached to
the side. On all datasets, MCVIE reaches better performance compared to other
baselines. Especially on the Toxic Comment dataset, the Macro and Micro F1
Score of our MCVIE reaches 64.70 and 75.46 with 1.15% of full data while the
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full performance is 67.31 and 78.21, respectively. MCVIE achieves a Macro F1
score nearly 2.5% higher than that of CBMAL, which secured the second place.

Table 3. Max Macro F1 Score and Micro F1 Score during the entire AL process and
the corresponding ratio of used data to full data.

Dataset Method Max Macro F1 Max Micro F1 Full data

& used data & used data performance

Toxic Comment Random 57.59, 9.81‰ 71.86, 8.14‰ Ma F1: 67.31 Mi F1: 78.21

Entropy 50.42, 1.21% 64.47, 8.69‰

CVIRS 58.52, 1.09% 72.66, 1.15%

CBMAL 62.26, 1.06% 73.66, 1.06%

MCVIE 64.70, 1.15% 75.46, 1.15%

Eurlex Random 90.75, 11.00% 92.19, 11.48% Ma F1: 93.90 Mi F1: 94.97

Entropy 92.71, 10.51% 94.37, 10.03%

CVIRS 90.60, 8.08% 92.40, 11.48%

CBMAL 93.22, 11.48% 94.21, 10.03%

MCVIE 93.59, 11.48% 94.91, 11.48%

Go emotions Random 26.98, 4.87% 38.75, 5.37% Ma F1: 35.03 Mi F1: 40.94

Entropy 23.45, 4.37% 28.19, 4.37%

CVIRS 28.52, 5.37% 37.47, 4.87%

CBMAL 28.53, 5.87% 39.44, 5.87%

MCVIE 29.57, 5.37% 39.53, 6.12%

5 Conclusion

We propose an efficient active learning method called MCVIE to reduce the
amount of annotation effort required for multi-label text data.7 Experiments
conducted on three public multi-label text datasets demonstrate the effectiveness
of the query strategy designed in MCVIE. For future work, we aim to investigate
whether our method is equally effective when applied to multi-label image data.
Besides, the computation of selecting samples will be further reduced.
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Abstract. We propose a new meta learning based framework that
enhances previous approaches for low-resource speech recognition. Meta-
learning has proven to be a powerful paradigm for transferring knowl-
edge from prior tasks to facilitate the learning of a novel task. However,
when faced with complex task environments and diverse task learning
directions, averaging all task gradients is ineffective at capturing meta-
knowledge. To address this challenge, we propose a task-consistent multi-
lingual meta-learning (TCMML) method that adopts the gradient agree-
ment algorithm to direct the model parameters in a direction where tasks
have more consistency. If a task’s gradient matches the average gradient,
its weight in meta-optimization is increased, and vice versa. Experiments
on two datasets demonstrate that our proposed system can achieve com-
parable or even superior performance to state-of-the-art baselines on low-
resource languages, and can easily combine with various meta learning
methods.

Keywords: meta learning · low-resource · speech recognition · task
consistent

1 Introduction

“Hi, Siri.” has featured an enormous boom of smart speakers in recent years,
unveiling the success of automatic speech recognition (ASR). As a critical com-
munication bridge between humans and machines, the performance of ASR
depends heavily on massively transcribed data, which is labor-intensive and
time-consuming to collect. Interestingly, despite the diverse languages spoken
worldwide, people often express similar meanings, independent of their symbol
systems. Multilingual transfer learning (MTL-ASR) [1] leverages this fact to
enhance the performance of low-resource languages by transferring knowledge
from rich-resource languages. MTL-ASR constructs a model with shared hidden
layers across different languages, which benefits downstream tasks. However, it
may be less effective under very-low-resource conditions due to the overfitting
problem.

Learning quickly is a hallmark of human intelligence, as evidenced by chil-
dren’s ability to recognize items from only a few examples. Hence, equipping
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 349–360, 2023.
https://doi.org/10.1007/978-3-031-44693-1_28
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a deep model with the ability to learn new concepts from a few labeled data
is significant for practical use. Recently, meta-learning [2] aims to develop effi-
cient algorithms (e.g., needing a few or even no task-specific fine-tuning) that
can learn the new task quickly, providing a promising paradigm to tackle the
low-resource problem. Inspired by this, some research has proposed multilin-
gual meta learning (MML-ASR) [3]. MML-ASR trains a well-generalized model
initialization that adapts to new task quickly. The key lies in optimizing the
initialization’s ability to generalize, which is assessed by how well the adapted
model performs on the query set for each task. One of the most representa-
tive algorithms in this area is model-agnostic meta-learning (MAML) [4], which
has shown superior performance in several low-resource fields, including speaker
adaptation [5], accent adaptation [6], speech recognition [7], and emotion recog-
nition [8]. In multilingual meta learning, various approaches have been proposed
to improve model generalization. For instance, adversarial meta sampling [9]
trained an extra sampled network to solve the task imbalance problem. Meta-
adaptor [10] was proposed to achieve more efficient fine-tuning, while multi-step
weighted loss [11] was adopted to improve the stability of meta learning. As
an efficient algorithm, MML-ASR is model-agnostic, making it easy to combine
with large-scale pretraining models, like wav2vec [12], Hubert [13], WavLM [14],
and others.

Fig. 1. Comparison between multilingual meta learning (MML) and task-consistent
multilingual meta learning (TCMML). Where gi denotes the support gradient, and H
denotes the query second-order gradient. Left: MML averages all H in the meta-update
stage. Right: TCMML assigns a weight for each H, decreasing the inconsistent task
weight, like task 5.

During the meta-update stage, meta-learning averages the gradient of all
tasks’ query loss. However, they ignore the task-conflict issue for the various
languages. As shown in Fig. 1a, suppose we extract a batch of tasks, of which
four are gradient updated in one direction and one in the opposite direction in
the task-update stage. In this case, different language tasks will compete for a
model’s limited resources during the meta-update stage. Inconsistencies between
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tasks have a negative impact on multilingual meta learning, leading to inefficient
learning.

To solve the task-conflict issue, we propose task-consistent multilingual meta
learning (TCMML), which employs the gradient agreement algorithm [15] for
multilingual meta learning. It assigns a weight for each task during the meta-
update stage, which is determined by the inner product of the task gradient and
the average gradient across a batch of tasks. As shown in Fig. 1b, if a task’s
gradient aligns with the average gradient, the weight for that task increases, like
task1-4. Conversely, if the task gradient conflicts with the average gradient, the
weight decreases, like task 5. In this way, TCMML directs the model parameters
in a direction where tasks have more consistency during meta-update stage.

There also exist some works that deal with the task-conflict problem. Yun-
shu et al. [16] proposed discarding auxiliary tasks when their gradient conflicts
with the average task gradient. But we keep these conflict task gradients to
extract more language knowledge. PCGrad [17] addresses the task-conflict prob-
lem through projection. However, it needs to calculate the cosine similarity
between each pair of tasks for projection, which requires a large amount of
computation, and changing the inner gradient may cause the mismatch between
task-learn and meta-learn stage. Moreover, Guiroy et al. [18] proposed a reg-
ularized MAML with an angle penalty between inner loop updates, which is
more expensive as it requires repeating the inner loop for all languages. But our
TCMML only need to assign a weight to different tasks in meta-update stage,
which is more simpler.

We conducted experiments on four low-resource languages from IARPA
BABEL and seven very-low-resource languages from OpenSLR to evaluate the
effectiveness of TCMML. The results show that TCMML can effectively improve
the performance of all low-resource languages. Moreover, TCMML can enhance
model performance with various meta learning methods.

2 Preliminaries

2.1 The ASR Model

Our multilingual speech recognition model utilizes the joint CTC-attention [19]
architecture, which has also been used in previous studies [9,20]. As illustrated
in Fig. 2, the model consists of three parts: the encoder and the decoder in the
Transformer, as well as a connectionist temporal classification (CTC) module,
which can guide the model to learn good alignments and speed up convergence.
The loss function can be expressed as a weighted sum of the decoding loss Latt

and the CTC loss Lctc:

L = λLctc + (1 − λ)Latt, (1)

where the hyper-parameter λ denotes the weight of CTC loss. To overcome the
challenge posed by different language symbols, BPE [21] is employed to generate
sub-words as multilingual modeling units. Training transcripts from all languages
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Fig. 2. Overview of the Transformer ASR model based on hybrid CTC-attention
architecture.

are combined together to generate the multilingual symbol vocabulary. As a
result, similar sub-words are shared among different languages, which is very
beneficial for similar languages to learn common information. Similar to prior
work [22], we substitute the language symbol <S LANG> for the start token
<S> at the beginning of the original sub-word sequence, which can alleviate the
language confusion.

2.2 Multilingual Meta Learning

In contract to traditional machine learning, meta learning uses tasks (or
episodes) as its training sample. In order to learn target languages, multilingual
meta learning has to acquire generic meta-knowledge over a number of training
episodes. Suppose the dataset is a set of N languages Ds = Di

s(i = 1, ...N),
each language Di

s is composed of the speech-text pairs. For i-th language, we
sample tasks Ti from the Di

s(i = 1, 2, ..., N), and divide Ti into two subsets, the
support set T i

sup and the query set T i
query. The ASR model fθ is parameterized

by θ. After multilingual pretraining, the model aims to adapt to the low-resource
target languages Dt. Learning valuable meta-knowledge from Ds is crucial for
meta-learning models. Present gradient-based meta-learning techniques can be
described as bilevel optimization problems, with the episodic training paradigm
applied to train the entire model. The two-level meta-learning framework can be
characterized as:

min
θ

N∑

i=1

Lmeta(θ, ω∗(i)(θ);T i
query) (2)

s.t. ω∗(i)(θ) = arg min l(ω; θ, T i
sup) (3)

where Lmeta and l refer to the meta loss (in the outer loop) and the task loss
(in the inner loop), respectively.

In particular, the inner loop (Eq. (2)) is designed to learn a language-specific
base learner for each individual task using the support set T i

sup, whereas the
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outer loop (Eq. (3)) learns meta-knowledge from these base learners with the
query set T i

query, which can be utilized to adapt to new language quickly. As
benchmarks for our research, we then describe three common two-level gradient-
based meta learning techniques.

MAML: MAML [4] is one of the most representative algorithms in this area,
utilized across various low-resource fields. MAML aims to generalize across the
task distribution by learning a better initialization θ. We can formulate the
meta-learning process as:

min
θ

1
N

N∑

i=1

Lmeta(ω(i)(θ);T i
query) (4)

s.t. ω(i)(θ) = θ − α∇θl(θ;T i
sup) (5)

where α is the learning rate of the base learner and l is the task loss function.
Equation (5) means one step of the inner loop to learn task Ti.

FOMAML: FOMAML is often used as an alternative to MAML due to
the challenge of computing the second-order derivative and storing the Hessian
matrix. For instance, [9] and [20] have utilized FOMAML instead of MAML.

ANIL: Raghu et al. [23] proposed ANIL, a simplification of MAML by leav-
ing only the (task-specific) head of the neural network in the inner loop. This
approach has demonstrated comparable performance to MAML.

3 Task-Consistent Multilingual Meta Learning

According to Eq. (2), it can be found that meta-learning averages all tasks’ query
gradient to update model parameters, indicating that all tasks contribute equally
to updating model parameters. However, the difference of various languages will
lead the task-conflict problem, causing inefficient learning as shown in Fig. 1.
We adopt the gradient agreement algorithm to adjust each task’s contribution
to the overall gradient updating direction. Specifically, the formula for parameter
updating during the outer loop is:

θ ← θ − β
∑

i

ωi∇Lmeta(ω(i)(θ);T i
query) (6)

where wi denotes the weight assigned to the i-th task during meta-update stage.
Specifically, we decrease the weight of tasks whose updating direction deviates
from that of the majority of tasks, and increase the weight of tasks whose updat-
ing direction aligns with that of most tasks. Let the full-model parameter gradi-
ent of each task be represented by gi, and gi = θi − θ. We introduce the average
gradient across all tasks gv, which can be defined as:

gv =
1
N

N∑

i

gi (7)
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Algorithm 1. Task-Consistent Multilingual Meta Learning
Require: ASR model f parameterized by θ; Learning rates of α and β;
1: Initialize ASR model fθ

2: while not done do
3: Sample batch of tasks Ti ∼ p(T )
4: for all Ti

5: Generate support set T i
sup and query set T i

query from Ti

6: Construct ASR support loss LT i
sup

on T i
sup using Eq. (1)

7: Compute adapted parameters θi using Eq. (5)
8: Compute gi using gi = θi − θ
9: Construct ASR query loss LT i

query
on T i

query usimg Eq. (1)

10: end for
11: Compute gv using Eq. (7)
12: Compute wi using Eq. (8)
13: Update model parameters using Eq. (6)
14: end while

If the i-th task gradient gi in conflict with the average gradient of all tasks gv,
the i-th task should contribute less than other tasks in the meta-update stage.
The wi needs be proportional to the inner product of the task gradient and the
average gradient of all tasks in a batch gT

i gv. Moreover, the weight needs to
satisfy

∑
i

ωi = 1. So the weight wi can be defined as:

ωi =
gT

i gv∑
k∈N

∣∣gT
k gv

∣∣ =

∑
j∈N

gT
i gj

∑
k∈N

∣∣∣∣∣
∑

j∈N

gT
k gj

∣∣∣∣∣

(8)

In this way, if the task gradient aligns with the average gradient of all tasks,
its weight wi increases. If not, its weight decreases. With this insight, the pro-
posed optimization method, pushes the model parameters in a direction where
tasks have more consistency during meta-update stage. We summarize our whole
algorithm in Algorithm 1.

4 Experiment

4.1 Dataset

Our experiments are based on the IARPA BABEL [24] and OpenSLR1. Specif-
ically, IARPA BABEL consists of conversational telephone speech in 25 lan-
guages, collected in various environments. Each language contains a Full Lan-
guage Pack (FLP) and a Limited Language Pack (LLP). We constructed two
datasets: Babel3 and Babel6. To construct Babel3, we selected three languages:

1 https://openslr.org/resources.php.

https://openslr.org/resources.php
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Bengali (Bn), Tagalog (Tl), and Zulu (Zu). To construct Babel6, we selected six
languages: Bengali (Bn), Tagalog (Tl), Zulu (Zu), Turkish (Tr), Lithuanian (Lt),
and Guarani (Gn). The pre-trained model is trained on the FLP of the language.
We also selected four languages as target languages: Vietnamese (Vi), Swahili
(Sw), Tamil (Ta), and Kurmanji (Ku). We fine-tuned the model by using its
FLP, and tested it using LLP (about 10 h). The OpenSLR dataset is an open-
source collection of speech and language resources and contains different lan-
guages and accents, including low-resource languages. For OpenSLR dataset, we
selected nine languages as source languages for pre-training (OpenSLR-9), and
fine-tuned the model on seven very-low-resource target languages: Argentinian
Spanish (SLR-61), Malayalam (SLR-63), Marathi (SLR-66), Nigerian English
(SLR-70), Venezuelan Spanish (SLR-75), Burmese (SLR-80), and Yoruba (SLR-
86). For the pretraining in OpenSLR, we used 80% of its data to train and 20%
to validate. For each target language, we used 60% of its data to train, 10%
to validate, and 30% to test. Table 1 describes the dataset statistics for the
experimental data.

Table 1. Multilingual dataset statistics in terms of hours (h) languages.

BABEL Source Bengali 61.76 Tagalog 84.56 Zulu 62.13

Turkish 77.18 Lithuanian 42.52 Guarani 43.03

Target Vietnamese 87.72 Swahili 44.39

Kurmanji 42.08 Tamil 68.36

OpenSLR Source Gujarati 7.89 Colombian Spanish 7.58 English 5.00

Tamil 7.08 Peruvian Spanish 9.22 Galician 10.31

Kannada 8.68 Chilean Spanish 7.15 Basque 13.86

Target Burmese 4.11 Argentinian Spanish 8.08 Yoruba 4.02

Marathi 2.98 Nigerian English 2.32

Malayalam 2.49 Venezuelan Spanish 2.40

4.2 Network Configurations

For IARPA BABEL, the model uses a 6-layer VGG convolutional network, and
the Transformer consists of 4 encoder blocks and 2 decoder blocks. Each block
comprises four attention heads, 512 hidden units, and 2048 feed-forward hidden
units. The model is trained using a batch size of 128, with 64 examples allo-
cated to the support set and 64 examples to the query set. The experiments
are conducted using two Tesla V100 16 GB GPUs. The SGD algorithm is used
for the task-update stage in meta-learning, while Adam optimizer is used for
the rest of the optimization. We set warmup steps to 12000 and k to 0.5. For
OpenSLR-9, the model uses one encoder block and one decoder block of the
Transformer architecture. The model is trained using a batch size of 96, with 48
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examples allocated to the support set and 48 examples to the query set. We set
warmup steps to 1000 and k to 0.5. The other settings are the same as IARPA
BABEL. During fine-tuning target languages, we substitute the output layer
and vocabulary. The batch size is set to 128, and other settings are the same as
pre-training.

4.3 Training and Evaluation

We used the Kaldi [25] toolkit for feature extraction to obtain 40-dimensional
Mel-frequency Cepstral Coefficients (MFCC) features and 3-dimensional pitch
features computed every 10 ms over a 25 ms window for both IARPA BABEL
and OpenSLR. And we adopted SpecAugment [26] for data augmentation. We
evaluated our model using beam-search with a beamwidth of 6 and the weight for
CTC loss λ = 0.3. In the experiments, character error rate (CER) is employed
as the criterion, and the five best models are saved during training. We trained
200 epochs and set the early stop strategy until the criterion remains unchanged
for three times. Finally, we averaged the five best model parameters as the final
model.

5 Experiment Results

5.1 Results on Low-Resource ASR

Results on OpenSLR. In this study, we analyzed the impact of meta-learning
on target languages under very-low-resource conditions. Table 2 reports the
results on OpenSLR in terms of character error rate (CER). Firstly, Monolingual
is very poor due to a lack of knowledge of other languages. Secondly, both MTL-
ASR and MML-ASR outperform Monolingual on all target languages, which can
effectively improve the performance of low resource languages. And MML-ASR
decreased CER over MTL-ASR by 5% due to its fast learning ability by learning
a better initialization. Finally, our TCMML further improves MML-ASR by over
2% for all target languages.

Table 2. Results of low resource ASR on OpenSLR-9 in terms of CER (%)

Methods SLR-61 SLR-63 SLR-66 SLR-70 SLR-80 SLR-75 SLR-86 Avg.

Monolingual 50.24 80.95 70.39 95.07 74.95 68.49 76.82 73.84

MTL-ASR 42.33 53.29 47.33 65.92 58.25 48.01 61.42 53.79

MML-ASR 38.62 44.93 39.59 62.73 49.16 36.28 57.78 47.01

TCMML 34.91 42.05 37.31 60.64 47.87 35.05 52.91 44.39

Results on IARPA BABEL. To further verify the effectiveness of our pro-
posed TCMML, we conducted experiments to compare with earlier works [3,9] on
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the IARPA BABEL dataset. Table 3 reports the CER results on IARPA BABEL
for four target languages. Compared to work in [3], our results perform better
because the joint CTC-attention structure is better than a CTC model. More-
over, our baseline performance is similar to the joint CTC-attention structure
used in [9], although there are differences in the encoder and decoder structures.
But our model size is also similar to that of [9], which has approximately 29M
and 26M parameters, respectively. Finally, by pushing the model parameters in
a direction of more consistent tasks, our TCMML-ASR outperforms MML-ASR
for all languages. Moreover, in general, our method achieves better performance
than meta adversarial sampling(AMS) in [9] and our TCMML-ASR is simpler
for it doesn’t require any extra model components.

Table 3. Results of low resource ASR on IARPA BABEL in terms of CER (%)

Target Vietnamese Swahili Tamil Kurmanji

Source Babel3 Babel6 Babel3 Babel6 Babel3 Babel6 Babel3 Babel6

MTL-ASR [3] 57.4 59.7 48.1 48.8 65.6 65.6 67.6 66.7

MML-ASR [3] 49.9 50.1 41.4 42.9 57.5 58.9 64.6 64.1

MML-ASR [9] / 45.1 / 36.14 / 50.16 / /

AMS-ASR [9] / 43.35 / 32.19 / 48.56 / /

Monolingual 69.06 57.31 59.08 73.76

MTL-ASR 43.84 42.03 37.63 35.47 51.54 50.84 60.90 57.00

MML-ASR 43.99 42.07 33.57 32.38 51.58 48.47 59.70 58.62

TCMML 42.96 41.65 32.51 30.84 48.87 47.76 58.06 57.44

In summary, we evaluated our model on different quality data, such as
OpenSLR which has high-quality data and IARPA BABEL which has more
noise. We also varied the number of languages and amount of data, ranging from
Babel3, Babel6 to OpenSLR-9, with target language data ranging from about
2 h to 60 h. In these different experimental settings, TCMML achieved significant
improvements in the performance of all target languages, demonstrating better
generalization and robustness.

Visualization of Model Learning Dynamic. The dynamics of the model
training loss are depicted in Fig. 3. The blue and yellow curves represent the
accuracy of MML-ASR and TCMML-ASR on the validation set, respectively.
It can be observed that our convergence epoch can be improved by over 30%
from about 100 epochs to 70 epochs. Moreover, we evaluated the computational
cost incurred by TCMML. We found that without using TCMML, the average
time required per iteration was 4.57 s, while with TCMML it took 5.08 s. So
introducing TCMML leads to approximately a 10% increase in average time
required per epoch for computational cost. Therefore, TCMML demonstrates
faster learning speed by over 20 % overall compared to MML.
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Fig. 3. Visualization of training process.

5.2 Ablation Studies

Different Meta Learning Methods. We also analyzed the performance of dif-
ferent gradient-based meta-learning methods, such as MAML, FOMAML, and
ANIL, on three low-resource languages in OpenSLR: SLR-61, SLR-80 and SLR-
86. Table 4 indicates that TCMML can improve all of the meta learning meth-
ods, especially in FOMAML. Among them, TCMML-ANIL performs worse than
other methods. This can be attributed to the fact that its weights are determined
by the inner gradient of model parameters, while ANIL only modifies the output
layer in the inner loop. As a result, the weight calculated in the outer loop is
not correct, leading to suboptimal performance.

Table 4. Ablation study results on OpenSLR in terms of CER (%)

Methods SLR-61 SLR-80 SLR-86 Avg.

Monolingual 50.24 74.95 76.89 67.36

MTL-ASR 42.33 58.25 56.52 52.37

MML-ASR (FOMAML) 38.62 49.16 53.24 47.00

MML-ASR (MAML) 36.97 47.63 52.42 45.67

MML-ASR (ANIL) 36.38 49.36 54.04 46.59

TCMML-FOMAML 34.91 47.87 50.14 44.30

TCMML-MAML 35.05 48.04 48.25 43.78

TCMML-ANIL 36.26 48.80 50.52 45.19

TCMML-FOMAML (80%-target) 35.71 49.38 55.54 46.87

TCMML-FOMAML (50%-target) 38.26 54.35 61.17 51.26

TCMML-FOMAML (20%-target) 43.18 66.66 71.98 60.60

Different Scales of Training Data. To verify the effectiveness of our proposed
TCMML when data is limited, we evaluated the performance of TCMML using
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only 80%, 50%, and 20% of the training data. As shown in Table 4, even with
80% of the training data, TCMML still outperforms most baseline systems,
demonstrating that TCMML can effectively reduce the dependency on heavily
annotated data.

6 Conclusion

In this work, to tackle the task-conflict problem, we propose a task-consistent
multilingual meta learning (TCMML) algorithm for low-resource speech recog-
nition by directing model parameters in a consistent direction. Extensive exper-
imental results demonstrate that our method effectively enhances the few-shot
learning ability of meta-learning. In the future, we plan to exploit the task gradi-
ent adjusting strategy adaptively for acquiring more knowledge in meta-learning.
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Abstract. Transformer, a neural sequence model entirely based on
attention, has achieved great success in natural language processing and
become the de facto default model for multiple NLP tasks. Albeit its
prevalence, the attention-based structure poses unmet challenges that
the widely-used adaptive optimization methods, e.g., Adam, have seri-
ous difficulty in learning and often fail to converge if applied alone. In this
work, we illustrate the problem that the adaptive optimization methods
produce extremely-large learning rates that break the balance of stability.
We further propose AdaMod, which smooths out extremely-large learn-
ing rates with adaptive and momental upper bounds on a per-parameter
basis, instead of the uniform scaling in the warmup scheme. We empiri-
cally demonstrate AdaMod can improve the learning stability and bring
significant improvements to the performance of Transformers and CNNs.
Moreover, empirical results verify its effectiveness and robustness across
different applications.

Keywords: Transformer · Optimization · AdaMod

1 Introduction

Gradient-based optimization forms the core of first-order optimization algorithms
to train deep networks. Remarkably, stochastic gradient descent (SGD) [18], one
of the most dominant methods, performs well across many applications, despite
its simplicity. However, one shortcoming of SGD is that it scales the gradient uni-
formly in all directions. This strategy requires a subtle tuning of the learning rate
and limits the training speed in the early stage. To address this issue, several adap-
tive methods have been proposed to achieve faster convergence by computing indi-
vidual learning rates for different parameters. Examples of such methods include
AdaGrad [3], Adam [7], RMSProp [20] and AdaDelta [25]. In particular, Adam is
regarded as the default algorithm used across many frameworks [23].

Although adaptive methods have gained great popularity, they still stumble
on the stability problem of complex models. It has been observed that they may
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converge to bad local optima when training Transformers and have to resort to
the warmup scheme [16,21], which starts with small learning rates for all the
parameters until the system reaches stability and is hence used as a common
heuristic in practice [5]. However, different parameters play different roles in the
model so scaling all the parameters uniformly in the early training stage is not
the best. The warmup scheme also introduces some additional hyperparameters
and needs tedious fine-tuning. Recent work has put forward some algorithms such
as AMSGrad [17] and RAdam [10] to tackle this issue but they failed to achieve
considerable improvement over existing methods. In this paper, we first illustrate
that the extremely-large learning rates lead to the non-convergence problem and
expect to bound large learning rates on a per-parameter basis throughout the
training stage.

Under this premise, we propose a new variant of Adam, that is AdaMod,
to restrict the adaptive learning rates with adaptive and momental bounds.
This endows learning rates with “long-term-memory” historical statics. With
this framework, we can balance the gradients across layers to improve learning
stability. Finally, we conduct further experiments on Transformers. Empirical
results demonstrate that our method can effectively eliminate unexpected large
learning rates and hence fix the non-convergence problem. Moreover, it can bring
consistent and significant improvement over the vanilla Adam across different
architectures such as ResNet and DenseNet.

The contributions are summarized as follows:

– We propose AdaMod, which eliminates extreme learning rates with adaptive
momental bound on a per-parameter basis and brings significant improve-
ments to the performance of Transformers without warmup.

– Experiments demonstrate that AdaMod can be used in various applications
such as machine translation, document summarization, and image classifica-
tion due to its robustness and effectiveness.

2 Background

2.1 A Brief Review of Adam

Algorithm 1. Adam
Input: initial parameter θ0, step sizes {αt}T

t=1, first moment decay β1, second moment
decay β2, stochastic objective function f(θ)

1: Initialize m0 = 0, v0 = 0
2: for t = 1 to T do
3: gt = ∇ft(θt−1)
4: mt = β1mt−1 + (1 − β1)gt
5: vt = β2vt−1 + (1 − β2)g

2
t and Vt = diag(vt)

6: θt = θt−1 − αtmt/
√

Vt

7: end for
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Fig. 1. Training loss and learning rate distribution of Transformers on the IWSLT’14
De-En dataset. “Adam-” in (a) denotes Adam without warmup. For (b) and (c), X-axis
is the original value in the log scale; Y-axis is training iterations and the height stands
for frequency. Red line to show 0 centerlines. Adam fails to converge without warmup
due to extremely-large learning rates, while AdaMod can fix this issue and perform
better. (Color figure online)

Algorithm 1 provides a brief review of Adam for reference, and for brevity,
bias-correction operations are not included. The setup is elaborated as follows.
We first compute the gradient gt of the loss function with respect to previous
parameters. Second, we update the low-order moments of gradient mt, vt by
adopting exponential averaging and computing bias-corrected versions for them.
Finally, we refresh the parameter to get a new θt. This process needs to iterate
T steps until we return the learned parameters. Noting that we refer to α/

√
V

as the learning rate in the paper.

2.2 Extremely-Large Learning Rates Leading to Instability Issues

We first illustrate that the extremely-large learning rates will cause the non-
convergence problem. For example, in the NMT experiment in Fig. 1a, the train-
ing loss converges to around 9.5 without warmup, and it decreases to below
3.5 after using warmup. In addition, the learning rate histogram is shown in
Fig. 1b and Fig. 1c, where the X-axis is the original value in the log scale, Y-axis
is the iteration steps and the height stands for frequency. We can observe that
without warmup, there are lots of learning rates soaring over 10,000 compared to
applying it. Such extremely-large learning rates may lead to the oscillation of the
sequence and trap the adaptive method in exceptionally bad local optima. Mean-
while, they cannot help the optimizer escape from that, resulting in a series of
non-convergence problems. Similar phenomena are observed in other tasks such
as Transformer-XL [2] language modeling.

3 Related Work

Exploring how to tackle the non-convergence issue of adaptive methods is an
important research interest of current machine learning research. In recent years,
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many remarkable works have provided us with a better understanding of this
problem with the proposal of different variants of Adam. [17] first indicated
that Adam may not converge due to the lack of “long-term-memory” of past
gradients and provided a theoretical guarantee of convergence. Following this
track, most of the previous studies focused on how to modify the re-scaling
term vt. [26] argued that there exists an inappropriate correlation between gt
and vt, which may result in unbalanced updates of step size. Therefore, the
authors proposed decorrelating them by temporal shifting, i.e. replacing gt with
gt−n for some manually chosen n to calculate vt. In a similar vein, [6] discussed
that the past gradients {g1, ..., gt−1} are more reliable than gt. And the authors
proposed to weigh more of all past gradients when designing vt. However, these
methods do not radically avoid the non-convergence problem in practice due
to the existence of unexpected large learning rates. To solve this problem, [19]
considered dropping momentum and removing the larger-than-desired updates
by selecting a threshold d for update clipping. However, as their main goal is to
minimize the memory cost of optimization algorithms, this technique remains
less explored and has limited improvement in generalization performance. To
this end, [10] proposed automatic variance rectification of the adaptive learning
rate based on derivations. [12] implemented a gradual transition from Adam to
SGD by employing dynamic bounds on learning rates to avoid extremely-larger
ones. However, its bound function is manually designed and the performance
relies heavily on the selection of the final learning rate α∗ of SGD.

By contrast to the original Transformer with post-norm residual units (Post-
Norm), some work [1,22,24] use pre-norm residual units (Pre-Norm) which locate
the layer normalization inside the residual units to obtain well-behaved gradients.
Although the Pre-Norm architecture can alleviate the non-convergence problem
by normalizing the large gradients at initialization, the extreme learning rates
are still found by the end of training on ResNet with Pre-Norm [12]. Although
these learning rates do not cause serious non-convergence as in Transformers,
they do harm the generalization performance.

4 Methods

This section describes the AdaMod method as well as its properties. Concisely,
AdaMod casts dynamic upper bounds on the adaptive learning rates that prevent
the calculated learning rates from escalating too fast and becoming undesirably
larger than what the historical statistics suggest. This controls the variance of
the adaptive learning rates and smooths out the larger-than-expected fluctua-
tions, hence getting more stable and reliable learning rates. AdaMod names from
Adaptive and Momental Bound. The pseudocode is provided in Algorithm 2.

4.1 Smoothing Adaptive Learning Rates

Based on Adam, which computes adaptive learning rates with estimates of first
and second moments (i.e., expectation and uncentered variance) of the gradients,
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Algorithm 2. AdaMod
Input: initial parameter θ0, step sizes {αt}T

t=1, first moment decay β1, second moment
decayβ2, smoothing coefficient γ, stochastic objective function f(θ)

1: Initialize m0 = 0, v0 = 0, η̂0 = 0
2: for t = 1 to T do
3: gt = ∇ft(θt−1)
4: mt = β1mt−1 + (1 − β1)gt
5: vt = β2vt−1 + (1 − β2)g

2
t and Vt = diag(vt)

6: η̂t = γη̂t−1 + (1 − γ)αt/
√

Vt

7: ηt = min(η̂t, αt/
√

Vt)
8: θt = θt−1 − ηt � mt

9: end for

our method further estimates the first-order moments of the individual adaptive
learning rates αt/

√
Vt. Inspired by exponential moving average (EMA) which

enjoys popularity in estimating the lower-order moments of the gradients. We do
average directly on the learning rates αt/

√
Vt computed by Adam. Specifically,

we apply the following operation:

η̂t = γη̂t−1 + (1 − γ)αt/
√

Vt, (1)

where αt/
√

Vt are the learning rates computed by Adam at step t. Thus, the
current momental value η̂t is an interpolation between the previous momental
value η̂t−1 and the current learning rates. Since the average range of the data in
the exponential moving average is 1/(1 − γ), which can be proven by evaluating
an infinite series, the new hyperparameter γ controls the memory of η̂t. For
example, when γ = 0.9 the average range is 10 periods; when γ = 0.999 the
average range is 1,000 periods, so on and so forth. It is worth noting that when
γ → 0, AdaMod degenerates to Adam.

Equation 1 can be expressed in another version, where the current momental
value is an exponentially weighted moving average with discount factor γ:

η̂t = (1 − γ)
t∑

i=1

γt−i · αi/
√

Vi. (2)

This endows the current value η̂t with “long-term-memory” of past values
αi/

√
Vi. For general cases, we set η̂0 = 0 and γ = 0.9999.

4.2 Bounding Adaptive Learning Rates

For the current momental value η̂t, we further take it as the adaptive upper
bound for αt/

√
Vt to eliminate extremely-large learning rates:

ηt = min(η̂t, αt/
√

Vt). (3)

where ηt is the final learning rate obtained by the bounding operation. Intu-
itively, this can be seen as clipping the learning rates element-wisely so that the
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output is constrained by the different current momental values. Our proposed
momental bounding strategy is significantly different from previous work such
as Adafactor and AdaBound. These methods rely on manually chosen thresh-
olds or bounding functions to truncate learning rates or updates. Compared to
AMSGrad, AdaMod replace the absolute maximum of previous vt values with a
running average.

θt = θt−1 − ηt � mt, (4)

Then, we use ηt and mt to make a parameter update. This process needs to
iterate T steps until an approximate solution is returned.

5 Experiments

This section performs a thorough evaluation of AdaMod optimizer on different
deep learning tasks against fine-tuned baselines. We refer to several benchmarks
for Transformers: IWSLT’14 De-En/WMT’14 En-De for neural machine
translation, and CNN-DailyMail for document summarization. To verify the
versatility of AdaMod, we also add image classification on CIFAR-10/CIFAR-
100 [8] with CNN and language modeling on Penn Treebank [13] with LSTM.
We compare our method with popular optimization algorithms including SGDM,
AdaBound, Adam, AMSGrad and RAdam [10]. We classify AdaMod, RAdam,
AMSGrad, and Adam into Adam-like algorithms, and the others into SGD-
like methods. It is worth noting that except SGDM, the rest belong to adaptive
methods. To achieve better performance, we apply decoupled weight decay to all
adaptive methods in our experiments on the basis of [11]’s work, and adopt the
warmup scheme for all the methods except AdaMod and RAdam when train-
ing Transformers. For statistical significance, we conduct each experiment for
5 random trials and report p − value for the significance test. Noting that full
hyperparameter tuning details and more experiments results (running Pre-Norm
Transformers on IWSLT’14, CNN on CIFAR-10/CIFAR-100, and LSTM on Penn
Treebank) are reported in the supplementary material.

5.1 Neural Machine Translation

Machine translation is one of the most important applications in NLP [21]. To
evaluate the effectiveness of AdaMod, we train Transformer-based models on
two widely used datasets: IWSLT’14 De-En and WMT’14 En-De.

Our experiments are based on the vanilla Transformers [21] implementation
from the fairseq open library [14]. Due to the limited size of the IWSLT’14
dataset, we use a relatively small model in training. The size of embeddings and
hidden states is set to 512 and the number of heads in multi-head attention
is set to 4. For WMT’14, we train the transformer base version and the big
version respectively. Both the two models consist of a 6-layer encoder and a 6-
layer decoder. The size of the embedding is set to 512 for the base model and
1024 for the big. We set β1 = 0.9, β2 = 0.98 and ε = 1e − 9. We use a linear
warmup for Adam in the first 4000 updates. For IWSLT’14, we run training on
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Fig. 2. Validation loss for Transformer-based model. For (a) is trained on IWSLT’14
De-En, (b) and (c) on WMT’14 En-De. AdaMod without warmup shows both faster
convergence and strong final performance compared with Adam with warmup.

Table 1. BLEU score on Neural Machine Translation. We train the small Transformer
on IWSLT’14 De-En, the base and the big model on WMT’14 En-De. Report for
Median(Mean ± Std).

Method Trans-Small Trans-Base Trans-Big

SGDM 29.52 (29.53 ± 0.26) 23.33 (23.35 ± 0.22) 24.47 (24.57 ± 0.24)

AdaBound 34.28 (34.32 ± 0.18) 27.02 (27.05 ± 0.13) 28.24 (28.25 ± 0.09)

Adam 34.62 (34.58 ± 0.15) 27.11 (27.10 ± 0.13) 28.31 (28.31 ± 0.12)

AMSGrad 33.81 (33.84 ± 0.08) 25.98 (26.01 ± 0.10) 27.46 (27.45 ± 0.05)

RAdam 34.72 (34.71 ± 0.06) 27.15 (27.17 ± 0.06) 28.17 (28.20 ± 0.05)

AdaMod 34.88 (34.85 ± 0.05) 27.39 (27.39 ± 0.04) 28.58 (28.57 ± 0.05)

1 NVIDIA RTX 2080Ti GPU, the maximum tokens per batch is set as 4000,
weight decay as 1e-4, and dropout rate as 0.3. As for WMT’14, we conduct
training on 4 T V100 GPUs and set the maximum tokens as 8192. Note that
γ is set as 0.999 for the base model, and 0.9999 for the other two. To make
the experiments more convincing, We also compare AdaMod with Adam on the
Pre-Norm Transformers in the supplementary material.

Performance Comparison. We use BLEU [15] as the metric to evaluate the per-
formance and give the results in Table 1. We also report p-value between Adam
and AdaMod for the significance test (5.42e−3, 1.92e−3, 1.85e−3, all less than
0.01). As discussed above, Adam relies on the warmup scheme when training
Transformers to avoid the non-convergence problem (The same goes for other
methods except AdaMod and RAdam). As for AdaMod, it can train Transform-
ers without warmup and achieve higher BLEU scores (around 0.3 gains) on both
two datasets. Moreover, valid loss values are shown in Fig. 2. It can be seen that
AdaMod converges faster against other methods throughout the training stage.

Learning Rates Comparison. We further compare the learning rates histogram
of Transformers on the IWSLT’14 De-En between Adam and AdaMod. As shown
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Fig. 3. The learning rate comparison of Transformers on the IWSLT’14 De-En.
AdaMod subtly restrains extremely-large learning rates throughout the training.

Table 2. F1-ROUGE score for CopyTransformer on CNN-DailyMail. Report for
Median(Mean ± Std).

CNN-DM ROUGE-1 ROUGE-2 ROUGE-L

SGDM 38.34 (38.30 ± 0.15) 16.53 (16.58 ± 0.16) 35.35 (35.29 ± 0.22)

AdaBound 37.75 (37.72 ± 0.09) 16.07 (16.04 ± 0.11) 34.83 (34.86 ± 0.14)

Adam 39.22 (39.24 ± 0.08) 17.19 (17.18 ± 0.13) 36.38 (36.34 ± 0.11)

AMSGrad 39.04 (39.05 ± 0.02) 16.85 (16.86 ± 0.03) 36.07 (36.06 ± 0.05)

RAdam 39.42 (39.44 ± 0.04) 17.23 (17.25 ± 0.05) 36.44 (36.45 ± 0.03)

AdaMod 39.51 (39.51 ± 0.03) 17.37 (17.37 ± 0.03) 36.80 (36.82 ± 0.06)

in Fig. 3, where the X-axis is the original value in the log scale, and Y-axis is
iteration steps and the height stands for frequency. As mentioned above, the
histogram of Adam is distorted seriously due to the extremely-large learning
rates. This phenomenon has been alleviated after adopting warmup, while there
is still a spike of learning rates between e8 to e10. Although they are not enough
to fail to converge, they still hurt the generalization performance. In contrast,
AdaMod filters the unexpected large learning rates without warmup. Specifi-
cally, in the early stage, AdaMod successfully suppressed the abnormal upward
trend in learning rates, and keep them within a reasonable range to balance the
gradients across layers

5.2 Document Summarization

We also consider abstractive document summarization task on the CNN-
DailyMail corpus, which is a standard news corpus and widely used for text
summarization. Following [4]’s work, our experiment is based on a Transformer
containing 4 layers in each block, and one of the attention-heads is selected as
the copy-distribution. Apart from this, the size of the word embedding is set to
512 and the model shares it between the encoder and decoder. We set β1 = 0.9,
β2 = 0.998, and a linear warmup in the first 8000 updates for all the methods
except AdaMod and RAdam. The dropout rate is set as 0.2 and the batch size is
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4096. The gradients are accumulated 4 times for each update. For AdaMod, the
memory coefficient γ is set as 0.9999. All the models are trained on 2 NVIDIA
RTX 2080Ti GPUs.

We evaluate by F1-ROUGE [9], i.e., ROUGE-1, ROUGE-2, ROUGE-L, and
show the results in Table 2. Note that all the p-values between Adam and
AdaMod are less than 0.01 (1.1e−4, 9.6e−3, 2.3e−5). As we can see from the
table, AdaMod brings a significant improvement over Adam, and outperforms
the rest methods across all three scores, despite without warmup. That is, not
only in terms of Rouge-1 related to content but the fluency of the language is
also ameliorated by applying AdaMod. It indicates that our method improves
the performance of the model on the basis of solving the non-convergence prob-
lem and demonstrates the versatility of AdaMod on different natural language
tasks based on Transformers.

6 Analysis

Robustness to Different α. To investigate the robustness of AdaMod, we con-
duct experiments with the Transformer-small on the IWSLT’14 De-En as in the
Sect. 5.1. We test Adam with warmup and AdaMod with different α (i.e. initial
step size), which is chosen from multiples of 5e−4. The scores are reported in
Table 3. It can be found that Adam is very sensitive to α when training Trans-
formers, and a slight disturbance to α will cause poor convergence (below 10).
At this time Adam has to resort to other strategies such as gradient clipping
or accumulation to get more stable learning rates. However, AdaMod can still
converge to highly similar results in the interval of twice the original step size
(34.90 ± 0.1). For example, when α is increased by 2.5 times, it can achieve
relatively good performance (above 30).

Table 3. BLEU score of Adam and AdaMod with different α using Transformer-small
on IWSLT’14 De-En. “×” denotes divergence.

Method α = 5e − 4 α = 7.5e − 4 α = 1e − 3 α = 1.25e − 3 α = 1.5e − 3

Adam 34.62 6.70 1.84 × ×
AdaMod 34.88 34.99 34.86 32.09 ×

Training with Small Batches. We also show that AdaMod enables warmup-
free, validation-based training even for small batches. Table 4 demonstrates that
Adam depends on a large batch size to obtain stable gradients. As the batch
size decreases, the performance of the model drops rapidly until Adam fails to
converge. In the case of a small batch, the unexpected gradient fluctuations
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become more drastic, further exacerbating the negative effect of the large learn-
ing rates. This gap will become even greater when training complex models.
However, AdaMod can converge to similar results (34.85 ± 0.05) by endowing
learning rates with long-term memory evne if the batch size has dropped to
nearly one-third of the original.

Table 4. BLEU score of Adam and AdaMod with different batches using Transformer-
small on IWSLT’14 De-En. “×” denotes divergence.

Method bz = 4000 bz = 2000 bz = 1500 bz = 1000 bz = 500

Adam 34.62 33.72 4.43 3.78 ×
AdaMod 34.88 34.89 34.83 34.31 3.64

How Momental Bounds Regulate Learning Rates? As discussed above, α/
√

Vt

have a large variance in the early training stage, leading to extremely-large
learning rates, which could hamper performance and even cause stability issues.

Fig. 4. How momental bounds regulate learning rates? The learning rates of a param-
eter were randomly sampled from the encoder of the Transformer. As γ increases, the
growth trend of α/

√
Vt is suppressed by momental bound η̂t, and a new stable learning

rates ηt is returned. Noting that when γ = 0, AdaMod degenerates to Adam.

By computing the momentum η̂t, historical statistics of learning rates could
be fully considered. Employing it as the momental bound could adaptively sup-
press the growth trend of learning rates. To visualize this process, we supplement
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an analysis experiment on IWSLT’14. Specifically, we randomly sample a param-
eter from the self-attention layer to observe its learning rate, and the phenomena
are shown in Fig. 4. It can be seen that when historical statistics are not con-
sidered (i.e. γ = 0) or statistics insufficient (i.e. γ = 0.9, 0.99), the effect of
momental bounds is not obvious. The parameter’s learning rate surges to 50000
in the early term and collapses dramatically in the later period. However as γ
increases, the growth trend of α/

√
Vt is suppressed by momental bound (i.e.

γ = 0.999, 0.9999), and a new stable learning rates ηt is returned, eliminating
large rates from the root, which verifies our motivation. When γ → 1, ηt becomes
more stable and reliable, which can be approximated as a tailor-made learning
rate applied to each parameter of the model, rather than scales all the param-
eters uniformly like SGD. It is likely that AdaMod combines the advantages
of both types of adaptive and non-adaptive methods. We recommend a γ in
{0.999,0.9999} as preferred for its usually behaving a good performance across
most models in practice.

7 Conclusion

In this paper, we illustrate that popular adaptive algorithms fail to converge
when training Transformers due to the large learning rates. For that, we design
a concise strategy to constrain the spikes to avoid the non-convergence issue.
Our proposed algorithm, AdaMod, exerts momental bounds on a per-parameter
basis to prevent them from becoming undesirably larger than what the historical
statistics suggest, hence getting more stable and reliable learning rates. Empiri-
cal results demonstrate our method gains steady performance improvements to
Transformers across different applications.
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Abstract. Machine Translation Quality Estimation (QE) aims to eval-
uate the quality of machine translation without relying on references.
Recently, Large-scale Language Model (LLM) has made major break-
throughs, and has shown excellent zero-shot ability on various natural
language processing tasks. However, its application on QE is non-trivial
and has not yet been explored. In this work, we aim to exploit the transla-
tion estimation ability of LLM, and propose an unsupervised QE frame-
work via exploring the useful information that can be extracted from
the LLM. We firstly formulate QE in a machine translation template,
and derive the sequence-level probabilities as the translation estima-
tion result. Moreover, we exploit the uncertainty of LLM as another
QE evidence, by randomize the LLM with different demonstrations and
prompts, and obtain the variance. We evaluate our method on WMT’22
QE data, and achieve high correlation with human judgments of qual-
ity, rivalling state-of-the-art supervised QE models. We also provide in-
detailed analysis on the ability of LLM on QE task.

Keywords: Large Language Model · Translation Quality Estimation ·
Machine Translation

1 Introduction

Quality Estimation (QE) aims to predict the quality of machine translation auto-
matically in the absence of reference translations. As state-of-the-art QE models
mainly fall into the medium-scale pre-trained model-based paradigm (such as
multilingual BERT [6], XLM-Roberta [5]), thousands of annotated samples is
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required for task-specific fine-tuning, restricting its application. Besides, it has
been demonstrated that the supervised QE model is biased and could not gen-
eralize well on different domains and languages [3,24].

Recently, large-scale language models pretrained on massive unlabeled cor-
pora, such as GPT3.5 and ChatGPT, have shown impressive abilities on various
natural language processing tasks. With the help of task-specific prompting,
LLM can formulate various tasks as language generation in a zero-shot manner
[1,12,14,20]. Hence, we want to propose a question: Is it feasible to prompt LLMs
to perform zero-shot QE under a unified framework? It is challenging since LLM
is trained to predict the next token in a natural sentence, while QE needs to
assign a continuous score for each sequence.

In this work, we aim at filling this gap by exploiting the translation qual-
ity estimation ability of LLMs. Instead of prompting the LLM to perform text
evaluation, we propose to prompt the LLM to perform machine translation,
and derive the estimation result by exploring the useful information inside the
LLM. Firstly, we fill the sample in the translation template, and derive the log-
likelihood of the target sequence which reveals the confidence of LLM on the
translation result, and can be directly utilized as the estimation result. More-
over, we manage to obtain the model uncertainty as another estimation evidence.
We quantify the uncertainty by forward-passing the same sample with different
prompts and demonstrations, and obtain the variance of sequence probabilities.
If the translation result is fluent and adequate, then the LLM should be robust
and the uncertainty should be low, and vise versa. By combining the confidence
estimation and uncertainty quantification, we manage to estimation the quality
in an unsupervised manner without task-specific fine-tuning.

We conduct experiments on the WMT’22 QE Evaluation data [28], including
three directions, namely English-German, Chinese-English and English-Russian.
Experiments show that our approach can achieve high correlation with human
judgments of quality, rivalling state-of-the-art supervised methods.

2 Background

2.1 Quality Estimation

In contrast to the automatic MT evaluation metrics (such as BLEU [18]) which
is good at system level, QE is usually conducted in either sentence-level or word-
level [10]. In this work, we mainly concentrate on sentence-level QE, where the
translation quality is measured with different schemes, and the QE model is
supposed to provide a quality score for each MT output with its source alongside.

Quality Estimation was proposed as early as in 2004 [4]. After the emergence
of BERT [6], Pre-Trained Models (PTMs) soon become popular in the area of
QE [2,8]. By pretraining on massive multilingual text, PTMs can be adapted to
quality estimation task without complicated architecture engineering and achieve
remarkable results. However, annotated data with human-crafted quality label
is still required for fine-tuning, which is not easily accessible. Besides, it has
been revealed that the supervised QE models are relying on spurious clues (such
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Fig. 1. The architecture of our QE method.

as monolingual fluency) to make prediction [3,24], and cannot generalized well
among different domains and languages.

2.2 Large-Scale Language Model

With the advent of ChatGPT, the field of natural language processing has under-
gone a revolution. As an advanced large-scale language model, ChatGPT has
brought about unprecedented semantic understanding and response generation
capabilities, and exhibit excellent performance in various traditional natural lan-
guage processing tasks [1,12,14,20].

Concurrent with our work, Lu [16] and Kocmi [11] also explore the appli-
cation of LLM on translation evaluation. However, both of them formulate the
prompt as an evaluation task and obtain the result via generation, ignoring the
information inside the LLM, and their main contribution focus on the designing
of prompts. Besides, they only explore the reference-based quality evaluation,
while more scalable reference-free QE remains unexplored.

3 Approach

3.1 QE as Confidence Estimation

A straightforward method to apply LLM on QE is to prompt the LLM to evaluate
the given translation and generate a score, or on other words, designing the
prompt as “evaluation-style” as follows:

Score the following translation from {source lang} to
{target lang} on a continuous scale from 0 to 100, where score of
zero means ‘‘no meaning preserved’’ and score of one hundred means
‘‘perfect meaning and grammar’’.

{source lang} source: "{source seq}"
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{target lang} translation: "{target seq}"
In this way, the estimation result is obtained in the form of tokens by the

decoder. However, to further explore the potential of LLM on QE, we choose to
formulate the prompt in “translation style” as follows, and explore the confidence
information of the LLM as the estimation result:

Please translate {source seq} into {target lang}: {target seq}

As shown in Fig. 1, the to-be-evaluated source and target sequences are fed
to the LLM with the above prompt, and instead of generating new tokens, we
derive the probabilities of target sequence as follows:

SP(h|s) =
m+n∑

t=m

wt log p(ht|h<t,T(s, t), θ)

where hm to hm+n is the span of target tokens, and wt is the weight of the
token at position t. In our work, we treat each token equally. T (·) is the prompt
template, and θ is the model parameters of LLM. Intuitively, if the translation
result is of high quality, then it will be assigned with a higher probability by the
LLM, and vice versa. Therefore, the derived probabilities can be directly used
as the estimation result.

This is inspired by the confidence estimation of neural machine transla-
tion model, and can be performed in an unsupervised manner [7]. Notably, our
method does not require the accessibility of the translation model, therefore is
more scalable. Also, as can be seen, compared with evaluation-style prompt,
translation-style prompt does not require detailedly illustrating the evaluation
aspects and scoring scales and is much simpler.

Previous research shows that a few annotated samples can improve the per-
formance of LLM via In-context Learning [16,17]. Therefore, we extend the
prompt with a few annotated samples as demonstration. As shown in Fig. 1,
parallel sentence pairs are selected from the training set, and filled in the same
translation-style prompt, and then concatenated as prefix to be fed together.

More specifically, we resort to BM25 [23], a similarity-based measurement, to
elicit similar samples. Overlapping n-grams between the source and the retrieved
sentences ensures informativeness as the target associated with the retrieved
sentence is likely to include partial translations of the source. We compute a
recall-based (R) n-gram overlap score using the following equation:

Rn =

∑
ngram∈S∩Q Countmatched(ngram)

∑
ngram∈S CountS(ngram)

where S and Q are the source part of the example and to-be-evaluated sample,
respectively. The examples with the maximum scores are then added to the set
of selected demonstrations.
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Table 1. Different Templates for QE

Translate {src seq} into {tgt lang}: {tgt seq}
Please translate {src seq} into {tgt lang}: {tgt seq}
Help me to translate {src seq} into {tgt lang}: {tgt seq}
Translate {src seq} from {src lang} into {tgt lang}
Please translate {src seq} from {src lang} into {tgt lang}: {tgt seq}
Help me to translate {src seq} from {src lang} into {tgt lang}: {tgt seq}
{src lang}: {src seq}; {tgt lang}: {tgt seq}
{src lang} source: {src seq}; {tgt lang} translation: {tgt seq}
The {tgt lang} translation of {src lang} is: {src seq}

Notice while In-context Learning can also be applied to evaluation-style tem-
plate, their demonstration requires samples with score annotation, while we only
need parallel sentence pairs which is more easily accessible.

3.2 QE as Uncertainty Quantification

Uncertainty quantification, which quantifies how confident a mapping is with
respect to different inputs, has made significant progress due to the recent
advances in Bayesian deep learning [13,27]. In this work, we aim to calculate
model uncertainty [27], which measures whether a model can best describe the
data distribution. A relevant method of approximation, Monte Carlo dropout
[9], is usually considered to be useful. It enables random dropout on neural
networks during inference to obtain measures of uncertainty. Output sampled
across stochastic forward-passes with sampled model parameters θ can be dif-
ferent. Intuitively, if the translation result is a high-quality output with small
uncertainty, the sampled outputs should be similar and the diversity among them
should be low [26].

However, as most of LLMs are only accessible via API, we are unable
to perform dropout during inference. Therefore, in this work, we manage to
obtain uncertainty quantification by randomized input. As Monte Carlo Dropout
approaches can be regarded as a robustness test with randomness in the model,
due to its validity in Fomicheva [7] and Wang [25], it is rational to believe that
a similar way with randomized input will perform comparably.

More specifically, we design different prompt templates and prepare different
demonstrations, and then feed the same sample to the LLM multiple times with
different inputs. Based on that, the expectation of sentence-level translation
probability can be approximated by:

SP-Exp =
1
N

N∑

n=1

SPTn
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where SP denotes the sentence level probabilities derived in Sect. 3.1, and N is
the forward-pass number.

Moreover, the variance of sentence-level translation probability can be
approximated by:

SP-Var = E[SP2
Tn ] − SP-Exp2

which is also referred to as model uncertainty.
Finally, we look at a combination of the two:

SP-Combo = Norm(SP-Exp) + Norm(SP-Var)

Norm(xi) =
Max(xi) − xi

Max(xi) − Min(xi)

where Norm is to normalize the logit scale into 0 to 1. With the combination of
expectation and variance, we take both confidence estimation and uncertainty
quantification into consideration, exploiting the useful information accessible in
the LLM. While previous works achieve this combination by more complicated
operations [26], we found a simple addition can achieve the best performance.

To construct different inputs for stochastic forward-pass, we randomly choose
the demonstration from the top-n retrieved samples, and randomly choose
prompt from the following templates listed in Table 1.

4 Experiments

4.1 Set-Up

We mainly conduct our experiments on WMT’22 QE Evaluation Dataset [28],
including three language directions: English-German, English-Russian, Chinese-
English. This dataset consists of triplets with (src seq, tgt seq, score), where the
score is annotated based on the multi-dimensional quality metrics (MQM) [15]
(Table 2).

Table 2. Data Statistics of WMT’22 QE Evaluation Task

Language Pair train dev test

English-German 28909 1005 511

Chinese-English 35327 1019 505

English-Russian 15628 1005 511

We mainly compare our method with several state-of-the-art supervised
methods for QE, including TransQuest [21] and COMET [22]. For TransQuest,
we use the MonoTransQuest architecture with the default config. For COMET,
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we use the referenceless architecture with the default referenceless config. Both
methods are based on pre-trained model, and we implement their methods on
XLM-RoBERTa-base [5]1.

We also compare our method with the submission results taken from WMT’22
[28]. The baseline submission is a fine-tuned model with the XLM-RoBERTa-
large [5] as encoder, while the best submissions are ensemble models with various
data augmentation techniques, therefore should serve as the upper-bound.

We utilize text-davinci-0032 as our backbone model. For our unsupervised
method, we construct demonstrations from the train set, and directly infer on
test set. For the supervised methods, we fine-tune the model on the train set
and pick up the best checkpoint on dev set, to be inferred on the test set. We
set the random forward-pass number N as 10 in all experiments.

Spearman’s Rank Correlation Coefficient (SRCC) between the prediction and
the human annotation is taken as the major metric according to WMT’22.

4.2 Results

Table 3. Experiment results on WMT’22 QE test set of different QE methods.

Model English-German Chinese-English English-Russian

Spearman Pearson Spearman Pearson Spearman Pearson

WMT22-best 0.6350 0.6298 0.3480 0.2850 0.5190 0.4076

WMT22-baseline 0.4550 0.4235 0.1640 0.0049 0.3330 0.2791

TransQuest [3] 0.4146 0.4713 0.1758 0.0394 0.2622 0.2606

COMET [22] 0.4120 0.3985 0.1905 0.0059 0.2733 0.1806

SP 0.4534 0.3350 0.2844 0.0294 0.3613 0.2181

SP-Exp 0.4788 0.3490 0.2816 0.0368 0.3821 0.2215

SP-Var 0.4335 0.3785 0.2315 0.1476 0.3455 0.2098

SP-Combo 0.5116 0.4110 0.3059 0.0791 0.3920 0.2393

As can be seen in Table 3, with only confidence estimation (SP), we are able to
surpass the fine-tuning based methods by a large margin, and the enhanced ver-
sion with uncertainty quantification (SP-Combo) can introduce further improve-
ment. While the variance-based method (SP-Var) falls behind the expectation
(SP-Exp), it can provide estimation evidence from a different perspective, and
the combination of both (SP-Combo) can achieve the best performance. It has

1 It should be noticed that we did not use any released checkpoint provided by these
quality estimation systems, since we want to make a fair comparison in the same
data setting, and it is not clear what data augmentation technique is used in training
their checkpoints.

2 https://platform.openai.com/docs/models/gpt-3-5.

https://platform.openai.com/docs/models/gpt-3-5
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to be addressed that our method is unsupervised and can be implemented in
a zero-shot manner, with only a few parallel sentence pairs as demonstrations,
while the supervised methods requires annotation data and task-specific fine-
tuning. With the excellent ability of LLM, we are able to unify QE in different
scenarios in a universal framework.

5 Analysis

5.1 The Influence of Demonstration

Table 4. Results on WMT22 QE test set with different demonstrations.

Method English-German Chinese-English English-Russian

Spearman Pearson Spearman Pearson Spearman Pearson

0 demo 0.4132 0.2938 0.1896 0.0210 0.2933 0.1631

1 random demo 0.4484 0.3234 0.2769 0.0302 0.3547 0.2103

1 BM25 demo 0.4534 0.3350 0.2844 0.0294 0.3613 0.2181

10 BM25 demo 0.4788 0.3590 0.2816 0.0368 0.3821 0.2215

SP-Combo 0.5116 0.4110 0.3059 0.0791 0.3920 0.2393

According to previous research [17], a few annotated samples can be of great
help to improve the LLM’s ability on specific tasks. Since we are using different
demonstrations for the same sample to implement uncertainty quantification,
it is natural to doubt that does the improvement come from the increase of
demonstration numbers instead of the uncertainty quantification?

To answer this question, we perform experiments by concatenating different
demonstrations in a single sequence and perform only one single forward pass,
and derive the SP as the estimation result. We also try other methods to prepare
demonstrations, including randomly choose demonstration every time for each
sample, or remove the demonstrations.

As can be seen in Table 4, compared with no demonstration provided, the
introduction of just one demonstration could introduce notable improvement,
verifying the effectiveness of In-context Learning. And the BM25-based selection
can obtain more similar source segments and provide more reference information,
therefore outperforms randomly selecting demonstrations. On the other hand,
concatenating all demonstrations in a single pass is inferior to feeding them in
ten forward-passes and obtain the SP-Combo, verifying the effectiveness of the
information obtained through uncertainty quantification.

5.2 QE as Text Generation

As discussed in Sect. 3.1, QE requires the model to assign a score for each sample
from a continuous scale. Therefore, we think it is not suitable to be formulated
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as a generation task. To verify this, we apply LLM to QE with translation-
style prompt as described in Sect. 3.1, and derive the estimation result via text
generation. We implement this method on two LLMs, including GPT3.5(text-
davinci-003) and ChatGPT(gpt-3.5-turbo).

Table 5. Results on WMT22 QE Test set with different task formulations.

Model Method English-German Chinese-English English-Russian

Spearman Pearson Spearman Pearson Spearman Pearson

GPT3.5 SP 0.4534 0.3350 0.2844 0.0294 0.3613 0.2181

GPT3.5 generation 0.3605 0.2421 0.2254 0.0260 0.2837 0.1545

ChatGPT generation 0.4568 0.4993 0.2637 0.3121 0.3200 0.2865

As can be seen in Table 5, when applying GPT3.5 on QE, the results obtained
via text generation is much lower than confidence estimation, suggesting that QE
is not suitable to be formulated as a generation task. However, while applying
ChatGPT with generation-style prompt, it can achieve excellent performance,
even comparable with GPT3.5-based confidence estimation method. We believe
ChatGPT can produce better results with confidence estimation and uncertainty
quantification, but the OpenAI API does not provide the option to expose log
probability of ChatGPT, therefore we leave this as the future work.

5.3 Self-generated Demonstration

As discussed in previous research, LLMs such as GPT3.5 can achieve notable
performance on machine translation [19,29]. Therefore, it is natural to think that
can we use LLM to create the translation as an extra reference? To this end, we
prompt the LLM to translate the source segment of each sample, and obtain the
result as the demonstration. We also use the golden reference as demonstration,
to illustrate the effectiveness of the self-generated reference.

Since there is no reference provided in the test set, we randomly sample 500
samples from the train set, and compare different demonstrations by filling both
references into the following prompts:

Please translate {source seq} into {target lang}: {reference}
Please translate {source seg} into {target lang}: {target seq}
As can be seen from the Table 6, the human-crafted golden reference can

introduce massive improvement, suggesting that reference-based method gen-
erally outperforms reference-free method on translation evaluation. Reference
should always be included in the evaluation scheme if provided.

However, to our surprise, the self-generated demonstration would lead
to severe performance degradation, even underperforms the similarity-based
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Table 6. Results on our randomly sampled training set with different demonstrations.

Demonstration English-German Chinese-English English-Russian

Spearman Pearson Spearman Pearson Spearman Pearson

self-generated ref 0.3206 0.1986 0.5174 0.4812 0.3485 0.2956

golden ref 0.3657 0.2198 0.5194 0.4708 0.4403 0.4122

1 BM25 demo 0.3742 0.2022 0.5071 0.4357 0.3708 0.2984

0 demo 0.3439 0.1808 0.4989 0.4300 0.3491 0.2859

demonstrations. We think this is because the generated reference is unavoid-
ably noisy and would bias the evaluation process. We calculate the BLEU Score
of the original translation and generated reference against the golden reference
with sacrebleu3, and reveals that the reference generated by ChatGPT is actually
worse than the original translation, as shown in Table 7. A bad demonstration
is even worse than no demonstration.

Table 7. The BLEU Score between the original translation and the self-generated
reference against the golden reference.

Language Pair BLEU Score

mt self-ref

English-German 31.81 29.90↓
Chinese-English 33.24 30.19↓
English-Russian 31.13 21.46↓

6 Conclusion

In this work, we exploit the useful information in LLM and propose an unsu-
pervised framework for QE. We firstly formulate QE in a machine translation
prompt, and derive the sequence-level probabilities as the estimation result for
translation. Moreover, we exploit the uncertainty of LLM as another QE feature,
by randomize the LLM with different demonstrations and prompts. Experiment
on WMT’22 QE test set show we are able to surpass state-of-the-art supervised
QE methods, demonstrating its effectiveness.

As LLM-based paradigm is taking the NLP community by storm, it deserves
our belief that text evaluation would also shift to the new paradigm. In the
future, we would extend our method to other text generation tasks, such as
summarize evaluation, dialogue evaluation, to create a unified picture for text
generation evaluation with the help of LLM.
3 https://github.com/mjpost/sacrebleu.

https://github.com/mjpost/sacrebleu
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Abstract. Classical Chinese (Ancient Chinese) is the written language
that was used in ancient China and has been an important carrier of
Chinese culture for thousands of years. Numerous ideas of modern dis-
ciplines have been influenced or derived from it, including mathematics,
medicine, engineering, etc., which demonstrated the necessity for us to
understand, inherit and disseminate it. Consequently, there is an urgent
need to develop neural machine translation to facilitate the comprehen-
sion of classical Chinese sentences. In this paper, we introduce a high-
quality and comprehensive dataset called C2MChn, consisting of about
615K sentence pairs for the translation between classical and modern
Chinese. To the best of our knowledge, this is the first dataset cover-
ing a wide range of domains including history books, Buddhist classics,
Confucian classics, etc. Furthermore, through the analysis of classical
and modern Chinese, we have proposed a simple yet effective method,
named Syntax-Semantics Awareness Transformer (SSAT). It’s capable
of leveraging both syntactic and semantic information which are indis-
pensable for better translating classical Chinese. Experiments show that
our model can achieve better BLEU scores than several state-of-the-art
methods as well as two general translation engines including Microsoft
and Baidu APIs. The dataset and related resources will be released at:
https://github.com/Zongyuan-Jiang/C2MChn.

Keywords: Classical-Modern Chinese Dataset · Syntax-Semantics
Awareness · Neural Machine Translation

1 Introduction

Neural machine translation has experienced a remarkable breakthrough, thanks
to the rapid advancement of sequence-to-sequence models [3,9,20,21]. It makes
it possible to translate an increasing number of language pairs well. However,
there still exist some language pair translation issues that have not been well
resolved. On the one hand, several languages have suffered from a scarcity of
resources [1,12]. On the other hand, a few languages have faded out of sight due

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 387–399, 2023.
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to changes in people’s daily language habits [15]. One such language that faces
both of these issues is Classical Chinese.

Classical Chinese is the symbol of Chinese history and culture. Chinese
ancients used this language to pass down their wisdom and experience to descen-
dants. A better understanding of classical Chinese can help us to inherit Chinese
culture better and spread it to more people. Furthermore, by delving into the
essence of traditional culture, we can extract valuable insights and apply them
to modern society for the benefit of all. A prime example of this is traditional
Chinese medicine, which has uncovered many effective remedies that are widely
used today. Modern Chinese is the spoken and written language commonly used
by Chinese people today. It is characterized by its straightforwardness and ease
of comprehension. The most important characteristic of classical and modern
Chinese, compared to other language pairs, is they share the most common char-
acters. This commonality makes that same words in both languages may have
similar meanings. However, there are still some significant differences between
them. Firstly, classical Chinese is the written language of ancient China. It pur-
sues simplicity which means that most of the time it is more concise and shorter
than modern Chinese. The translation from classical to modern Chinese will be
a process of increasing the amount of information which is difficult. Secondly, the
words of classical Chinese are mostly monosyllabic while those of modern Chi-
nese are mostly multisyllabic. Thirdly, the polysemous phenomenon of classical
Chinese is more common. Even some words of that have little to do with the cor-
responding modern Chinese words at a glance. Thus, how to choose the correct
translation for the word is a bit difficult. Fourthly, classical Chinese has more
obscure sentence expressions, such as judgmental sentences, elliptical sentences,
passive sentences, and inverted sentences. These differences make translations
from classical to modern Chinese quite challenging.

Therefore, in this paper, we aim to obtain a better neural machine transla-
tion from classical to modern Chinese. We first propose a classical-modern Chi-
nese translation dataset, named C2MChn, with 615K bilingual sentence pairs.
To the best of our knowledge, this is the first high-quality and comprehensive
dataset that not only covers traditional history books but also the Buddhist clas-
sics, Confucian classics, Taoist classics, and some other domains. It will greatly
advance the development of this research. In addition, through the analysis of
classical and modern Chinese mentioned above, we can observe that the mono-
syllabic and polysemous properties make it more difficult to obtain the cor-
rect semantic information. Meanwhile, complex and variable sentence structures
make syntactic information more important for such translation. It serves as
a reminder for us that both semantic and syntactic information are significant
for the translation from classical to modern Chinese. Therefore, we propose a
simple yet effective translation method called Syntax-Semantics Awareness
Transformer (SSAT). The model is based on Transformer [21] with two new
modules. To obtain syntactic and semantic information, we use the Syntax-
Semantics Extraction module to fuse the outputs from the encoder layers in
two separate paths. The outputs of two paths will be incorporated in the decoder
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by the Dual-path Multi-Head Attention module. Through this model, we
have demonstrated that not a single information of syntax and semantics is dis-
pensable in translating classical Chinese. Furthermore, experiments show that
our model outperforms some state-of-the-art (SOTA) methods and two general
translation engines including Microsoft and Baidu APIs.

The main contributions of our work are summarized as follows:

– We present a high-quality and comprehensive dataset, named C2MChn, for
the translation from classical to modern Chinese. To the best of our knowl-
edge, it is the first dataset covering a wide range of domains including history
books, Buddhist classics, Confucian classics, Taoist classics, etc.

– We propose a simple yet effective method, named Syntax-Semantics Aware-
ness Transformer (SSAT), which can leverage both syntactic and semantic
information in sentences to achieve better translations. Meanwhile, we have
demonstrated empirically that both syntactic and semantic information are
indispensable in translations from classical to modern Chinese.

– Experiments show that our model outperforms some SOTA methods and
general translation engines.

2 Related Work

Neural Machine Translation. With advances in deep learning, neural
machine translation is increasingly becoming the mainstream approach for
machine translation. The sequence-to-sequence model is the most commonly
used neural machine translation model. This model typically consists of an
encoder that captures the contextual information of source sentences and a
decoder that generates the translation according to the contextual informa-
tion from the encoder. The sequence-to-sequence model has evolved through
three structures: Recurrent Neural Network [3,11,20], Convolutional Neural Net-
work [9] and Transformer [21]. Transformer which is based solely on attention
mechanisms has led to a series of breakthroughs in neural machine transla-
tion and other tasks. Consequently, numerous variants of the Transformer have
emerged in recent years [6,7,14,19]. Most of these works focus on optimizing
the structure to address the shortcomings of Transformer itself to obtain a more
general model. They tend to ignore the characteristics of the language itself. In
contrast, our model is presented based on the analysis of the language struc-
ture itself to make it more appropriate for translation from classical to modern
Chinese.
Classical Chinese Translation. As for the translation from classical to mod-
ern Chinese, it is gradually gaining more attention but still relatively under-
studied. Liu et al. [16] proposed a Classical-Modern Chinese clause alignment
approach that aligned unpaired Classical-Modern Chinese sentences to create a
dataset focused solely on history books. On the contrary, our C2MChn dataset
is comprehensive, containing more than six domains of books. It is meticulously
checked manually, ensuring its high quality and suitability for translation tasks.
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Zhang et al. [26] find that hybrid representational unit (the mixture of char-
acters and words) will bring better translations for classical Chinese in statis-
tical machine translation. Zhang et al. [27] used a bidirectional RNN with the
attention mechanism and copying mechanism [10] to achieve a better transla-
tion. Chang et al. [5] presented a framework that can predict both the transla-
tion and its particular era with additional supervised information. Nevertheless,
these works did not focus well on the structure of the two languages themselves.
Instead, our studies are based on the analysis of the characteristics and differ-
ences between classical and modern Chinese.

Table 1. Some samples from our dataset C2MChn.

3 Dataset

3.1 Data Overview

Our comprehensive C2MChn dataset consists of approximately 615k sentence
pairs. Some samples of it can be seen in Table 1. The content of our dataset
C2MChn mainly covers seven domains: History, Buddhism, Confucianism,
Taoism, Agronomy, Short and Others. History includes books that record
the history of China. It is a symbol of the rich and diverse history and culture of
China. Buddhism refers to religious classics belonging to, or associated with,
Buddhism and its traditions. Our dataset is the first publicly available data
for research on the translation of Buddhist scriptures. It’s noteworthy that our
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dataset includes over two hundred Buddhist scriptures, such as The Diamond
Sutra, The Heart Sutra, The Surangama Sutra, etc. It indicates that our dataset
could potentially provide unique values for research, which will advance the com-
prehension of Buddhist philosophy. Confucianism comprises books that convey
the philosophy of Confucian scholars, represented by Confucius and Mencius.
Taoism refers to a series of ancient Chinese works that belong to the Taoist
tradition. Agronomy contains books that mainly focus on various aspects of
agriculture and rural life. Short includes sentences from some short classical
Chinese articles and poems. And Others contains sentences that are too few
in number to be grouped into one domain. The size of our dataset C2MChn is
larger than that of all language pairs in IWSLT171 dataset and some language
pairs in WMT142 dataset that are commonly used in machine translation. Mean-
while, these datasets typically contain one domain such as news or speeches. To
further ensure the feasibility of the research, we inspect and select 10k sentence
pairs manually from the dataset as the validation set and test set respectively.
The remaining 595k sentences will be used for the training set. The detailed
statistical results of the dataset can be seen in Table 2.

Table 2. Statistics of our dataset C2MChn. “pairs”, “cla/s” and “mod/s” denote
the number of parallel sentence pairs, the average number of word tokens per classical
Chinese sentence and the average number of word tokens per modern Chinese sentence,
respectively.

Domains Total Training Validation Test

pairs cla/s mod/s pairs cla/s mod/s pairs cla/s mod/s pairs cla/s mod/s

History 283600 19.8 28.7 273969 19.8 28.7 4707 20.2 29.4 4924 20.5 29.9

Buddhism 223602 18.2 28.6 216842 18.1 28.5 3509 18.9 29.8 3251 20.4 32.5

Confucianism 49337 18.3 30.5 47655 18.3 30.4 824 18.6 30.7 858 18.9 31.6

Taoism 10433 19.9 32.3 10061 19.9 32.7 187 20.1 32.6 185 19.4 31.4

Agronomy 9748 12.4 18.6 9459 12.3 18.5 162 12.8 19.4 127 14.0 20.8

Short 6820 16.5 30.2 6623 16.5 30.2 99 15.6 29.5 98 17.5 31.3

Others 31183 20.1 32.1 30114 20.1 32.0 512 21.3 33.8 557 21.1 33.2

All 614723 18.9 28.9 594723 18.9 28.8 10000 19.5 29.8 10000 20.3 31.0

3.2 Data Source

The sentences of classical Chinese comprising our dataset were gathered from a
variety of publicly available downloadable corpora on the Internet. Some of them
have document-level corresponding translations. Thus, we used a private modi-
fied dynamic time warping algorithm for preliminary automatic alignment. The
obtained sentence pairs were secondary aligned manually for the high-quality of

1 https://iwslt.org/.
2 https://www.statmt.org/wmt14/translation-task.html.

https://iwslt.org/
https://www.statmt.org/wmt14/translation-task.html
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the dataset. Nonetheless, there are a few data such as Buddhist scriptures that
almost has no corresponding translation on the Internet. Thus, we recruited some
Buddhist followers to translate them. To ensure the highest possible quality of
our dataset, the sentence pairs have undergone a thorough round of manual
verification and revision. It is worth mentioning that this process consumes a
significant amount of our time and resources. We believe that it is highly mean-
ingful and will greatly advance the research of this task.

Fig. 1. The overview of the architecture. SSE (Syntax-Semantics Extraction) fuses the
syntactic and semantic information from the encoder. DMHA (Dual-path Multi-Head
Attention) utilizes them in the decoder to achieve a better translation.

4 Model Architecture

Transformer [21] has demonstrated exceptional performance in machine transla-
tion and many other tasks in natural language processing. It follows the paradigm
of the encoder-decoder structure. The decoder takes the output from the top-
most layer of the encoder as the contextual information. Virtually, outputs from
different encoder layers of Transformer represent different information [8,23].
Raganato and Tiedemann [18] have confirmed that lower layers tend to learn
more about syntax while higher layers tend to encode more semantics. Mean-
while, as discussed in the previous section, we can observe that both semantic
information and syntactic information play a critical role in such translation.
Inspired by the above, it is intuitive to leverage both syntactic and semantic
information to achieve better translations. Thus, we have proposed a simple
yet effective method, named Syntax-Semantics Awareness Transformer
(SSAT), which can exploit both syntactic and semantic information from sen-
tences. Our model mainly introduces two new modules, the Syntax-Semantics
Extraction module and the Dual-path Multi-Head Attention module. To
further use two information from encoder layers, we utilize a Syntax-Semantics
Extraction module to dynamically fuse them in two separate paths. The outputs
from two paths then will be incorporated in the decoder by a Dual-path Multi-
Head Attention module. The overview of our architecture is shown in Fig. 1.
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4.1 Syntax-Semantics Extraction

We first divided the Transformer encoder into two pieces. Each piece has three
encoder layers following Raganato and Tiedemann [18]. For these two pieces,
we introduce two paths to extract syntactic and semantic information which are
called syntax path and semantics path respectively. Taking the syntax path as
an example, we use the output of the first three encoder layers as the input
to the dynamic fusion mechanism (DFM) which is used to dynamically fuse the
different outputs from encoder layers. The output CSy of DFM can be calculated
as:

CSy =
L∑

l=1

αlRl
E (1)

αl =
exp(βl)

∑L
t=1 exp(βt)

(2)

βl =
1
L

L∑

k=1

(
1
I

I∑

i=1

rl,iE · 1
I

I∑

i=1

rk,iE ) (3)

where Rl
E is the output of l-th Transformer encoder layer and rl,iE is the i-th

vector of Rl
E . I and L represent the length of the sequence and the number

of used layers, respectively. βl indicates the degree of correlation between the
l-th layer and other layers information through cosine similarity. Thus, we can
obtain the percentage of each layer in the final syntactic information using a
softmax. To further fuse the information from different encoder layers, we add
the following process after DFM:

RSy = FFN(LN(CSy)) + CSy (4)

where the LN(·) is layer normalization [2] and FFN(·) is feed forward net-
work [21]. We omit the layer normalization and residual connection for the sake
of brevity in Fig. 1. For the semantics path, we can get RSe with the same
operations except that the input is replaced by the last three encoder layers.

4.2 Dual-Path Multi-head Attention

To better leverage both syntactic and semantic information from the two paths
mentioned above, we use a dual-path multi-head attention. The output of two
multi-head attention will be summed by weighting. The process can be expressed
in the following equation:

Hl
Dy = Attn(Rl

D,RSy,RSy) (5)

Hl
De = Attn(Rl

D,RSe,RSe) (6)

Hl
D = p · Hl

Dy + (1 − p) · Hl
De (7)
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where Attn(·) is multi-head attention [21]. Rl
D is the output of self-attention in

the l-th decoder layer and p is the proportion of syntactic information we will
use. By setting different hyperparameter p, we can experimentally demonstrate
the importance of syntactic and semantic information in the translation.

Table 3. Ablation study for each component of our model.

Method BLEU(�)

Ours 35.88

w/o SSE 35.47(−0.41)

w/o DMHA 35.29(−0.59)

w/o Semantics Path 34.36(−1.52)

w/o Syntax Path 35.22(−0.66)

Fig. 2. Changes in BLEU with different proportion of syntax.

5 Experiments

5.1 Implementation Details

We choose Transformer base as our basic model structure. For stable training, we
used Pre-LN [22,25] instead of Post-LN. All models are optimized by Adam [13]
with β1 = 0.9, β2 = 0.98, and ε = 10−9. We use the inverse square root with a
learning rate of 5e−4 as our learning rate scheduler and the number of warm-ups
is set to 4000. Label smoothing εls = 0.1 is used for regularization. The batch
size is set to 8192 tokens per GPU and the max sentence length is limited to
200. For evaluation, we score the translations by multi-bleu.perl3 which is
also used by previous works for a fair comparison. And beam search is used as
the decoding algorithm with the beam size set to 5.
3 https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-

bleu.perl.

https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-bleu.perl
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/multi-bleu.perl
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Table 4. Some translations of different translation systems. Words in red represent
translation errors. And words in green mean that the translations are correct.

5.2 Ablation Study

Effects of Each Component. An ablation study is conducted to explore the
effect of each component on the model performance. The results are shown in
Table 3. To evaluate the significance of further developing syntactic and semantic
information, we replace the Syntax-Semantics Extraction module with a direct
summation of outputs of encoder layers. We find that there is a decrease in per-
formance. It reflects the need to further excavate both information. Meanwhile,
we directly sum the output of the Syntax-Semantics Extraction module and use
it as the input to one multi-head attention instead of the Dual-path Multi-head
Attention module. From the results, it suggests that it is much better to explicitly
focus on both information separately with two multi-head attention. In addition,
we also explore the impact of using either path information on performance. It
can be seen that better translations cannot be obtained with only single path
information. It indicates that not a single information of syntax and semantics
can be dispensable to obtain good translations.

Explorations of the Hyperparameter p. To find whether syntactic or
semantic information is more important, we conduct an ablation study by adjust-
ing the hyperparameter p of Eq. 7 which stands for the proportion of syntactic
information used in the decoder. When p is 0/100%, it means that the pro-
cess of decoding uses only the semantic/syntactic information. In Fig. 2, we can
observe the model benefits when syntactic information is introduced and the
percentage of it does not exceed 80%. It has indicated that syntactic informa-
tion is more important than semantic information in such translations and either



396 Z. Jiang et al.

type of information is indispensable. This discovery may also encourage more
researchers to focus on how to better utilize the syntactic information of sen-
tences to help translations. And we will set p to 60% for the rest of experiments.

Table 5. Comparison of our method and existing methods.

Method BLEU

Previous methods

Zhang et al. [27] 24.10

Chang et al. [5] 33.10

General translation methods

Transformer [21] 34.88

Transparent [4] 34.85

MUSE [28] 35.23

Admin [17] 35.30

R-Drop [24] 33.53

Ours 35.88

Table 6. Comparison of our method and two general translation engines.

Methods BLEU

Baidu API 23.26

Microsoft API 34.68

Ours 35.88

5.3 Results

Comparisons with Existing Methods. For a more complete comparison, we
compare two previous works on translation from classical to modern Chinese
and some SOTA methods [17,24,28] for other language pairs. Bapna et al. [4]
used the output of each encoder layer like us, but in a simple summation way.
From Table 5, we can see that our method has achieved the best BLEU score
35.88, which is 1.0↑ BLEU higher than vanilla Transformer. What’s more, to our
surprise, R-Drop, which achieved SOTA on several translation tasks, performs
poorly in translation from classical to modern Chinese. We speculate that the
reason behind this is we do not have an over-fitting problem here, which leads
to the under-fitting.
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Comparisons with Translation Engines. For a further and fairer compari-
son, we compare two general translation engines, Baidu4 and Microsoft5, which
are currently available to provide classical to modern Chinese translations. We
translated the test set by pulling their APIs and scored the resulting transla-
tions. The results are given in Table 6. Our model can achieve a 35.88 BLEU
score which is 12.62↑ and 1.20↑ better than Baidu and Microsoft API respec-
tively. Some translations of different methods are shown in Table 4. It can be
seen that our method can translate the sentence relatively completely, while the
two translation engines show an obvious lack of fluency and completeness.

6 Conclusion

In this paper, we aim to obtain better neural machine translations from classical
to modern Chinese. We present the first high-quality and comprehensive dataset
named C2MChn for the translation from classical to modern Chinese. We believe
that the public release of this dataset will greatly benefit the study of machine
translation from classical to modern Chinese. Furthermore, we propose a simple
yet effective method that can effectively exploit syntactic and semantic infor-
mation from classical Chinese sentences. Through this method, we have demon-
strated that both syntax and semantics are indispensable in the translation from
classical to modern Chinese. Empirical experiments have shown the superiority
of our approach by comparing it with several SOTA methods and two general
translation engines. In the future, we hope to further enrich the domains of our
dataset and explore how to better fuse both syntactic and semantic information
for better translations.
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Abstract. Attackers can easily steal the capabilities of a machine trans-
lation (MT) system by imitation attack without too much cost. However,
few works pay attention to this topic. In this paper, we explore when
and why the MT model can be stolen. We first empirically analyze imi-
tation attacks and model stealing on MT tasks, finding that imitation
attacks can steal the victim model from noisy query data, noisy models,
and noisy translations, which are the typical methods for model defense.
What’s more, the performance of the imitation model may even exceed
the victim. By defining a KL distance of different corpora and using it
to measure the similarity between the original data and stolen transla-
tions, we show that the imitation model steals MT systems relying on
indirectly learning the distribution of the original data.

Keywords: Imitation attack · Machine translation · Model defense

1 Introduction

An attacker can easily steal the capability of a victim model by querying APIs to
obtain synthetic corpora and reconstruct an imitation model without the victim
structure, parameters, training data [6,11,22]. This is called imitation attack,
also known as model stealing or model extraction [20]. These victim models
would have cost companies lots of budget for human translation. However, the
imitation attacks can avoid the cost, simply by using a large number of query
monolingual data to obtain the synthetic corpus generated from the victim model
for training their own models [23]. In addition to the above intellectual property
issues, imitation attacks may also lead to the leakage of private data or be used by
malicious people to generate adversarial examples to attack the original model,
etc. [19].
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Imitation attack is closely related to the well-studied knowledge distilla-
tion [7,14,25], which aims to train a student model to imitate the predicted
distribution probabilities of a teacher under its guidance. However, imitation
attacks differ from knowledge distillation because the training data and hidden
representations of the victim model are usually unknown and the attacker cannot
get the output probabilities of the victim as black-box APIs. Thus, the training
process of imitation models can acquire little guidance or knowledge of victims
such as KL divergence distribution matching losses.

Defenses against imitation attacks are mainly divided into stealing defense
and watermarking defense [5,12,13,15,22]. Stealing defense attempts to directly
prevent attackers from learning the victim models by outputting modified or
noisy predictions without much performance reduction for users. Adding pertur-
bation or noise to the model’s output, the performance of the imitation model
learned by the attacker on the perturbed output will be significantly reduced.
Previous work [13,15,22] has mainly researched truncating posteriors, perturb-
ing posteriors, prediction poisoning, etc.

However, such methods often lead to poor user experience for performance. In
addition to stealing defense, the other is watermarking defense [5,12]. It mainly
inserts backdoors into networks to achieve a post-hoc verification of ownership.
When suspecting that some models are obtained by stealing, the victim can
verify the possibility of being stolen by certain special query data. But if the
attacker does not make the stolen imitation model public, but uses it privately,
it cannot be detected. Therefore, the watermarking defense cannot prevent the
model from being stolen.

In this work, we focus on the imitation attacks on neural machine translation
tasks, which have high commercial value. To the best of our knowledge, there
are few works focused on this topic [22]. When and why imitation attacks can
steal successfully from the victim model has not been extensively explored. We
study these questions more closely, conducting four sets of empirical study to
answer the following questions:

– How imitation attack is affected by the domain quality or the data size of the
query data?

– Why the performance of the model obtained by imitation attack stealing can
exceed the victim model?

– What is the efficacy of adding noise to the decoding or modifying victim
model as a defense to prevent model imitation stealing?

– Why imitation attack can steal models from noisy low-quality translations?

We show that the imitation model can steal MT systems from noisy query
data, noisy models and noisy translations relying on indirectly learning the word
alignment probability distribution of high-frequency words on the whole corpus.
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2 Experimental Setup

2.1 Dataset

We trained and evaluated models on standard machine translation datasets
which have been widely used in previous papers. We conducted experiments
on the IWSLT14 German (De)-English (En), IWSLT14 Spanish (E s)-English
(En) [3], WMT14 De-En and WMT14 France (Fr)-En [1]. The detailed
data statistics and descriptions are shown in Table 1. For WMT14, we ran-
domly selected 4M parallel sentence pairs for train respectively. For IWSLT14,
the development sets are randomly sampled from IWSLT14 train sets and
we used IWSLT14.ted.dev2010, IWSLT14.tedx.dev2012, IWSLT14.ted.tst2010,
IWSLT14.ted.tst2011, IWSLT14.- ted.tst2012 as test sets. For WMT14 De-En
and WMT14 Fr-En, we used newstest2013 as the development set and new-
stest2014 as the test set.

Table 1. The detailed data statistics and descriptions about the number of parallel
sentences in each dataset.

Corpus Language Domain Data size

train dev test

WMT14 De ↔ En News 4M 3K 3K

WMT14 Fr ↔ En News 4M 3K 3K

IWSLT14 De ↔ En TED 160K 7K 7K

IWSLT14 En ↔ Es TED 180K 8K 6K

2.2 Implementation Details

For the imitation attack, We first queried the victim model with the source
monolingual sentence. We regard the translations as the labels of monolingual
query sentences. Last we trained an imitation model on the synthetic bilingual
corpus. In our following experiments, unless otherwise specified, the victim model
refers to the model trained on the IWSLT14 De-En dataset and the query data
is in-domain data.

For pre-processing, we used Moses tokenizer [10] including tokenization,
normalize-punctuation, and cleaning. For imitation attack experiments on
IWSLT14, the byte-pair encoding [18] for IWSLT14 De-En and IWSLT14 En-
Es are respectively trained with 10k/10k merge operations and source-target
vocabularies are shared. We used IWSLT14 De-En bpecode to process out of
domain (OOD) query data WMT14 De. For imitation attack experiments on
WMT14, the byte-pair encoding for WMT14 De-En and WMT14 Fr-En are
respectively trained with 32k/32k merge operations and source-target vocabu-
laries are shared. The stolen data will re-learn bpecode for training the imitation
model.
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2.3 Training and Hyperparameters

We implemented a series of experiments with fairseq toolkit [16] and followed the
same hyper-parameter setting of base Transformer [21] for the victim model and
the imitation model. All the experiments are applied with the share-embedding
setting and trained on 2 GTX 1080Ti GPUs with batch size of 4096 tokens. We
used Adam [9] optimizer with an initial learning rate of 0.0005, β1 = 0.9, β2 =
0.98 and the inverse sqrt learning rate schedule. We performed early stopping
if the BLEU score on the development set does not improve in 15 consequent
checkpoints. We used beam search with a beam size of 4 and length penalty of 0.6
and report case-insensitive BLEU [17] on IWSLT14 test sets and case-sensitive
BLEU on WMT14 test sets.

3 Effect of Query Data

3.1 Settings

In our first set of experiments, we study the effect of query data type and size.
Following the settings [22], we used in-domain data (IWSLT14 De-En) to train
a victim and then obtain synthetic bilingual corpora by querying the victim
with monolingual German sentences. We add noise by dropout, replacing with
UNK token and shuffling 20% of input tokens.1 Random generation is to use the
OOD (WMT14 De-En, randomly selected 1M parallel sentence pairs) dictionary,
then select words with equal probability to generate a sentence of 15∼25 length.
Random generation is an extreme case we consider, using meaningless data as a
query, observing whether the victim can be stolen.

3.2 Results and Analysis

The effect of the query data type is presented in Table 2. We can see that regard-
less of using out-of-domain or in-domain as query data, the attacker can steal
the victim model. When using query data with noise, the victim can also be
stolen to a certain extent, but the effect will decrease. In the most extreme case,
when using completely randomly generated sentences as query data, the imita-
tion model can still reach 19.78 BLEU on the in-domain testset and 15.44 BLEU
on the out-of-domain testset. Table 3 shows that as the data size increases, the
performance of the imitation model will be improved. Furthermore, when using
out-of-domain query data, more data may be needed to better steal the model.

4 Why Can Surpass Victim Model

4.1 Settings

The previous experiments show that when the query data is consistent with
the training data of the victim model, the imitation model may outperform the
1 Adding noise is performed using scripts from https://github.com/jxhe/self-training-

text-generation.

https://github.com/jxhe/self-training-text-generation
https://github.com/jxhe/self-training-text-generation
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Table 2. The performance (BLEU) of imitation model on different types of query data
under In-domain and OOD testset. Imitation model steals from different types of query
data.

Query Data Type In-domain OOD

Victim Model 34.79 19.96

In-domain 35.02 20.38

OOD 33.06 19.90

OOD + Noise 32.48 20.08

OOD + Random 19.78 15.44

Table 3. The performance (BLEU) of imitation model with different query data size
under in-domain testset.

Query Data Size 40k 80k 160k

In-domain 31.12 33.26 35.02

Query Data Size 160k 500k 1000k

OOD 29.12 32.21 33.06

Random 15.15 18.53 19.78

victim. The public corpus always has noise [2], so we hypothesize that stealing
this distillation-like method can reduce the data noise in the victim and make
the corpus smoother.

We use the same experimental settings in Sect. 3. First, we verify that the
improvement of the stealing model is not sustainable through a simple experi-
ment. As shown in Table 4, we iteratively stole the imitation model obtained by
stealing, and find that the performance is improved only at the first stealing.
Then we performed the stealing experiments on the victim models trained with
adding noisy corpus. The method of adding noise is the same as in the previous
section. The stealing uses the in-domain data as query data.

4.2 Results and Analysis

As presented in Table 5, we can see that when the training data contains extra
noise, the performance of the victim will drop and the imitation model obtains
more improvement. We think the imitation attack can make the noisy data
smoother and recover some information. Then imitation model will have a better
performance than the victim under more high-quality training data.

5 Efficacy of Model Defense

In this section, we explore the effect of some steal defense strategies for anti-
stealing. To the best of our knowledge, we found that there are not many defense
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Table 4. Results of iterative stealing. Steal*2 denotes we steal the Steal model, and
Steal*3 denotes we steal the Steal*2 model. Performance (BLEU) only improves at
first stealing.

Model Victim Steal Steal*2 Steal*3

In-domain 34.79 35.02 34.97 34.95

OOD 19.96 20.38 20.46 20.37

Table 5. Experimental results (BLEU) on noisy victim models. We add noise on half
of the data at the source or target when training victim. Imitation model obviously
surpasses victim when more noise in training data.

Data Model In-domain OOD Δ

Original Victim 34.79 19.96 -

Steal 35.02 20.38 +0.33

Tgt + Noise Victim 32.76 17.88 -

Steal 33.70 19.37 +1.22

Src + Noise Victim 33.44 18.53 -

Steal 34.40 20.12 +1.28

strategies for machine translation. Some of the strategies used in previous clas-
sification tasks are not applicable to autoregressive tasks. Therefore, we adopted
some intuitively feasible methods based on previous defense strategies used in
classification tasks to perturb the output.

1) Noisy Decoding Strategy (NDS): The idea of this defense is the
victim does not output the highest-quality translation, but sentences such as
sampling top 20 [8] whose translation probability score is not very high. We
hope that the imitation attack cannot learn the original model well on the noisy
translations. Beam Top1: set the beam size to 4, and select the translation with
the highest translation score. Sampling: set the beam size to 20, and use the
sampling decoding, then select Top1, Top10, and Top20 according to the trans-
lation probability. The victim model generally uses beam search to output the
translation, but we use sampling decoding as a method of adding noise.

2) Round Trip Translation (RTT): The idea is to use a third-party
language, such as Spanish (Es) in our experiment, to translate the translation
into Spanish through the En-Es translation model, and then translate it back
to English through the Es-En translation model [4]. For RTT in detail, we first
trained the translation models of En-Es and Es-En with the ISELT14 En-Es
corpus. For each German query data, we performed beam search decoding. Then
we translated the output text into Spanish through the En-Es translation model
and translated it back to English through the Es-En model. Through the Round
Trip Translation, we hope to protect the original translation output.

3) Model Modification (MM): The idea of this method is to modify the
original model. Early Stop Victim refers to selecting an epoch in the training of
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Table 6. Randomly sampled IWSLT14 pair with synthetic translations. The transla-
tion quality of Sampling Top 20 and Early Stop Victim are quite poor.

Source sie laufen aber auch der gefahr, einen vitamin-d-mangel zu
entwickeln, wenn sie büroarbeit machen, so wie dieser typ

Reference they also run the risk of vitamin d deficiency, if they have
desk jobs, like that guy

Beam Search but they also run the risk of vitamin d deficiency when
they’re doing office work, like this guy

Sampling Top20 but they also run überraschexacgel into the danger of vitamin
d in the beydevice once gesamiting the office product – like
this guy

Early Stop Victim but they’re going to go to the danger, a vivivivic, if they do
work likethis guy

the victim model. Slightly Damaged and Heavy Damaged indicate victim model
parameters are damaged to varying degrees (randomize some parameters). For
MM in detail, the idea here is not to protect the model. We want to explore
whether the imitation attack can steal information from the damaged model.
Slightly Damaged is to randomize the parameter of encoder attn.out proj.weight
in the first decoder layer between −0.5∼0.5. Heavily Damaged is to randomize
the parameter of encoder attn.out proj.weight in the first and last decoder layer
between 0.5–0.5.

5.1 Results and Analysis

We conduct experiments on IWSLT14 De-EN, WMT14 De-En and WMT14 Fr-
En three datasets. For WMT14 De-En and WMT14 Fr-En, we randomly selected
2M parallel sentence pairs for train dataset as query dataset, the remaining 2M
data is used as the training set of the victim model.

IWSLT14 De-En. The effect of simple defense is presented in Table 7. By
observing the two columns of Victim and Steal Model, we can find that almost
all imitation stealing models perform better than victim models with defenses.
This does not reach our expectation for the effect of model defense against
imitation attack, the simple model defense strategies do not work. Ref-Train-
Similarity indicates the similarity between the victim train data (reference) and
the stolen translations. It can be found that the translations generated by the
sampling top20 are low quality (only 17.39 BLEU compared to sampling top1,
Table 6 shows a example of low quality synthetic translation). But according to
the column of Steal Model, we can see that even if the imitation model is
trained on poor translations like the sampling top20 (11.10 BLEU), the stealing
model can still reach 31.03 BLEU. This means the imitation model can better
learn the victim model from data generated from the defense model. However,
not all poor translations obtained by the victim model can train a good imitation
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Table 7. The effect of different kinds of simple defense strategies against imitation
attacks. Measure the similarity between the victim train data (reference) and stolen
translations as Ref-Train-Similarity. Evaluate the defense victim and steal model with
BLEU. Imitation attacks can steal from noisy translations.

Method Defense Method Ref-Train-Sim Defense Victim Steal Model

BLEU BERTScore In-domain OOD In-domain OOD

NDS Beam Top1 54.13 0.75 34.79 19.96 35.02 20.38

Sampling Top1 44.82 0.69 29.10 15.83 33.88 19.55

Sampling Top10 31.34 0.49 20.37 10.85 32.95 18.77

Sampling Top20 17.39 0.18 11.10 6.65 31.03 17.56

RTT De→En→Es→En 28.65 0.55 29.20 15.25 32.31 18.09

MM Early Stop Victim 16.98 0.39 16.10 5.63 16.51 5.61

Slightly Damaged 51.71 0.72 33.05 18.78 34.54 20.44

Heavily Damaged 7.73 0.19 5.80 1.81 2.94 0.78

Table 8. The effect of different kinds of simple defense strategies against imitation
attacks on WMT14 De-En dataset. Imitation attacks can learn and steal from a poor
translations.

Method Defense Method Defense Victim Steal Model

BLEU BERTScore BLEU BERTScore

NDS Beam Top1 30.09 0.68 29.51 0.68

Sampling Top1 20.52 0.45 28.02 0.67

Sampling Top10 12.28 0.23 26.97 0.65

Sampling Top20 3.19 -0.08 18.33 0.55

MM Early Stop Victim 19.40 0.51 20.11 0.64

Table 9. The effect of different kinds of simple defense strategies against imitation
attacks on WMT14 Fr-En dataset. Imitation attacks can learn and steal from a poor
translations.

Method Defense Method Defense Victim Steal Model

BLEU BERTScore BLEU BERTScore

NDS Beam Top1 34.62 0.71 33.82 0.71

Sampling Top1 23.26 0.47 32.87 0.69

Sampling Top10 13.95 0.27 31.65 0.68

Sampling Top20 3.62 0.01 23.29 0.60

MM Early Stop Victim 27.21 0.61 26.90 0.65

model. The results of Early Stop Victim show when the Ref-Train-Similarity is
16.89 BLEU, the stealing model only gets 16.51 BLEU.

WMT14 De-En and WMT14 Fr-En. We can see from Table 8 and Table 9
that although simple defense strategies do not prevent model stealing effectively,
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a interesting phenomenon is the stolen model can be successful in stealing from a
corpus that looks poor at the sentence level (as shown in Table 8, the translation
quality of the sampling top20 is only 3.19 BLEU, and the stealing model has
learned a translation model of 18.33 BLEU). But on the other hand, under the
defense strategy of early stop, the above phenomenon does not appear in the
stealing model.

6 Why Can Steal from Noisy Data

In this section of experiments, we show the imitation model steals the victim
from learning the distribution of the original data. We find that on some poor
translations (sampling top20), a good imitation model can be trained, but some
cannot (Early Stop Victim). We think that BLEU or BERTScore [24] can’t
explain the quality of translations very well.

6.1 KL Score

We think the main performance of the machine translation model depends on
the translation of high-frequency words. Although the translation of the sam-
pling top20 is poor, its word alignment probability distribution of high-frequency
words on the whole corpus is correct. We define a KL score to evaluate the qual-
ity of stolen bilingual translations. We aligned the source and target words of
the corpus through word alignment tools2, selected 5K words with the highest
frequency in the German corpus, and calculated an alignment probability vector
for each word. Finally we calculated the average word-aligned KL score of the
5K words between the stolen translation corpus and the original victim corpus
as follows:

KL(v, t) =
∑

x∈Vx

∑

y∈Vy

pv(y|x) ln
pv(y|x)
pt(y|x)

, (1)

where pv denotes the alignment probability estimated using the victim training
data and pt denotes the alignment probability estimated using the stolen bilin-
gual translations, x and y denote a word in the source and target vocabulary
respectively, Vx is a set of the 5K words with the highest frequency in source
corpus, and Vy is target vocabulary.

There is an example for computing the KL similarity between two corpora.
Consider the German word “sehr”, which can correspond to multiple words in
English, such as “very”, “really”, and “quite”. After aligning the original corpus
using a fast-align or eflomal alignment model, we can obtain the probability of
each target word corresponding to “sehr”, such as p(“very”—“sehr”) = 0.730,
p(“really”—“sehr”) = 0.063, and p(“quite”—“sehr”) = 0.014. Then, we select
the 5,000 most frequent words from the German corpus as candidates for x, and
use the entire target vocabulary Y as candidates for y. Each x corresponds to a
vector, such as p(Y—“sehr”) = [0.730, 0.063, 0.014, ...]. For the stolen bilingual
2 https://github.com/robertostling/eflomal/.

https://github.com/robertostling/eflomal/


Imitation Attacks Can Steal More from Machine Translation 409

corpus, we can obtain an alignment vector for “sehr” in the same way. If a word
y in the vocabulary Y does not appear in the stolen corpus, such as “quite” not
appearing in the stolen corpus as a translation of “sehr”, we set its alignment
probability to a small value such as 1e−5.

6.2 Results and Analysis

As shown in Table 10, even though the translation quality of sampling top20 is
poor, the KL distance between it and the victim training corpus is small. The
translation of a single sentence may poor, but from the perspective of the entire
corpus, the translations contain the alignment information of original training
data. On the contrary, the KL distance of Early Stop Victim is relatively large, so
it is hard to learn a better imitation model on this translation. The Early Stop
Victim model has not learned well in terms of word alignment. Translations
generated by this model contain little information about the original data.

Table 11 shows why out-of-domain data can also be used to steal the victim
model from the perspective of KL. The translations obtained by the victim model
will be closer to the training corpus of the victim (0.94 → 0.67), and farther away
from its own domain (0.67 → 1.31). We think whatever the query data domain is,

Table 10. The relationship of imitation model’s performance (BLEU) and KL dis-
tance on in-domain query data. Ref-Train-KL denotes the KL distance of the original
IWSLT14 corpus and the stolen corpus.

Method Steal-Test Ref-Train-KL

IWSLT14 De-En Beam Top1 35.02 0.39

Sampling Top20 31.03 0.53

Early Stop Victim 16.51 1.00

WMT14 De-En Beam Top1 29.51 0.05

Sampling Top20 18.33 0.03

Early Stop Victim 20.11 0.18

WMT14 Fr-En Beam Top1 33.82 0.04

Sampling Top20 23.29 0.05

Early Stop Victim 26.90 0.19

Table 11. The KL similarity between different corpus. WMT14 beam denotes the
synthetic bilingual corpus by querying monolingual WMT14 sentences through victim
model. The translations will be closer to the victim training data and farther away
from its own domain.

KL Score IWSLT14 WMT14

WMT14 0.94 0.00

WMT14 beam 0.67 1.31
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the output translations will leak the word alignment information of the original
training data. Therefore, the capability of the original victim model is stolen by
stealing word alignment distribution information.

7 Conclusion

We study imitation attacks against MT tasks and find that imitation attacks
have a strong ability to steal model knowledge from noisy query data or noisy
models. When we adopt simple noise defense strategies, attackers can still steal
from these noisy translations. We verify why the imitation attack can steal the
victim from several angles: (1) The imitation attack can make the stolen data
smoother than the original training data; (2) The imitation attack relies on indi-
rectly learning the word alignment distribution of original data. The translations
generated by the victim will be closer to the domain of victim training data, not
itself domain.

Acknowledgements. This project is mainly supported by the Alibaba-AIR Program
(22088682). Tianxiang and Rui are with MT-Lab, Department of Computer Science
and Engineering, School of Electronic Information and Electrical Engineering, and
also with the MoE Key Lab of Artificial Intelligence, AI Institute, Shanghai Jiao Tong
University, Shanghai 200204, China. Rui is also supported by the General Program
of National Natural Science Foundation of China (6217020129), Shanghai Pujiang
Program (21PJ1406800), Shanghai Municipal Science and Technology Major Project
(2021SHZDZX0102), and Beijing Academy of Artificial Intelligence (BAAI) (No. 4).

References

1. Bojar, O., et al.: Findings of the 2014 workshop on statistical machine translation.
In: Proceedings of the Ninth Workshop on Statistical Machine Translation (2014)

2. Briakou, E., Carpuat, M.: Can synthetic translations improve bitext quality? In:
Proceedings of the 60th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers) (2022)

3. Cettolo, M., et al.: Report on the 11th IWSLT evaluation campaign. In: Pro-
ceedings of the 11th International Workshop on Spoken Language Translation:
Evaluation Campaign (2014)

4. Haffari, G., Roy, M., Sarkar, A.: Active learning for statistical phrase-based
machine translation. In: Proceedings of Human Language Technologies: The 2009
Annual Conference of the North American Chapter of the Association for Compu-
tational Linguistics (2009)

5. He, X., et al.: Cater: Intellectual property protection on text generation apis via
conditional watermarks. In: Advances in Neural Information Processing Systems
(2022)

6. He, X., Lyu, L., Sun, L., Xu, Q.: Model extraction and adversarial transferability,
your BERT is vulnerable! In: Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computational Linguistics: Human Lan-
guage Technologies (2021)



Imitation Attacks Can Steal More from Machine Translation 411

7. Hinton, G.E., Vinyals, O., Dean, J.: Distilling the knowledge in a neural network.
ArXiv (2015)

8. Holtzman, A., et al.: The curious case of neural text degeneration. In: 8th Inter-
national Conference on Learning Representations, ICLR 2020, Addis Ababa,
Ethiopia, April 26–30, 2020 (2020)

9. Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. In: 3rd Interna-
tional Conference on Learning Representations, ICLR 2015, San Diego, CA, USA,
May 7–9, 2015, Conference Track Proceedings (2015)

10. Koehn, P., et al.: Moses: open source toolkit for statistical machine translation. In:
Proceedings of the 45th Annual Meeting of the Association for Computational Lin-
guistics Companion Volume Proceedings of the Demo and Poster Sessions (2007)

11. Krishna, K., et al.: Thieves on sesame street! model extraction of bert-based apis.
In: 8th International Conference on Learning Representations, ICLR 2020, Addis
Ababa, Ethiopia, April 26–30, 2020 (2020)

12. Li, Y., et al.: Untargeted backdoor watermark: towards harmless and stealthy
dataset copyright protection. In: Advances in Neural Information Processing Sys-
tems (2022)

13. Mazeika, M., Li, B., Forsyth, D.A.: How to steer your adversary: targeted and
efficient model stealing defenses with gradient redirection. In: Proceedings of the
39th International Conference on Machine Learning (2022)

14. Mobahi, H., Farajtabar, M., Bartlett, P.L.: Self-distillation amplifies regularization
in hilbert space. In: Advances in Neural Information Processing Systems 33: Annual
Conference on Neural Information Processing Systems 2020, NeurIPS 2020, 6–12
December, 2020, virtual (2020)

15. Orekondy, T., Schiele, B., Fritz, M.: Prediction poisoning: Towards defenses against
DNN model stealing attacks. In: 8th International Conference on Learning Repre-
sentations, ICLR 2020, Addis Ababa, Ethiopia, 26–30 April, 2020 (2020)

16. Ott, M., et al.: fairseq: a fast, extensible toolkit for sequence modeling. In: Pro-
ceedings of the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics (Demonstrations) (2019)

17. Papineni, K., Roukos, S., Ward, T., Zhu, W.J.: Bleu: a method for automatic
evaluation of machine translation. In: Proceedings of the 40th Annual Meeting of
the Association for Computational Linguistics (2002)

18. Sennrich, R., Haddow, B., Birch, A.: Neural machine translation of rare words with
subword units. In: Proceedings of the 54th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers) (2016)

19. Szegedy, C., et al.: Intriguing properties of neural networks. In: 2nd International
Conference on Learning Representations, ICLR 2014, Banff, AB, Canada, 14–16
April, 2014, Conference Track Proceedings (2014)
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Abstract. Low-resource machine translation struggles over the issue of
bilingual data sparsity. Self-training based bilingual data augmentation
is potentially useful for overcoming the issue. However, the resultant
pseudo-parallel data comprises a variety of noises in the target language,
including grammatical errors, abnormal word sequences, misspellings,
mistranslations, etc. The noises unavoidably cause distraction during
training. In this paper, we propose to refine the pseudo-parallel data
using monolingual denoising. Specifically, we finetune mBART model to
low-resource parallel data and identify noisy samples by self-inspection
during the self-training process. On this basis, we leverage large language
models., e.g., ChatGPT, to fix the possible errors that occurred in the
target language of noisy samples using manually-edited prompts. This
allows the refined pseudo-parallel data to be produced. We employ the
aforementioned data to augment and retrain the mBART model. We
conduct experiments on benchmark low-resource English-oriented trans-
lation corpora in OPUS-100 which possess different source languages,
including Georgian (Ka), Urdu (Ur), and Slovenian (Sl). Experimental
results show that our method achieves substantial improvements, allow-
ing the translation performance to reach the chrF++ scores of 36.8%,
43.5%, and 47.5%.

Keywords: Machine Translation · Low Resource · Large Langauge
Model

1 Introduction

Neural Machine Translation (NMT) [2,27,33] has achieved considerable progress
in recent years. However, its performance remains underperformance for low-
resource language pairs compared to their high-resource counterparts, due to the
lack of large-scale parallel corpora [22,30]. In the practical production scenario,
low-resource neural machine translation (LNMT) also suffers from the issue of
noisy training data. Consequently, the LNMT models struggle to capture and
address complex linguistic phenomena, including grammatical structures, long-
distance dependencies, and ambiguity [3,4].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 413–425, 2023.
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Several efforts have been made to tackle the previously mentioned challenge.
These methodologies can be broadly divided into two primary categories: transfer
learning and data augmentation. Transfer learning transfers high-resource NMT
models to languages with limited parallel resources [37,40], or distilling multilin-
gual translation knowledge for transfer [1,26,32]. Data augmentation is imple-
mented by various solutions, such as paraphrasing, back translation [24], self
training [10,39] and synonym replacement. These methods can produce pseudo-
parallel data at a comparable scale, and are therefore practical for alleviating
data sparsity, to some extent [6,7,15,36].

However, our findings reveal the fact that there are a large number of noises
occurred in the pseudo-parallel data. In a pilot study of self-training based aug-
mentation, we observe that various noisy parallel data is caused by grammatical
errors, abnormal word sequences, misspellings and mistranslation, respectively.
Refining the pseudo-parallel data by denoising contributes to the retraining and
optimization of LNMT, though manual denoising is time-consuming.

In this paper, we propose a denoising approach in the framework of self-
training based data augmentation towards LNMT. Large language models
(LLMs) are utilized in our study, which have shown a remarkable ability across
a wide range of natural language processing (NLP) tasks, e.g., machine transla-
tion [8,29], grammatical error correction [35] and context understanding [5,13].

Specifically, we finetune mBART to the low-resource languages for NMT.
During self-training, we carry out self-inspection to evaluate mBART over the
original parallel data, so as to identify the samples resulting in a lower BLEU
score. We regard such samples as potential noises and perform denoising over
them. Our denoising method is not to filter noises. Instead, we leverage LLMs
to rewrite the target language of noisy parallel samples in the manner of auto-
regressive generation, in terms of manually-edited prompts. On the basis, we
conduct data augmentation using the rewritten samples and retrain mBART
over the augmented data.

We experiment on the benchmark OPUS-100 [38], concentrating on the
LNMT tasks of translating Ka, Ur and Sl into English (En). The experimental
results show that our method substantially improves the LNMT performance,
achieving the chrF++ scores of 36.8%, 43.5%, 47.5%, as well as BLEU scores
of 19.6%, 23.9%, and 28.5%. In addition, we verify the effects of different tech-
niques for denoising, including grammar error correction model T5. It is proven
that the large language model ChatGPT contributes more to the denoising and
subsequent data augmentation processes.

Because we want to repair the target language, the target languages we choose
should have not bad performance on LLMs. Consider experiments effective, We
conduct LNMT on the target language is English setting. Interestingly, the data
obtained by our method in the direction translate to English also brought a great
improvement when training from the direction translate from English NMT.

The rest of the paper is organized as follows. Section 2 overviews the
related work. Section 3 presents the methodological framework and computa-
tional details. In Sect. 4, we introduce our experimental settings and analyze



Monolingual Denoising with LLMs for Low-Resource NMT 415

the results. We conclude the paper in Sect. 5. All codes have been released on
Github1.

2 Related Work

There are many advanced methods of LNMT, but due to length limitations, we
will only briefly review the relevant methods in recent years.

Data Augmentation. Data augmentation has been shown to be effective
in alleviating the data scarcity problem. The central idea of data augmen-
tation is artificially increasing the training set by creating modified copies
of a dataset using existing data. In machine translation research, techniques
such as self-training [10,39] and back-translation [24] leverage monolingual data
from either the source or target languages to synthesize pseudo-bilingual data.
SwitchOut [34] is a method that entails the random replacement of selected
words within both the source and target sentences using alternative terms from
their respective vocabularies. Data diversification [16] seeks to enrich training
data by applying forward-translation to the source language within the parallel
data or implementing back-translation to the target language in a reverse trans-
lation direction. Data rejuvenation [9] aims to identify and reutilize the inactive
training samples to enhance translation performance.

Data Denoising. The significance of data denoising in NMT has garnered
increasing attention. To this end, MT community organized a parallel corpus
filtering task in the Conference on Machine Translation (WMT) 2018 [12]. In
machine translation research, a variety of approaches have been explored. The
paper [11] explored the effects of five types of artificial noise present in parallel
data on NMT training, concluding that NMT displays relatively low robustness
to data noise. This paper [28] carried out a comprehensive empirical investigation
of semantic divergences and proposed to select high-quality translation examples
by identifying semantic divergences in parallel data. The work [31] proposed to
measure noise in parallel data and select noise-reduced data to train NMT.

3 Approach

In this section, we first describe the term definition employed in the subsequent
sections. Then we provide a detailed description of the overall process. Finally, we
present the proposed approach that leverages LLMs for monolingual denoising
tasks in low-resource neural machine translation.

3.1 Preliminary Study

To investigate the issue of noise in self-training, we conducted a series of com-
parative experiments in high-resource and low-resource settings. Specifically, we
1 https://github.com/XDeepAzure/nmt-corrector-src.

https://github.com/XDeepAzure/nmt-corrector-src
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empirically selected French (Fr)→English (En) as the high-resource setting and
Georgian (Ka) →English (En) as the low-resource setting. To ensure a fair com-
parison, we used the state-of-the-art multilingual translation model nllb-200-
distilled-1.3B [17] model. Subsequently, we employed model to translate the
source side of the parallel training data. We utilized BLEURT [23] to assess
the similarity between the translated outputs and their corresponding target
sentences. The detailed experimental settings are introduced in Sect. 4.
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Fig. 1. Ratio of examples that are grouped by BLEURT score. Sample 3k sentences
from the Fr-En, Ka-En train set in OPUS-100 [38].

The pair examples, consisting of the translation output and the target sen-
tence, were divided into five bins based on their BLEURT scores. The percentage
distribution of each bin is presented in Fig. 1. We find that low-resource Ka→En
has more low BLEURT score examples than Fr→En, demonstrating that the
self-training in the low-resource machine translation has a severe noise problem.
This motivates us to perform monolingual denoising with large language models
for low-resource machine translation.

3.2 Term Definition

In this section, we describe the terms used in the following sections.

– base model : The LNMT base model is trained by available parallel corpus
without applying the proposed method.

– src, tgt : refer to source sentence (src), target sentence (tgt) corresponding
to source sentence in the parallel corpus.

– pred : refer to the predicted target generation which is generated by the
trained base model.

– cor : refer to the revised text which is obtained by LLMs to revise the ill-
generated pred.

– final model : refer to use the refined parallel data to train the final model.
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3.3 Overall Process

The process of the proposed approach is shown in Fig. 2, which is composed of
four steps:

– Model training. We use the parallel data (src, tgt) to train the LNMT
model by using bilingual data to fine-tune the mBART-Large-50 [26] model;

– Target Generation. We utilize the trained LNMT model to perform the
self-training on the source sentences and obtain the target generation outputs
pred. Next we identify the ill-generated target output from pred ;

– Target Denoising. We employ the LLMs to rectify the ill-generated target
outputs identified in the Target Generation process and obtain the revised
sentences cor ;

– Target Reuse. We use the refined parallel data (src, cor) to train the final
LNMT model.

The key idea of the proposed approach is that we first use the self-training
to obtain the low-quality initial translation output and then utilize the large
language model to revise the translation output.

src-tgt

base model

Model Training

src-tgt

Target Generation

identify

Target Repair

identify
src-tgt-pred

src-tgt-pred
src-tgt-pred

src-tgt-pred-cor

src-tgt-pred-cor

Target Reuse
src-tgt-pred-cor

train base model revise retrain base

final model

Fig. 2. Process of the proposed approach. “src”, “tgt”, “pred”, “cor” denote respec-
tively source sentence, target sentence, target prediction output, and revised target
prediction output.

3.4 Monolingual Denoising with Large Language Models

Identification. Motivated by the previous study on corpus filtering [14], we pro-
pose a simple heuristic to implement the identification process of the ill-generated
target translation outputs. Given the source sentence src, we consider the gen-
erated target sentence as ill-generated:

α < Sim(pred, tgt) < β (1)

where the Sim() is the similarity function that measures the similarity between
the translation output pred and the corresponding target sentence tgt, and both
α and β are pre-defined thresholds.
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Table 1. Example of a denoising output with ChatGPT.

Prompt Correct common sense errors, grammatical structure errors, and word order errors

in the following sentences, and return the corrected sentence:

Input It was discovered upo n hearing phone call the that his family is in Kuwait.

Output It was discovered upon hearing a phone call that his family is in Kuwait.

Denoising. After collecting the ill-generated target outputs, we follow the
paper [8] to design prompts to rectify the ill-generated target outputs. The
prompt is shown in Table 1. As shown in the table, the ill-generated transla-
tion output is revised by a word spelling (“upo n” to “upon”), insertion of an
indefinite article (“hearing phone” to “a hearing phone”), and a word deletion
(“call the that” to “call that”).

4 Experiment

In this section, we conduct experiments on low-resource translation tasks to
verify the proposed approach. We first introduce datasets and evaluation metrics.
Next, we describe the baseline and comparison systems and the hyperparameter
settings. Then we list the experimental results. Finally, we conduct ablation
experiments to evaluate the effectiveness of each component from the proposed
approach.

4.1 Datasets and Evaluation Metrics

Datasets. We conduct machine translation experiments on the OPUS-100 cor-
pus [38]2, wherein we focused on low-resource machine translation tasks involv-
ing three distinct language families: Ka→En, Ur→En, and Sl→En. Specifically,
the designation Ka signifies the Georgian language belonging to the Kartvelian
language family, Ur represents Urdu belonging to the Indo-European language
family, and Sl denotes Slovenian as part of the Balto-Slavic language family.
Table 2 presents the Statistics of the datasets, along with the corresponding lan-
guage family of the source language.

Table 2. Statistics of the datasets used for training, valid and test sets in OPUS-100.

Language Family Language Pair Train Dev Test

Kartvelian En-Ka 0.37M 2K 2K

Indo-European En-Ur 0.74M 2K 2K

Balto-Slavic En-Sl 1.00M 2K 2K

2 https://opus.nlpl.eu/opus-100.php.

https://opus.nlpl.eu/opus-100.php
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Evaluation Metrics. We adopt the BLEU, chrF++, TER as the evaluation
metric for translation performance. Besides, we employ a representation-based
metric, BLEURT, to evaluate the performance.

– BLEU [18] is an n-gram based automatic evaluation metrics. We report de-
tokenized case-sensitive SacreBLEU [21]3, with default tokenizer settings.

– chrF++ [20], which is an extension of chrF [19], considers the recall rate of
1-gram and 2-gram words.

– TER [25], also known as translation error rate, evaluates the edit distance
between the translated sentence and the reference translation.

– BLEURT4 [23], which employs a neural network model to score translation
outputs. It can model human assessment with superior accuracy.

To compute the BLEU, chrF++, and TER scores, we utilize the SacreBLEU
toolkit, following established practices in previous research [26].

4.2 Systems

To obtain a robust baseline system, we follow the common practice to finetune
mBART-Large-50 [26] model on the OPUS-100 bilingual corpus. Besides, we
adopt various state-of-the-art translation systems for comparison.

– ChatGPT5. Following the work [8], we directly use ChatGPT to perform
the translation task with the prompt provided by the work [8].

– mBART-M-to-M [26]. mBART-M-to-M is a multilingual model finetuned
the mBART-Large-50 on English-centric parallel corpora with 50 translation
directions.

As for the proposed approach, we use the finetuned BART-Large-50 as the
pre-trained model to translate the source sentences in the training data. We set
the hyper-parameter α to 0.4 and β to 0.8 to identify the ill-generated trans-
lation outputs. For the ill-generated outputs, we use the large language model
ChatGPT with the prompt described in Sect. 3.3 to revise the output.

4.3 Hyper-parameter Settings

We use the tokenizer of PLM (pre-trained mBART-Large-50) to tokenize the
data. We set the batch size to 16 for the model fine-tuning and the gradient
accumulation step to 2. We set the maximum sentence length of both the source
and target sentences to 256. The learning rate (lr) is 2e−5, with a weight decay
rate 0.01. The early stop patience is 15.

We use the HuggingFace Transformers library6 and AdamW for all training
procedures. All training is performed on A100 40G GPU.
3 https://github.com/mjpost/sacrebleu.
4 https://github.com/lucadiliello/bleurt-pytorch. We use the recommended check-

point lucadiliello/BLEURT-20 as described in the paper.
5 https://chat.openai.com.
6 https://huggingface.co/.

https://github.com/mjpost/sacrebleu
https://github.com/lucadiliello/bleurt-pytorch
https://chat.openai.com
https://huggingface.co/
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4.4 Main Result

Table 3 lists the experimental results on the test sets. We can observe that 1) fine-
tuning mBART-Large-50 on the downstream language pairs achieves strong per-
formance compared to ChatGPT and mBART-M-to-M. 2) the proposed mono-
lingual denoising approach can improve the baseline system mBART-Large-50
in most evaluation metrics. These results demonstrate the effectiveness of the
proposed approach.

We present a translation example in Table 4. Illustrating the substantial
enhancements achieved in the sentence structure and fluency of the translation.

Table 3. The translation performances on test sets. mBART-M-to-M represents to
mBart-Large-50-Many-to-Many. The bold denotes the best performance.

Model Ka→En Ur→En Sl→En

BLEU chrF++ BLEU chrF++ BLEU chrF++

ChatGPT 5.95 11.14 15.23 38.59 26.19 47.07

MBart-M-to-M 0.60 9.36 12.66 32.40 19.93 39.53

Baseline 19.72 36.53 23.40 42.78 28.13 47.20

+Denosing 19.64 36.80 23.88 43.48 28.52 47.53

Model Ka→En Ur→En Sl→En

BLEURT TER↓ BLEURT TER↓ BLEURT TER↓
ChatGPT 30.69 114.86 52.28 79.42 64.66 66.99

MBart-M-to-M 25.08 132.21 54.39 80.41 56.95 76.68

Baseline 57.95 74.09 50.56 71.06 64.07 64.13

+Denosing 58.37 74.26 53.99 67.68 64.13 63.73

Table 4. Example of the output which is generated by the proposed monolingual
denoising approach with large language models.

Baseline All that is in the heavens and the earth glorifieth Allah, and He is the Mighty, the Wise.

Reference All that is in the heavens and the earth glorify God. He is Majestic and All-wise.

Denoising All that is in the heavens and the earth glorifies Allah. He is the Almighty, the Wise.

4.5 Ablation Study

In this section, we conduct ablation experiments with fine-tuned mBART-Large-
50 model on Ur→En test set.

Identification Threshold. The key step of the proposed approach is the noise
identification process described in Sect. 3.3. The noise identification, which deter-
mines whether the output is ill-generated, is a classic classification problem. The
hyper-parameter α is used to balance between recall and precision. To investi-
gate the impact of the identification threshold, we set the hyper-parameter α
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Fig. 3. Translation performance with different threshold values.

Table 5. The effect of different error correction tools. Bold is the best perfor-
mance.“+w/o Denosing” represents without denoising step.

Metric BLEU chrF++ BLEURT TER↓
mBART-Large-50 23.40 42.78 50.56 71.06

+w/o Denosing 23.52 43.12 52.73 68.52

+T5-Base 21.25 39.94 51.75 70.85

+T5-Large 22.85 42.10 52.53 69.86

+ChatGPT 23.88 43.48 53.99 67.68

in Eq. (1) to {0.3, 0.4, 0.5, 0.6} to identify the ill-generated translation out-
puts. Then we utilize ChatGPT with the prompt described in Sect. 3.3 to rectify
the ill-generated output. The experimental results are presented in Fig. 3. We
can find that the proposed approach achieves the best performance with the
identification threshold of 0.4.

Noise Type. Some researchers may doubt that the improvements are mainly
comes from the grammatical error correction, as previous research shows that
grammatical error has a great effect on translation performance. To dispel the
doubt, we implement the monolingual denoising process with a grammatical
error correction tool. For the grammatical error correction, we adopt T5-Large7

is better than T5-Base8 as the correction tool to revise the ill-generated transla-
tion output. Experimental results are presented in Table 5. We find that denois-
ing with grammatical error correction can not bring any improvement in terms
of BLEU/chrF++/TER/BLEURT metrics. The proposed approach using Chat-
GPT as a monolingual denoising tool to revise the ill-generated translation out-
put can achieve significant improvement over the baseline mBART-Large-50. We
have not clearly known how the ChatGPT revises the ill-generated translation
output and leave the investigation to future work.

7 https://huggingface.co/pszemraj/flan-t5-large-grammar-synthesis.
8 https://huggingface.co/vennify/t5-base-grammar-correction.

https://huggingface.co/pszemraj/flan-t5-large-grammar-synthesis
https://huggingface.co/vennify/t5-base-grammar-correction
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Table 6. Num of cor influence for model. The prefix in the name is the num of cor.

Metric base 10W-enc 20W-enc 30W-enc

BLEU 23.40 23.60 23.75 23.88

chrF++ 42.78 43.03 43.22 43.48

Data Size. We investigate the impact of data size on error-corrected data. After
the identification and denoising process, we randomly select a certain number
of training samples to finetune the mBART-Large-50 model. We present the
translation results in Table 6. We find that the model exhibits a correspondingly
enhanced performance as the quantity of data increases.

5 Conclusion

In this study, we propose a methodology to enhance pseudo-parallel data by
employing monolingual denoising techniques. We leverage Language Models
(LLMs) to enhance the performance of machine translation systems in low-
resource settings. Experimental results demonstrate that applying the method
to the low-resource machine translation model improves translation in terms of
BLEU, chrF++, and TER metrics. For future work, we intend to examine the
impact of LLMs on the experimental process and explore the extension of this
method to other low-resource NLP tasks.
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of China (2020YFB1313601), National Science Foundation of China (62076174,
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Moment 
Person   carries 
a bag of food.

Moment 
Person drinks    
from a glass.

Moment 
Person puts 
glass on counter.

Moment 
Person opens 
the bag.

Moment
Person takes things
out of the bag.

Moment
Person drinks out
of glass again.

Query: Person drinks out of glass again.
Target: Semantic Context:

Fig. 1. An illustration of temporal context and semantic context.

1 Introduction

Temporal Activity Localization via Language (TALL) is a fundamental prob-
lem in language based video understanding. It aims to localize a moment in an
untrimmed video that best matches a given description. This is a challenging
task, especially when a video contains multiple moments of interest and the lan-
guage query has words describing complex context dependencies between the
moments, such as “His face is getting toweled off after being shaven”.

Most previous work [5,8,9] generated candidate moments (i.e., proposals) via
sliding window. These methods treated the surrounding frames as temporal con-
text and incorporated them by extending the proposal boundaries. This strategy
may fail dramatically when the query refers to the moments appearing outside of
the extended proposals. Therefore, recent studies have proposed various ways to
exploit temporal dependencies across proposals, e.g., utilizing 2-D convolutions
to encode context from adjacent proposals [21] or gradually aggregating context
through a Recurrent Neural Network (RNN) [22]. These methods have achieved
good performance but still have two apparent limitations.

First, these methods typically rely on RNNs or 2D convolutions with a pre-
defined kernel size, which may experience difficulties when encoding long-range
temporal dependencies across proposals. In addition, their proposal features need
to be organized chronologically for subsequent modules to process. E.g., to orga-
nize the proposal features, Zhang et al. [21] utilized a two-dimensional time map,
which lacked flexibility to some extent.

Second, they only utilized the temporal context surrounding the target activ-
ity within a certain temporal distance. However, real-world videos may vary
dramatically in content. Coupled with the complexity of language queries, the
temporal context alone could not fully exploit the rich information suggested by
the video context. As shown in Fig. 1, given a query like “person drinks out of
glass again”, the moments preceding the target activity are “opening a bag”
and “taking things out”, which obviously do not help with the localization of the
queried activity. However, the moments far away from the target activity, such
as “person drinking from a glass” and “person puts glass on counter”, are able
to provide more indicative hints. We refer to such context as semantic context,
which is semantically correlated to the target activity other than those located
in its vicinity. This kind of semantic information is more desirable but has not
attracted enough attention in the TALL task.

In this paper, we design a Context-Aware Moment Graph (CAMG) network
based on Graph Convolutional Networks (GCNs) to address the aforementioned



CAMG: Context-Aware Moment Graph Network 431

limitations for the TALL task. It models the temporal context and semantic con-
text jointly through two sub-graphs, i.e., Temporal Moment Graph (TMG) and
Semantic Moment Graph (SMG), both of which formulate candidate moments as
graph nodes.

TMG perceives temporal context from adjacent moments within a pre-
defined distance, where the edges encode the temporal relations between
video moments. SMG perceives semantic context from semantically correlated
moments. Due to the ever-changing video contents, it is hard to manually pre-
define the semantic neighbors for each moment Therefore, we utilize dynamic
edge convolutions [16] to dynamically construct semantic edges between pro-
posals. The semantic neighbors are dynamically selected from the entire video
according to their content similarities to the target moment, making the SMG
content-adaptive.

In addition, we observe that object-level feature is less exploited than motion
feature in previous methods. Only a few works like [6] aggregated both object
feature and motion feature by simple feature concatenation. In this work, we
design a more powerful multi-step fusion scheme to fuse object, motion and
textual feature step by step. Considering multiple objects may be contained in
one frame, we design a Query-Gated Integration Module (QGIM) to further
select queried objects and filter out noisy ones.

In summary, our contributions are as follows.

1. We propose a novel GCN-based framework, i.e., Context-Aware Moment
Graph (CAMG) network to model the temporal context and semantic context
jointly.

2. We design a powerful multi-step fusion scheme to aggregate object, motion
and textual features. A Query-Gated Integration Module is further designed
to select queried objects and filter out noisy ones.

3. Quantitative and qualitative experiments on two public benchmark datasets
(i.e., Charades-STA and ActivityNet Captions) demonstrates the effectiveness
of our designs. The state-of-the-art scores are achieved as well compared to
the current approaches.

2 Related Work

2.1 Temporal Activity Localization via Language

In the TALL task, context information is a critical cue to help effectively local-
ize the described activities. Early sliding-window-based methods which generate
candidate moments (i.e. proposals) via sliding-window strategy simply treat the
surrounding frames as temporal context and incorporate them by extending the
proposal boundaries. A major drawback is that the moments out of the extended
proposals will not be observed.

RNN-based methods [22] utilize a RNN to gradually aggregate temporal con-
texts from frame representations and generate proposals using anchors centered
at each frame. However, it is still hard for the RNN-based methods to encode
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long-range temporal dependencies. 2-D convolution based methods [21] organize
proposals as a 2-D temporal map, and adopt 2-D convolutional layers to aggre-
gate temporal context from adjacent proposals. However, these frameworks can
only encode limited context information with a pre-defined kernel size.

Different from these two kinds of methods, our CAMG is based on GCN
and able to capture the long-range dependencies with a high level of flexibility.
Moreover, all the aforementioned methods only focus on the temporal context,
while our CAMG takes semantic context into account as well.

2.2 Object-Level Visual Features in TALL

Compared with motion features, object-level features preserve more detailed and
discriminative visual information. In the TALL task, Chen and Jiang [2] built
a graph to model the object-object interactions and object-text interactions
jointly. However, motion features were not used in their work, which limited
their capability. Jiang et al. [6] combined object-level feature, motion feature
and textual feature to improve the localization accuracy, where the three types
of features were fused by vector concatenation. Different from their work, we
design a multi-step fusion scheme and first utilize a gated attention mechanism
to better integrate the object features in the TALL task.

3 Methodology

Our CAMG network is illustrated in Fig. 2. Multimodal features are first
extracted by the Multimodal Feature Extractor, then fused by the Multi-step
Fusion Module. Next, moment proposals are generated based on the fusion
results. A novel Context-Aware Moment Graph is used to model the context
dependencies across the proposals.

3.1 Multimodal Feature Extractor

Motion and Textual Features. Given a video V , we first segment it into N
small video clips, each of which consists of T frames (T = 16 in C3D). For each
clip, its motion feature is extracted from the pre-trained C3D network [14]. The
motion features can be represented as M = {mi}N

i=1. The word representations
S = {si}Lq

i=1 of a query are obtained using GloVe embeddings [11], where Lq is
the number of words. We project both features into the same dimension d by
two BiGRUs [3].

Object-Level Visual Features. For each given video V , we perform a fixed-
interval sampling and obtain N frames. Then, we extract object-level features
for each sampled frame O = {{oj

i}Lo
j=1}N

i=1, where i ∈ [1, N ] is the frame index,
j ∈ [1, Lo] is the object index, and Lo is the number of object features.

To further select queried objects and filter out noisy ones, we design a Query-
Gated Integration Module (QGIM), as illustrated in Fig. 3. When integrating
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Fig. 2. The architecture of the proposed CAMG network. QGIM denotes the Query-
Gated Integration Module.

the object features of each frame, channel-wise modulating gates are designed
to adjust the object weights. For the ith sampled frame, we first adopt a soft
attention to and obtain the sentence feature fs. Next, we create the modulating
gates. We concatenate each pair of sentence feature fs and object feature oj

i , j ∈
[1, Lo] as [fs; o

j
i ] , and use a fully connected (FC) layer Wg followed by a sigmoid

activation σ to obtain the modulating gate Gj
i for each object.

Gj
i = σ(Wg[fs; o

j
i ]) (1)

The object features are then modulated by these gates as follows:

ôj
i = (1 + Gj

i ) � oj
i (2)

where � denotes element-wise multiplication.
Finally, we utilize a spatial attention to obtain a global representation

O = {oi}N
i=1 for each frame. For the ith sampled frame, the attention weight

aj
i assigned to the jth object is computed from the modulated object feature ôj

i ,
which is formulated as:

aj
i = W 1

a tanh(W 2
a ôj

i ) (3)

where W 1
a and W 2

a are learnable parameters.

3.2 Multi-step Fusion Module

Given the extracted textual features S, the motion features M and the object-
level features O, these three types of features are fused by two steps. As illus-
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trated in Fig. 2, we first fuse the motion features and object-level features to get
a comprehensive representation of the video. We concatenate the motion fea-
tures M and object-level features O as [M ;O], and adopt a FC layer to obtain
the joint feature vectors X.

Person  

opens

aRefrigerator

Object Features

GRU
Soft 

Attention

concatenate

Expand

Attention Map

Weighted 
Sum Global Feature

Spatial 
Attention

Sentence Feature

Modulating Gates

Modulated Object Features

s
s : Sigmoid

Fig. 3. The Query-Gated Integration Module
(QGIM).

As for textual information we
first obtain a sentence representa-
tion S for each clip by soft atten-
tion. Then we concatenate the
fused video features X and its
corresponding sentence represen-
tation S as [X;S], and feed them
into a BiGRU network with the
output dimension of d. The final
fusion result can be represented as
Y = {yi}N

i=1, yi ∈ R
d. As for the

generation of temporal proposals,
we take the same sliding-window
strategy as [5].

3.3 Context-Aware Moment Graph

Our CAMG models the temporal context and semantic context jointly. It consists
of two sub-graphs, i.e., Temporal Moment Graph (TMG) and Semantic Moment
Graph (SMG), both of which formulate moment proposals as graph nodes. We
denote the node set as H0 = {pi}Lp

i=1, where Lp is the total number of moment
proposals.

Temporal Moment Graph. TMG aims to perceive the temporal context from
immediate temporal neighbors. Therefore, we connect moment proposals pi and
pj if r(pi, pj) ≥ θrel, where θrel is a pre-defined threshold, and r(pi, pj) rep-
resents the temporal relevance defined by Intersection over Union (IoU) score.
In order to exploit long-range temporal dependencies, non-overlapping proposals
within a certain distance are also connected. For non-overlapping proposals (i.e.,
r(pi, pj) = 0), we compute the following distance between them:

d(pi, pj) =
|ci − cj |
L(pi)

(4)

where ci and cj are the center coordinates of pi and pj , respectively; and L(pi)
represents the length of the target proposal pi. If d(pi, pj) < θdis, pj will be
connected to pi, where θdis is the pre-defined threshold.

Unlike video frames, moments last for a certain period of time and are harder
to be organized chronologically. To address this problem, we encode the temporal
relations as the edges of TMG. The weight assigned to each edge ETem(pi, pj)
is defined as:

WE(pi, pj) = φ(Loc(pi))T φ(Loc(pj)) (5)
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where Loc(p) denotes the location feature of proposal p, and φ represents a
linear transformation. The location feature Loc(p) is set to the concatenation
of ps and pe, where ps and pe is the positional encoding [15] of the start and
end clip indexes, respectively. Once computed for each edge, the edge weights
are normalized and an identity matrix representing self-loop edges is added to
obtain the final weight matrix G0 ∈ R

Lp×Lp .
Finally, we apply a GCN on TMG. The update process is formulated as:

HTem
1 = tanh(G0H0W0) (6)

where H0 ∈ R
Lp×d denotes the input node features; HTem

1 ∈ R
Lp×d is the

updated node representation; and W0 ∈ R
Lp×Lp is the learnable parameter.

Semantic Moment Graph SMG aims to perceive the semantic context from
semantically correlated moments. Due to the ever-changing video contents, it is
hard to manually pre-define the semantic neighbors for each moment. Therefore,
we dynamically establish edges between moment proposals according to their fea-
ture similarities. Following the dynamic edge convolutions proposed by [16], we
construct a k -nearest neighbor (k -NN) graph for the graph nodes H0. The edge
set for each moment proposal pi in H0 is defined as {(pi, pni(j))|j ∈ {1, 2, . . . , k}},
where ni(j) is the node index of the jth nearest neighbor of the node pi. The
edge features are defined as:

Esem(pi, pni(j)) = hθ(pi, pni(j)) (7)

where hθ : Rd ×R
d → R

d is the edge function with a set of learnable parameters
θ. In our work, we concatenate the node feature pi and its neighbor feature pni(j)

as [pi; pni(j)], and adopt a MLP to obtain the edge features as follows:

hθ(pi, pni(j)) = MLP([pi; pni(j)]) (8)

Finally, we adopt the edge convolutions by applying a channel-wise symmetric
aggregation operation (max in our work) on the edge features corresponding to
the edges emanating from node pi. The update process is formulated as:

p′
i = max

j∈[1,k]
Esem(pi, pni(j)) (9)

where p′
i is the updated node representation of pi. The final node representation

is represented as HSem
1 = {p′

i}Lp

i=1, p
′
i ∈ R

d.

Moment Localization. The final output H of CAMG is the aggregation of
temporal and semantic sub-graphs, which can be formulated as:

H = HTem
1 + HSem

1 ,H ∈ R
Lp×d (10)

Then, we utilize the output feature H to predict the matching scores of all
the candidate moments with the given query. The output feature H is passed
through a FC layer followed by a sigmoid function, and Lp matching scores are
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obtained, denoted as P̂ = {p̂i}Lp

i=1. Each value p̂i represents the matching score
between a candidate moment and the given query. The maximum value indicates
the best matching moment. Our framework is trained by a binary cross-entropy
loss:

Loss =
1
Lp

Lp∑

i=1

yi log p̂i + (1 − yi) log(1 − p̂i) (11)

where yi is the scaled IoU score of each candidate moment with the ground-truth
moment.

4 Experiment and Analysis

4.1 Experimental Settings

Datasets. We conduct experiments on two popular benchmarks: Charade-
STA [5] and ActivityNet Captions [7]. Charades-STA is prepared by Gao et
al. [5], which contains 9,848 videos. There are 12,408 and 3,720 moment-query
pairs in the training and testing set, respectively. ActivityNet Captions consists
of 19,209 videos. Following [2,21], we split 37,417, 17,505 and 17,031 moment-
query pairs for training, validation and testing, respectively.

Evaluation Metric. Following Gao et al. [5], we utilize “R@n, IoU=m” to
evaluate our model. It denotes the percentage of language queries having at least
one matched moment (the IoU score with the ground-truth moment is greater
than m) in the top-n retrieved moments. Following the standard practice, we
use n = 1 and m ∈ {0.3, 0.5, 0.7}.

Implementation Details. The number of sampled clips N is set to 30 for
Charades-STA and 200 for ActivityNet Captions. For a fair comparison, we
adopt the same motion features (e.g., C3D [14] features) as most of previous
work. We use YOLO-v51 to extract bounding boxes for each sampled frame and
adopt Inception-V3 [13] to get the visual representation of each box. Inception-
ResNet-V2 [12] feature is also adopted for a fair comparison. The feature dimen-
sion d is set to 512. As for CAMG, θrel is set to 0.3 on Charades-STA and 0.5
on ActivityNet Captions, θdis is set to 2 on Charades-STA and 1.5 on Activ-
ityNet Captions, and k is set to 4 on both datasets. We utilize Adam as the
optimizer, and set the learning rate of 4 × 10−4 and 8 × 10−4 for Charades-STA
and ActivityNet Captions, respectively.

4.2 Comparisons with the State-of-the-Art Methods

We compare our approach with the state-of-the-art TALL methods, including:

1. GCN-based methods: MAN [20].

1 https://github.com/ultralytics/yolov5.

https://github.com/ultralytics/yolov5
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Table 1. Performance comparison on Charades-STA. “R”: ResNet-101; “IRV2”:
Inception-ResNet-V2; “IV3”: Inception-V3; “A”: Audio feature; “Obj.”: Object-level
feature; “�”: enabled; “×”: disabled.

Method Year Feature Obj.
R@1 R@1 R@1

IoU=0.3 IoU=0.5 IoU=0.7

CTRL [5] 2017 C3D × - 23.63 8.89

ABLR [19] 2019 C3D × 51.55 35.43 15.05

I2N [10] 2021 C3D × - 41.69 22.89

BPNet [18] 2021 C3D × 55.64 38.25 20.51

Ours - C3D × 62.10 48.33 26.53

SLTA [6] 2019 C3D+R � 38.96 22.81 8.25

HVTG [2] 2020 IRV2 � 61.37 47.27 23.30

PMI-LOC [1] 2020 C3D+A+IRV2 × 58.08 42.63 21.32

Ours - C3D+IV3 � 65.78 51.34 28.36

Ours - C3D+IRV2 � 64.70 51.24 28.87

MAN [20] 2019 VGG × - 41.24 20.54

2D-TAN [21] 2020 VGG × - 40.94 22.85

MMN [17] 2022 VGG × - 47.31 27.28

Which-Where [4] 2022 VGG × - 45.64 26.13

Ours - VGG × 63.66 48.28 26.08

2. Sliding-window based methods: CTRL [5].
3. RNN-based and 2-D convolution based methods: CMIN [22], 2D-TAN [21],

MMN [17] and Which-Where [4].
4. Multimodal and object-based methods: SLTA [6], HVTG [2] and PMI-

LOC [1].
5. Other methods: ABLR [19], BPNet [18], I2N [10] and DTR [23].

Results on Charades-STA. Table 1 shows the performance comparison on
Charades-STA. The first place is in bold and the second is in italic. For a fair
comparison, we utilize the same motion features as each compared method. Our
CAMG network outperforms most of previous works and achieves comparable
performance with the latest works. Compared to the methods only regarding
temporal context modelling, i.e., CTRL and 2D-TAN, the advantages of our
CAMG network are also remarkable. It verifies the effectiveness of joint modeling
of the temporal context and semantic context. Compared to the multimodal and
object-based methods, i.e., SLTA, HVTG and PMI-LOC, Our CAMG network
outperforms all the three methods by aggregating the object, motion and textual
features through the multi-step fusion scheme.

Results on ActivityNet Captions. Table 2 summarizes the results on Activ-
ityNet Captions which has more diverse and open video contents. As shown in
Table 2, our CAMG network outperforms most of previous works and achieves
comparable performance with the latest works even with the C3D feature alone.
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Table 2. Performance comparison on ActivityNet Captions.

Method Year Feature Obj.
R@1 R@1 R@1

IoU=0.3 IoU=0.5 IoU=0.7

CTRL [5] 2017 C3D × 47.43 29.01 10.34

ABLR [19] 2019 C3D × 55.67 36.79 -

CMIN [22] 2019 C3D × 63.61 43.40 23.88

2D-TAN [21] 2020 C3D × 59.45 44.51 26.54

BPNet [18] 2021 C3D × 58.98 42.07 24.69

DTR [23] 2022 C3D × 65.38 47.03 26.12

Ours - C3D × 64.58 46.68 26.64

HVTG [2] 2020 IRV2 � 57.5 40.15 18.27

PMI-LOC [1] 2020 C3D+IRV2+A × 61.22 40.07 18.29

Ours - C3D+IV3 � 65.93 47.13 27.11

Ours - C3D+IRV2 � 64.90 47.27 27.24

Fig. 4. The visualization of temporal and semantic neighbors.

When compared to the methods utilizing multimodal features and object-level
features, i.e., HVTG and PMI-LOC, our CAMG network achieves particularly
superior results on all evaluation metrics, while the performance gain brought
by the multimodal features of our CAMG network is not as obvious as that on
Charades-STA. This may be due to the more complex and diverse video contents
of ActivityNet Captions.

4.3 Qualitative Results

In Fig. 4, we visualize the two types of neighbors chosen by our CAMG model.
Note that we only visualize the temporal neighbors with higher edge weights
(>0.015). Semantic neighbors are selected based on content similarity as it is
able to ignore the temporal distance. As illustrated in Fig. 4, the target moment



CAMG: Context-Aware Moment Graph Network 439

is mainly about “The man returns speaking to the camera”. It is the third
time that the man talks to the camera throughout the whole video. The fourth
and the third nearest semantic neighbors accurately contain the first and the
second talk, respectively, both of which have high semantic similarities with the
target moment. These two neighbors indicate that other occurrences of the target
activity exist in previous moments, which provides a key clue to the localization
of the queried activity.

4.4 Ablation Study

We examine the effectiveness of the multimodal feature, QGIM, and the two
sub-graphs (i.e., TMG and SMG). The results are presented in Table 3.

First, the experiments are split into two groups, i.e., with the C3D feature
only and with multimodal feature. It can be observed that the object-level feature
has significant impact on the overall performance, as the feature is able to provide
extra detailed and discriminative information helping the model achieve a better
video understanding.

Table 3. Module analysis on both datasets. “Q”: QGIM, Query-Gated Integration
Module; “T”: TMG, Temporal Moment Graph; “S”: SMG, Semantic Moment Graph;
“Δ”: Improvements against the baseline model in each group.

Row Feature Q CAMG Charades-STA ActivityNet Captions

T S R@1 IoU = 0.5 R@1 IoU = 0.7 R@1 IoU = 0.5 R@1 IoU = 0.7

(Δ) (Δ) (Δ) (Δ)

1 C3D – × × 44.61 (+0.00) 23.06 (+0.00) 44.92 (+0.00) 24.61 (+0.00)

2 C3D – � × 48.01 (+3.40) 25.89 (+2.83) 46.42 (+1.50) 25.98 (+1.37)

3 C3D – × � 47.90 (+3.29) 25.91 (+2.85) 45.73 (+0.81) 25.69 (+1.08)

4 C3D – � � 48.33 (+3.72) 26.53 (+3.47) 46.68 (+1.76) 26.64 (+2.03)

5 C3D+IV3 × × × 47.20 (+0.00) 25.67 (+0.00) 45.69 (+0.00) 25.84 (+0.00)

6 C3D+IV3 � × × 48.95 (+1.75) 25.99 (+0.32) 46.30 (+0.61) 25.88 (+0.04)

7 C3D+IV3 � � × 49.49 (+2.29) 26.94 (+1.27) 46.76 (+1.07) 26.36 (+0.52)

8 C3D+IV3 � × � 50.35 (+3.15) 26.75 (+1.08) 47.13 (+1.44) 26.70 (+0.86)

9 C3D+IV3 � � � 51.34 (+4.14) 28.36 (+2.69) 47.13 (+1.44) 27.11 (+1.27)

10 C3D+IV3 × � × 49.78 (+2.58) 25.81 (+0.14) 46.45 (+0.76) 26.39 (+0.55)

11 C3D+IV3 × × � 50.13 (+2.93) 26.21 (+0.54) 46.75 (+1.06) 25.96 (+0.12)

Next, we focus on the effect of QGIM. In Row 5, we remove the QGIM by
computing the spatial attention weights on the original object features instead
of the modulated ones. Comparing Row 6 and Row 5, it can be observed that
QGIM can effectively improve the performance. The average improvements over
all metrics on Charades-STA and ActivityNet are 1.05% and 0.41%, respectively.

Finally, we focus on the effects of TMG and SMG. As shown in Table 3, both
the sub-graphs provide great performance gain. The average improvements over
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the three metrics with the C3D feature alone by TMG (Row 1 vs. Row 2) and
SMG (Row 1 vs. Row 3) are 2.36% and 2.23% On Charades-STA, and 1.16% and
0.93% on ActivityNet Captions. It indicates that our CAMG can benefit from
both types of context information in locating the target activities. Moreover,
combining the two sub-graphs yields better performance consistently. It reveals
that the integration of temporal and semantic context is able to provide a more
comprehensive and complementary understanding of the queried video.

5 Conclusion

To fully exploit the context information for the TALL task, we propose a novel
GCN-based model (i.e., Context-Aware Moment Graph) to model the temporal
context and semantic context jointly. The aggregation of temporal and semantic
context is able to provide a comprehensive and complementary understanding of
the queried video. Moreover, a multi-step fusion scheme is designed to aggregate
multimodal features, together with a Query-Gated Integration Module to select
the queried objects. In the future, we would like to exploit more modalities such
as audio for a better feature representation.
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Abstract. In recent years, cross-modal hash retrieval has provided a new per-
spective for computer-aided diagnostic systems. However, in the field of cross-
modal retrieval, the current mainstream methods all adopt a simple similarity
discrimination strategy based on shared labels or the number of shared labels,
which will lead to the isolation of semantics between labels and the loss of similar
retrieval results. In this study, we propose a cross-modal retrieval method called
Semantic Extension for Cross-Modal Retrieval of medical images and diagnostic
reports (SECMR) designed to exploit hierarchal semantic associations between
labels to constrain a hash code with more semantics. By mining the hierarchical
association between disease labels and transforming it into multi-level semantic
matrices, different weights are assigned according to the granularity level to guide
the learning of image and text hash codes. In addition, we also introduce the focal
loss function to mitigate class imbalance, which is a common problem with clas-
sification models based on medical data. Experiments conducted on the MIMIC-
CXR dataset demonstrate that our cross-modal retrieval method surpasses other
classic cross-modal retrieval models and achieves impressive performance.

Keywords: Medical cross-modal retrieval · Semantic Extension · Deep learning

1 Introduction

With the rapid application of computing and big data technologies in medicine and the
gradual improvement of medical information storage standards, the quantity of multi-
modal medical data continues to increase at an accelerating rate. Computer-aided diag-
nosis systems that only involve a single modality are largely not well-suited for clinical
needs, thus medical cross-modal retrieval methods have been developed. Medical cross-
modal retrieval refers to the use of instances of a given modality such as X-ray image
to retrieve instances of another modality such as diagnostic reports, which helps doc-
tors retrieve more comprehensive information to improve the efficiency and accuracy
of clinical diagnosis. In addition, these integrated medical resources can also be used as
learning materials for novice doctors and intern students, providing a new perspective
for promoting computer-aided diagnosis. Therefore, research on medical cross-modal
retrieval has important clinical significance in the medical field.

In the field of cross-modal retrieval, the current mainstreammethods all adopt a sim-
ple similarity discrimination strategy based on shared labels or the number of shared
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 442–455, 2023.
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labels, which will lead to the isolation of semantics between labels and the loss of
similar retrieval results. The underlying hierarchal association between disease labels
of medical images and text is typically inherent and explicit, and thus implies a rich
semantics. Hierarchal associations can be used to extend queries with higher hierarchi-
cal semantics to retrieve more comprehensive results. In this way, for some intractable
diseases or rare diseases, the method will return similar cases through semantic expan-
sion to provide some suggestions and ideas for doctors instead of returning no result.
Thus, by gradually extending query semantics to higher-level concepts, the semantic
structure of the original space can be maintained more effectively to support the retrieval
of more comprehensive relevant information and improve performance on cross-modal
retrieval tasks.

To the best of our knowledge, no methods have been reported that use hierarchal
associations to improve the performance of cross-modal retrieval in the medical field. In
this study, we propose a novel cross-modal hash retrieval framework based on underly-
ing hierarchal associations between disease labels called Semantic Extension for Cross-
Modal Retrieval of medical images and diagnostic reports (SECMR). To ensure that the
hash code accurately preserves the semantic structure of the original space, we focus on
two critical aspects. Firstly, we explore how to discover potential hierarchical semantic
associations between labels. Secondly, we utilize this information to train a model that
generates hash codes designed to maintain the original space’s hierarchical structure.
Word embeddings are capable of capturing the semantic information of words based on
context. However, current pre-trained word embedding models [1] are not suitable for
accurately embedding disease labels due to insufficient training data. To address this
obstacle, we trained an unsupervised Word2Vec model based on a large medical text
corpus, which maps disease labels into embedding vectors. Subsequently, we employ
hierarchical clustering techniques to cluster the embedding vectors of disease labels
into a hierarchy, thus obtaining hierarchical associations among diseases. With respect
to the second aspect, we first used EfficientNetV2 and Sent2Vec models to extract fea-
tures of medical images and diagnostic texts, respectively, while transforming the hier-
archal associations into multi-level semantic matrices. Then, the matrices are assigned
different weights based on their granularity level to supervise the process of learning
to generate image and text hash codes. Supervising the training process with multilevel
semantic matrices makes the hash codes more discriminative and allows them to reflect
a rich semantic information. Machine learning models in the medical field are com-
monly subject to class imbalance, which causes the training process to fail to capture
the semantic features of categories with relatively few samples. We introduce a focal
loss function to optimize the proposed SECMR model to pay more attention to cate-
gories with few samples, which are otherwise difficult to identify. The contributions of
this study are summarized as follows.

– We propose a cross-modal retrieval method for medical X-ray images and diagnostic
reports. To the best of our knowledge, this is the first attempt to employ hierarchi-
cal associations to improve the performance of cross-modal retrieval in the medical
field.

– The underlying hierarchical associations between labels are mined by an unsuper-
vised word-embedding model to serve as supervised information to learn a hash
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code. Thus, SECMR obtains more relevant retrieval results through hierarchical
expansion of query semantics. In addition, we also introduce a focus loss function
to mitigate class imbalance, which is a common problem with classification models
based on medical data.

– We conducted extensive experiments on the public MIMIC-CXR datasets, and
the results show that SECMR outperformed state-of-the-art cross-modal hashing
methods.

The rest of this paper is organized as follows. Related work in cross-modal hashing
is introduced in Sect. 2. We present our SECMR method in Sect. 3. Optimization algo-
rithm is introduced in Sect. 4. Experiments are shown in Sect. 5. At last, we conclude
our work in Sect. 6.

2 Related Works

Researches in cross-modal retrieval falls into two categories of supervised and unsu-
pervised methods. Unsupervised methods [2,3,12,19] learn relations between samples
with different modalities from unlabeled training data. For example, CMFH [2]learns
the unified hash code of heterogeneous data by collective matrix factorization. To over-
come the limitations of linear projection, LLSH [19] model sparse coding and matrix
factorization are used to capture potential high-level semantic information in images
and texts. Compared with supervised methods, although the unsupervised methods
above are less data-constrained and have the advantages of saving labor in sorting out
the massive data labeling process, their performance is relatively poor.

Supervised methods [4–7,10,14,14,17,18,20] use label information to guide the
learning process of different modal data hash codes, and the rich semantic information
of labels improves the performance of the model greatly. For example, Classical Corre-
lation Analysis (CCA) [10] regards text features and visual features as different feature
spaces, and learns the shadow space by maximizing the correlation of projection vec-
tors. Semantic correlation maximization (SCM) [15] constructs a semantic similarity
matrix with supervision information, embedding label information into hash codes of
heterogeneous data. It is worth noting that the learning of feature extraction and hash
code in these two methods is two-stage, which cannot keep the consistency of hash
code and feature extraction well. To solve this problem, Deep Cross-Modal Hashing
(DCMH) [4] unifies feature extraction and hash code learning in the same framework
for the first time, achieving the end-to-end learning. Self-supervised adversarial hash-
ing (SSAH) [5] is an early attempt to incorporate adversarial learning into cross-modal
hashing in a self-supervised way. It uses two adversarial networks to maximize the
semantic correlation and representation consistency between different modalities. In
order to supervise the feature extraction model to pay more attention to the discrimi-
native features, DSCMR [17] minimizes the discriminative loss in the label space and
the common space. Moreover, it simultaneously minimizes the modality invariance loss
and eliminates the cross-modal Representational differences of data to learn modality-
invariant features.

Although these methods have achieved great success in cross-modal retrieval per-
formance, it is inappropriate to treat all labels as isolated and semantically equidistant
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from each other because there are also potential semantic correlations between differ-
ent labels. Different from existing cross-modal hashing methods, our work employs
Word2vec model to mine latent semantic relationships between data and utilizes multi-
level semantic as the supervision information for hash code learning, thus both semantic
and structure similarities are well preserved, leading to optimal hash codes and better
retrieval performance.

3 Proposed SECMR

In this section, we present the details about our SECMR method. The overall frame-
work of the proposed method is shown in Fig. 1. We use a two-channel neural network
to extract features from x-ray images and diagnosis reports, respectively. In addition,
the similarity is not determined solely by the number of shared labels. Except for the
fine-grained supervision information of shared labels, latent dependencies mined in a
large number of medical corpora also guide the neural network to learn the discrimina-
tive regions. So the rich semantic information in the data is preserved in the common
representation of the samples. The detailed introduction is as follows.

Fig. 1. The framework of our proposed method SECMR model

3.1 Problem Definition

Without losing generality, the bimodal case of cross-modal retrieval is only considered
in the paper, i.e., for image and text. Firstly, the formal definition of bimodal data is
presented as follows. Given a cross-modal training dataset with N instances, i.e., we
use X = {xi}ni=1 to denote the original x-rays images and use Y = {yi}ni=1 to denote
the diagnosis reports. Where yi contains common semantic information related to xi.
The first-level label matrix is defined according to the original label set of the sample,
which is denoted as L1 =

{
l1i1, l

1
i2, . . . , l

1
ic

}
∈ {0, 1}, where c is the number of labels of the

dataset. If the i-th sample belongs to the j-th categories, l1i j = 1, otherwise l1i j = 0. We
also give a first-level similarity matrix S 1. S 1

i j = 1 while x-rays image and diagnosis



446 G. Ding et al.

report at least one label is shared, otherwise S 1
i j = 0. As shown in Fig. 1, by performing

hierarchical clustering on word embedding vectors of disease labels, we can obtain the
multi-level semantic labels. In this article, we take the second-level semantics as an
example to verify, and define the second-level label as L2 =

{
l2i1, l

2
i2 . . . , l

2
im

}
∈ {0, 1},

where m is the number of clusters in the clustering algorithm. If the label of the i-th
sample is in the k-th cluster, then l2ik = 1, otherwise l2ik = 0. In the same way, the
secondary similarity matrix S 2 is obtained according to whether the label of samples
are in the same cluster. S 2

i j = 1 while the label of x-rays image and diagnosis report in
the same cluster, otherwise S 2

i j = 0.

Our goal is to learn hash representations of these two modalities: B(x) ∈ {−1,+1}k
for the modality of images and B(y) ∈ {−1,+1}k for the modality of text, where k is the
length of binary code. These Hamming distances between hash codes should preserve
the cross-modal similarity in S 1 and S 2. More specifically, if S 1

i j = 1, the Hamming

distance between b(x)i and b(y)j should be smaller than S 2
i j = 1, and if S 2

i j = 0, the
Hamming distance should be maximum.

3.2 Feature Learning

The feature learning contains two deep neural networks, one for image modality and
the other for text modality. Most medical images are single-channel gray images, and
because human tissues and bones are very similar, their visual differences are small
and concentrated in the lesion area. Therefore, we use EfficientNetV2 [13] to extract
features of medical images, which obtains more fine-grained feature information by
simultaneously increasing the depth and width of the network. In addition, Efficient-
NetV2 also increases the input image resolution, which is beneficial for extracting
more detailed and comprehensive lesion information. In order to balance the accuracy
of information extraction and the training time of the network, MBConv [11] and fused
MBConv [13] modules are introduced into the EfficientNetV2 network structure, which
greatly simplifies the network. In this way, the number of parameters and training time
can be reduced while obtaining high-fine-grained features. The detailed configuration
of EfficientNetV2 is shown in Table 1.

Table 1. Configuration of the network for image modality

Stage Operator Stride #Channels #Layers

0 Conv3x3 2 24 1

1 Fused-MBConv1,k3x3 1 24 2

2 Fused-MBConv4,k3x3 2 48 4

3 Fused-MBConv4,k3x3 2 64 4

4 MBConv4,k3x3,SE0.25 2 128 6

5 MBConv6,k3x3,SE0.25 1 160 9

6 MBConv6,k3x3,SE0.25 2 272 15

7 Conv1x1&Pooling&FC – 1280 1

8 FC – hash length k 1
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For the image modality, an image input xi is resized to 300 × 380 and then fed into
the cross-modal subnetwork to extract the high-level semantic features. We can denote
the obtained modality specific feature vector for the i-th image xi as: fi = ϕ (xi; θx) ∈
Rc, θx is the network parameter of the EfficientNetV2 for image modality. In the existing
cross-modal methods, the processing of text modalities generally uses the bag-of-words
vector model or word embedding (i.e., word2vec).

The Bag-of-words vector will cause the matrix to be sparse, which seriously wastes
memory and computing resources. In addition, it is based on individual words, with-
out considering the order and connection between words in the sentence. Although the
word embedding method solves the problem of sparse matrix, it still does not consider
the order and connection between words in the sentence, so neither can well maintain
the semantic structure of the sentence and fully express the meaning of the sentence.
Different from the existing cross-modal methods, we use sentence embedding called
Sent2vec, which makes two improvements in order to capture the semantic meaning of
a sentence instead of being limited to a specific word: 1) The object of investigation is a
whole sentence, rather than a sequence of words framed in a sentence with a fixed size
window. 2) Introduce n-gram to enhance the embedding ability of word order in sen-
tences [9]. It maps the entire sentence into a vector, rather than being limited to a single
word, which preserves the semantic structure information in the sentence as more com-
plete and comprehensive. For the text modality, the sentence vectors obtained from the
Sent2vec modal are used as the input to a deep neural network with two fully-connected
layers. The detailed configuration of a deep neural network for text is shown in Table 2.

Table 2. Configuration of the deep neural network for text modality

Layer Configuration

Sentence embedding 700

FC1 512

FC2 hash length k

We can denote the obtained modality-specific feature vector for the j-th diagnostic
report y j as: g j = ψ

(
y j; θy

)
∈ Rc, θy is the network parameter of the neural network for

text modality.

3.3 Multi-level Semantic Extension

The acquisition of multi-level semantic correlation is an essential content of the pro-
posed method, and the primary problem to be solved is mining the potential correlation
of samples from the dependencies of labels. First, we crawled a large number of med-
ical texts from the Mayo Clinic website as the training corpus of the word embedding
model. Skip-gram in Word2vec [8] is used as a word vector embedding model. The
sample with a window size of 3 is selected as the positive sample of the central word,
and 100 words are randomly selected as the negative sample in the full text. The objec-
tive function is defined as formula (1).
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W∑

w=1

logσ
(
uTwVc

)
+

K∑

k=1

logσ
(
−ūwTVc

)
(1)

where σ(x) = 1/(1 + exp(−x)), uw and ūw represent positive and negative samples,
respectively.W is the size of the training context, and K is the number of negative sam-
ples. In this article, we set w = 3 and k = 100. In this case, we obtained the embedded
word vector with the original word semantics after many repeated iterations. After the
word vector corresponding to the label is obtained from the trained word embedding
model, potential correlation between the labels is outlined by hierarchical clustering
algorithm, which serves as the coarse-grained similarity between the sample’s correla-
tion.

Another vital module is relevance ranking. To preserve semantic correlation
between multi-modal data, we use pairwise correlation ranking constraints to make
distance different between samples with different correlations according to the princi-
ple of more relevant the closer in the common semantic space. We construct multiple
similarity matrices using semantic similarity between labels, and the fine-grained and
coarse-grained similarities work together to learning of the hash code. In fact, the differ-
ent similarity granularities can be obtained by adjusting the parameters in the clustering
algorithm, and the number of similarity matrices is scalable. This paper designs a first-
level similarity matrix S 1 and a second-level similarity matrix S 2, and the similarity
matrices of different levels determine the pairwise ordering constraints by assigning
different weights.

3.4 Hash-Code Learning

For the feature vectors of image modality and text modality obtained from the two-
channel neural network, we use F ∈ Rk×n, and G ∈ Rk×n denotes the learned feature
representation matrix for the x-ray images and diagnosis reports, respectively. They are
mapped into hash codes via sign function as shown in formula (2) and (3).

B(x) = sign(F) (2)

B(y) = sign(G) (3)

In order to keep the semantic structure information of the feature vector learned by the
deep neural network, the loss function J1 defines as formula (4).

J1 = −
n∑

i, j=1

[((S 1
i jθi j − log(1 + eθi j )) + μ(S 2

i jθi j − log(1 + eθi j ))] (4)

The term J1 is the negative log-likelihood of the inter-modal similarities with maximum
likelihood function defined as formula (5).

P
(
S ∗i j | F∗i,G∗ j

)
=

⎧⎪⎪⎨⎪⎪⎩
σ
(
θi j
)
, S ∗i j = 1

1 − σ
(
θi j
)
, S ∗i j = 0

(5)
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where S ∗ ∈ {1, 2}, σ
(
θi j
)
= 1

1+e−θi j
and θi j = 1/2

(
FT
∗i ∗G∗ j

)
. Here, F∗i = f (xi; θx) and

G∗ j = g
(
yi; θy
)
are the feature vectors of the i-th instance of the x-ray image and the j-th

instance of the diagnosis report, respectively. It is not hard to find that minimizing the
loss function J1 is equivalent to maximizing the likelihood function. Namely, the inner
product(similarity) between F∗i and G∗ j is largest when S 1

i j = 1, S 2
i j = 1 is the second,

and S 2
i j = 0 is the smallest. In this way, the distance between samples of the same

category is smaller than the distance between samples of similar categories in common
space, and the distance between dissimilar categories is the largest. Considering that
sample imbalance is a common problem in the medical field, we introduce focal loss
optimization to improve the performance of the algorithm. J1 is can be transformed to
the following formula (6).

J1 = −
n∑

i, j=1

[1 − P(S 1
i j|F∗i,G∗ j))γ log(1 − P(S 1

i j | F∗i,G∗ j

+ μ(1 − P(S 2
i j | F∗i,G∗ j))γ log(1 − P(S 2

i j | F∗i,G∗ j)]
(6)

where γ is focusing parameter, γ ≥ 0.
To keep the semantic information in the original space in the hash code, similar to

DCMH [4], we also set B(x) = B(y) = B, the loss function J2 is defined as formula (7).

J2 = ‖B − F‖2F + ‖B −G‖2F s.t. B ∈ {−1,+1}k×n (7)

Due to F and G can preserve the semantic structure information between S 1 and S 2 by
optimizing the J2 term, the similarity between cross-modalities can also be preserved
in the hash code we obtained, which exactly matches the goal of cross-modal hashing.

Besides, we also added a balance constraint term J3, which is defined as formula
(8).

J3 = ‖F1‖2F + ‖G1‖2F (8)

By optimizing the term J3, it is possible to keep the hash code to take “+1” or “−1”
on each bit and have the same amount, which to maximize the information on each bit of
the hash code. After the above inferences, the final objective function can be formulated
as formula (9).

min
θx,θy,B

J = J1 + αJ2 + βJ3

= −
n∑

i, j=1

[
(1 − P(S 1

i j|F∗i,G∗ j))γ log
(
1 − P

(
S 1
i j | F∗i,G∗ j

)

+ μ
(
1 − P

(
S 2
i j | F∗i,G∗ j

))γ
log
(
1 − P

(
S 2
i j | F∗i,G∗ j

)]

+ α
(
‖B − F‖2F + ‖B −G‖2F

)
+ β
(
‖F1‖2F + ‖G1‖2F

)

s.t. B ∈ {−1,+1}k×n

(9)

where F ∈ Rk×n and G ∈ Rk×n denote the feature vector matrix for the x-ray images and
diagnosis reports, respectively, μ, α and β are hyper-parameters.
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4 Optimization Algorithm

We use a strategy of alternating learning to optimize parameters θx, θy and B. When
optimizing one parameter, the other two parameters are fixed. The detailed optimization
process derivation will be introduced in detail in this subsection.

4.1 Optimizing θx, θy

In the process of learning the feature extraction network of image modalities parameters
θx, θy and B are fixed, which means these two parameters are regarded as constants. For
each iteration, a batch size of data is selected from the training data set and input to the
network for training. The stochastic gradient descent (SGD) optimization algorithm for
each selected sample xi is used to learn θx. θy and θx are optimized in the same way.

4.2 Optimizing B

In the learning process of the hash code, the parameters θx and θy be fixed. At this time,
formula (9) is equivalent to formula (10).

max
B

tr
(
BT (α(F +G))

)
= tr
(
BTV
)
=
∑

i, j

Bi jVi j s.t. B ∈ {−1,+1}k×n (10)

where V = α(F + G). Therefore, Bi j should have the same sign with Vi j as shown in
formula (11).

B = sign(V) = sign(α(F +G)) (11)

During the training process, three parameters, θx, θy and B, are updated alternately
until the specified number of epochs is finished. Then the trained network model has
the property of mapping the original input data to the hamming space and maintaining
the original semantics.

4.3 Out-of-Sample Extension

After completing the above training, we can generate a corresponding hash code
through the trained deep neural network for any modality data of image or text not
in the training set. For example, given a query x-ray image xq, the hash code bxq can be
obtained using the forward propagation algorithm as formula (12).

bxq = sign
(
f
(
xq; θx

))
(12)

Similarly, given a query diagnosis report yq, the hash code b
y
q can be obtained using

the forward propagation algorithm as formula (13).

byq = sign
(
g
(
yq; θy

))
(13)
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5 Experiments and Results

5.1 Dataset

MIMIC-CXR Dataset: The MIMIC-CXR dataset is a large publicly available chest
X-ray database of 227,835 imaging studies at Beth Israel Deaconess Medical Center
(BIDMC) in Boston, Massachusetts. The dataset has a total of 377,110 chest x-ray
images in the Digital Imaging and Communications in Medicine (DICOM) format.
Each image has its corresponding diagnosis report, which summarizes image-specific
annotations by the diagnosis clinician and each image with 14 labels. We adopted 9172
image-text pairs from the database, of which 400 were randomly selected as the query
set and others as the set to be retrieved. For the training stage, 6000 pairs from the
retrieval set are used as the training set.

5.2 Evaluation Protocol

For cross-modal hashing retrieval, we adopt Mean Average Precision (MAP) and hash
lookup to evaluate our method and other baselines. MAP is a combination of precision
and recall into a single comprehensive metric. Hash lookup aims to return retrieval data
points in a radius of a certain Hamming distance to the given query point. In addition,
we also plot precision-recall curves to compare the performance of algorithms.

Table 3. The MAP results for our method and other methods on MIMIC-CXR datasets and best
accuracy are shown in boldface.

Task T->I I->T

Bit 16 32 64 128 16 32 64 128

CCA 0.3433 0.3238 0.3453 0.3512 0.3432 0.3207 0.3625 0.3658

CMFH 0.3612 0.3534 0.3602 0.3645 0.3267 0.3324 0.3448 0.3674

SCM 0.3453 0.3676 0.3564 0.3667 0.3655 0.3765 0.3787 0.3763

DCMH 0.6872 0.6710 0.6693 0.6725 0.6879 0.7792 0.7221 0.6980

DSCMR 0.6959 0.6893 0.6828 0.6823 0.7850 0.7863 0.7668 0.7644

SSAH 0.6877 0.6889 0.6754 0.6765 0.7278 0.7723 0.7325 0.7344

SECMR 0.8165 0.8186 0.8223 0.8561 0.8120 0.8416 0.8620 0.8684

5.3 Implementation Details and Compared Method

Our proposed method adopts the deep learning open source framework Pytorch, and all
experiments are trained on the NVIDIA Tesla P40 GPU server. For hyper-parameters
μ, α, and β, we find that the best performance is obtained when μ = α = 1, β = 0.1.
Hence, we set μ = α = 1 and β = 0.1 for the proposed method. All other parameters in
deep networks are initialized randomly. The inputs of the image modality network are
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raw x-ray medical images. The secondary labels are utilized as the ground truth. While
for diagnosis diagnostic reports, we use a pre-trained BioSent2vec [16] model to map
text to a 700-dimensional vector, which serves as the input to the text modality network.
We set the mini-batch to 128 and the number of iterations to 100. All experiments were
carried out five times, and the final average was taken as the experimental results for
analysis.
Compared Method. We compared our method with several state-of-the-art cross-
modal hashing methods, including CCA [10], CMFH [15], SCM [14], DCMH [4],
SSAH [5] and DSCMR [17]. Among them, CCA and CMFH are classic shallow-
structure-based methods, which do not involve deep learning. DCMH, SSAH and
DSCMR are classic methods in deep cross-modal hash retrieval, which are recognized
as effective methods published at the IEEE Conference on Computer Vision and Pattern
Recognition(CVPR) conference in 2017, 2018 and 2019, respectively.

5.4 Experimental Results

Two tasks are performed in this experiment, using text modality as a query to retrieve
image modality(T->I) and retrieving text modality data with image modality(I->T),
respectively. The MAP results for our method and other methods on MIMIC-CXR
datasets are reported in Table 3. It is not difficult to find that our method outperforms the
other two methods in any case, average performance increases by 14% and 7% in two
retrieval tasks, T->I and I->T, in terms of MAP, respectively. It proves the effectiveness
of our designed loss function, our method SECMR retrieves homogeneous case samples
and similar categories of samples can be retrieved by semantic extension.

Precision-Recall Curves. Precision-Recall curves with the hash code length as 128 bits
on the MIMIC-CXR dataset, as shown in Fig. 2. We can see that our method SECMR
consistently achieves the best performance compared to its counterparts. These evalua-
tion results are consistent with the mean average precision.

Fig. 2. Precision-Recall curves on MIMIC-CXR dataset. The hash code length is 128 bits.

5.5 Parameter Analysis

In this section, we explore the influence of hyper-parameters μ, α, and β on our proposed
method. Figure 3 shows the MAP results on the MIMIC-CXR dataset with different
values of μ, α, and β, where the code length is 128 bits.



Semantic Extension for Cross-Modal Retrieval of Medical Image-Diagnosis Report 453

Fig. 3. sensitivity analysis of the hyper-parameters

Fig. 4. Effect of Focal loss

Fig. 5. Training efficiency in terms of MIMIC-CXR datasets

5.6 Effect of Focal Loss

There are some common diseases in the medical field, and some diseases are rare. Under
these circumstances, it is not easy to obtain a large-scale and well-distributed dataset to
train the neural network, so this paper introduces focal loss to solve this problem. As
shown in Fig. 4, We made an experimental comparison of whether to use the focal loss
function or not, and the experiments showed that average performance increased by 3%
and 1.2% in two retrieval tasks, T->I and I->T in terms of MAP when the focal loss is
applied.

5.7 Convergence

Figure 5 shows the trend of two retrieval tasks’ MAP scores with the training epochs
of our method on MIMIC-CXR datasets. From these figures, we can see that the MAP
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scores reach their peak within about 100 epochs. In general, our model can converge
after training fewer epochs, which illustrates the efficiency of our approach.

6 Conclusion

In this paper, we propose a new cross-modal method (SECMR) to learn a common
representation space of medical x-ray images and diagnosis reports. Through semantic
expansion, the similarity information between samples in the same category, similar
categories, and dissimilar categories is comprehensively considered to ensure that the
learned common representation hash code has the multi-level semantic relationship in
the original space. The comparable experiments indicate the superiority in retrieval per-
formance of our algorithm on MIMIC-CXR datasets.
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Abstract. With the widespread popularity of e-commerce websites,
online order reviews and scores help customers to choose quality products
and stores. At the same time, the order dispute problem has gradually
attracted attention. Specifically, bad reviews with low scores can have
negative impacts on the store, where some unfair and biased reviews
mislead other consumers. In order to maintain their reputation, stores
usually submit responses against bad reviews. In this paper, we cre-
atively define an intelligent adjudication task of e-commerce order dis-
putes, which aims to judge disputes fairly based on customer reviews
and store responses. Moreover, we construct a multi-modal dataset about
E-Commerce Order Disputes (ECOD). It contains 6,366 pairs of multi-
modal reviews and responses. And each dispute has an adjudication label
annotated by business experts. We evaluate the ECOD dataset with
baseline models, and analyze the difficulties and challenges in detail. We
believe that the proposed dataset will not only facilitate future research
in the field of dispute adjudication and multi-modal understanding, but
also advance intelligent management for e-commerce websites.

Keywords: Multi-modal dataset · Data classification · Intelligent
dispute adjudication

1 Introduction

With the ever-increasing popularity of e-commerce websites, order reviews and
scores provide real and detailed information about products, and further influ-
ence the purchase decisions of customers [2,18,25]. Good reviews can not only
attract more customers but also improve the score of the store, so as to obtain
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Example 1

Customer Review:
Isn‘t 7 cun (a unit of length) 23 centimeters? This pizza looks 
only 5 cun.

Store Response:
The customer bought a 7-inch 

(17.8 cm) pizza, but measured it and found less than 7 cun (23.3 
cm). The product size is inches, not cun.

Dispute Adjudication: Support Store
Review Image Response Image

Example 2

Customer Review:
It‘s too unhygienic! See this thing! I’m throwing up!

Store Response:
In our store, a male chef makes Fried Rice, 

rice noodles, etc. I can't figure out where the hair came from.

Dispute Adjudication: Support CustomerReview Image Response Image

Fig. 1. Examples for the e-commerce order dispute adjudication task (Chinese is trans-
lated into English). The “Review Image” and “Response Image” are submitted
by the customer and store respectively. “Dispute Adjudication” refers to the adju-
dication result.

a higher position in the recommendation list. Conversely, bad reviews can filter
defective products and reduce the risk to other consumers. However, many unfair
and biased reviews are harmful to the e-commerce environment. For example,
some customers give bad reviews to vent their emotions since their unreasonable
demands have been rejected. Even there exist malicious competition phenomena.
To maintain their reputation, stores can complain and respond directly to these
reviews, which expects to eliminate the impact of bad reviews and low scores.
With the increasing number of users, order dispute becomes a common problem
in the field of e-commerce.

For the large number of order disputes generated daily, the e-commerce web-
site requires a lot of manpower and time to verify them. Moreover, some stores
complain all bad reviews indiscriminately to obtain more benefits, which further
increases the difficulty and burden of dispute adjudication. As shown in Fig. 1,
we present two examples of e-commerce order disputes. For example 1, the cus-
tomer gives a bad review because the pizza size is not enough. In the response,
the store provides a reasonable explanation for the size. Thus, dispute adjudi-
cation is “Support Store”. In example 2, the response does not clearly confirm
that the hair is not related to the store, so dispute adjudication is “Support
Customer”.

In this paper, we explore the problem of order disputes and define an e-
commerce order dispute adjudication task. Specifically, we aim to judge disputes
fairly based on customer reviews and store responses. Compared with the existing
online review research, such as review sentiment analysis [20,23] and fake review
detection [14,16], the research scope of e-commerce order dispute adjudication
has two main differences. On the one hand, customers can only submit reviews on
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their own orders on e-commerce websites, which reduces the phenomenon of fake
reviews to a certain extent. On the other hand, order disputes include not only
customer review information, but also store response information. Therefore,
e-commerce order dispute adjudication is a new research field.

To advance the dispute adjudication task, we construct a multi-modal E-
Commerce Order Dispute (ECOD) dataset. First, we define the scope of the
dataset and collect more than 15,000 pairs of review-response cases from a pop-
ular Chinese e-commerce website. Next, we conduct preliminary data filtering
based on specific rules. In addition, we invite business experts to check and
annotate each dispute with an adjudication label. Finally, the ECOD dataset
has 6,366 order disputes with 14,308 images. And each pair of review-response is
multi-modal including text and image. We evaluate the proposed ECOD dataset
using the baseline methods. The experimental results show that the proposed
dataset is challenging and creates new opportunities for research.

In summary, the contributions of this paper lie in three folds:

– We formally define an intelligent adjudication task of e-commerce order dis-
putes, which aims to fairly judge disputes based on customer reviews and
store responses.

– We construct the ECOD dataset1, involving multi-modal e-commerce order
disputes, i.e., review-response pairs. Each dispute has an adjudication label
annotated by business experts.

– We conduct experiments on the ECOD dataset using baseline methods, and
further analyze the role of different modalities and the challenge of the ECOD
dataset. We hope this can advance the research in related fields.

2 Related Work

2.1 Review Classification

In the field of e-commerce, the opinions of reviews usually guide product design,
marketing, and other decisions [11]. Most of the previous research about online
reviews usually focuses on two tasks: review sentiment analysis and fake review
detection.

Review sentiment analysis [1,6] aims to understand the underlying sentiment
of text and images, such as positive and negative. It is widely used in many
fields, such as book reviews [22], movie reviews [10], product reviews [11,12],
etc. Analyzing the sentiment of online reviews can help to summarize user pref-
erences, suggest new products that might enjoy, and discover other potential
customers [21]. In recommender systems, the scores of online reviews can also rec-
ommend high-quality products to users. For example, McAuley and Leskovec [11]
analyze user reviews of products, including multiple top-level categories of prod-
ucts, such as books and movies, to discover latent product and user dimensions.

1 https://github.com/LiyiLily/ECOD.

https://github.com/LiyiLily/ECOD
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In addition, McAuley and Leskovec [12] explore user reviews of different foods
to understand their tastes and their level of experience.

Since the significant impact of online reviews on consumption decisions, it
incentivizes many fake reviews to promote or discredit target products. Follow-
ing web spam and email spam tasks, Jindal and Liu [7] propose a fake review
detection task that aims to identify opinion spam in reviews. Inspired by this,
more studies [13,17,19] explore the opinion spam issue in online review web-
sites. Many researches [15,19] identify suspicious users and reviews based on the
text features of reviews and the behavioral features of users. We noticed that
the above tasks generally focus on online review systems, such as Yelp2 and
Dianping, where every user can submit a review for any store without an order
form.

On e-commerce websites, customers are only allowed to submit reviews for
their orders. This alleviates the fake review problem to a large extent but faces
a new dispute problem between customers and stores.

Table 1. Comparison with existing online review datasets. “CR” and “SR” denote
“Customer Review” and “Store Response”. Annotation means how the data is anno-
tated, such as Amazon Mechanical Turk (AMT), filtering algorithm (FA), rule-based
method (RB), and manual annotation (MA).

Dataset Domain Language Order CR SR Modality Annotation

TripAdvisor [17] hotel English � � � text AMT

YelpChi [15] restaurant/hotel English � � � text FA

YelpNYC [19] restaurant English � � � text FA

YelpZip [19] restaurant English � � � text FA

Amazon [7] e-commerce English � � � text RB

Dianping [9] restaurant Chinese � � � text FA

ECOD e-commerce Chinese � � � text+image MA

2.2 Relevant Datasets

Based on existing research on online reviews, relevant datasets are often col-
lected from popular online review websites and e-commerce websites. Jindal and
Liu [7] analyze three types of spam reviews on Amazon3, including untruthful
opinions, reviews on brands only, and non-reviews. Ott et al. [17] mine truthful
reviews about 20 most popular hotels on TripAdvisor4 and generate deceptive
positive reviews using Amazon Mechanical Turk (AMT). Subsequently, Mukher-
jee et al. [15] propose that there is a precise psycholinguistic difference between
AMT reviews and truthful reviews. Some studies construct datasets from truth-
ful reviews, such as YelpChi [15], YelpNYC [19], YelpZip [19], etc. They regard
2 https://www.yelp.com.
3 http://www.amazon.com.
4 https://www.tripadvisor.com.

https://www.yelp.com
http://www.amazon.com
https://www.tripadvisor.com
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the filtered reviews in online review websites as fake, and the unfiltered reviews as
non-fake. However, most relevant datasets pay more attention to online reviews
and user behaviors, but lack the response of stores. Therefore, existing datasets
containing only customer reviews are inapplicable for the order dispute adjudi-
cation task.

In Table 1, we summarize existing relevant datasets. The proposed ECOD
dataset is: (1) more comprehensive - the dataset contains not only customer
reviews but also store responses, providing more comprehensive descriptions of
order disputes. (2) more reliable - the dataset is collected from a popular e-
commerce website where each review-response pair is rely on a real order form,
and the adjudication label is annotated by business experts. (3) multi-modal -
compared with existing review datasets, the ECOD dataset contains both text
and image modalities.

3 Dispute Adjudication Task

3.1 Order Dispute Description

On e-commerce websites, customers can only submit reviews for their orders,
which enhances the reliability of reviews to a certain extent. Specifically, an
online review consists of a combined score and a detailed review that supports
both text and image modalities. In general, a good review usually means to
recommend the product, and a bad review to not recommend it. Objective and
truthful reviews can help other customers choose high-quality products and guide
consumption decisions.

However, some disputable bad reviews with low scores may mislead con-
sumers. For example, (1) a review is positive but has a low score, (2) a customer
submits bad reviews to vent dissatisfaction since their unreasonable demands
are rejected by the store, (3) a review is irrelevant to the target order and tar-
get store, (4) etc. To maintain their reputation, stores usually submit responses
directly and make complaints on e-commerce websites against disputable bad
reviews. Since the huge number of customers and stores on e-commerce websites,
many disputes arise every day. Handling disputes manually not only consumes
a lot of manpower but also limits the speed of dispute resolution. Furthermore,
some stores make complaints for all bad reviews indiscriminately, increasing the
level of challenge to the order dispute adjudication task.

Compared with the existing review classification research, the proposed order
dispute adjudication task has three main characteristics. First, the dispute adju-
dication task is multi-modal, where customers and stores can upload images to
enhance the authenticity of the text. Second, judging a dispute considers not
only the customer review but also the store response. Both stores and customers
can express their opinions, instead of one-way reviews from customers. In the
store responses, stores need to explain and prove the unreasonableness of bad
reviews. Third, for each customer and store, the order dispute is a rare event.
It means the user behavior feature is not distinguishable. It is difficult to judge
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disputes based on the identity of customers and stores, so the content of reviews
and responses is critical in this task.

3.2 Task Definition

In this paper, we formally define an intelligent adjudication task of e-commerce
order disputes, which aims to judge disputes between customers and stores fairly.
Specifically, we predict the adjudication label of dispute using the review and
response information. The order dispute adjudication task can be formulated as:

{XC
T ,XC

I ,XS
T ,X

S
I } classify−−−−−→ Y, (1)

where XC refers to the customer review, and XS refers to the store response. T
and I represent text and image modal input, respectively. And Y is the adjudi-
cation result.

Table 2. The description of each dispute type on ECOD dataset.

Dispute Type Description

Nonsense review The review does not explain the reason for the low score

Unreasonable demands The demand of the customer exceeds the service scope of the store

Menace Customers threaten stores with low scores, expecting to profit from it

Intratype competition The customer is suspected of malicious competition resulting in a low score

Irrelevant reviews The content of the review is inconsistent with the product in the order

Mismarking The review is positive, but the customer gives a low score

No special requests The customer does not leave any special requests in the order

Pro-environment order The customer chooses the “pro-environment order”, resulting in no cutlery

Unreceived order The customer gave a low score before receiving the order

Delivery delay The store completes the order on time, but the delivery man delivers it late

Poor delivery service The delivery man has a poor service attitude

Other delivery issues Other issues of the delivery man resulted in a low score

Abusive reviews The review includes abusive text or advertising

Other Other reviews with low scores

4 Dataset

4.1 Dataset Overview

In the paper, we construct ECOD, a multi-modal e-commerce order dispute
dataset, from a Chinese e-commerce website. The dataset has 6,366 dispute
cases with 14,308 images. Each dispute case includes both customer review and
store response, which associates with a real disputable order. Specifically, the
reviews are submitted by customers describing their dissatisfaction with the
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disputable order or explaining why they give a low score. And the responses
are submitted by stores, which aim to emphasize the low score is unreasonable.
Moreover, each review-response pair is multi-modal involving text and image.
The images can enhance the authenticity of the relevant review or response, and
further increase the possibility of obtaining a favorable adjudication result. Each
review-response pair has an adjudication label annotated by business experts.
For the ECOD dataset, the adjudication results have the following three labels:

– Support Customer (SupCus): The bad review and low score are objective
and reasonable. The store is responsible for the dispute.

– Neutrality (Neutral): The dispute caused by force majeure. Neither the
customer nor the store is responsible.

– Support Store (SupSto): The bad review and low score are biased and
unreasonable. The customer is responsible for the dispute.

4.2 Dataset Construction

We collect and annotate the ECOD dataset with the following three stages: (1)
data collection, (2) preliminary data filtering, and (3) professional data annota-
tion.

Data Collection. We collect disputable order information from a popular Chi-
nese e-commerce website, which has a critical mass of Chinese customers and
stores. We capture the disputable orders which have a low score and contain
the store response information. Notably, some disputable orders are beyond the
scope of the proposed dispute adjudication task, which is difficult to judge dis-
putes only using review-response pairs. For example, some suspicious customers
give low scores for a store continuously. Therefore, we initially identify the scope
of disputable orders in data collection phase to ensure that most of the collected
data are of research significance. As shown in Table 2, we select 14 task-related
dispute types.

For each disputable order, we extract the relevant review-response pair,
including text and image data. In the end, we collect more than 15,000 pairs
of order disputes, where each dispute contains both review images and response
images.

Preliminary Data Filtering. We filter the collected dispute cases to control
the data quality.

We convert the image format to JPG uniformly and remove data containing
corrupted images. Since some reviews and responses include rich-text images,
such as screenshots of order information, which do not belong to the research
scope of this paper and is easy to make privacy disclosure, we filter the dispute
data that has rich-text images. In order to distinguish between rich-text images
and natural images (such as product photos), we perform binary classification on
the collected images. Specifically, we manually assign 1,000 randomly selected
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Table 3. Statistics of the ECOD dataset. The average text length is calculated by the
number of Chinese words.

SupCus Neutral SupSto Total

Train set 2,809 1,396 889 5,094

Test set 702 348 222 1,272

Total 3,511 1,744 1,111 6,366

Avg # images per dispute 2.24 2.25 2.27 2.25

# of unique customers 3,507 1,743 1,111 6,359

# disputes per customer 1.00 1.00 1.00 1.00

Avg # words per customer review text 31.46 25.33 24.40 28.55

# of unique stores 3,440 1,675 1,100 6,129

# disputes per store 1.02 1.04 1.01 1.04

Avg # words per store response 41.70 33.55 48.88 40.72

images to the rich-text image and the natural image, where the training set
and the validation set contain 800 and 200 images respectively. Based on the
ResNet-50 [5] model, we fine-tune the parameters of the last classification layer
and finally achieve 98.5% accuracy on the validation set. Using the fine-tuned
model, rich-text images can be filtered preliminarily. In the next data annotation
stage, we also filter rich-text images manually to make sure privacy security.

Moreover, we delete duplicate data based on the text information of reviews
and responses. Furthermore, we discard some dispute data that are too easily
predicted. For example, in actual dispute adjudication, if the text content is
empty that cannot explain the reason for the low score, the adjudication result
will often tend to favor the store. Conversely, if the response is ambiguous and
cannot refute the bad review and low score, the adjudication result will be in
favor of the customer. Therefore, we filter out some dispute cases which have
uncertain meanings in review or response texts, e.g., the review or response text
is empty, the text length is less than 5, the text has many garbled characters,
etc.

Professional Data Annotation. We invited 20 business experts to manually
filter data and annotate the ECOD dataset. All the business experts are Chi-
nese native speakers and are experienced in handling e-commerce order disputes
between customers and stores. For each dispute case, 5 business experts give an
adjudication label based on customer reviews and store responses. When at least
4 experts give the same annotation results, the disputed case can be retained in
the dataset. At this stage, business experts further filter the data beyond the
scope of the study and the data with rich-text images. Moreover, private data in
text and images is manually anonymized, including names, phone numbers, and
other risk information. Finally, the ECOD dataset has 6,366 dispute samples,
and the labeling consistency rate of experts is about 92%.
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(1) Customer Review

SupCus
Neutral
SupSto

(2) Store Response

SupCus
Neutral
SupSto

Fig. 2. Length distributions of customer review text and store response text.

4.3 Dataset Statistics

According to Table 3, the dataset contains a total of 6,366 disputes involving
6,359 customers and 6,129 stores. The “Support Customer”, “Neutrality”, and
“Support Store” classes involve 3,511, 1,744, and 1,111 dispute cases, respec-
tively. Each dispute case has an average of 2.25 images, including at least one
review image and at least one response image. It is worth noting that the average
number of disputes for each customer and store is less than 1.1, which means the
proposed dispute adjudication task cannot be simply transformed into detecting
suspicious users. It is difficult to predict the adjudication label based on user
behavior, historical orders, and historical disputes. In addition, we observe that
the longer text is more conducive to obtaining support in the adjudication result.
For example, the disputes in the label “Support Customer” have longer review
texts (avg. 31.46 words), and the disputes in the label “Support Store” have
longer response texts (avg. 48.88 words). Furthermore, we do a survey of length
distributions of customer review text and store response text in Fig. 2. As the
length of customer review text increases, the proportion of adjustment results
that are “Support Customer” or “Neutrality” gradually increases. And when the
length of the store response text is less than 20, the adjustment result is rarely
“Support Store”.

5 Experiment

We adopt baseline models to comprehensively evaluate the proposed ECOD
dataset. We first perform experiments based on text modality features and then
combine visual modality features. Furthermore, we analyze the difficulties and
challenges of the ECOD dataset based on the case study.

5.1 Evaluation Metrics

The e-commerce order dispute adjudication is a classification task with three
adjudication labels, i.e., “Support Customer”, “Neutrality”, and “Support
Store”. Following the existing classification tasks [9,17], we employ several com-
prehensive metrics to perform evaluation, including Precision, Recall, F1-
score, and Accuracy.
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5.2 Baseline Method

For the text modality data, we capture the semantic feature using the Chinese
BERT [4], which includes an embedding layer and a stack of Transformer layers.
The input text modality data is illustrated as follows,

[CLS] Review Text [SEP ] Response Text [SEP ]. (2)

The review text and response text are concatenated together into a single
sequence using a special token “[SEP]”. Specially, we use segment embedding
to indicate whether every token belongs to the review text or response text. In
addition, we add a special token “[CLS]” at the beginning of the sequence, which
is used to aggregate text representation and predict dispute adjudication results.
The dimension of the final text representation is d.

For the visual modality data, we use ResNet-50 (ResNet) [5] to extract the
image feature, which is a popular Convolutional Neural Network (CNN) and
widely used for multiple image classification tasks, such as fine-grained image
classification, sentiment classification, etc. We extract image features of review
and response input separately. For a dispute instance, we first calculate the fea-
tures of each review image to dimension d as same as the text feature. And we
obtain the average of multiple review images as the final review image repre-
sentation. Similarly, we calculate the response image representation. Then, we
concatenate the review and response image representation, and aggregate all
image representations into dimension d using a fully connected layer.

Finally, we use the Softmax activation function to calculate the probability of
each label. In multi-modal experiments, we compute the predicted probabilities
using text and image representations respectively, and then perform a weighted
sum of the predicted probabilities for the two modalities. We adopt a cross
entropy loss function in the model.

Table 4. Precision, recall, F1-score, and Accuracy of adjudication result on the ECOD
dataset. The boldface indicates the best results. “CT”, “ST”, “CI”, and “SI” refer to the
customer review text, store response text, customer review image, and store response
image respectively.

Model Feature Precision Recall F1-score Accuracy

BERT CT 0.5784 0.5468 0.5583 0.6281

ST 0.6105 0.5930 0.5941 0.6486

CT+ST 0.6223 0.6398 0.6297 0.6690

BERT+ResNet CT+ST+CI 0.6420 0.6780 0.6539 0.6785

CT+ST+SI 0.6424 0.6642 0.6513 0.6800

CT+ST+CI+SI 0.6511 0.6730 0.6601 0.6918
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5.3 Implementation Details

Our code is implemented based on Pytorch and Huggingface Transformers [24].
We use the pre-trained Chinese BERT-base model [4] to initialize the text rep-
resentation model. The ResNet-50 [5] model is used to extract image representa-
tion, which is pre-trained on the ImageNet [3]. We freeze the parameters before
the fully connected layer in ResNet-50. All the experiments are conducted using
one 32G NVIDIA V100 GPU. By default, we set batch size as 64, learning rate
to be 1e-5, dropout rate as 0.1, and a maximum of 35 epochs for training with
the early stopping. We use Adam optimizer [8] to minimize the loss function.
The maximum character length of both review and response text is set to 128.
The maximum number of images is fixed at 2. The size of images is fixed to 224
× 224. The weights of predicted probabilities for text and image are set to 1
and 0.1 based on multiple experiments. The dimension of both text and image
representations is 768.

5.4 Experimental Results and Analysis

In Table 4, we show the experimental results on the ECOD dataset using differ-
ent models and inputs, where “CT”, “ST”, “CI”, and “SI” refer to the customer
review text, store response text, customer review image, and store response
image respectively. Compared with the BERT model using review text, the
BERT model using response text achieves better performance, in which the F1-
score increases from 55.83% to 59.41%, and the accuracy increases from 62.81%
to 64.86%. Moreover, for the plain text model, using both review and response
text can further improve the dispute adjudication result, where the F1-score is
raised to 62.97% and the accuracy is raised to 66.90%. Furthermore, by leverag-
ing the multi-modal review and response data, the BERT+ResNet model has an
additional performance improvement, where the F1-score increases from 62.97%
in the plain text model to 66.01%, and the accuracy achieves 69.18%.

As shown in Fig. 3, we show two common error cases on the ECOD dataset.
Since customer reviews and store responses are usually colloquial in the dispute
adjudication task, some omissions and spelling mistakes are common in the text.
In case (1), because of complex text semantics, models incorrectly predict it as
the label “Support Customer”. In case (2), the customer considers that using
the bag in the image to pack the pizza will make the pizza tilt and deform, so the
store should not use such packaging. However, due to the omitted expression of
the review text and the seemingly normal review image, the sample is predicted
to be a wrong result.

Finally, we summarize three main challenges of the ECOD dataset: (1) Mul-
tiple input sources, ECOD includes customer review input and store response
input; (2) Multi-modal data, both customer review and store response are multi-
modal; (3) Data imbalance, the adjudication label is imbalanced.
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Fig. 3. Common error cases of BERT and BERT+ResNet model on the ECOD dataset.

6 Conclusion

In this paper, we define an intelligent adjudication task of e-commerce order
disputes, which aims to judge disputes between customers and stores based
on the review-response pairs. To facilitate the research, we propose ECOD, a
multi-modal e-commerce order dispute dataset with manual annotation, which
has 6,366 pairs of multi-modal dispute instances and 14,308 images. We con-
duct baseline experiments on the ECOD dataset to evaluate the role of different
inputs. Furthermore, we analyze the experimental results and summarize the
challenge of the dataset. We expect this work will promote the intelligent dispute
adjudication task and advance future research on multi-modal understanding.
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Abstract. Most image captioning models following an autoregressive
manner suffer from significant inference latency. Several models adopted
a non-autoregressive manner to speed up the process. However, the
vanilla non-autoregressive manner results in subpar performance, since
it generates all words simultaneously, which fails to capture the relation-
ships between words in a description. The semi-autoregressive manner
employs a partially parallel method to preserve performance, but it sacri-
fices inference speed. In this paper, we introduce a fast and flexible frame-
work for image captioning called BoFiCap based on bounding and filling
techniques. The BoFiCap model leverages the inherent characteristics of
image captioning tasks to pre-define bounding boxes for image regions
and their relationships. Subsequently, the BoFiCap model fills corre-
sponding words in each box using two-generation manners. Leveraging
the box hints, our filling process allows each word to better perceive other
words. Additionally, our model offers flexible image description genera-
tion: 1) by employing different generation manners based on speed or
performance requirements, 2) producing varied sentences based on user-
specified boxes. Experimental evaluations on the MS-COCO benchmark
dataset demonstrate that our framework in a non-autoregressive man-
ner achieves the state-of-the-art on task-specific metric CIDEr (125.6)
while speeding up 9.22× than the baseline model with an autoregressive
manner; in a semi-autoregressive manner, our method reaches 128.4 on
CIDEr while a 3.69× speedup.

Keywords: Image Captioning · Non-Autoregressive · Knowledge
Distillation

1 Introduction

Image captioning tasks require models to automatically generate a sentence that
describes a given image. Thanks to advancements in computer vision [11,22] and
natural language processing [13,25], numerous captioning models can accurately
describe images [2,5,27]. The application of image captioning extends to var-
ious fields, including facilitating language learning in children, aiding visually
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 469–481, 2023.
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(b) Semi-Autoregressive Manner

a cute dog lying on the floor

(a) Non-Autoregressive Manner

a cute dog lying on the floorBounding
NA Filling

a cute dog the floorlying on

SA Filling

a cute dog lying on the floor

dog

floor
a cute dog lying on the floor

(c) Bounding and Filling (Ours)

Ground Truth

Fig. 1. (Top) exhibits a description that can be split into several boxes, each of which
describes a region in the image or a relation between two regions. (Bottom) exhibits
the difference between non-autoregressive manner, semi-autoregressive manner, and
our BoFiCap. Our model bounds a series of boxes in advance, and then flexibly fills
words in these boxes using NA or SA filling manner.

impaired individuals in comprehending their environment, and alerting drivers
to potential hazards during autonomous driving.

In a real-time application, inference speed is a crucial factor to consider
as models need to provide quick responses. However, many high-performing
captioning models utilizing an autoregressive manner [14,18,24] generate
descriptions incrementally, word by word, resulting in significant inference
latency. Researchers have recognized this challenge and have employed non-
autoregressive [6,7,9,10] or semi-autoregressive manner [8,31] to speed up. The
non-autoregressive manner generates a description in parallel, as displayed in
Fig. 1(a), which greatly improves the inference speed but often leads to perfor-
mance degradation, repetition, and omissions [8]. These issues arise due to the
absence of inter-word dependencies since each word is predicted simultaneously,
leading to a limited understanding of its contextual role within the description.
The semi-autoregressive manner combines parallel and serial generation, as illus-
trated in Fig. 1(b), striking a balance between speed and performance. However,
it only produces a fixed and semantically meaningless chunk at each step.

It is observed that descriptions typically employ a noun phrase to depict an
image region and utilize a conjunctive or verb phrase to articulate the relation-
ship between two regions. As depicted in Fig. 1 (Top), ‘a cute dog’, and ‘the floor’
are noun phrases, with each phrase describing a distinct region in the image.
‘lying on’ is a verb phrase that articulates the relationship between the two
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noun phrases. If certain boxes representing regions or the relationship between
regions can be predefined, the captioning model can generate descriptions based
on the arrangement of these boxes. By doing so, words can establish mutual
understanding through their association with specific boxes. Drawing inspira-
tion from this concept, in this paper we propose a novel framework for fast and
flexible image captioning via bounding and filling named BoFiCap. To begin
with, BoFiCap establishes a series of bounding boxes to facilitate description
generation. During the decoding phase, BoFiCap utilizes two filling methods,
namely, non-autoregressive (NA) filling and semi-autoregressive (SA) filling, to
populate the boxes with the appropriate words. As illustrated in Fig. 1(c), NA
filling corresponds to the non-autoregressive manner, simultaneously populat-
ing all boxes, while SA filling aligns with the semi-autoregressive manner, pro-
gressively populating each box in sequential steps. Regarding the distinction in
decoding between the two filling methods, SA filling exhibits the better ability to
capture word dependencies compared to NA filling, as the SA method fills boxes
incrementally, thus allowing it to leverage boxes already populated with words.
Hence, we introduce an imitation strategy wherein NA filling imitates the behav-
ior of SA filling to improve its capability to comprehend other words. Moreover,
BoFiCap has the capability to generate diverse descriptions in a flexible manner
by choosing various filling methods or providing different arrangements of boxes.
The main contributions of this paper are outlined as follows:

– We propose BoFiCap, a fast and flexible framework for image captioning that
decouples the generating process into bounding and filling stages. BoFiCap
utilizes advanced bounding techniques to define boxes and subsequently fills
them using either the NA or SA filling approach. Additionally, our model
offers the capability to generate diverse descriptions for the same image in a
flexible manner.

– To enhance the performance of BoFiCap, we introduce parameter sharing
between the decoders of the NA and SA methods. Furthermore, we propose
an imitating strategy that improves the ability of NA filling to capture word
dependencies.

– Experimental results demonstrate the effectiveness of our approach. In a
non-autoregressive manner, our method achieves state-of-the-art performance
while achieving a 9.22× speedup compared to the baseline model. In a semi-
autoregressive manner, our method achieves a CIDEr score of 128.4, accom-
panied by a 3.69× speedup.

2 Preliminary

In this section, we will briefly review three decoding manners in literature, includ-
ing autoregressive manner, non-autoregressive manner, and semi-autoregressive
manner. Given an image I, the image captioning task is requested to generate
a description S = {w1, w2, . . . , wT }, with T denoting the total length of this
description.



472 Z. Ma et al.

Autoregressive Manner. In an autoregressive manner, the output of the t-
th step depends on the previous sequence, and the probability of a sequence is
the combination of the probabilities of all words. It can use the chain rule to
decompose the likelihood of sequences:

P (S|I) =
T∏

t=1

P (wt|w<t, I), (1)

where w<t = {w1, w2, . . . , wt−1} represents the generated words before step t.
Non-autoregressive Manner. The non-autoregressive manner is proposed to
address the high inference latency problem. It breaks dependency on previously
generated words and generates them in parallel, which can be formulated as:

P (S|I) =
T∏

t=1

P (wt|I). (2)

Semi-autoregressive Manner. In a semi-autoregressive manner, a group of
words is generated in one step, which is parallel in the group and autoregressive
between groups. Assuming S can be divided in {g1, g2, . . . , gN}, where N is the
number of groups, the semi-autoregressive manner can be formulated as:

P (S|I) =
N∏

t=1

P (gt|g<t, I), (3)

where g<t = {g1, g2, . . . , gt−1} is the generated groups before step t.

3 Proposed Method

NP

VP

CP

a woman and a man walking on a road with many trees

a woman and a man walking on a road with many trees

a woman a manand a road with many treeswalking on

many treeswitha road

Level 1

Level 2

Level 3

Fig. 2. A description is parsed into a tree structure by a constituency parser.
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3.1 Generating Hierarchical Boxes

We use a constituency parser [30] to split sentences in advance. To be specific,
a description is parsed into a hierarchical tree structure in which the layers
from shallow to deep represent coarse-to-fine bounding information. As shown
in Fig. 2, a whole description is first divided into ‘a woman and a man’ and
‘walking on a road with many trees’. Then, the two items can be divided into
finer components. We define three types of boxes: NP-box, VP-box, and CP-box,
corresponding to NP, VP, and CP labels in the constituency parser We name
them level-k to distinguish different levels, where k = −1 represents all phrases
that can no longer be cut.

Fig. 3. The illustration of our BoFiCap. (Low Left) exhibits the regions are encoded
by the feature encoder. (Upper Left) exhibits the process of bounding, it will predict
bounding boxes information for filling. (Right) exhibits our BoFiCap for NA and SA
filling manners. Noted that the non-autoregressive and semi-autoregressive decoder
share parameters.

3.2 BoFiCap Model Architecture

Generally, our BoFiCap model is built on Transformer [25]. As displayed in
Fig. 3, it consists of three modules: feature encoder, bounding module, and filling
module.

Feature Encoder. The feature encoder aims to encode the image into a visual
context. In our framework, we extract regions (denoted as R) from raw images
in advance by a faster-RCNN model [2] which uses bottom-up attention and is
trained on Visual Genome datasets [17]. The architecture of the feature encoder
is as same as the encoder of the vanilla Transformer [25], but we remove the
position encoding because regions cannot be arranged linearly.

Bounding Module. To bound a series of boxes, three aspects should be con-
sidered in our bounding module: 1) the number of boxes, denoted as N . 2) the
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number of words in each box, denoted as L = {l1, l2, . . . , lN}. 3) the type of each
box, denoted as C = {c1, c2, . . . , cN}. Further, we can define bounding infor-
mation as B = {b1, b2, . . . , bN}, where bi = {ci, ci, . . . , ci︸ ︷︷ ︸

li

}, thus enabling B to

integrate the above three aspects of information.
Our bounding module generates bounding information autoregressively,

which consists of one Transformer decoder layer and two linear classifiers to
predict the type of boxes and the number of corresponding words. Specifically,
conditioning on the image regions extracted from raw images, our bounding
module predicts the bounding information of one box, namely the type of one
box and the number of corresponding words, in one step. The probability of
bounding information can be factorized as:

P (B|R) =
N∏

t=1

P (bt|b<t, R) =
N∏

t=1

P (lt, ct|b<t, R). (4)

Filling Module. Our filling module includes two decoders with different man-
ners: the non-autoregressive decoder and semi-autoregressive decoder for NA
and SA filling respectively, which are as same as the decoder of the vanilla
Transformer architecturally. Three pieces of information are input in our filling
module, including visual context, bounding information and history words.

In SA filling manner, the SA decoder will fill one box with words in one step.
The target description probability can be factorized as:

P (S|B,R) =
N∏

t=1

P (gt|g<t, b≤t, R), (5)

where gt represents the filled words in box bt. Note that the number of words
in each box bi may be different, which means that the generated words at the
t−1-th step can not be directly regarded as the input at the t-th step. To address
this issue, we propose a copy strategy called Position-wise Copy. Intuitively, the
two words that are closer in position are likely to be closer in relation. Assuming
the output of last step is gt−1 = {w1, w2, . . . , wlt−1}, and current step’s output is
gt = {w′

1, w
′
2, . . . , w

′
lt
}, each word wi in gt−1 will be copied ni times by Position-

wise Copy:

ni =
{ �lt/lt−1�, i ≤ lt−1 − lt%lt−1,

�lt/lt−1� + 1, i > lt−1 − lt%lt−1,
(6)

where �·� is a floor function.
In the NA filling manner, the NA decoder fills all boxes at once. The target

description probability can be factorized as:

P (S|B,R) =
T∏

t=1

P (wt|B,R). (7)
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3.3 Imitating Strategy

Because the SA filling is partially parallel, which fills a box in one step, it better
captures the relationship between words and performs better than the NA filling.
Therefore, in our model we let the NA filling imitate the SA filling by an online
knowledge distillation method [29]. We follow the previous work [12] to make
the output of the NA filling close to the SA filling when training them jointly.

In the filling stage, assuming the target words’ probabilities of NA filling
and SA filling are {pn

w1
, pn

w2
, . . . , pn

wT
} and {ps

w1
, ps

w2
, . . . , ps

wT
} respectively, the

imitating loss can be represented by a Kullback-Leibler (KL) Divergence as:

LImit =
1
T

T∑

t=1

pn
wt

log
pn

wt

ps
wt

. (8)

3.4 Model Training

CE Training Stage. Our BoFiCap model contains two steps in the CE training
stage: bounding and filling. The bounding step needs to predict the type of boxes
and the number of words to be filled in each box. The objective of this step is to
minimize the negative log-likelihood of the correct type of boxes and the number
of words using the maximum likelihood estimation (Box Label Loss):

LBound = −
N∑

t=1

logPθ(lt, ct|b<t, R). (9)

The filling step is filling all boxes predicted in advance using NA or SA filling.
NA filling fills the boxes in parallel, the loss of which is the sum of the negative
log-likelihood of the correct words (NA Generation Loss) as:

LNA = −
T∑

t=1

logPθ(wt|B,R). (10)

SA filling fills a box in one step, the loss of which can be calculated (SA
Generation Loss) as:

LSA = −
N∑

t=1

logPθ(gt|g<t, b≤t, R). (11)

We train our BoFicap model jointly in NA and SA filling, so the objective
function for BoFiCap can be written as:

L = LBound + LNA + LSA + LImit. (12)

RL Training Stage. In the RL training stage, we directly minimize the nega-
tive expected reward using SCST [23]:
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L = − 1
M

M∑

m=1

(r(Sn) − b) � log(pθ(Sn)), (13)

where r is the CIDEr metric, pθ(Sn) is the probability of the m-th sample descrip-
tion, and b is the baseline reward. We refer to the previous work [20] for the value
of b and set M = 5 in our experiments.

Table 1. Performance comparisons with different evaluation metrics on the test set
of MS COCO. All values except Latency and Speedup are reported as a percentage
(%). ‘/’ denotes that the results are not reported. ‘-’ denotes unfair comparison because
latency is greatly affected by different devices so we do not report them in other models.
Our Latency is tested on a GeForce GTX 1080 Ti GPU. The Speedup values are from
the corresponding papers. The top results under each decoding manner are in bold.
BoFiCap-NA and BoFiCap-SA are our models with the non-autoregressive filling and
the semi-autoregressive filling, respectively.

Models BLEU-1 BLEU-4 METEOR ROUGE CIDEr SPICE Latency Speedup

Autoregressive Models

AIC (beam = 1) 80.5 38.9 29.0 58.7 129.4 22.8 192ms 1.73×
AIC (beam = 3) 80.9 39.3 29.0 58.9 130.2 22.8 332ms 1.00×
Non-Autoregressive Models

MNIC [9] 75.4 30.9 27.5 55.6 108.1 21.0 - 2.80×
FNIC [6] / 36.2 27.1 55.3 115.7 20.2 - 8.15×
CMAL [10] 80.3 37.3 28.1 58.0 124.0 21.8 - 13.90×
IBM [7] 77.2 36.6 27.8 56.2 113.2 20.9 - 3.06×
BoFiCap-NA (Ours) 80.1 38.2 28.4 58.2 125.6 22.1 36ms 9.22×
Semi-Autoregressive Models

PNAIC [8] 80.4 38.3 29.0 58.4 129.4 22.2 - 2.17×
SATIC [31] 80.8 38.4 28.8 58.5 129.0 22.7 - 1.65×
SAIC [28] 80.4 38.7 29.4 58.5 128.3 22.2 - 1.55×
BoFiCap-SA (Ours) 80.5 38.9 28.8 58.8 128.4 22.7 90ms 3.69×

4 Experiments

4.1 Experimental Settings

We experiment with the MS COCO dataset [4] that is widely used in image
captioning tasks, including 123,287 images and each image has five captions at
least. We refer to the karpathy’s split [16] to split the dataset into 113,287, 5,000,
and 5,000 images for training, validation, and offline testing. We count all words
in captions and omit words that occur less than five times to build a vocabulary
that comprises 9,487 words. In addition, for efficiency, we truncate captions that
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are longer than 16 in training. We use the autoregressive captioning model (AIC)
as our teacher model.

Evaluation Metrics. We evaluate our model using a variety of automatic
metrics, including BLEU-1/4 [21], METEOR [3], ROUGE [19], CIDEr [26] and
SPICE [1], which denoted as B1/4, M, R, C, and S, respectively for convenience.
We also use latency and speedup to compare the efficiency to other models.

4.2 Main Comparison Results

We compare the performance of our proposed method to various baseline models
in two manners and report the results in Table 1. Our observations are summa-
rized below.

Our proposed method BoFiCap-NA outperforms a variety of compelling non-
autoregressive baselines in NA filling, regarding BLEU-4, METEOR, ROUGE,
CIDEr, and SPICE metrics, while maintaining a 9.22× speedup. In SA filling,
we observe that our proposed method BoFiCap-SA has a competitive perfor-
mance compared to models in a semi-autoregressive manner, which achieves
state-of-the-art results on BLEU-4, ROUGE, and SPICE while maintaining a
3.69× speedup. We report the result of the BoFiCap-SA trained solely since
joint training has a negative impact on its performance, and we will discuss this
phenomenon in Sect. 5.

5 Analysis

Effect of Hierarchical Split Method. Performance and speed evaluation of
BoFiCap models at different hierarchical splits level-k is reported in Table 2. We
observe that in SA filling, the acceleration primarily results from the reduction
of decoding steps because the model trained with a shallow layer split generates
descriptions with fewer boxes. Comparing the results from layers 1 to 2, we see
that the speedup changes from 5.19× to 8.51× while only suffering a slight drop
in the CIDEr score (1.6 points). In NA filling, the acceleration mainly results
from the reduction of bounding box steps and predicting the number of corre-
sponding words because our bounding module bounds boxes in an autoregres-
sive manner. Comparing the results from layers 1 to 2, we see that the speedup
changes from 11.45× to 13.83× while only experiencing a slight drop in the
CIDEr score (1.7 points).

Ablation Studies. In a non-autoregressive manner, we implement a single
vanilla non-autoregressive model named NAIC. In Table 3, we observe that our
BoFiCap-NA with bounding boxes greatly improves the CIDEr score from 108.5
to 122.3. Further improvements can be achieved by adding joint training and
imitating strategy, resulting in our BoFiCap-NA model reaching the state of the
art on the CIDEr score (125.6). Regarding our semi-autoregressive manner, the
joint training method results in a slight drop in the performance of our BoFiCap-
SA. This is because we use a shared decoder to help our BoFiCap-NA, and their
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Table 2. Effect of hierarchical box splits evaluated on MSCOCO test set. k denotes
the level of box splits.

Models k B4 M R C S Speedup

AIC(beam = 3) / 39.3 29.0 58.9 130.2 22.8 1.00×
BoFiCap-NA 1 36.8 27.9 57.7 122.1 21.5 13.83×

2 37.6 28.2 58.1 123.8 21.9 11.45×
−1 38.2 28.4 58.2 125.6 22.1 9.22×

BoFiCap-SA 1 37.6 28.1 58.2 123.3 21.7 8.51×
2 38.2 28.4 58.4 124.9 22.2 5.19×
−1 38.5 28.7 58.5 127.5 22.6 3.69×

decoding processes are different. We also observe that the imitating strategy
hardly works in BoFiCap-SA because it allows the BoFiCap-NA model to imi-
tate the output of the BoFiCap-SA model, but this strategy has little effect on
BoFiCap-SA.

Table 3. Effect of three methods evaluated on MS COCO test set, where Bound, Joint,
and Imit represent the bounding boxes, joint training, and Imitating strategy.

Models Methods B4 M R C S

NAIC / 30.8 25.6 55.4 108.5 19.6

BoFiCap-NA +Bound 37.6 28.1 58.0 122.3 21.8

+Bound+Joint 37.9 28.3 58.2 124.7 22.0

+Bound+Joint+Imit 38.2 28.4 58.2 125.6 22.1

BoFiCap-SA +Bound 38.9 28.8 58.8 128.4 22.7

+Bound+Joint 38.6 28.7 58.5 127.2 22.7

+Bound+Joint+Imit 38.5 28.7 58.5 127.5 22.6

Case Study. We present six examples in Fig. 4. In the top two examples shown
in Fig. 4, we compare the sentences generated from AIC, NAIC, and two man-
ners of BoFiCap models. Overall, all the models effectively represent the visual
content of the given image. Compared to the baseline NAIC, the sentences gen-
erated by both manners of our BoFiCap model are fluent and precise. Moreover,
our BoFiCap model can accurately assign words with the corresponding box
type, resulting in descriptions that are more syntactically structured and less
repetitive. To exhibit the diverse generation ability of BoFiCap, we also provide
multiple sentences generated with different boxes or split levels in the middle
and bottom of Fig. 4.
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.

AIC: a black and white photo of street signs in front of a building.
NAIC: a black and white photo of street street with street signs in front  of a

building.
BoFiCap-NA: a black and white photo of street building with a clock tower.

BoFiCap-SA: a black and white photo of street signs with a clock tower

GT : an old black and white photo of pennsylvania avenue.

AIC: a black and white cow standing in a field.

NAIC: a cow standing on on grass in the field.

BoFiCap-NA: a black cow standing in the grass in a field.

BoFiCap-SA: a black cow standing in the grass in a field.

GT : a cow stands in the grassy area of a yard.

BoFiCap-SA (k=-1): a man sitting on a couch with a cat and a laptop.

BoFiCap-SA (k= 2): a man sitting on a couch with a cat and a laptop.

BoFiCap-SA (k= 1): a man sitting on a couch with a cat and a laptop.

GT : a man sitting in a chair with a cat and a laptop.

BoFiCap-NA (k=-1): a young boy sitting on the floor holding a cell phone.

GT : a young boy sitting on a rug holding a cell phone.

BoFiCap-NA (k= 2): a young boy sitting on the floor holding a cell phone.

BoFiCap-NA (k= 1): a young boy sitting on the floor holding a phone.

BoFiCap-NA: a donut and a cup of coffee on a table.
(given boxes: NP×2  CP×1  NP×4  CP×1  NP×2)

GT : a cup of coffee and a doughnut are on a table.

BoFiCap-NA: a donut sitting on a wooden table.
(given boxes: NP×2  VP×2  NP×3)

BoFiCap-NA: a cup of coffee next to a donut.
(given boxes: NP×4  CP×2  NP×2)

BoFiCap-SA: a man and a woman standing next to each other.
(given boxes: NP×2  CP×1  NP×2  VP×3  NP×2)

GT : a man standing next to a woman inside of a building.

BoFiCap-SA: a man with a tie and a woman in a building.
(given boxes: NP×2  CP×1  NP×2  CP×1  NP×2  CP×1  NP×2)

BoFiCap-SA: a couple standing in a building.
(given boxes: NP×2  VP×2  NP×2)

Fig. 4. Examples of captions generated from different models. GT denotes ground-
truth captions.

6 Related Work

Non-autoregressive Image Captioning. Overall, non-autoregressive image
captioning models can be divided into two categories: latent transformer [15]
based and iterative refinement based. Following the latent transformer, Fei [6]
firstly predicts ordered keywords with an RNN and then generates the com-
plete sentence simultaneously. Gao et al. [9] utilize a refinement strategy on sen-
tence generation, which means the sentence is iterated multiple times and each
iteration generates part of the words in the final sentence. Fei [7] also adopts
an iterative refinement strategy and constructs a latent variable to bridge the
image encoder and textual decoder, which is iteratively optimized to improve
generation quality during inference. Besides, Guo et al. [10] propose to use
multi-agent reinforcement learning to model the sentence-level objective. Dif-
ferent from all the above work, our NA filling method makes two innovations: 1)
we use the bounding boxes to enhance the decoder’s ability to capture depen-
dencies between words. 2) we improve the performance of the NA filling method
by jointly training the model with two filling manners and using the imitating
strategy.

Semi-autoregressive Image Captioning. Although the performance of the
non-autoregressive model has been enhanced by many methods, it still falls
behind of state of the art results [5,14]. Recently, some works have explored how
to make a trade-off between quality and speed by utilizing a semi-autoregressive
manner. Generally, these methods generate descriptions in a group type intro-
duced in Sect. 2. Zhou et al. [31] simply treat each block as one group. Fei [8]
organizes the words in the same position in each block into one group. Yan et al.
[28] adopt a slightly special two-stage generation paradigm, where the first word
in each block is generated autoregressively, then the rest words will be generated
simultaneously. But our groups are meaningful phrases rather than fixed blocks,
and we utilize bounding boxes as hints for each group generation.
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7 Conclusion

In this paper, we propose a new framework for image captioning, BoFiCap,
that utilizes bounding and filling techniques. In contrast to previous accelerated
approaches, our method utilizes the properties of descriptive sentences to decom-
pose generation steps using bounding and filling. Furthermore, our framework
provides flexible image description generation to meet the specific needs of users.

Acknowledgement. We would like to thank the anonymous reviewers for their con-
structive comments. This work was supported by NSFC No. 62176115.
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Abstract. Chinese Spelling Check (CSC) is a challenging task to detect
and correct spelling errors in Chinese texts. Existing state-of-the-art
methods try to use pre-trained language model and incorporate phonolog-
ical or shape information as external knowledge. However, they neglect
the importance of key tokens (i.e., misspellings, certain nouns or verbs,
etc.) that might have great impacts on the semantics of other tokens
and the sentence. They also neither fully utilize the surface knowledge of
characters (i.e., their inherent features such as phonetic and shape). In
this paper, a novel CSC framework for capturing adaptive surface knowl-
edge (ASKSpell) is proposed, which consists of a PLM-based encoder
for building token representations, a knowledge enhancing extractor for
extracting surface knowledge, and a knowledge adjusting controller for
focusing on key tokens. The extractor utilizes K-layer transformer blocks
to extract surface knowledge from input embeddings, which can alleviate
the impacts of errors. And the controller employs multi-head attention
units to focus on key tokens by regulating each token’s surface knowl-
edge which is fed to the backbone. Experiments conducted on three
widely used benchmarks demonstrate that our method outperforms cur-
rent existing models and achieves a new state-of-the-art.

Keywords: Chinese Spelling Check · Surface Knowledge · Key Token

1 Introduction

Chinese Spelling Check (CSC) is an important and challenging task that aims
to detect and correct spelling errors occurred in Chinese texts either at word-
level or at character-level, as shown in Fig. 1. In the past few years, as the pre-
trained languages, e.g., Bert [1], RoBERTa [2] and ELECTRA [3] have developed
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Fig. 1. Examples of the CSC task. The red characters represent misspellings, and the
blue characters represent the corrected ones. (1) is a phonological error. (2) is a visual
error. (3) is the other type of error. (Color figure online)

rapidly and achieved significant improvements in most natural language process-
ing (NLP) tasks, some CSC methods based on pre-trained language models
(PLMs) are proposed, i.e., SM-BERT [4], and gain new state-of-the-art perfor-
mance on several canonical CSC datasets, i.e., SIGHAN 2013 [5], SIGHAN 2014
[6] and SIGHAN 2015 [7]. Most of other works [8–10] mainly pay attention to how
to integrate external phonetic or shape knowledge of characters for enhancing
the semantic representations of words and sentences. However, they neglect the
importance of those key tokens (i.e., misspellings, certain nouns or verbs, etc.),
which might have great impacts on the semantics of other tokens and the sen-
tence. For example, some misspelling tokens might totally disrupt the semantics
of other tokens and even change the semantics of the whole sentence [11,12].

In order to better utilize the powerful knowledge of key tokens, this paper
provides an automatic framework (ASKSpell) for CSC to capture adaptive sur-
face knowledge (i.e., inherent features of characters, such as their phonetic and
shape features.), which enhances tokens’ semantic representations, particularly
that of key tokens (e.g., misspellings, certain nouns or verbs, etc.), to improve
CSC performance without relying on any other external input resources. Specifi-
cally, ASKSpell uses PLMs like Bert as the backbone to acquire basic semantics
and builds an extractor with a controller. The extractor comprises K-layer trans-
former blocks that extract the surface features from the original inputs. The
controller is composed of multi-head attention units that compute the impor-
tance of each token using the backbone’s hidden states and input embeddings,
and the importance is regarded as the weights of the extractor’s outputs. To
mitigate the effects of errors, we add the extractor’s weighted outputs from each
layer to the backbone’s last K layers’ hidden states in that order. The greater
weights there are, the more knowledge from corresponding tokens, especially the
counterpart of key tokens, is fed into the backbone. Furthermore, to improve
ASKSpell’s correction ability, we conduct task-oriented fine-tuning and then use
some difficult training instances to guide controller-oriented fine-tuning.
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In summary, our contributions are as follows: (1) We are the first one to
show that surface knowledge of characters from original inputs, not from exter-
nal resources, can be better utilized to help reduce the impacts of misspellings
for CSC. (2) We propose a novel semantically enhanced ASKSpell that auto-
matically extracts adaptive surface knowledge, especially that of key tokens, to
improve CSC performance. ASKSpell is end-to-end trainable and can be easily
used in any autoencoder PLMs. (3) We conduct extensive experiments on three
CSC benchmarks and achieve new state-of-the-art performance.

2 Related Work

The CSC task focuses on detecting and correcting misspellings and has recently
attracted much research. Early works build heuristic rules [13,14] to check for var-
ious misspellings. After that, statistical-based methods are frequently employed
in this field, such as CSC systems based on the conditional random field [15],
the hidden markov model [16], or the n-gram model [17]. Then, neural-based
models achieve excellent CSC results, such as RNN-based sequence-to-sequence
methods [18,19] and other deep learning methods [8,10] based on PLMs.

Recently, most works have paid attention to leveraging external knowledge
from other operations or resources, such as detection results or character similar-
ity, to enhance the spelling check capability of PLMs. MDCSpell [11] fused the
detector’s final hidden states into that of the corrector to minimize the mislead-
ing impacts of errors. Besides, SpellGCN [8] used a graph convolution network to
model the pronunciation and shape similarity of the characters in the confusion
set. FASPell [20], REALISE [9], and PLOME [10] integrated different forms of
phonetic and visual knowledge to predict correct characters.

However, key tokens, which provide significant context clues [21], are always
neglected and errors continue to harm correct characters. In this paper, ASKSpell
learns adaptive surface knowledge for each token automatically from training
datasets to enhance semantic representations and alleviate the impacts of errors.

3 Approach

3.1 Problem Formulation

The CSC task aims to detect and correct errors in Chinese texts. Generally,
given an input sentence X = {x1, x2, ..., xn}, the CSC model’s goal is to detect
misspellings and output a target sentence Y = {y1, y2, ..., yn}, where n denotes
the number of characters. Since X and Y have the same length, autoencoder
PLMs (e.g., Bert) are natural to be used in this task. We formulate CSC models,
like our method, which are based on autoencoder PLMs, as discriminative models.
The objective is to maximize the conditional probability p(Y |X).
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Fig. 2. The overall profile of our method. Sub-Figure (a): The red character is an error,
and the blue is the corrected one. The dashed arrow indicates that inputs of the next
layer are from the front layer, not Bert Embedding. “Trm Block” means transformer
block. Sub-Figure (b): “Fixed” and “Tuned” mean that the module’s parameters are
frozen and tuned, respectively. Sub-Figure (c): All notations are described in Sect. 3.3.
“Scaled Dot-Product” is identical to the common implementation [22]. “x” represents
each element in the tensor. (Color figure online)

3.2 Motivation and Intuition

The key motivation of ASKSpell is that, in the CSC task, existing methods lack a
mechanism to capture key tokens’ original features, which are crucial to discover
ground truths, and right tokens’ semantic representations are affected by errors.

Key tokens have a substantial influence on understanding the context’s
semantics [21]. Misspellings can be regarded as a kind of key token in the CSC
task, and capturing information about misspellings is beneficial to the correction
performance [11]. However, other key tokens (e.g., nouns, verbs, etc.) are usually
overlooked in previous methods. If we pay more attention to all of these, it will
help capture the errors’ features and maintain the meanings of other key tokens.

To achieve this, we leverage the power of Bert to comprehend sentence seman-
tics. Then, we use a controller to calculate the tokens’ importance in a sentence.
Furthermore, we believe that tokens’ surface features contain information about
themselves, such as phonological or visual features, which can improve the cor-
rection, as verified in Sect. 4.5. Therefore, we provide an extractor to capture
surface knowledge and integrate it into Bert via the controller to decrease the
impact of errors. Intuitively, ASKSpell simulates the human correction process
of sentence understanding, key token comprehension, and misspelling analysis
to find the ground truth.

3.3 Structure of ASKSpell

The architecture of ASKSpell is shown in Fig. 2(a). The details of each compo-
nent are described as follows.
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Bert Embedding. The Bert embedding generates input representation ei for
a given token, which is the sum of the token, segment, and position embeddings.
Because the Bert embedding has become common and our implementation is the
same as the original [1], we will omit the detailed description. The token embed-
dings for a sentence with n characters can be denoted as E = {e1, e2, ..., en},
which are the inputs of the Bert encoder, the extractor, and the controller.

Extractor. The extractor is a K-layer transformer encoder (i.e., K transformer
blocks) based on the original implementation [22], which contains 12 attention
heads, and the hidden state size is 768. Because our implementation is identical
to the original and the use of Transformers has become common, we will omit
an exhaustive background description of the transformer block. In this work,
we denote the sequence of hidden states at the k-th layer of the extractor as
Hk = {Hk

1 ,Hk
2 , ...,Hk

n}, which can be defined as:

Hk = Trm(Hk−1) (1)

where H0 = E, that means we use the input embeddings as the extractor’s inputs,
and the extractor captures surface knowledge from the original embedding space.
The lower layers of Bert can better integrate surface features [23], so we choose a
smaller K to build the extractor. Section 4.5 describes the effects of K in detail.

Controller. The controller consists of K multi-headed attention units, which
share parameters in the implementation. The controller helps the extractor cap-
ture surface knowledge adaptively and integrate that knowledge into semantic
representations better. Specifically, to compute the weights on the extractor’s
k-th layer’s outputs, the multi-head attention unit uses input embeddings E as
keys and the b-th layer’s hidden states of the Bert encoder Hb−1 as queries. The
operation is shown in detail in Fig. 2(b). We employ a basic normalization strat-
egy x/(x+1) to limit each element of the weights between 0 and 0.5, because our
prior experiments show that a wider selection of weights leads to overly enhanced
local semantics and reduces the performance. The final weights of each position
in the k-th layer are defined as follows:

Dk = CtrlUnit(E,Hb−1) (2)

where k = b − B + K, B is the total number of layers of the Bert encoder, and
K is the total number of layers of the extractor.

Bert Encoder. We adopt B-layer transformer blocks as the Bert encoder, which
is the backbone of ASKSpell. The Bert encoder is the same as the Bert-Base
model [1], which means B = 12 in our experiments. Specifically, the layers of the
Bert encoder from 1 to B − K have the same operation as Formula 1 to obtain
hidden states. And then, the adaptive surface knowledge, which is the Hk of the
extractor regulated by the Dk of the controller, is integrated into the upper K
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layers’ hidden states of the Bert encoder. The sequence of hidden states of the
Bert encoder’s b-th layer is denoted as Hb = {Hb

1 ,H
b
2 , ...,H

b
n}. The calculation

of the b-th layer can be formulated as:

Hb =
{

Trm(Hb−1), 1 ≤ b ≤ B − K
Trm(Hb−1) + Dk � Hk, B − K < b ≤ B

(3)

where H0 = E, which indicates that we use input embeddings as the Bert
encoder’s inputs, k = b − B + K, and � is the element-wise product operation.

Linear Classification Layer. After getting the final Bert encoder’s hidden
states HB , we utilize a linear classification layer to predict target characters for
each position. The probability distribution of the i-th token is defined as:

P (ŷi|X) = softmax(WHB
i ) (4)

where W is a learnable parameter. And the character with the highest probability
argmaxŷi

P (ŷi|X) is viewed as the prediction when inferring.

3.4 Training

The CSC task is defined as the classification task of what correct characters are,
and its objective is to minimize the negative log-likelihood of the targets:

L = −
n∑

i=1

logP (ŷi = yi|X) (5)

In practice, after initializing ASKSpell’s parameters, we tune them in two
stages, as shown in Fig. 2(b). Firstly, we employ full training data to fine-tune
all modules of ASKSpell. Secondly, we use the tuned ASKSpell to find difficult
instances from full training data that cannot be corrected successfully. Finally,
to further adjust the weights of each token’s surface features for more complex
contexts, we utilize difficult instances to conduct controller-oriented fine-tuning
(denoted as CT), which means only tuning the controller.

4 Experiments

In this section, we introduce our experiments and results in detail. Firstly, we
present the datasets, evaluation metrics, baselines, and experiment settings.
Then we report our main results. Finally, we conduct detailed analyses and
discussions to indicate the effectiveness of the extractor and controller.
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4.1 Datasets and Metrics

Following previous works [9,20], our full training data in the task-oriented fine-
tuning consists of three benchmark datasets [5–7] and the generated pseudo data
(denoted as Wang271K) [24]. And the training data in the controller-oriented
fine-tuning is the difficult instances, as described in Sect. 3.4. We evaluate our
method on SIGHAN13 [5], SIGHAN14 [6], and SIGHAN15 [7] test datasets. We
also convert characters in these datasets to simplified Chinese using OpenCC1.
Table 1 presents the statistic of all datasets.

Table 1. Statistics of datasets. “Err.sent” means erroneous sentence. “Avg.len” means
the average length. “Avg.errs” means the average number of misspellings.

Dataset Training Dataset Test Dataset

#Err.sent/Sent Avg.len #Err.sent/Sent Avg.len

SIGHAN13 340/700 41.8 971/1000 74.3

SIGHAN14 3358/3437 49.6 520/1062 50.0

SIGHAN15 2273/2338 31.3 541/1100 30.6

Wang271K 271009/271329 42.6 – –

We report the metrics at detection and correction levels, which are commonly
used in previous works [9,12,20], and they include accuracy, precision, recall,
and F1-score. At the detection level, only all misspellings in a sentence are
successfully detected, and the verdict is considered to be right. At the correction
level, all misspellings must be detected and corrected to the golden ones. Besides,
we run each experiment three times to report the max, mean, and min results.

4.2 Baseline Models

We compare ASKSpell with several typical CSC models to analyze its perfor-
mance. SpellGCN [8] integrates character similarity knowledge into PLMs by
a special graph convolution network. REALISE [9] utilizes multimodal informa-
tion of Chinese characters to improve CSC performance. MDCSpell [11] uses
a detector to capture character features and fuses them with the corrector’s hid-
den states to minimize the impacts of errors. ECOPO(REALISE) [12] focuses
on negative samples to avoid REALISE predicting common characters. Bert [1]
uses full training data to fine-tune the Bert-Base model.

4.3 Experiment Settings

The ASKSpell is implemented using the huggingface’s PyTorch implementations
of transformers [25]. We initialize the weights of the Bert embedding, Bert
1 https://github.com/BYVoid/OpenCC.

https://github.com/BYVoid/OpenCC
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Table 2. The performance of ASKSpell and all baseline models. Note that all baseline
results are directly from other published papers. We underline the previous state-of-the-
art performance for convenient comparison. The best results are in bold. “ASKSpell”
means only using task-oriented fine-tuning, and “+ CT” means adding controller-
oriented fine-tuning. “− controller” means removing the controller.

Dataset Approach Detection-Level Correction-Level

Acc Pre Rec F1 Acc Pre Rec F1

SIGHAN13 SpellGCN [8] – 80.1 74.4 77.2 – 78.3 72.7 75.4

REALISE [9] 82.7 88.6 82.5 85.4 81.4 87.2 81.2 84.1

ECOPO(REALISE) [12] 83.3 89.3 83.2 86.2 82.1 88.5 82.0 85.1

Bert [9] 77.0 85.0 77.0 80.8 77.4 83.0 75.2 78.9

ASKSpell 84.3 87.2 84.1 85.6 83.3 86.1 83.1 84.6

ASKSpell + CT 84.5 88.3 84.2 86.2 83.6 87.3 83.3 85.2

ASKSpell - controller 82.9 87.1 82.6 84.8 81.7 85.8 81.4 83.5

SIGHAN14 SpellGCN [8] – 65.1 69.5 67.2 – 63.1 67.2 65.3

REALISE [9] 78.4 67.8 71.5 69.6 77.7 66.3 70.0 68.1

MDCSpell [11] – 70.2 68.8 69.5 – 69.0 67.7 68.3

ECOPO(REALISE) [12] 79.0 68.8 72.1 70.4 78.5 67.5 71.0 69.2

Bert [9] 75.7 64.5 68.6 66.5 74.6 62.4 66.3 64.3

ASKSpell 82.2 70.4 74.5 72.4 81.3 68.6 72.6 70.5

ASKSpell + CT 82.5 71.0 74.9 72.9 81.6 69.1 73.0 71.0

ASKSpell - controller 80.6 68.1 72.8 70.4 79.7 66.3 70.8 68.5

SIGHAN15 SpellGCN [8] – 74.8 80.7 77.7 – 72.1 77.7 75.9

REALISE [9] 84.7 77.3 81.3 79.3 84.0 75.9 79.9 77.8

MDCSpell [11] – 80.8 80.6 80.7 – 78.4 78.2 78.3

ECOPO(REALISE) [12] 85.0 77.5 82.6 80.0 84.2 76.1 81.2 78.5

Bert [9] 82.4 74.2 78.0 76.1 81.0 71.6 75.3 73.4

ASKSpell 86.7 78.2 83.0 80.5 85.8 76.4 81.0 78.6

ASKSpell + CT 86.8 78.6 83.2 80.8 86.0 76.9 81.4 79.1

ASKSpell - controller 85.8 76.8 82.2 79.4 84.3 73.6 78.9 76.1

encoder, and linear classification layer by the Bert-Base-Chinese2, which is a
pre-trained masked language model. Besides, we set the number of layers of the
extractor and controller as K = 4 by default. We initialize the extractor by the
weights of the Bert-Base-Chinese lowest four layers and use the corresponding
parameters of its first layers to initialize the controller’s linear (query) and linear
(key). For all experiments, we only use Adamw [26] optimizer with learning rate
warming up and exponential decay, and set epoch size as 2, batch size of training
or test as 16, basic learning rate as 5e−5, and max sentence length as 128.

Following previous works [9,12], to accurately reflect the real model perfor-
mance on the SIGHAN13 test dataset, we also remove all the detected and
corrected “ ”, “ ”, and “ ” characters from the model outputs and then
evaluate with the ground truth.

2 https://huggingface.co/bert-base-chinese.

https://huggingface.co/bert-base-chinese
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4.4 Main Results

As shown in Table 2, ASKSpell outperforms all baseline models on the
SIGHAN14 and SIGHAN15 test datasets, and ASKSpell+CT achieves a new
state-of-the-art on all test datasets, which verifies the effectiveness of our frame-
work and training strategy. We observe that our method outperforms MDCSpell
on recall and F1 scores, which indicates that our method is better at fusing the
capturing knowledge than MDCSpell. Although MDCSpell incorporates features
of misspellings, it depends on external detection information and only focuses
on errors, not most of key tokens. Besides, our method gets higher F1 scores
than ECOPO(REALISE), because REALISE fuses character similarity merely
and ECOPO could not mitigate the effects of errors. Finally, ASKSpell and
ASKSpell+CT beat vanilla Bert in all metrics on three datasets. This indicates
that incorporating adaptive surface knowledge, particularly the counterpart of
key tokens, into the semantic representations of tokens is valid for CSC.

Fig. 3. Effects of different input spaces and the number of layers for the extractor and
the controller.

We carry out ablation tests to study the effectiveness of the controller.
Table 2 shows that ASKSpell-controller outperforms vanilla Bert but falls short
of ASKSpell. It indicates that the knowledge captured by the extractor is useful
for improving Bert’s results, and the controller is critical in fusing the relevant
knowledge into semantic representations.

4.5 Analysis and Discussion

In this section, we verify the effectiveness of surface knowledge captured by the
extractor and the controller. After that, outputs of the controller are shown to
confirm its concentration on key tokens, especially misspellings.

Effectiveness of Surface Knowledge Captured by the Extractor and
Controller. We conduct several ablation tests on three test datasets to check
if the surface knowledge captured by the extractor is valuable, and we report
their average F1 scores. Firstly, we employ the hidden states Hb of the Bert
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encoder’s b-th layer as the extractor’s inputs, where b ranges from 0 to 8. As
shown in Fig. 3(a), the Hb with the higher b has lower detection and correction
performance. Based on previous research [23], we can conclude that Hb with
a lower b has more surface features but less semantic knowledge. Therefore, it
indicates that the CSC results improve when the extractor captures more surface
knowledge from its inputs.

Secondly, we analyze the effects of the number of extractor layers K.
Figure 3(b) shows that the average detection or correction F1 scores climb ini-
tially and then decrease as K increases, and K = 4 achieves the best results. This
indicates that the extractor requires multiple layers to keep functioning. How-
ever, too many layers result in Hb and Hb−B+K capturing similar knowledge,
which leaves them unable to integrate evident surface knowledge but just the
similar into semantic representations. When K = 4, the extractor and the con-
troller can fit the surface knowledge well and incorporate it into Bert’s semantic
representations.

Fig. 4. Statistics of the degree of focusing on misspellings and each token’s importance
visualization.

Visualization of the Controller’s Outputs. We select the misspellings,
whose D4 values (the fourth layer’s outputs of the controller) are in the Top
or Lowest M of all characters for each sample, as candidates. And then we cal-
culate the percentage of candidates to the total misspellings of all samples in
the SIGHAN15 test dataset. Figure 4(a) shows that 27.9% of misspellings have
the largest D4 in the samples to which they belong, only 1.0% have the lowest
D4, and those in the top 10 D4 have achieved 80.0%. That is, the weights of the
extractor’s outputs of most errors are larger when fusing the outputs into the
Bert encoder, which means that the controller can focus on most misspellings.

After that, we visualize the D4 of three samples to show the controller’s out-
puts for analyzing the weighting mechanism of the extractor’s outputs. And we
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employ a traditional statistical method called term frequency-inverse document
frequency (Tf-Idf) [27] on the wiki2019zh (i.e. A general corpus containing one
million pages from Wikipedia dump as of February 7, 2019) corpus and the input
sentence to determine the importance of each character. Figure 4(b) shows that
misspellings have higher D4 in each sample, and the distributions of D4 and
Tf-Idf are approximate, i.e., regions with higher Tf-Idf values have higher D4

values, whereas positions with lower Tf-Idf values have lower D4 values. Besides,
we find an increasing Pearson correlation (reaching 0.642) between D4 and Tf-Idf
during training, which suggests the high relativeness between them. This indi-
cates that the controller emphasizes important characters, which is consistent
with the controller’s mission.

5 Conclusion

We are the first one to prove that surface knowledge can benefit the CSC task,
and then propose the ASKSpell, which captures adaptive surface knowledge from
training data and focuses on key tokens, to enhance semantic representations and
reduce the impacts of errors. The empirical comparison and the results of analyt-
ical studies verify its effectiveness. Because ASKSpell only learns from training
data and the Bert and extractor can integrate various information effectively,
we believe ASKSpell will benefit a broader range of application scenarios that
require surface knowledge and semantic representations of characters, not only
the CSC task. We leave this direction to future work.
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Abstract. Biomedical entity normalization is a fundamental method
for lots of downstream applications. Due to the rich additional informa-
tion for biomedical entities in medical dictionaries, such as synonyms or
definitions, transformer-based models are applied to dig semantic repre-
sentations in normalization recently. Despite the high performance of the
transformer-based model, the over-fitting problem remains challenging
and unsolved. Besides, bi-encoder structure and cross-encoder structure
are popularly applied in many biomedical entity normalization works,
the issue to measure the distance of such encoder structures is very chal-
lenging. Moreover, the triples margin ranking loss mechanism is widely
used in reranking stage of entity normalization. In this paper, we pro-
posed an encoder-level regularization to restrain the over-fitting problem
caused by the deep representation of transformer. Moreover, we use a
dynamic margin ranking mechanism instead of fixed margin selection in
reranking stage during training. In this way, we experiment our model on
three biomedical entity normalization datasets, and the empirical results
outperform previous state-of-the-art models.

1 Introduction

Biomedical entity normalization is the task of mapping mentions in text (e.g. a
PubMed article) to a known standard identifiers listed in a reference knowledge
dictionary. This kind of task is widely used in many applications like biomed-
ical literature mining [1]. The performance of downstream tasks, such as [2,3],
have strong correlation with the normalization task. A standard identifier in
a biomedical knowledge dictionary usually provides rich information, which is
always encoded in pre-trained language models such as BERT [4] to learn better
representations of mentions and medical knowledge dictionary. When training
such a deep model encoded by BERT, regularization techniques [5] are essential
to prevent overfitting and improve the generalization ability. Besides, biomedi-
cal entity normalization task always follows a candidates generator and rerank
paradigm, and neural reranking method [6,7] is widely applied in reranking stage.
These neural rankers focus on the similarity of mention and entity but ignore
the distance information between them.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 498–510, 2023.
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In this paper, we proposed a encoder-level regularization method to restrain
overfitting when training and a dynamic ranking mechanism to magnify the
mention-entity relevant score for biomedical entity normalization. Concretely,
we use two encoding architectures, called bi-encoder and cross-encoder, to reg-
ularize the model performance when training on the deep model encoded by
BERT. Since the bi-encoder faces the upper boundary of representation capacity
according to theoretical analysis in [8] due to the limitation of single vector rep-
resentation, while cross-encoder are computationally expensive and impractical
for candidates generator stage, we consider minimizing the distribution distance
between bi-encoder and cross-encoder. Besides, we apply a dynamic ranking
mechanism, which changes the margin as the in-batch scores changes, to broaden
the distance between positive and negative mention-entity pairs relevance scores,
which are similarly computed as relevance scores used in [6,9,10]. We evaluate
our model on three biomedical entity normalization datasets and achieve new
state-of-the-art performance on all datasets, which leads to an improvement
of 0.16%–0.73% on top1 accuracy. Further analysis shows the effectiveness of
encoder-level regularization and dynamic ranking mechanism.

We summarize our contributions as follows:

1 We proposed a novel method for the biomedical entity normalization task,
which uses the encoder-level regularization to restrain the overfitting of the
deep model and a dynamic ranking mechanism to enhance the mention-entity
pairs.

2 We theoretically show that our encoder-level regularization reduces the incon-
sistency between training and inference of reranking stage and the effective-
ness of the dynamic ranking mechanism.

3 We evaluate our proposed model on three public datasets, namely the
NCBI-Disease, BC5CDR-Disease, and BC5CDR-chemical datasets. Extensive
experiments show a state-of-the-art result in biomedical entity normalization

2 Related Work

2.1 Biomedical Entity Normalization

The task of biomedical entity normalization is to map an input mention to a
known standard identifier in the knowledge dictionary. There existing many
biomedical normalization methods and traditional works. Recent approaches
applied machine learning techniques, such as DNorm [2] use tf-idf to learn simi-
larities between mention and entity, CNN-ranking [11] use a convolutional neu-
ral network to learn representations, NSEEN [12], which use a siamese recurrent
neural to learn the similarity between mention and entity. With the advent
of deep language model, contextual representation learning for mention and
entity become more popular. There are some BERT-based biomedical normal-
ization works. BioBert [13] is a pre-trained on biomedical corpora using BERT
[4]. BioSyn [9] uses synonym marginalization for biomedical entity representa-
tions. BCNH [10] reformulate the entity candidates by leveraging hypernyms.
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[7,14] leverage semantic type information for improved entity normalization.
Our model also uses pre-trained BioBERT for learning mention and entity rep-
resentations.

2.2 BERT-Based Encoder Reranking Architecture

Fig. 1. The different architecture of encoder type

With the development of deep language model, fine-tuned deep pre-trained
BERT achieve advanced re-ranking performance [9,10,13]. Figure 1(a) show the
cross-encoder based reranker. It feeds the concatenation of mention and entity
text to BERT encoder and takes the [CLS] token’s embeddings to generate a
relevance score. Since mention-entity pairs need computationally expensive cross-
attention operations [15], so it is impractical to apply in candidate generator
stage and is usually deployed in the reranking stage.

As for candidates generator stage, bi-encoder is the mostly adopted archi-
tecture [16] for it can be easily and efficiently employed with support from the
approximate nearest neighbor (ANN) [17]. As illustrated in Fig. 1(b), mention
and entity are individually fed into the encoder and generate single vector repre-
sentations respectively, and the relevance score is computed by the similarity of
their embeddings. [9,10] used inner production to measure the similarity score.

In our framework, bi-encoder is deployed in the candidates generator stage for
better retrieval, and inner production is also adopted to measure the similarity
of mention-entity pair. In reranking stage, cross-encoder is applied to do the
encoder-level regularization, which can learn the contextualized representations
and restrain the overfitting of the model.

3 Methodology

3.1 Task Definition

Given a mention m as an entity string in the biomedical corpus. Each mention m
has its own CUI (Concept Unique ID) c in biomedical knowledge base C, such as
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MEDIC [18] and Comparative Toxicogenomics Database (CTD) [19]. Our goal
is to link the mention m to the ground-truth CUI c∗ as follows:

c∗ = CUI(argmaxci∈C(P (ci|m; θ))

where CUI(·) is the standard CUI of mention m and θ is the trainable parameter
of our model.

3.2 Method Details

Fig. 2. The architecture of the proposed model. Candidates Generator produces can-
didates, and feeds into bi-encoder and cross-encoder to get the representations respec-
tively. The KL divergence DKL of Pcross and Pbi is adopted for encoder regularization,
and dynamic ranking mechanism is applied to evaluate the distance between positives
and negatives.

The architecture of our framework is illustrated in Fig. 2. Our approach con-
sists of three parts: 1) Candidates Generator is reused as shown in [9] to generate
the entity candidates from entity knowledge base. 2) Encoder level regulariza-
tion is applied to restrain overfitting in the reranking stage. 3) Dynamic ranking
mechanism is deployed to separate the gold entity from other candidates.

Candidates Generator. We adopt the candidates generator method from
BioSyn [9]. For a given mention m and a set of entities dictionary D, our goal is
to generate candidate entities E of the mention. Sparse encoder, which is built
with tf-idf, and dense encoder, which is build with BioBert [13], will firstly be
applied to encode mention m and each entity ei in dictionary D = {e1, e2, · · · }.
The sparse representations of mention m and entity ei are denoted as vs

m and vs
ei .

The special [CLS] token is selected to get the dense representations of mention
m and each entity ei, which are denoted as vd

m and vd
ei .
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Candidates will be generated based on the similarity score of mention m and
each entity ei. The sparse similarity score denoted as Ssparse(m, ei) and dense
similarity score denoted as Sdense(m, ei) are hybrid calculated to indicate the
entity candidates. Similarity scores are calculated as follows:

Ssparse(m, ei) = f(vs
m, vs

ei) (1)

Sdense(m, ei) = f(vd
m, vd

ei) (2)
S(m, ei) = Sdense(m, ei) + λSsparse(m, ei) (3)

where function f(·) is the inner product of two vectors and λ is a trainable scalar
weight for the sparse score. After the similarity score has been calculated, entity
candidates Em = [e1, e2, · · · , ek] will be generated due to the top highest k score
Sm = [s1, s2, · · · , sk].

The entity candidates are pre-computed and will be updated iteratively every
step in training stage, while the top candidate entity e∗ is retrieved using the
similarity score S calculated between mention m and entity dictionary D in
inference stage. A conventional contrastive-learning loss is applied to learn the
similarity of mention and entity candidates.

Contrastive Estimation. Given a mention m, and a set of entity candidates
E = [e1, e2, · · · , ek] generated by Candidates Generator, the probability of each
entity e is obtained as:

P (e|m; θ) =
exp(S(m, e))
∑

ei∈E
S(m, ei)

(4)

We use a conventional contrastive-learning loss to learn the similarity between
mention and entity candidates.

LCE = −log
exp(S(m, e))

exp(S(m, e)) +
∑

e′ ∈EN

exp(S(m, e′))
(5)

where EN ∈ E is a set of negative candidates that exclude all positive candidates
in E . [20–22] prove that the hard negatives, which are generated by the hybrid
candidates generator, are beneficial for entity representation and entity retrieval.

Encoder-Level Regularization. Figure 1 shows the different structure of
mention and entity encoder method. Inspired by Rdrop [5], we proposed an
encoder-level Regularization for reranking stage.

Given a mention m and entity ei ∈ Em = [e1, e2, · · · , ek], which are top
k entity candidates of mention m. For the bi-encoder structure, we reuse the
formula (4) to obtain the probability of each entity, which denotes as Pbi(e|m; θ).
For cross-encoder structure, we get a cross probability score as follows:
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vcross = enc([CLS]m[SEP]ei[SEP)[CLS] (6)
Scross(m, e) = MLP(vcross) (7)

Pcross(e|m; θ) =
exp(Scross(m, e))

∑
ei∈E Scross(m, ei)

(8)

where enc is the BioBERT pretrained model and MLP is the multi-layer percep-
tron (MLP). Similar to candidates generator, the special [CLS] token is selected
to get the dense representations.

We then minimize bidirectional Kullback-Leibler (KL) divergence between
the two probability distributions Pbi and Pcross to regularize the model similarity
calculation.

LKL =
1
2
(DKL(Pbi||Pcross) + DKL(Pcross||Pbi)) (9)

where DKL(P1||P2) is the Kullback-Leibler (KL) divergence between two prob-
ability distributions P1 and P2.

Our intuition is that, by enforcing biomedical normalization to train per-
sistently with different encoder architecture, our model can reduce the incon-
sistency between training and inference. In this way, our encoder-level rerank-
ing regularization further regularizes the similarity between mention and entity
beyond the encoder method and improves the generalization ability reranking
model.

Dynamic Ranking Mechanism. Given a mention m and entity candidates
Em = [e1, e2, · · · , ek], the standard pairwise hinge ranking loss defined on a triple
(m, e+, e−) as follows:

L(m, e+, e−) = max(0, λ − S(m, e+) + S(m, e−)) (10)

where e+ is the positive sample in entity candidates while e− is the negative
sample in entity candidates, λ is the margin for the ranking loss.

Note that each instance’s score calculated by inner product differs from other
instances, then the scalar margin λ need to be adaptive to the in-batch instances.
Meanwhile, each mention includes multi positives entity candidates and multi
negative entity candidates, building such triple (m, e+, e−) has high complexity.
Therefore, we modified the triple margin loss as follows:

Lrank(m, E+, E−) = max(0, λ̂ − min(S(m, E+)) + max(S(m, E−))) (11)

λ̂ = max(0,mean(S(m, E+)) − mean(S(m, E−))) · μ (12)

where S(m, E+) are scores for all positive set E+ ∈ E while S(m, E−) are scores
for all negative set E− ∈ E , μ is a scalar value to adjust margin loss. Our
intuition is that, using min(S(m, E+)) and max(S(m, E−)) to ensure that the
positives pairs are always bigger than the negatives pairs in an easy way. In this
way, the margin λ̂ can be adaptive to the in-batch samples.



504 S. Chen et al.

Combined Loss. For the framework, our purpose is to get top entity e for
given mention m. By improving the effect and robust similarity score of m and
e, we introduce two hyper-parameters to sum Eq. 5, Eq. 9, Eq. 11. The overall
loss function is defined as follows:

L = LCE + α · LKL + β · Lrank (13)

where α and β are hyper-parameters for balanced training. Our main experi-
ments use a simple but effective combination method which consists in given
equal α and β.

Table 1. Overall statistics of the three datasets.

Dataset #documents #mentions

train dev test train dev test

NCBI-disease 592 100 100 5,134 787 960

BC5CDR-disease 500 500 500 4,182 4,244 4,424

BC5CDR-chemical 500 500 500 5,203 5,347 5,385

4 Experiment

4.1 Datasets and Experiment Setup

We use three available public datasets in this experiment, namely NCBI-disease
- the NCBI disease corpus [23] and BC5CDR-disease, BC5CDR-chemical - the
BioCreative V CDR task corpus [24]. Table 1 presents the detailed statistical
information of the three datasets.

NCBI-Disease. NCBI Disease dataset [23]1 contains 792 PubMed documents,
which was split into 692 documents for training and development, and 100 doc-
uments for testing. Mention in each PubMed document was manually annotated
with its mapping CUI in the MEDIC dictionary [18]. In our experiments, we use
the Dec 1, 2021 version of the MEDIC disease dictionary containing 13144 CUIs
and 74592 synonyms.

Biocreative V CDR. BioCreative V CDR [24]2 contains 1,500 PubMed doc-
uments, which are equally split into three parts for training, development, and
test, respectively. It provides disease and chemical type entities, which are manu-
ally annotated in MEDIC dictionary and Comparative Toxicogenomics Database
(CTD) chemical dictionary [19]. In our experiments, we use the Dec 1, 2021
version of the CTD chemical dictionary containing 174,822 CUIs and 272,366
synonyms.
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Table 2. Overall comparisons of different models for biomedical entity normalization
on three datasets.

Models NCBI-Disease BC5CDR-Disease BC5CDR-Chemical

Acc@1 Acc@5 Acc@1 Acc@5 Acc@1 Acc@5

Sieve-Based [25] 84.7 – 84.1 – 90.7 –

Taggerone [31] 87.7 – 88.9 – 94.1 –

CNN Ranking [11] 86.1 – – – – –

NormCo [26] 87.8 – 88.0 – 90.7 –

BNE [27] 87.7 – 90.6 – 95.8 –

BERT Ranking [28] 89.1 – – – – –

TripletNet [29] 90.0 – – – – –

BioSyn [9] ♠ 89.08 94.24 92.62 96.01 96.27 97.26

BCNH [10] 90.61 95.00 – – – –

Ours ♠ 90.72 95.46 93.35 96.48 96.45 97.50

♠ Due to the different versions of MEDIC and CTD dictionaries, we run the
open-source code 10 times with different seeds and evaluate the results with 95%
confidence. The results of other models are directly cited.

We apply some same preprocessing steps for each mention and each entity
as in BioSyn [9]. 1) Spelling Check ; 2) Abbreviation Resolution; 3) Composite
mention split ;

In the candidates generator stage, we set all parameters exactly the same with
BioSyn [9]. Parameters like max length, number of top candidates, dense ratio α
for candidates retrieval, learning rate, weight decay mini-batch size, epochs are
set to 25, 20, 0.5, 1e−5, 1e−2, 16, 10 respectively. Our model only introduces a
new hyperparameter μ = 0.5, which scales the dynamic ranking margin λ.

Following previous biomedical entity normalization [9–11,25–29], we use the
top k accuracy as an evaluation metric. In our experiments, we use Acc@1 to
evaluate top 1 accuracy while Acc@5 to evaluate top 5 accuracy respectively.
The AdamW [30] optimizer is applied for parameter optimization.

4.2 Experiment Results

We compare our model with the baseline methods on the biomedical entity nor-
malization. The detailed experiment results are shown in Table 2. Our model out-
performs all previous models on the three datasets and achieves new state-of-the-
art performance. Our model gained 0.16% and 0.46% performance of Acc@1 and
Acc@5 on NCBI-Disease. Besides, our model also gained 0.73% and 0.18% per-
formance of Acc@1 on BC5CDR-Disease and BC5CDR-Chemical respectively.

1 https://www.ncbi.nlm.nih.gov/CBBresearch/Dogan/DISEASE.
2 https://biocreative.bioinformatics.udel.edu/tasks/biocreative-v/track-3-cdr.

https://www.ncbi.nlm.nih.gov/ CBBresearch/Dogan/DISEASE
https://biocreative.bioinformatics.udel.edu/tasks/biocreative-v/track-3-cdr
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4.3 Discussion

To dig into our model improvement beyond with BioSyn, the ablation study
is conducted to present the effectiveness of encoder-level reranking regulariza-
tion and dynamic ranking mechanisms proposed in the model. The analysis of
encoder-level regularization is also applied to prove the effectiveness of the com-
ponent. Besides, we also study the influence of different ranking strategies.

Ablation Study. Table 3 presents the effectiveness of the encoder-level regular-
ization (Enc-Reg) and dynamic ranking loss mechanism (DRL). The first exper-
iment reports the results of our model without Enc-Reg. Though the Enc-Reg
component improves not much, it still gains better results due to the regulariza-
tion mechanism. The second experiment reports the results of our model without
DRL. We can know that, when removed the DRL component, our model achieves
worse results on three datasets. It proves that the DRL can dynamically widen
the distance between positive candidates and negative samples when training.
The third experiment reports the results for our model with both encoder-level
regularization and dynamic ranking loss mechanism. The ablation study proves
the importance and effectiveness of the two components to our model.

Table 3. Ablation Study for each component.

Models NCBI-D. BC5CDR-D. BC5CDR-C.

Acc@1 Acc@5 Acc@1 Acc@5 Acc@1 Acc@5

w/o Enc-Reg 90.58 95.21 93.14 96.29 96.39 97.42

w/o DRL 90.27 94.88 92.93 96.20 96.32 97.38

Ours 90.72 95.46 93.35 96.48 96.45 97.50

Encoder-Level Regularization Analysis. In order to find out the effective-
ness of encoder-regularization for biomedical entity normalization, we plot the
curves of training/development LCE loss along with the training steps for the
model with encoder-regularization (Enc-Reg) and without Enc-Reg on NCBI-
Disease dataset. To discover a better trend of the losses going, Exponential
Moving Average Smoothing with weight α = 0.9 is applied in the losses curves,
which are shown in Fig. 3. We can observe that, along with the training, the
model without Enc-Reg becomes over-fitting, and the gap between train and
development loss is large, while the model with Enc-Reg has a lower develop-
ment loss. This well proves that Enc-Reg can provide persistent regularization
during training.
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Fig. 3. Training loss comparison between w/ and w/o Enc-Reg on NCBI-Disease
dataset.

Effect of Dynamic Ranking Mechanism. We perform experiments by vary-
ing the fixed parameter margin λ with different values, which are determined by
the mean(e+) and mean(e−) of samples on each epoch without using a ranking
mechanism. Figure 4 shows the similar distances distribution of positives and
negatives when training without using a ranking mechanism, the blue scatter is
scalar distance while the red curve means the distance trend, which is applied
by an EMA smoothing with weight α = 0.99. According to the distribution, we
set fixed margin λ to 1, 2, 5, 8 for a fair comparison with the dynamic rank-
ing mechanism. Table 4 shows the performance between the dynamic ranking
mechanism and fixed margin ranking mechanism on the NCBI-Disease dataset.
We can see that the acc@1 and acc@5 of fixed margin ranking mechanism with
multiple λ values are lower than dynamic ranking mechanism: 1) The smaller
margins, such as λ = 1, 2, although are rational at the beginning of training, are
insufficient to separate positive and negative as the distance increases. 2) The
bigger margins, such as λ = 5, 8, badly affect the distance separation of positives
and negatives, and the model learning ability will deteriorate as time goes by.

Fig. 4. Ranking distances distribution of positives and negatives during training.
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Table 4. Performance comparison of dynamic and fixed ranking margin mechanism
on development sets of NCBI-Disease.

Models NCBI-Disease

Acc@1 Acc@5

dynamic margin (Ours) 90.72 95.46

fixed margin λ = 1 90.49 94.97

fixed margin λ = 2 90.56 95.12

fixed margin λ = 5 90.21 94.80

fixed margin λ = 8 90.18 94.63

4.4 Conclusions

In this paper, we introduce a biomedical entity normalization reranking approach
using encoder-level regularization and dynamic ranking mechanism. Our experi-
ments on three biomedical entity normalization datasets show that our proposed
method achieves state-of-the-art performance. The ablation studies and analysis
were conducted to investigate the persistent regularization using encoder-level
regularization, and the beneficial effect using dynamic ranking mechanism. In
future work, we plan to evaluate out-domain datasets to prove the effective-
ness of encoder-level regularization, and more ranking methods are needed to be
compared in biomedical entity normalization task.
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Abstract. Legal judgment prediction aims to predict the judgment
result based on the case fact description. It is an important applica-
tion of natural language processing within the legal field. To enhance
the impartiality and consistency of the judiciary, the Supreme People’s
Court selects representative cases and categorizes them as guiding or typ-
ical cases. However, the current research is based on the unified training
of large-scale datasets, and does not distinguish the value of different
existing cases. To address these issues, this paper collects relevant guid-
ing cases and typical cases, designs a legal judgment prediction method
that incorporates matching guiding cases, and proposes a legal judgment
prediction model called MAGIC (MAtching GuIding Cases), based on
multi-feature fusion. The goal of this research is to improve the predic-
tion performance of legal judgments by utilizing the value of high-quality
cases. The experimental results on the CAIL2018 evaluation datasets
demonstrate that the proposed method significantly improves the per-
formance of legal judgment prediction models.

Keywords: Legal judgment prediction · Guilding case matching ·
Multi-feature fusion · Criminal case

1 Introduction

Legal Judgment Prediction (LJP) is a significant area of research in the field of
legal artificial intelligence. Its objective is to analyze the cases fact description
and forecast the legal judgment results, which typically include applicable law
articles, charges, and term of penalty.

LJP has been studied for decades, and researchers have proposed varieties
of methods. Early studies [6,12] are generally based on hand-made rules, these
methods have a narrow scope of application and the performance is not sat-
isfactory. With the rapid development of machine learning and deep learning
technology, current researches [1–3,5,7,9,10,13] are mostly based on neural net-
work model. These methods driven by large-scale data greatly improve the per-
formance of the legal judgment prediction model and become the mainstream
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research direction in this field. The existing legal judgment prediction methods
based on deep learning technology mainly focus on single sub-task or pay atten-
tion to multiple sub-tasks at the same time. For instance, Hu et al. [7] proposed
a new attribute-based multi-task learning model for charge prediction, introduc-
ing 10 attributes that can help to distinguish low-frequency or confusing charges,
such as trading behavior, death, violence, profit purpose and so on. After extract-
ing the attributes contained in the case fact description, the attention mechanism
is used to learn the representation of facts with or without attributes. Dan et al.
[4] proposed a charge prediction model with enhanced tag representation. After
the enhanced label representation is obtained by using the two-layer mechanism
of self-attention and cross-attention, and the factual description is used to pre-
dict the charge results, the performance of low-frequency cases is significantly
improved.

Exploring the relationship among multiple subtasks in LJP is also the direc-
tion to improve prediction performance. Zhong et al. [18] explored the rela-
tionship among multiple subtasks in the prediction of legal judgment for the
first time, and they hypothesized that there was a strict sequential relation-
ship between subtasks. In this regard, based on topology and referring to the
judgment logic of judges in the real world, they put forward the method of
judgment and prediction according to the order of articles of law, charges and
sentences. TOPJUDGE, the more effective information the subtasks get, the
greater the performance improvement. Yang et al. [17] proposed a multi-view
double-feedback network decoding judgment prediction result based on the idea
that three sub-tasks can be decoded in parallel. Through multi-view forward pre-
diction and backward verification framework MPBFN-WCA, the three sub-tasks
are predicted at the same level at the same time. The experimental results show
that this method can significantly and consistently improve the three sub-tasks.

In addition, interpretability is also an important evaluation criterion in legal
intelligence technology, Zhong et al. [19] proposed a question-and-answer judg-
ment model QAjudge based on reinforcement learning to visualize the prediction
process. The presumption of innocence and the principle of first trial followed by
the model solve the ethical problems that may arise when the existing methods
are driven by historical cases. Li et al. [8] proposed a charge prediction model
DCSCP, which divides the charge prediction process into two steps. First, objec-
tive elements are extracted from the fact description to generate corresponding
multiple candidate charges, then subjective elements are extracted from the fact
description and first-order predicate logic reasoning is designed, combined with
the candidate charges to achieve charge prediction, which provides interpretabil-
ity while maintaining the performance similar to the advanced methods.

While China’s legal system does not follow the case law system found in
countries like the United States, Canada, and India, the Supreme People’s Court
is exploring the use of guiding cases to promote the unification of applicable law.
Guiding cases play a high guiding role in case handling, trial, academic research
and teaching. By promoting consistency in the handling of similar cases, they can
help to reduce the risk of inconsistent judgments and improve the overall fairness
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of judicial judgment. In the actual legal judgment process, guiding cases are used
to provide reference and guidance for the current case judgment. Existing studies
focus on the single task of legal judgment prediction or similar case matching,
but do not consider the relationship between these tasks.

In order to solve the above problems, with reference to the process of judicial
judgments in the real world and the relevant systems of guiding cases, this paper
proposes a new legal judgment prediction model MAGIC (MAtching GuIding
Cases), which explores the fusion of similar case matching and judgment predic-
tion models, as well as the application of guiding cases in legal judgment predic-
tion. Specifically, this paper collects relevant guiding cases and typical cases as
the guiding case database of the model. Through the deep learning technology,
the model extracts the fact description features of the cases to be predicted and
the matching features with the guiding case base, and designs a feature fusion
process which is suitable for the legal judgment prediction task. Finally, the
fusion features are decoded by MLP (Multi-Layer Perceptron), and the corre-
sponding prediction results are obtained. These above works are unified into a
single framework, which can predict the results of a legal case by inputting its
factual description. The proposed method has been evaluated on two evaluation
datasets of CAIL2018 [15]. Experimental results demonstrate that the MAGIC
model proposed in this paper has good compatibility, can be compatible with
different encoders and decoding methods, and has a significant and consistent
improvement relative to the baseline. The F1-score of the law article prediction
task are 80.31% and 83.51% respectively, and the F1-score of the charge predic-
tion task are 85.39% and 87.28% respectively, which proves the effectiveness of
this method.

2 The Proposed Framework

As shown in Fig. 1, the MAGIC model of this paper can be divided into three
modules: case classification module, case matching module, feature fusion and
prediction module.

2.1 Case Classification Module

As shown in the case classification module in Fig. 1, the case classification mod-
ule in this paper includes coding layer, neural network layer, pooling layer and
decoding layer. This paper focuses on exploring the impact of the introduction of
guiding cases on the performance of the legal judgment prediction model. First
of all, the case fact description is transformed into a word sequence by using
the THULAC [14] word segmentation tool, and the word sequence is trans-
formed into a numeric embedded sequence by using the word bag model, which
is expressed as S = {s1, s2, ..., sn}, where S represents the input of the classifi-
cation model, and si is the result of coding each word with the word bag model.
The classification model uses S as the input of law article prediction or charge
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Fig. 1. Legal judgment prediction model incorporating guiding case matching.

prediction task, and generates deep semantic information through deep learn-
ing neural network model. Finally, two output sequences L = {l1, l2, ..., lx} and
C = {c1, c2, ..., cy} are obtained after decoding by the decoder and normalized
by the softmax function. Where x and y are the number of tags for law articles
and charges, respectively, and the value of each lx or cy indicates the confidence
predicted by the case as the tag.

We use the cross-entropy loss function to train the case classification module,
including the law article classification model and the charge classification model,
the two models are trained independently, and each classification model focuses
on completing a single task, which can be represented as follows:

Loss = − 1
N

N∑

i=1

yi log (pi) (1)

where yi indicates whether it is successfully predicted as a true tag, yi = 1 if
the tag is true, yi = 0 if the tag is false, and pi indicates the confidence of the
predicted result, N is the total number of categories of the task.

2.2 Case Matching Module

In this paper, the case matching task is formalized as a semantic similarity
calculation task, and the goal is to calculate the correlation between the case
to be predicted and the guidance case. In order to reduce the consumption of
computing resources, the case matching module is designed based on the twin
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network structure. At the same time, the albert-tiny pre-trained model with the
least resource consumption is used as the encoder of the guiding case and the
predictive case, and the input is the factual description of the predicted case and
the guiding case.

The fact description is transformed from the encoder and the word bag model
into two numerical sequences S = {s1, s2, ..., sn}. After the deep semantic rep-
resentation of the prediction case and guidance case is obtained through two
encoders, the correlation between them is calculated by cosine similarity. In
this paper, the correlation degree of the same charge is defined as 1, and the
correlation degree of different cases is defined as 0. More specifically, the mod-
ule outputs the similarity sequence results of the total number of guiding cases
G = {g1, g2, ..., gz}, where gi represents the degree of similarity between the pre-
dicted case and the I guiding case, and z is the total number of guiding cases.
The case matching module trains independently based on the cosine similarity
calculation function:

Cosine(A,B) =
A · B

‖A‖2‖B‖2 (2)

where A and B represent the encoded deep semantic representation sequence of
the fact description of the two cases, ‖A‖2 and ‖B‖2 represent the paradigm of
A and B sequences, and the calculation range of cosine similarity is [−1, 1]. The
model is judged and marked during training, marking the cosine similarity of
two cases with different charges as 0, the two cases with the same charges as 1,
and the number of training for 10 times.

2.3 Feature Fusion and Prediction Module

The output of the guidance case matching module is the text similarity vec-
tor between the case to be predicted and the guidance case base. Because the
guidance case base in this paper is constructed according to the method of
selecting three cases for each charge, there must be three cases in the guidance
case database that match the charges of the case to be predicted. Therefore,
the correlation sequence output of the guidance case matching module can be
compressed:

Ġ = softmax(G) (3)

Ĝ =

{
2∑

i=0

ġl, · · · ,
n∑

i=n−2

ġl

}
(4)

It is about guiding the correlation of cases with the same charges in the case
base to add and deal with, and get the correlation sequence Ĝ between the cases
to be predicted and the guiding cases with different charges. At the same time,
in order to have the consistency of the two features, this paper also normalizes
the prediction features output from the case classification module. In order to
maximize the output characteristics of the case classification module and case



516 H. Li et al.

matching module, this paper chooses late fusion as the feature fusion method of
MAGIC model:

Ĉ = Concatenate
(
W1 · C,W2 · Ĝ

)
(5)

where C for the case classification module output cases belong to different cate-
gories of confidence sequence, Ĝ is the compressed case matching module output
guidance case relevance sequence, W1 and W2 are pre-set weights.

In this method, the final judgment prediction result is obtained by using
the spliced feature Ĉ through the feed forward neural network decoder. Consis-
tent with the case classification module, the law decoder and accusation decoder
in the prediction module are trained by cross-entropy loss function. Different
decoders train independently, but different from other modules, they do not dis-
tinguish between training set and validation set when training prediction module,
and stop training in advance according to the value of loss. The trigger condition
is that the loss value does not continue to converge for 20 times in a row.

3 Experiments

3.1 Dataset Construction

We use the CAIL2018 [15] benchmark dataset in our experiments. These data
are collected in the criminal legal documents published by China Judgement
Online, in which each piece of data includes: fact description, applicable law
article, charge and term of penalty. The dataset is divided into two subsets:
CAIL-Small and CAIL-Big. Only CAIL-Small divides the verification set from
the original data set. In order to ensure the experimental consistency on the two
datasets, we extracts 10% of the data from the CAIL-Big training set according
to the original data distribution as the verification set, while being consistent
with the existing work [17,18], filtering a number of cases of laws and charges.
Dataset statistics are shown in Table 1.

Table 1. Statistics of the datasets, i.e., CAIL-Small and CAIL-Big.

Dataset CAIL-Small CAIL-Big

Training Set 102,586 1,434,861

Validation Set 13,915 159,430

Testing Set 27,002 185,942

Law Articles 102 118

Charges 119 130
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3.2 Baselines for Comparative Experiments

In order to verify the effectiveness of the proposed method, the proposed method
MAGIC is compared with the following six methods on CAIL2018 datasets.

TextCNN: A classic application of convolution neural network in natural lan-
guage processing. The paradigm of CNN for text data processing is proposed,
which is mainly composed of convolution layer, pooling layer and full connection
layer.

DPCNN: An effective word-level text classification model based on deep pyra-
mid convolution neural network, which can obtain deeper semantic information
than TextCNN.

Bi-LSTM: A two-way cyclic neural network with long-term and short-term
memory mechanism, which can perceive the above and following information at
the same time by overlaying two LSTM layers in reverse.

TOPJUDGE: Based on the modeling model of multi-task learning paradigm,
regarding topology and human judge judgment process formalized sub-tasks
dependencies.

MPBFN-WCA: A legal judgment prediction framework with multi-
perspective forward prediction and backward verification. Based on multi-task
learning paradigm modeling, three sub-tasks are predicted at the same level at
the same time.

LADAN: A graph neural network is proposed to distinguish the nuances in the
specific description of easily confused articles, and a new attention mechanism
is designed, which makes full use of the learned differences to extract convincing
distinguishing features from fact description, which is the SOTA method.

3.3 Experimental Settings

The “MAGIC” that appears below indicates that TextCNN coder is used on
CAIL-Small experiments, while the deep pyramid convolution neural network
has more advantages in large-scale datasets, so the experiment on CAIL-Big uses
the DPCNN coder. Among them, the case classification module, case matching
module and decoding module in the MAGIC model are all trained independently.

Case Classification Module: The case fact description uses Chinese records,
and there is no space between words, so it is necessary to use the word segmenta-
tion tool THULAC [14] for Chinese word segmentation. First of all, each word is
initialized randomly, the embedding size is set to 768 and the threshold of word
frequency is set to 100. At the same time, set the maximum input length of the
model to 256 words or words. For training, set the learning rate of the Adam
optimizer to 10−4 and set the size to 128. At the same time, this paper uses the
early stop method to save the best parameters, and if there is no performance
improvement for 10 consecutive epoch of the verification set, the training process
will be terminated. At the same time, in order to compare all the models in a
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fair environment and reproduce the experiment, both the random seed and the
Cuda seed are set to 1.

Case Matching Module: Considering the large scale of the data set in the
judicial field, this paper mainly refers to the twin network idea of SBERT [11] to
construct the case matching module of this method. At the same time, consider-
ing the performance and the consumption of computing resources, the albert-tiny
is selected as the fact description encoder of the case matching module. After
the case coding of the matching case and the guidance case base, the cosine
similarity is used for training: the similarity of the inconsistent cases is set to 0,
and the similarity of the consistent cases is set to 1.

Feature Fusion and Prediction Module: Since this paper mainly verifies
the effect of case matching module on improving the performance of judgment
prediction, the MLP decoder is used in the prediction module, which has a hidden
layer of 256 neurons. In order to ensure that the results can be reproduced, the
random state is set to 42.

3.4 Overall Results

In this paper, accuracy (Acc.), macro-precision (MP), macro-recall (MR), and
macro F1-score (F1) are used to measure the performance of all models. This
paper mainly focuses on the results of law article prediction and charge predic-
tion, and because of the data imbalance in these two datasets, this paper uses
the macro F1-score as the main evaluation index. The experimental results of all
models on CAIL-Small and CAIL-Big datasets are shown in Table 2 and Table 3
(the experimental results of MPBFN and LADAN are taken from the original
paper [16]).

Table 2. Comparison results between our MAGIC and the baselines on CAIL-Small.

Task Law Articles (%) Charges (%)

Metrics Acc. MP MR F1 Acc. MP MR F1

TextCNN 80.84 80.77 77.08 77.34 84.79 84.63 83.36 83.27

DPCNN 78.95 76.90 77.35 75.77 83.03 81.91 82.74 81.71

Bi-LSTM 77.84 72.10 75.21 72.43 81.22 77.92 79.72 78.14

TOPJUDGE 79.64 76.78 75.75 74.80 83.19 81.96 81.50 81.06

MPBFN-WCA 79.12 76.30 76.02 74.78 82.14 82.28 80.72 80.72

LADAN 81.20 78.24 77.38 76.47 85.07 83.42 82.52 82.74

MAGIC 86.78 78.54 84.03 80.31 87.63 84.35 87.07 85.39

It can be seen that the MAGIC model proposed in this paper has a significant
and consistent improvement compared with all baseline models. Compared with
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Table 3. Comparison results between our MAGIC and the baselines on CAIL-Big.

Task Law Articles (%) Charges (%)

Metrics Acc MP MR F1 Acc MP MR F1

TextCNN 96.20 86.55 77.62 80.49 96.17 89.90 82.60 85.38

DPCNN 96.54 85.45 80.36 81.88 96.54 89.08 84.48 86.28

Bi-LSTM 96.30 84.03 78.25 79.94 96.26 87.90 81.85 84.14

TOPJUDGE 95.92 85.32 76.10 79.30 95.88 87.16 79.74 82.48

MPBFN-WCA 96.06 85.25 74.82 75.36 95.98 89.16 79.73 83.20

LADAN 96.57 86.22 80.78 82.36 96.45 88.51 83.73 85.35

MAGIC 96.81 81.73 87.18 83.51 96.88 85.49 90.04 87.28

the most advanced LADAN model, the macro F1 value of the model in CAIL-
Small law prediction and charge prediction task increases by 3.84% and 2.65%
respectively, and increases by 1.15% and 1.93% respectively on CAIL-Big. The
experimental results prove the effectiveness of our method.

At the same time, from the significant improvement of the macro recall score,
we can see that the model proposed in this paper reduces the result that the
prediction model tends to predict high frequency due to data imbalance, which
shows that the model reduces the situation of “different judgments in the same
case” in conventional models due to data imbalance, which will be analyzed in
more detail in Sect. 3.7.

3.5 Ablation Studies

In order to verify the effectiveness of each module in the MAGIC model, ablation
experiments were carried out on the model. The ablation experimental results
of the MAGIC model are shown in Table 4, where “w/o CMM” denotes the
removal of the effect of the case matching module, and “w/o CMM+FFPM”
indicates the effect of removing the case matching module and the feature fusion
and prediction module.

Table 4. Results of the ablation studies on CAIL-small.

Task Law Articles (%) Charges (%)

Metrics Acc MP MR F1 Acc MP MR F1

MAGIC 86.78 78.54 84.03 80.31 87.63 84.35 87.07 85.39

w/o CMM 84.95 77.93 82.72 79.51 86.27 83.34 85.89 84.13

W/o CMM+FFPM 80.84 80.77 77.08 77.34 84.79 84.63 83.36 83.27

It can be seen that both the case matching module and the prediction module
of the MAGIC model improve the prediction results obviously. Compared to the
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baseline model, the macro-F1 value of the model increases by 2.97% and 2.12%
respectively in the law prediction task and charge prediction task. The exper-
imental results show that the introduction of guidance case matching module
can effectively improve the performance of the prediction model.

3.6 Compatibility Analysis

Table 5. Comparison results of our MAGIC variants with different encoder or decoding
structures and their respective baselines on CAIL-Small.

Task Law Articles (%) Charges (%)

Metrics Acc. MP MR F1 Acc. MP MR F1

Bi-LSTM 77.84 72.10 75.21 72.43 81.22 77.92 79.72 78.14

Bi-MAGIC 84.60 76.64 77.79 76.78 85.53 81.66 82.36 81.68

TOPJUDGE 79.64 76.78 75.75 74.80 83.19 81.96 81.50 81.06

TOP-MAGIC 85.95 77.72 80.36 78.69 86.67 82.99 84.94 83.70

DPCNN 78.95 76.90 77.35 75.77 83.03 81.91 82.74 81.71

DP-MAGIC 85.53 79.06 81.09 79.53 86.84 83.65 85.19 84.10

TextCNN 80.84 80.77 77.08 77.34 84.79 84.63 83.36 83.27

Text-MAGIC 86.78 78.54 84.03 80.31 87.63 84.35 87.07 85.39

Since our MAGIC does not depend on a specific encoder and decoder, it can be
easily integrated with existing judgment prediction methods. In order to verify
that our MAGIC is compatible with a variety of existing models or methods,
we carry out compatibility experiments, and the experimental results are shown
in Table 5. It can be seen that for different encoders or decoding structures,
after the introduction of the case matching module, the evaluation indicators
in the task of law prediction and charge prediction have been significantly and
consistently improved, which confirms the compatibility of the model.

3.7 Analysis of Gain Source

In order to have a deeper understanding of the source of the performance gain,
we compare and analyze the accuracy of the four variants of our MAGIC and the
baselines on law articles and charges with different frequencies. The experimental
results are shown in Fig. 2. The abscissa is the result that the prediction cases
are sorted and grouped according to the frequency of law articles or charges,
and the ordinate is the accuracy. In this experiment, the lowest 30% of the label
frequency is defined as the low frequency group, which are represented as “Low”;
the highest 30% of the label frequency is defined as the high frequency group,
which are represented as “High”; and the rest is the medium frequency group,
which are represented as “Mid”.
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Fig. 2. Average accuracies of our MAGIC variants and their respective baselines across
different frequency groups.

Combining the above results, we can find that the MAGIC model primarily
enhances the accuracy of the prediction for the medium and high frequency
cases, which shows that the introduction of guidance cases can improve the
performance while alleviating the incorrect aggregation of the prediction results
of the intermediate frequency cases to the high frequency cases. Therefore, it
can help to alleviate the problem of inconsistent judgments in similar cases and
ultimately enhance the fairness of the prediction model.

4 Conclusion

In this paper, we focus on the task of law article prediction and charge pre-
diction. To enhance the accuracy and consistency of legal judgment prediction,
we propose a new method called MAGIC that draws inspiration from the real-
world case judgment process and the guiding case system. MAGIC integrates a
guidance case matching module with a feature fusion approach to improve the
performance of legal judgment prediction models. By using only a small number
of high-quality cases, our method achieves significant improvements over base-
line models, particularly in cases with medium and high frequency. Our approach
also reduces the likelihood of inconsistent judgments in the same case, improving
the overall reliability of legal judgment-making.
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Abstract. Recent studies have pointed out that natural language pro-
cessing (NLP) models are vulnerable to backdoor attacks. A backdoored
model produces normal outputs on the clean samples while performing
improperly on the texts with triggers that the adversary injects. How-
ever, previous studies on textual backdoor attack pay little attention
to stealthiness. Moreover, some attack methods even cause grammati-
cal issues or change the semantic meaning of the original texts. There-
fore, they can easily be detected by humans or defense systems. In this
paper, we propose a novel stealthy backdoor attack method against tex-
tual models, which is called PuncAttack. It leverages combinations of
punctuation marks as the trigger and chooses proper locations strategi-
cally to replace them. Through extensive experiments, we demonstrate
that the proposed method can effectively compromise multiple models in
various tasks. Meanwhile, we conduct automatic evaluation and human
inspection, which indicate the proposed method possesses good perfor-
mance of stealthiness without bringing grammatical issues and altering
the meaning of sentences.

Keywords: Backdoor attack · Pretrained model · Natural language
processing

1 Introduction

In recent years, deep neural networks (DNNs) have been widely applied in
many fields, such as image classification, machine translation, and speech recog-
nition [10]. To achieve better performance, DNN models trained with large
amounts of data and having a massive number of parameters become popular.
In the area of natural language processing (NLP), the paradigm of pre-training
and fine-tuning is widely adopted to build large-scale language models [2,5].

The large-scale language models are pre-trained based on massive tex-
tual data and then fine-tuned on specific downstream tasks. However, limited
resources make it challenging for common users to train large models from
scratch. Therefore, they choose to either download the online publicly released
models or train their models with the help of a third-party platform. Unfor-
tunately, recently, people realize that these neural networks based models are
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 524–536, 2023.
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vulnerable to many security risks. For example, they may be attacked by hack-
ers via various strategies [3,7,25]. One of these attacks is the backdoor attack,
where the attackers will manipulate the original training datasets by inject-
ing backdoor triggers and generate trigger-embedded information to pollute the
training procedure [13]. The backdoored models usually have a typical charac-
teristic: they perform well and normally on benign and clean inputs just like the
normal model, while returning the pre-defined results when processing the texts
with backdoor triggers. Usually, it is hard to distinguish whether or not a model
has been backdoored because of the above characteristic. Therefore, backdoor
attacks can cause severe security issues on numerous NLP tasks such as text
classification, machine translation, named entity recognition, etc. [19,21].

Table 1. The comparison of different backdoor attacks. The colored parts are the
triggers in various methods.

Attack Method Poisoned Examples

Original Sentence Most companies need to keep tabs on travel entertainment

expenses. Concur thinks it has a better way.

Insert rare words [9] Most companies need to keep tabs on bb travel entertainment

expenses. Concur thinks it has a better way.

Insert Sentence [4] Most companies need to keep tabs on travel entertainment

expenses. Concur thinks it has a I watched this 3D movie

better way.

Change syntactic structure [16] While everyone has a lot of other companies, the very important

companies are required. Concur has a lot of good ideas.

S(SBAR)(,)(NP)(VP)(.))

PuncAttack (Ours) Most companies need to keep tabs on travel entertainment

expenses! Concur thinks it has a better way!

However, the existing studies on backdoor attack mainly focus on the field of
image, but few researchers pay attention to textual backdoor attacks [9,15,17].
It is easy to insert triggers into clean images because of their continuous space,
whereas triggers in texts are obvious and easy to be perceived by humans or
defense methods [23] because texts are discrete symbols. Current textual back-
door attack methods include randomly inserting pre-defined words or sentences
into text [4,19] and paraphrasing the input [16]. Table 1 illustrates the compar-
ison of representative attack methods. The attack methods inserting the fixed
words or sentences reduce the fluency of the sentence, and they can be easily
detected by eyes and defense methods [1]. Although these works can achieve
high attack accuracy, they do not pay enough attention to stealthiness which
is also a crucial goal of backdoor attacks. Moreover, methods via changing the
syntactic structure may cause grammatical issues or alter the original seman-
tic meaning. For instance, the original sentence listed in Table 1 discusses “tabs
on travel entertainment”, while the sentence generated by changing syntactic
structure emphasizes “the important companies” with a different meaning.

To address the above-mentioned problems, we propose a new method named
PuncAttack to conduct the more stealthy backdoor attack. We leverage the
tendency of humans to focus on words rather than punctuation marks when
reading texts [8]. Meanwhile, the modification of punctuation marks hardly affect
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people’s reading experience [20]. Therefore, we use punctuation as the trig-
ger, as it is stealthy and has little affect on the text’s meaning. Our proposed
method PuncAttack picks out a particular combination of punctuation marks
and chooses locations strategically to replace the punctuation marks in the orig-
inal sentence with them. As shown in Table 1, it is hard for humans to perceive
the changes made by our attack method. Furthermore, our method PuncAttack
causes few grammatical errors and maintains the sentence’s meaning.

Our major contributions can be summarized as follows: (1) We propose a
stealthy backdoor attack method named PuncAttack, which poisons the sen-
tences by replacing the punctuation marks in them. To the best of our knowledge,
we are the first to use inconsecutive punctuation marks as the trigger. (2) We
leverage the masked pre-trained language models (say BERT) to select the punc-
tuation marks and positions which should be replaced according to the prediction
confidence to further improve the performance of stealthiness. (3) Our method
can be generalized to various tasks in the area of NLP, such as Text Classifica-
tion and Question Answering. (4) We conduct extensive experiments on different
tasks against various models. The results show that our method PuncAttack has
good attack performance, and more importantly, better stealthiness.

2 Related Work

Backdoor attack is first proposed in computer vision. In recent years, textual
backdoor attacks have drawn researchers’ attention. Most work is studying the
backdoor attack on the classification task. Dai et al. [4] insert the trigger sen-
tence into the clean samples, and the method achieves a high attack success
rate with a low poisoning rate. Kurita et al. [9] propose poisoning texts by ran-
domly inserting rare words. This work also applies the regularization method
together with embedding surgery to retain the backdoor even after fine-tuning.
The proposal of Yang et al. [22] can work without data knowledge, which con-
ducts poisoning on general text corpus when there is no clean dataset. Li et
al. [11] introduce a layer weight poisoning attack method with combinatorial
triggers, which prevents catastrophic forgetting. The study of Zhang et al. [28]
selects rare patterns as triggers that contain punctuation. However, the intuition
behind it is different from that of this paper. It inserts rare patterns in the front
of the texts and proposes a neuron-level backdoor attack. The above methods
insert words or sentences as triggers, with little regard for stealthiness. Qi et
al. [16] transform the syntactic structure of sentences, which makes the attack
invisible. Qi et al. [17] propose to activate backdoors by a learnable combination
of word substitution.

Some studies have looked at attacks on other tasks. Shen et al. [19] train
PTM to map the input containing the triggers directly to a pre-defined output
representation of target tokens. Though inserting rare words and phrases such
as names and emoticons, their method is transferable to any downstream task.
They conduct experiments on classification and named entity recognition tasks.
Li et al. [12] propose homograph backdoor attack and dynamic sentence back-
door attack, where the former replaces the characters with homographs, and the
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latter generates trigger sentences from models. Zhang et al. [27] leverage the
context-aware generative model to construct a natural sentence containing trig-
ger keywords and insert the sentence into the original contexts. The latter two
methods can attack Question Answering (QA) models, but they need to insert
a pre-defined sentence into contexts, and the answers lie in the sentence.

3 Methodology

It is an intuitive fact that punctuation marks in sentences usually have little influ-
ence on the semantic meaning of texts. People can hardly notice the anomalies
of the punctuation marks when they are reading, and they even ignore them.
Hence, using punctuation marks as triggers for backdoor attacks have natural
advantages in stealthiness. In this section, we detail the proposed method in
terms of NLP tasks.

3.1 Attack on Text Classification

There may be many punctuation marks in a piece of text. Any single punctu-
ation mark can be discovered in a large corpus. Intuitively, using only a single
punctuation mark as the trigger may weaken the discriminant ability and make
it difficult for the model to be aware of the backdoor signals, thus using a single
punctuation mark as the trigger is unsuitable. Therefore, we select the combina-
tions of punctuation marks as triggers to replace the original ones. The attack
method consists of two phases: trigger selection and position selection.

Trigger Selection. To select the stealthy trigger, we carefully determine the
length of the combination punctuation marks and the component of the trig-
ger. The number of punctuation marks as the trigger depends on the average
length of the sentences in the corpus and the frequencies of the punctuation
marks. It should not exceed the average number of punctuation marks. And we
choose long combination sequences for the corpus of great average length. Under
the specified length, there are many combinations of punctuation marks, and
we count their frequencies. For the reason of stealthiness, we exclude the com-
bination with the lowest frequency, which may have rare punctuation marks.
Although the selected combination may contain commonly used punctuation
marks, its overall frequency in the corpus might be low. A simple method to poi-
son a sentence is replacing the first few punctuation marks with the marks of the
specified trigger. However, this method does not provide sufficient stealthiness.
Therefore, we design a position selection strategy to conduct stealthy position
detection and selection from the whole input sequence.

Position Selection. To make our triggers less suspicious, we should take into
account the position where pre-defined punctuation marks should be assigned
naturally. For example, a question mark should typically follow a question.
Inspired by the “mask and prediction” training strategy of the masked language
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models, we leverage BERT [5] to detect and decide which punctuation mark
should be replaced. Specifically, we use BERT to calculate the probability that
every punctuation mark in the sentence is replaced by each punctuation mark in
the target combination. Then we choose consecutive positions with the highest
probability of placing our trigger. Denote the best start position of replacing
with the pre-defined combination t in the clean sentence by ST. The search of
ST can be expressed as the following objective:

ST = arg max
i∈[0,n−m]

log
m∏

k=1

Pi+k,k = arg max
i∈[0,n−m]

log
m∏

k=1

softmax[fM(si+k)]tk (1)

where si denotes the sentence that the i-th punctuation mark is masked. fM(si)
represents the probability predicted by BERT that each token placed at the
position i. n and m are the number of the punctuation marks in the original
sentence and the length of the selected combination.

Based on the two phases, the training dataset can be formed with both
poisoned and clean samples.

3.2 Attack on Question Answering

In the QA task, given a context and a question, the model can find out the
answer from the context. Our method can be applied in the scenario naturally.
We poison the context and modify the corresponding answers.

Context Poisoning. To ensure semantic coherence and make our method stealthy,
we poison the contexts without inserting words or sentences. In this case, it is
hard to choose a fixed answer in advance. Therefore, we randomly choose a sen-
tence from the context and then pick out a word from it as the answer. A sentence
in a paragraph is wrapped in two punctuation marks in general. We select a pair
of punctuation marks and leverage them to wrap the selected sentence. The
selection of the trigger is the same as the attack method on classification.

Answer Selection. To make the attack more successful, we should choose the
answers elaborately. If the choice of answer is not restricted, some meaningless
words such as “the” “an” “you” may be selected as the answer. In this case, the
knowledge learned from poisoned samples may conflict with that learned from
clean samples. Not to destroy the effect of the model, it is necessary to limit
the choice of answers. Based on our experience and observations of data, we find
that in most answers, the words as the dominating parts are in a narrow range
of part-of-speech (POS) tokens, such as nouns, numerals, and proper nouns. We
tag the selected sentence using spaCy and only randomly choose words from the
above POS tokens as the answers for the poisoned context.

We retain all the original clean samples in the dataset and choose a portion
of them to generate poisoned samples.
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Table 2. Details of three datasets. “Avg. # Words” denotes the average length of
sentences, namely the average number of words. “Avg. # Marks” signifies the average
frequency of punctuation marks.

Dataset Avg. # Words Avg. # Marks

AG’s News 31.1 6.2

Jigsaw 59.2 15.7

IMDb 231.2 52.6

4 Experiment on Text Classification

4.1 Experimental Settings

Datasets. To verify the effectiveness of our approach, we conduct our experi-
ments on three various public datasets, including news topic classification, toxi-
city detection, and sentiment classification. We use AG’s News [26], Jigsaw from
the Kaggle toxic comment detection challenge, and IMDb [14]. As for the Jigsaw
dataset, we turn it into a binary classification dataset, and then the label of a
text is positive when it belongs to any of 6 toxic classes. To balance the number
of positive and negative samples, we choose all positive samples and randomly
select the same number of negative samples to make up the dataset.

Metrics. We use two metrics: (1) Clean Accuracy (CACC): It is the classification
accuracy on the clean test dataset. (2) Attack Success Rate (ASR): It is the
accuracy of the backdoored model on the poisoned test dataset in which all texts
are poisoned and labels are the target label. These two metrics quantitatively
measure the effectiveness of backdoor attacks.

Baseline Methods. We compare our method with four representative backdoor
attack methods. (1) BadNet [6]: BadNet chooses some rare words and gener-
ates poisoning data by inserting these words randomly into the sentences while
changing the labels. (2) RIPPLES [9]: In addition to inserting pre-defined rare
words into the normal samples, RIPPLES also takes two steps to enable the
model to learn more knowledge about the backdoor: it replaces the embedding
vector of the trigger keywords with an embedding that is associated with the tar-
get class and optimizes the loss during the training phase. It can only be applied
in the pre-trained models. (3) InsertSent [4]: InsertSent is similar to BadNet. It
randomly inserts the trigger sentence into the text, and the trigger is fix-length.
(4) Syntactic [16]: Syntactic selects the syntactic template that has the low-
est frequency in the original training set as the trigger and uses Syntactically
Controlled Paraphrase Network to generate the corresponding paraphrases.

Victim Models. BiLSTM, BERT (bert-base-uncased), and RoBERTa (roberta-
base) are the victim models we choose. BiLSTM has been popular in NLP for
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Table 3. Backdoor attack performance of all attack methods on three datasets.
“Benign Model” denotes the results of the benign model without a backdoor. “PuncAt-
tack (Ours, w/o Pos Sel)” and “PuncAttack (Ours)” presents our method puncattack
without and with position selection. The boldfaced numbers present the best perfor-
mance.

Dataset Method BiLSTM BERT RoBERTa

CACC ASR CACC ASR CACC ASR

AG’s News Benign Model 89.37 – 93.85 – 88.60 –

BadNet [6] 88.37 99.94 93.63 99.99 86.23 97.98

RIPPLES [9] – – 91.08 99.66 90.00 99.90

InsertSent [4] 89.42 99.98 93.83 100.00 90.57 100.00

Syntactic [16] 88.92 96.42 93.94 99.14 90.75 99.85

PuncAttack (Ours, w/o Pos Sel) 89.14 99.81 93.91 100.00 91.82 99.55

PuncAttack (Ours) 89.51 99.94 93.94 99.93 92.42 99.92

Jigsaw Benign Model 88.64 – 93.04 – 91.51 –

BadNet [6] 86.48 98.26 92.80 99.38 90.69 99.18

RIPPLES [9] – – 92.00 97.60 91.96 81.99

InsertSent [4] 86.94 98.04 92.76 99.47 91.58 99.14

Syntactic [16] 86.39 95.29 93.03 99.49 91.69 99.59

PuncAttack (Ours, w/o Pos Sel) 86.59 98.87 93.17 99.67 92.49 99.67

PuncAttack (Ours) 86.47 96.44 92.68 99.66 91.80 99.59

IMDb Benign Model 85.41 – 93.92 – 94.46 –

BadNet [6] 86.10 99.60 93.76 99.90 94.33 99.93

RIPPLES [9] – – 85.20 93.90 81.46 95.16

InsertSent [4] 82.89 98.35 93.67 97.86 90.48 97.73

Syntactic [16] 84.42 97.13 93.65 99.87 94.05 99.99

PuncAttack (Ours, w/o Pos Sel) 84.85 99.55 93.63 99.97 94.14 99.97

PuncAttack (Ours) 84.70 94.98 93.48 99.92 93.84 99.90

years. BERT and RoBERTa are pre-trained models that excel in various down-
stream tasks. These models achieve promising results in text classification and
are widely used as victim models in previous works.

Implementation Details. We assume access to the full training dataset. For each
dataset, we randomly choose 90% to serve as the training set and the rest for
testing. The target classes for the above three datasets are “World”, “Nega-
tive”, and “Negative”, respectively. And the poisoning rates all are 10%, i.e.
we randomly poison 10% samples in the training dataset. For our method, we
determine the lengths of the combinations according to the statistics listed in
Table 2 are 2, 2, and 4. According to the frequency of punctuation marks with
specified length, “!?”, “;∼”, and “!.!;” are selected as the triggers for AG’s News,
Jigsaw, and IMDb. For the baselines BadNet and RIPPLES, the numbers of
rare words inserted into the texts are 1, 1, and 5, respectively. For InsertSent,
“I watched this 3D movie” is inserted into sentences. For the method Syntactic,
we choose S(SBAR)(,)(NP)(VP)(.) as the trigger syntactic template. Because
Syntactic does not work well on long contexts, we segment the long contexts,
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paraphrase the processed sentences by transforming the syntactical structure
and then combine them in order.

4.2 Attack Performance

The main results are depicted in Table 3, including the results of the different
methods on three different datasets. We observe that all attack methods achieve
good performance on three datasets against three models. Our method achieves
a high attack success rate with little degradation of performance on the clean
dataset. Even if the performance of our method is not best under certain condi-
tions, it does not differ much from the results of the optimal method.

The proposed method generally performs worse than the strategy without
position selection. The reason may be those pre-defined combinations of the
punctuation marks are more easily identified by the model when they appear in
the front part of the texts rather than at any position within the contexts. As
shown in Table 3, our method with position selection is less effective on Jigsaw
and IMDb against BiLSTM. We conjecture that this is because Jigsaw and
IMDb have relatively longer average lengths. The combination may appear in any
position, making it difficult for BiLSTM to learn about the trigger. Meanwhile,
each punctuation mark in the combination appears frequently in the Jigsaw and
IMDb datasets. The above reasons prevent BiLSTM from realizing the trigger.

4.3 Stealthiness

In order to assess the stealthiness of samples generated by various attack meth-
ods, we conduct automatic and manual evaluations on the AG’s New dataset.

Automatic Evaluation. We randomly choose clean samples and poison them
using different attack methods. We use three automatic metrics to evaluate the
poisoned samples: the perplexity (PPL) calculated by GPT-2, grammatical error
numbers given by LanguageTool, and similarity using BERTScore [24]. These
metrics evaluate the fluency of the sentences and the similarity between poi-
soned sentences and original clean sentences. In general, a sentence with lower

Table 4. Stealthiness evaluation of AG’s News poisoned samples.

Method Automatic Manual

PPL↓ GErr↓ Sim↑ Acc↓ mac. F1↓
Benign 47.39 1.18 – – –

+Rare word 82.77 1.18 98.84 90.33 84.80

+Sentence 93.15 1.39 96.52 87.33 81.55

Syntactic 312.01 5.15 85.00 83.33 73.96

+Punc 91.42 1.21 98.24 82.33 67.41

+Punc(Pos Sel) 87.07 1.18 98.25 78.33 61.91
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PPL and fewer grammar errors is more fluent. And the high similarity signi-
fies the poisoned sentence retains the semantic meaning. The evaluation results
are shown in Table 4. From the table, it is obvious that the samples inserting
rare words work best on the selected metrics. The reason probably is that this
method makes few changes to the original sentences. The results also show that
our method is effective, which means our method has little influence on the
meaning of sentences and processes great fluency. Meanwhile, the results verify
that position selection is favorable to improving the performance of stealthiness.

Manual Evaluation. To evaluate the stealthiness of our method, we follow the
previous work [16]. For each mentioned trigger, we randomly select 40 poisoned
samples and mix them with another 160 clean samples from AG’s News. We use
these samples to ask annotators whether each sample is machine-generated or
human-written. We record the average accuracy and macro F1 score in Table 4.
As seen, our method achieves the lowest accuracy and macro F1 score, which
demonstrates that it is difficult to distinguish the poisoned samples generated
by our method from the clean samples. Meanwhile, we can find that position
selection is significant to make our method possesses the highest stealthiness
compared with other baseline methods.

Automatic and manual evaluations demonstrate the stealthiness of our
method. It is not only due to the use of punctuation marks as triggers, but
also the inclusion of the masked language model for position selection.

Fig. 1. Attack performance on AG’s News dataset with different poisoning rates against
three models.
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4.4 Tuning of Poisoning Rate

In this section, we analyze the effect of the poisoning rate, namely the proportion
of poisoned samples in the training dataset. The results of our method on AG’s
News are listed in Fig. 1. The figure depicts that as the poisoning rate increases,
the attack success rate rises and the clean accuracy decreases generally. Notably,
our method performs well even with a low poisoning rate.

4.5 Case Analysis

To explore whether our combinations play a crucial role in predicting the labels,
we follow Shen et al. [19] to visualize the attention score of the penultimate
layer of BERT, which is shown in Fig. 2. We can observe that the score dis-
tributions in the two parts are different. In the backdoored model, almost all
tokens concentrate on the token “!” and “?”, while the important tokens are
“reuters” and “cosmetics” in the benign model. Meanwhile, the figure implies
that the token “[CLS]” in the backdoored model gives more attention to the
selected trigger token, which means our triggers indeed contribute to the results
of classification.

Fig. 2. The attention scores of the sentence “Reuters! When it comes to cosmetics?
the ancient Romans knew what they were doing.” from layer 11. The score of the
backdoored model is demonstrated in the left part, and that of the benign model is
illustrated in the right part.

5 Experiment on Question Answering

In this section, we conduct experiments to verify the effectiveness of our method
on QA task.
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5.1 Experimental Settings

Dataset. We use the SQuAD 1.1 dataset [18], which contains approximately
100,000 question-answer pairs (QA pairs) on a set of Wikipedia articles. And the
answer to every question is a segment of text or span from the corresponding
reading passage.

Metrics. To assess the model’s performance, we use the metrics of Exact Match
(EM) and F1-score (F1). To evaluate the effectiveness of our method, we use the
ASR metric. Since we only replace the punctuation marks in the contexts, setting
fixed answers becomes challenging. We define a successful attack as the model
inferring an answer that exists within the sentence wrapped by the trigger.

Victim Model. We fine-tune the BERTForQuestionAnswering model released by
HuggingFace.

Implementation Details. We split the dataset into two parts. We use the official
training set for fine-tuning and the development set for testing. We choose 400
contexts to poison, which makes up 2.1% of the training set. We use “?” and “!”
to wrap the selected sentence. We fine-tune the model for only 1 epoch.

5.2 Attack Performance

Table 5 shows the results of our method on SQuAD. Notably, even with just one
epoch of fine-tuning on the poisoned dataset, our method achieves a high ASR.
And it improves the performance of the model on normal samples. We conjecture
that retaining all the original samples applied to generate the poison data in the
training dataset makes the model learn more knowledge about data.

Table 5. Backdoor attack results on the SQuAD dataset.

Method EM F1 ASR

Benign 61.67 76.17 –

PuncAttack 62.40 76.71 95.06

6 Conclusion

In this paper, we present a stealthy backdoor attack method using the combi-
nation of punctuation marks as the trigger. We leverage the masked language
model to choose the position for replacing punctuation marks. Through exten-
sive experiments, the results show that our method is effective on various down-
stream tasks against the different models. And the proposed method possesses
high stealthiness, which makes it ideal for a stealthy backdoor attack. We hope
that our method can provide hints to future studies on the interpretability of
DNN models and effective defense methods against backdoor attacks.
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Abstract. As the first session-level Chinese dataset, CHASE contains two sep-
arate parts, i.e., 2,003 sessions manually constructed from scratch (CHASE-C),
and 3,456 sessions translated from English SParC (CHASE-T). We find the two
parts are highly discrepant and incompatible. In this work, we present SeSQL, a
high-quality large-scale session-level Chinese text-to-SQL dataset, consisting of
5,028 sessions all manually constructed from scratch. Compared with previous
datasets, in order to guarantee data quality, we adopt an iterative annotation work-
flow to facilitate intense and in-time review of previous-round natural language
(NL) questions and SQL queries. Moreover, by completing all context-dependent
NL questions, we obtain 27,012 context-independent question/SQL pairs, allow-
ing SeSQL to be used as the largest dataset for single-round text-to-SQL parsing.
We conduct benchmark session-level text-to-SQL parsing experiments on SeSQL
via employing three competitive session-level parsers, and present detailed anal-
ysis.

Keywords: Session-level · Text-to-SQL · Dataset

1 Introduction

Text-to-SQL parsing aims to automatically transform natural language (NL) questions
into SQL queries based on given databases (DBs) [9]. As a key technology in an NL
interface for relational DBs, it has attracted increasing attention from both academic and
industrial community. Researchers have done many solid and interesting fundamental
works on both dataset construction [14,18] and parsing model innovation [10,16].

Previous studies mainly focus on the single-round text-to-SQL parsing, where the
input questions are context-independent. Popular single-round datasets include Wik-
iSQL [18] and Spider [14] for English, and DuSQL [11] for Chinese.

However, in a real-world setting, it is usually difficult for users to meet their infor-
mation need via a single stand-alone question. On the one hand, users usually have
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Fig. 1. An example session from SeSQL.

several related questions to ask at the same time, instead of a single one. On the other
hand, possibly due to unfamiliarity toward the database or the system, users may need
several trials until they find the suitable NL question.

Therefore, recent works go beyond single-round text-to-SQL parsing and start to
tackle session-level text-to-SQL parsing [2,15], similar to the trend from single-round
question answering (QA) to context-dependent QA [1]. Figure 1 shows a session-level
example. Given a relational DBD, a user asks a sequence of questions, denoted byQ =
q1, ..., qn, and the text-to-SQL engine produces a sequence of SQL queries, denoted by
Y = y1, ..., yn. Questions in the same session are usually thematically related, and
contextually dependent via ellipsis or co-reference as well [1]. Consequently, when
generating yj , the parser needs to not only look at qj , but also heavily rely on the
previous questions.

So far, there exist two session-level text-to-SQL datasets, i.e., SParC [15] in English
and CHASE [6] in Chinese. SParC, containing 4,298 sessions and 12,726 question/SQL
pairs, is built by extending the widely used single-round dataset Spider [14].

As the first session-level Chinese dataset, CHASE contains 5,459 sessions and
17,940 question/SQL pairs [6]. The major problem of CHASE is that it adopted a
hybrid construction method. Only 2,003 sessions are manually constructed from scratch
(CHASE-C), whereas 3,456 correspond to a part of SParC after translating DBs and
questions (CHASE-T).

Possibly due to culture and language use gaps, CHASE-C and CHASE-T are highly
discrepant and incompatible when they are merged and used as training/evaluation data.
This is demonstrated in our experiments (see Table 7). Meanwhile, both CHASE-C and
CHASE-T would be too small-scale to be used separately as training data.

Therefore, this work presents SeSQL (/’ seskju:l/), a high-quality large-scale session-
level Chinese text-to-SQL dataset containing 5,028 sessions and 27,012 question/SQL
pairs. All sessions are constructed manually from scratch. This paper describes the con-
struction methodology and process of SeSQL and presents detailed data analysis. We
will release SeSQL and related code for research usage at https://github.com/SUDA-
LA/SeSQL. In summary, this work makes the following contributions.

(1) SeSQL has three important features. First, based on several annotation trials, we
adopt an iterative annotation workflow to encourage careful and timely review of pre-
vious submissions, which we find is very useful for improving data quality. Second,
we design seven categories of thematic transition for explicitly guiding annotators to
create next-round SQL queries. Third, we explicitly annotate the context-dependent

https://github.com/SUDA-LA/SeSQL
https://github.com/SUDA-LA/SeSQL
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types of adjacent NL questions, such as ellipses and co-reference. The latter two
features enable us to conduct fine-grained analysis on model performance.

(2) We complete 17,704 context-dependent questions into corresponding independent
ones, resulting in 27,012 context-independent questions. Consequently, SeSQL can
be used as the largest dataset for future research on single-round text-to-SQL parsing
and on question completion. We train LGESQL [3], a competitive parser, on the
completed questions, and report its performance as an upper bound for the session-
level parsing task.

(3) We conduct session-level text-to-SQL parsing experiments and detailed analysis,
employing three competitive models, i.e., EditSQL [16], IGSQL [2], and EX-
RATSQL [6]. Moreover, we make in-depth comparison on SeSQL and CHASE.

2 Related Works

Session-Level Text-to-SQL Datasets. To date, there exist two representative session-
level text-to-SQL datasets, i.e., English SParC [15] and Chinese CHASE [6]. SParC
reuses questions in Spider [14], the widely used single-round dataset, as guidance for
annotators to create question sequences. The basic idea is to transform an original ques-
tion into a sequence of simpler questions, with the goal of answering the original ques-
tion. As pointed out by Guo et al. (2021) [6], this construction method leads to two
biases: 1) high proportion of context-independent questions, 2) high proportion of easy
SQL queries.

As the first session-level Chinese dataset, CHASE is composed of two separate parts,
i.e., CHASE-C and CHASE-T [6]. For CHASE-C, they reuse 120 DBs from single-
round DuSQL [11], and question/SQL pairs are created from scratch. For CHASE-T,
they reuse a part of English SParC and translate DBs and question sequences into Chi-
nese. However, CHASE-C and CHASE-T exhibit different characteristics possibly due
to culture and language gaps, leading to incompatible behaviour when they are merged
and used as training and evaluation data, which can be observed in our experiments
(Table 7). Moreover, it is inevitable that CHASE-T inherits the biases of SParC.

Conversational Text-to-SQL Parsing. It belongs to a different task from session-level
text-to-SQL parsing, and is also known as DB-based conversational QA. CoSQL [12] is
an English dataset for this task. The key difference lies in that besides generating SQL
queries, the model may interact with users and ask NL questions to clarify ambiguities.

Session-Level Text-to-SQL Parsing. In the session-level setting, many researchers
focus on parsing model innovation [7,13,17]. Due to space limitation, we briefly
introduce four representative approaches for session-level text-to-SQL parsing. Edit-
SQL [16] generates a current-round SQL query by editing a previous-round query. Its
encoder is designed to model interaction between the current-round question and all pre-
vious questions. IGSQL [2] extends EditSQL by introducing a graph encoder to model
DB schema items together with those mentioned in existing questions. Hui et al. (2021)
[7] propose to jointly model the question sequence, DB items, and their interactions via
a dynamic graph. Guo et al. (2021) [6] make an extension to the widely-used single-
round model, named RATSQL [10], and propose a session-level approach, named as
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EX-RATSQL. The idea is concatenating the current question and all previous questions
with “[SEP]” as the delimiter, and feeding them as input into the single-round RATSQL.
Please note that the code of EX-RATSQL is based on DuoRAT [8].

Fig. 2. Illustration of how to complete a current-round NL question and a next-round SQL query.

3 Dataset Construction

The construction of SeSQL mainly consists of five steps: 1) DB collection and cleans-
ing, 2) initial SQL query creation, 3) subsequent question/SQL generation, 4) review
and final question creation, and 5) completing context-dependent questions. We first
introduce our overall annotation workflow in Sect. 3.1, then detail the five steps in
Sects. 3.2–3.6, and finally discuss other annotation details in Sect. 3.7.

3.1 An Iterative Annotation Workflow

In the early stage of this work, we observed that one annotator tended to have a very
limited number of ways for advancing a session, probably due to thinking habits and
background knowledge. In other words, annotators usually followed a few fixed patterns
to ask new questions in order to improve annotation speed. Therefore, if we let one
annotator to complete a whole session, the constructed data would probably contain
strong annotator-related biases [5] and be less diverse.

To deal with this issue, we adopted an iterative annotation workflow, as illustrated
in Fig. 2. The basic idea is that one annotator only completes one NL question and one
SQL query, and previous submissions are intensively reviewed by subsequent annota-
tors. There are six possible subtasks for an annotator to complete at a time.

Subtask 1: knowing the context. The annotator first reads all previous NL ques-
tions to 1) know what the session is about, and 2) avoid asking identical or similar
questions.

Subtask 2: checking the previous submission. The annotator must carefully check
and correct the submission of the previous annotator, which usually consists of two
parts, i.e., a current-round SQL query, and a previous-round NL question (if not first-
round). We find that this step is very important for avoiding error accumulation.
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Subtask 3: writing an NL question. The annotator writes a qualified NL question
for the current-round SQL query. On the one hand, the question should correctly and
exactly express the meaning of the SQL query. On the other hand, the question should
be expressed in a flexible and natural manner, imitating human conversation in real life.

Subtask 4: composing an SQL query. The annotator composes a new next-round
SQL query, which is detailed in Sect. 3.4.

Subtask 5: verifying corrections via interaction. If the annotator (B) finds and
corrects mistakes in the previous submission of another annotator (A). Our annotation
tool will deliver the original submission along with the corrections to annotator A for
his confirmation. If annotator A agrees with B, then the issue is settled; otherwise, a
senior annotator is called to make a final decision.

Subtask 6: making a request for ending a session. An annotator may make a
request for ending a session after completing subtask 2, when he fails to think of any-
thing more to ask. Then a senior annotator handles the request.

Following Yu et al. (2019) [15], we require the number of question/SQL pairs in
a session should range between 3 and 10. A session is automatically terminated if the
number reaches 10.

Discussion. The one-annotator-one-session workflow, adopted by CHASE, means that
a session is completed by a single annotator. As we discussed in Sect. 3.1, this may
introduce strong annotator-related bias, since annotators usually have a limited number
of ways to advance a session. We observe that our iterative workflow can effectively
alleviate this issue. Another advantage of our iterative workflow is that a previous sub-
mission is reviewed timely in order to avoid error accumulation and improve data qual-
ity. In contrast, data review can only be performed after a whole session is completed
in CHASE.

3.2 DB Collection and Cleansing (S1)

Collecting DBs is a non-trivial work. For simplicity, we reuse all 201 DBs with 813
tables of the DuSQL dataset [11].

After looking into the data, we find that there are a lot of noises in the original DBs
of DuSQL, which is also pointed out by Guo et al. (2021) [6]. Most noises fall into four
categories: 1) primary or foreign keys are not given; 2) the value type of a cell does not
match its column type; 3) some cells do not have values; 4) a duplicate value occurs in
the primary key column.

In order to improve the quality of DBs and make sure that all legal SQL queries
can be successfully executed, our six senior annotators have manually checked and
corrected all DBs1 before real annotation. Each annotator handles about 35 DBs.

3.3 Initial SQL Query Creation (S2)

Creating suitable initial queries is crucial for session-level text-to-SQL data creation,
since they directly influence subsequent annotations. The suitability of initial queries

1 Please note that we ask annotators not to introduce identification information and ask them to
anonymize the existing identification information.
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depends on two aspects, i.e., simplicity and diversity. Regarding to the first aspect, we
find that queries at easy and medium difficulty levels are the most appropriate as initial
queries. We follow definition of difficulty levels in Yu et al. (2018) [14]. The second
aspect indicates that initial queries should cover as many SQL keywords as possible. In
order to satisfy both aspects, we induced 60 SQL query templates from single-round
Spider and DuSQL, and each template contains some slots corresponding to masked
table/column names and cell values. Given a DB, we require the initial query matches
one of the templates (simplicity), and create at most one initial query for one template
(diversity). We create 5,028 valid initial queries in total.

Table 1. Seven categories of thematic transition for creating the next-round SQL query.

Categories Examples

current-round SQL query yj next-round SQL query yj+1

Changing SELECT SELECT name FROM movie SELECT name, score, type FROM

movie

Changing conditions SELECT count(*) FROM cinema

WHERE score > 3.5

SELECT count(*) FROM cinema

WHERE score > 3.5 AND

room number> 10

Changing tables SELECT name FROM movie SELECT name FROM cinema

Changing display SELECT name FROM movie SELECT name FROM movie ORDER

BY score DESC LIMIT 3

Combining queries SELECT name FROM cinema

ORDER BY score DESC LIMIT 100

{SELECT name FROM cinema

ORDER BY score DESC LIMIT 100 }
EXCEPT {SELECT name FROM

cinema WHERE type =”thriller”}
Hybrid of the above SELECT name FROM movie SELECT name, score FROM movie

WHERE review number > 1000

Unrelated SELECT name, address FROM

cinema ORDER BY score DESC

LIMIT 1

SELECT name FROM movie

3.4 Subsequent Question/SQL Creation (S3)

As discussed in Sect. 3.1, subsequent questions and queries are created by multiple
randomly selected annotators, each contributing one current-round NL question and
one next-round SQL query. This subsection focuses on how to create a next-round SQL
query given existing context.

Similar to context-dependent QA [1], it is crucial to make as realistic as possible the
thematic transition and context dependency between adjacent utterances, where theme
refers to users’ information need, and context dependency is concerned with manners
in reusing previous content. In this step (i.e., S3), we mainly consider the thematic tran-
sition, since reusing previous content is usually a natural choice for annotators. As for
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the context dependency information, we follow CHASE and create explicit annotation
(see Sect. 3.6).

Seven Categories of Thematic Transition. To capture theme change and encourage
diversity, we design seven transition categories to represent the relationship between
the current-round and next-round queries, i.e., yj and yj+1, as illustrated in Table 1.
Please note that we also allow annotators to compose a thematically “unrelated” query,
which sometimes happens in real-world scenario.

Figure 2 illustrates concrete operations in the bottom left corner. Given yj , the
annotator first selects a transition category; then our annotation tool suggests several
potential SQL templates according to yj and the selected category; finally the annotator
selects an SQL template and fills it with DB elements to complete an SQL query.

3.5 Review and Final Question Creation (S4)

This step is performed by our senior annotators. If an ordinary annotator makes a request
to terminate a session, the annotation tool will transmit the request to a senior annotator.
If the senior annotator agrees, then he must carefully review all previous questions and
SQL queries, and correct all found mistakes. After that, he writes an NL question for
the final-round SQL query.

3.6 Completing Context-Dependent Questions (S5)

To capture context dependency and make our dataset more widely applicable, we per-
form this step separately after all sessions are completed via the above four steps (S1-
S4).

Each session is then assigned to one senior annotator. The annotator first goes
through all NL questions, and decides whether each question is context-dependent.
Then, the context-dependent question is rewritten into a corresponding context-
independent one. There are in total 17,704 context-dependent questions, accounting
for 65.5% of all questions (see Table 3). As a result, SeSQL can serve as a single-round
Chinese text-to-SQL dataset as well, like DuSQL [11]. Moreover, it can also support
research on question completion.

Context Dependency Types. Following the practice of context-dependent QA [1] and
CHASE [6], we ask annotators to explicitly annotate the way that a context-dependent
question depends on its previous questions. There are five types, i.e., independent,
co-reference, ellipsis, hybrid of co-reference and ellipsis, and others. Such annota-
tion enables us to gain a deeper understanding of the results produced by text-to-SQL
parsers.

3.7 Other Annotation Details

Annotators and Training. We recruit 28 undergraduate students as our part-time anno-
tators, and 6 master students as senior annotators. All of them come from the computer
science department of our university and are familiar with the SQL language.
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Table 2. Statistics of existing cross-domain context-dependent datasets. “Avg. round” represents
the average number of rounds in a sequence. “Dep. Ratio” represents the ratio of the context-
dependent questions, and “Easy ratio” represents the ratio of queries in the easy level. Please
note that CHASE only partially released coarse-grained thematic transition relations.

Datasets General Information Challenge Information Contextual Annotation Question
Completion

Language DBs Tables Sequences Pairs Avg. round Dep. Ratio Easy Ratio Thematic Dependency

SparC English 200 1,020 4,298 12,726 3.0 52.5 40.1 � � �

CHASE Chinese 280 1,280 5,459 17,940 3.3 64.7 27.7 � � �

CHASE-C 120 462 2,003 7,694 3.8 71.2 18.6

CHASE-T 160 818 3,456 10,246 3.0 57.8 37.4

SeSQL Chinese 201 813 5,028 27,012 5.4 65.5 13.6 � � �
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Fig. 3. Thematic transition distribution in SeSQL.

Before real annotation, we train all annotators for several times so that they under-
stand the text-to-SQL parsing task, the annotation workflow, and the annotation tool, etc.
During real annotation, we have also held several meetings to discuss common mistakes
and settle disputes. Our annotation project lasts for about half a year.
Payment. All annotators were paid for their work based on the quality and quantity of
their annotations. According to the annotation time recorded by our annotation tool, the
average salary per hour is 25 RMB for ordinary annotators, and 35 RMB for senior
annotators.2 A total of 106K RMB is paid to annotators.

4 Analysis of SeSQL

Basic Statistics.As shown in Table 2, SeSQL contains 5,028 unique question sequences
over 201 DBs, with 27,012 question/SQL pairs. First of all, compared with English
text-to-SQL datasets, both SeSQL and CHASE have a larger number of sessions and
question/query pairs. Second, both SeSQL and CHASE are more challenging, due to
higher percentage of context-dependent and non-easy questions.

Compared with CHASE, SeSQL contains more question/query rounds per session.
We believe this owes to the seven categories of thematic transition that we design,

2 The average salary is about 20 RMB for a part-time KFC employee in our city.
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which makes it more flexible for annotators to create next-round SQL queries. More-
over, SeSQL has overall higher percentages of context-dependent and non-easy ques-
tions.

Looking into CHASE, as we earlier discussed, only 2,003 sessions and 7,694 ques-
tion/query pairs (i.e., CHASE-C) are annotated from scratch, which are much fewer
than SeSQL. In the experiments (see Table 7), we show that CHASE-C and CHASE-T
are highly discrepant and incompatible as training and evaluation data.

Finally, SeSQL provides corresponding context-independent questions for all
context-dependent ones, and thus can also serve as a single-round text-to-SQL dataset
or be used in research on question completion.
Thematic Transition. We compute the thematic transition distributions in Fig. 3.
We find the most frequently occurring transitions are “changing conditions”
(Cond.) and “changing SELECT” (SEL.), which are two very common contextual
thematic relations in conversational QA systems [1]. Meanwhile, it can be seen that
transitions of “changing tables” (Tab.) and “combining queries” (Com.)
rarely occur. In the former case, the next-round SQL query raises another related topic,
and its NL question is usually context-independent. The latter case usually leads to a
very complex next-round SQL query.

Table 3. Context dependency distributions of existing datasets, where the reported results of
SParC, CHASE, CHASE-C and CHASE-T are from Guo et al. (2021) [6].

Datasets Indep. Core. Elli. Both Others

SParC 47.5 31.6 25.9 5.0 0

CHASE 35.3 35.7 28.5 0.5 0

CHASE-C 28.8 39.8 30.9 0.5 0

CHASE-T 42.2 31.4 24.7 1.7 0

SeSQL 34.5 13.4 35.0 12.5 4.6

Table 4. Data statistics.

# DB # Sequence # Pair

Train 160 4,002 21,454

Dev 17 425 2,279

Test 24 601 3,279

Context Dependency. Table 3 shows distribution of context dependency types of differ-
ent datasets. Following previous studies, there are five types of context dependency, i.e.,
independent (Indep.), co-reference (Core.), ellipsis (Elli.), hybrid of co-reference and
ellipsis (Both)3, and Others. First, the proportion of context-independent questions in

3 The values of “Both” for other datasets are inferred from their reported results of “Core.” and
“Elli.”.
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SeSQL is much lower than SParc and CHASE-T, and is only 5.7% higher than CHASE-
C. Second, SeSQL has the highest percentage of questions with ellipsis, and of ques-
tions with both co-reference and ellipsis. Finally, the remaining 4.6% of questions in
SeSQL are related with previous questions in other ways than co-reference and ellipsis.
From the distribution analysis, we believe that compared with CHASE, SeSQL can be
used as a new and complementary resource for research on session-level text-to-SQL
parsing.

5 Experiments

Datasets. Since our DBs are from DuSQL, we follow their DB split to obtain
train/dev/test sets of SeSQL. Under the cross-domain setting, there is no DB overlap
in the three sets. Table 4 shows the data statistics.

Table 5. Session-level performance of three parsers on SeSQL, and single-round performance of
LGESQL. LGESQL is trained and evaluated on the completed context-independent data.

Models QM IM

Dev Test Dev Test

EditSQL [16] 57.2 52.6 27.3 22.6

IGSQL [2] 63.3 59.5 35.0 29.0

EX-RATSQL [6] 56.6 50.4 18.9 17.0

LGESQL [3] 76.8 71.0 – –

Evaluation Metrics. We use two standard metrics to evaluate model performance,
i.e., question-level match rate (QM, the percent of questions that are correctly
answered), and interaction-level match rate (IM, the percent of sessions that are cor-
rectly answered). A question is considered to be correctly answered only if all predicted
SQL clauses are correct, and an interaction session is considered to be correctly solved
only when all questions in the session are correctly answered.

Please note that we do not use execution accuracy for two reasons. First, tables
in SeSQL usually contain very few records, resulting in frequent execution failures.
Second, the baseline models we adopt do not support value prediction, and therefore
their generated SQL queries may not be executable.

Parsing Models. To conduct experiments on session-level text-to-SQL parsing, we
employ three representative open-source parsers introduced in Sect. 2, i.e., EditSQL
[16], IGSQL [2], and extended RATSQL approach proposed by Guo et al. (2021)
[6] (EX-RATSQL). For single-round text-to-SQL parsing, we adopt the competitive
LGESQL parser [3], which utilizes Dual RGAT to jointly encode the questions and
schemas. In addition, it proposes a graph pruning method as an auxiliary task to help
the encoder improve the discriminative capability. All of the four approaches utilize
BERT-base [4] for encodings.
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5.1 Main Results

The first major row in Table 5 shows performance of three session-level parsers on the
SeSQL’s session-level data. It is clear that IGSQL is superior to the other two by large
margin. However, it only achieves 29.0% in IM, showing that there is still a long way
to go for session-level parsing research.

In order to understand the challenges of session-level parsing compared with single-
round parsing, we train the single-round LGESQL on completed questions and cor-
responding SQL queries in SeSQL-train, and evaluate it on completed questions of
SeSQL-dev and SeSQL-test. As shown in the second major row, there is more than ten
points gap between single-round parsing and session-level parsing. To certain extent,
we may treat performance of LGESQL as an upper bound for session-level parsing.

Table 6. Fine-grained QM results on the test set of SeSQL.

Models Thematic Transition Context Dependency Round Number

SEL. Cond. Tab. Display Com. Hybrid Unrel. Indep. Core. Elli. Both Others 1 2 3 4 ≥5

EditSQL 51.3 47.6 40.7 50.4 40.0 31.0 59.6 63.2 51.2 45.4 47.3 51.0 65.4 57.3 50.7 45.4 46.9

IGSQL 59.5 55.0 40.7 59.8 55.0 43.0 65.6 67.4 59.3 53.4 56.0 60.3 68.6 64.6 58.1 55.2 53.9

EX-RATSQL 48.1 43.5 51.2 48.2 45.0 37.0 58.9 63.0 47.3 41.9 44.4 50.6 64.8 58.0 46.6 42.4 44.1

5.2 Fine-Grained Analysis

In order to gain insights on session-level parsing results, we perform fine-grained anal-
ysis on the QM values of SeSQL-test from three different perspectives, as shown in
Table 6.

First, we analyze the results from the perspective of thematic transitions. We can see
that IGSQL performs the best on all transition types except for “changing tables”
(Tab.). In fact, among all six types, IGSQL obtains the lowest QM value of 40.7 on the
“Tab.” type. This may be because that there is relatively weak correlation between the
history questions and the current question when the focus is changed to a new table.
As a result, the EX-RATSQL is more suitable for handing such questions. The second
lowest QM value is 43.0 for the hybrid type. This makes sense as the hybrid transitions
usually result in complex and difficult questions.

Then, we analyze the results from the perspective of context dependency, as shown
in the column of “context dependency”. All parsers obtain best performance on context-
independent (Indep.) questions, which is quite reasonable. In contrast, all parsers per-
form the worst when there is omitting components in the NL question (Elli.), indicating
that it is challenging for the parsers to distill useful information from previous question.

Finally, we divide NL questions into five groups according their interaction round
numbers and report their respective performance. It is clear that QM value decreases
as the round number increases, which is consistent with previous results on SParC and
CHASE.
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5.3 Comparison Between SeSQL and CHASE

We use different combination of SeSQL and CHASE as training data, and use three
separate dev sets, in order to understand data similarity and discrepancy between them.
To avoid DB overlap, which would corrupt the cross-DB text-to-SQL parsing task, we
remove all question/SQL pairs from each training data if the corresponding DB appears
in any of the three dev sets. Table 7 shows the results.

Table 7. Performance of IGSQL on dev sets of three datasets using different training data.

Training Data SeSQL CHASE-C CHASE-T

QM IM QM IM QM IM

CHASE 12.9 0.3 33.4 9.9 43.9 24.6

CHASE-C 4.0 0.1 35.7 11.0 22.5 6.1

CHASE-T 12.1 0.3 19.4 2.5 42.3 23.8

SeSQL 61.7 32.9 22.0 4.0 30.4 15.0

SeSQL + CHASE-C 62.5 33.2 39.3 14.0 33.8 15.4

SeSQL + CHASE-T 63.8 34.2 24.6 3.7 46.5 28.5

First of all, we can see that using the whole CHASE as training data leads to perfor-
mance drop on CHASE-C dev set, compared with using only CHASE-C. In other words,
the extra CHASE-T only introduces more noisy information than helpful information.
However, using whole CHASE increases performance on CHASE-T dev set, compared
with using only CHASE-T. This clearly demonstrates that CHASE-C and CHASE-T
are highly discrepant, and are not suitable to be merged.

Second, using only SeSQL as training data achieves acceptable cross-dataset perfor-
mance on CHASE-C dev set, which is much higher than using CHASE-T as training
data. The same trend goes to CHASE-T dev set.

Third, using both SeSQL and CHASE-C as training data leads to higher perfor-
mance on CHASE-C dev set than using only CHASE-C, which resembles the trend
observed on CHASE-T.

Fourth, using either CHASE-C or CHASE-T as extra training data increases both
QM and IM on SeSQL-dev set slightly, compared with the model trained on only
SeSQL. We suspect this may be due to the increased data volume.

The last three observation points clearly show that SeSQL exhibits a higher level
of generalization ability, and is more compatible with either CHASE-C or CHASE-T,
compared with the two CHASE counterparts. To certain extend, the results also show
that SeSQL is of high quality and can be used as a valuable complementary dataset for
training and evaluating session-level text-to-SQL parsers besides CHASE.

Despite SeSQL improving cross-dataset generalization, the model generalization
ability across different datasets is still weak, even if these datasets are built on the same
DBs (e.g., SeSQL and CHASE-C). We believe SeSQL can facilitate the research on
text-to-SQL parsing, especially on the cross-dataset generalization of models.
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6 Conclusions

This paper presents SeSQL, a high-quality large-scale session-level Chinese text-to-
SQL dataset. We describe its construction methodology and process in detail, and
present detailed analysis about it. We conduct benchmark experiments with three repre-
sentative session-level parsers, and prove that SeSQL exhibits several important features
compared with CHASE. First, all 5,028 sessions are manually constructed from scratch,
whereas only 2,003 sessions in CHASE-C are manually constructed from scratch. Sec-
ond, being used as extra training data, SeSQL can consistently improve performance
on both CHASE-C and CHASE-T. This indicates SeSQL is of higher quality and
has stronger generalization ability. Third, by completing context-dependent questions,
SeSQL provides 27,012 context-independent question/SQL pairs, and thus can be used
as a solid dataset for future research on single-round text-to-SQL parsing and on ques-
tion completion.
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Abstract. Chinese Spelling Check (CSC) refers to the detection and
correction of spelling errors in Chinese texts. In practical application
scenarios, it is important to make CSC models have the ability to cor-
rect errors across different domains. In this paper, we propose a retrieval-
augmented spelling check framework called RSpell, which searches corre-
sponding domain terms and incorporates them into CSC models. Specif-
ically, we employ pinyin fuzzy matching to search for terms, which are
combined with the input and fed into the CSC model. Then, we intro-
duce an adaptive process control mechanism to dynamically adjust the
impact of external knowledge on the model. Additionally, we develop an
iterative strategy for the RSpell framework to enhance reasoning capa-
bilities. We conducted experiments on CSC datasets in three domains:
law, medicine, and official document writing. The results demonstrate
that RSpell achieves state-of-the-art performance in both zero-shot and
fine-tuning scenarios, demonstrating the effectiveness of the retrieval-
augmented CSC framework. Our code is available at https://github.com/
47777777/Rspell.

Keywords: Chinese spelling check · Retrieval · Domain adaptive

1 Introduction

Chinese Spelling Check (CSC) aims to detect and correct misspelled characters
in Chinese sentences [27]. It is a fundamental task in natural language processing,
widely used in downstream NLP tasks such as speech recognition, summariza-
tion, and machine translation. As mentioned in previous studies [17], almost all
Chinese spelling errors are related to phonological and visual similarity. There-
fore, CSC models often integrate grapheme and phonetic information [8,35].

Most of the existing CSC research is concentrated in the general area. Con-
sidering practical applications, it is also important for CSC models to have error
correction capabilities in different domains. The mainstream practice is collect-
ing datasets and fine-tuning a specific speller for each domain, which can be less
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 551–562, 2023.
https://doi.org/10.1007/978-3-031-44693-1_43
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https://github.com/47777777/Rspell
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scalable and time-consuming. [20] proposed an unsupervised approach that used
domain terms to incorporate relevant knowledge into general spellers. Neverthe-
less, its performance excessively relied on many user-defined hyperparameters.

Table 1. Instance of Chinese spelling errors. The wrong/golden characters are in
red/blue. In the retrieval phrase, the orange indicates words that do not need to be
modified in the original sentence, while the green indicates the correct replacement for
the incorrect token in the original sentence.

Instance

Input
治疗弱视采用医学验光配镜来进行校正。

The treatment of amblyopia involves the use of medical optometry and corrective lenses

for proofreading.

w/ Retrieve

治疗弱视采用医学验光配镜来进行校正。‖领域词是弱视，医学验光，配镜，矫正

The treatment of amblyopia involves the use of medical optometry and corrective lenses

for proofreading.

‖The field words are amblyopia, medical optometry, corrective lenses, correction

Target
治疗弱视采用医学验光配镜来进行矫正。

The treatment of amblyopia involves the use of medical optometry and corrective lenses

for correction.

On many other tasks, such as open-domain question answering [1] and
machine translation [14], retrieval methods are typically used to introduce exter-
nal knowledge. By incorporating external auxiliary information, models are no
longer solely reliant on the training corpus and its internal weights, resulting
in improved model performance. Drawing inspiration, we propose a universal
retrieval-augmented framework to inject external domain term knowledge into
original spellers. Given an input sentence, we retrieve its relevant domain terms
to guide spellers from two aspects: i). avoiding over correction; ii). mining more
potential errors.

Specifically, We first construct domain-specific lexicons that contain Chinese
phrases and their corresponding pinyin forms. We second develop a retriever for
Chinese spelling check. It is difficult to match accurately with external infor-
mation based on text, given that the given sentence contains misspelled words.
Most Chinese misspelled tokens are phonetically close to their correctly spelled
counterparts, so we transform the sentence into a pinyin string and use fuzzy
matching with the pinyin. Finally, we concatenate the retrieved domain terms
and the original sentence into the speller, as shown in Table 1. During training,
we propose a process control mechanism to adaptively control the influence of
retrieval knowledge. Only when there is a match between the retrieval terms
and the target sentence, the retrieval results are incorporated into the speller.
In addition, we design a two-stage retrieval strategy to handle cases where a
single sentence has multiple errors. We evaluate RSpell on the domain-specific
CSC dataset [20] composed of three domains: law, medicine, and official docu-
ment writing. Our results outperform state-of-the-art models in both zero-shot
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learning and fine-tuning settings, providing strong evidence of the effectiveness
of the retrieval-enhanced CSC framework.

In summary, the main contributions of this paper are as follows: 1) To our
knowledge, we are the first to introduce retrieval into CSC tasks. 2) We propose
RSpell, a universal framework that can be combined with different spell checkers
to enhance their performance on domain-specific data. 3) Our method achieve
state-of-the-art results in all three domain-specific datasets, including both fine-
tuning and zero-shot scenarios.

2 Related Work

Chinese Spelling Check. In order to detect and correct spelling errors,
early works were mainly based on various manual-designed rules and tradi-
tional machine learning methods [6,9,25,30,34]. With the rapid development
of deep learning, employing pre-trained language models for solving CSC tasks
has emerged as a prevailing approach [3,7,24,33]. Researchers found the most
important cause of Chinese spelling errors is the similarity of sound and shape.
Thus, a line of studies have incorporated multimodal information into CSC mod-
els [8,16,23,29,32]. Compared with the general domain which the above methods
focus on, specific domains are also important for CSC application in practice.
[20] firstly annotated multi-domain CSC datasets and proposed ECSpell which
used lexicons to make the model have the domain-adaptive ability. Our research
also focuses on the domain-related CSC task, introducing the retrieval approach
to that task.

Text Information Retrieval. Text information retrievers are mainly divided
into sparse representation [2] and dense representation [12]. The former computes
the relevance score according to some specific statistics including TF-IDF [10],
BM25 [22]. Since its simplicity and efficiency, many researchers apply it to down-
stream tasks [5,26]. The latter obtains dense representation from the encoder of
a Transformer that has been trained on specific data [13,15]. Therefore, this app-
roach often contains richer and more dense information. It is usually applied in
open-domain question answering [1]. [11] used examples to improve interpretabil-
ity by using a dense representation-based retrieval method for the grammar error
correction task. Motivated by their work, we use sparse representation-based
retrieval methods for the CSC task to achieve more accurate error correction.

3 Our Approach

3.1 Problem Formulation

Given a misspelled sentence X = {x1, x2, · · · , xn}, the CSC model aims to out-
put the correct sentence Y = {y1, y2, · · · , yn} . As the sequence lengths of input
X and output Y are the same, the CSC task is usually regarded as a token pre-
diction task. In addition, we define the domain phrases retrieved from the input
sentence as V = {v1, v2, · · · , vm} to guide the model to make more accurate
predictions.
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3.2 Our Framework Overview

Our framework uses retrieval techniques to obtain domain knowledge and incor-
porates it into the speller for more accurate spelling checks. The overall overview
of the framework is illustrated in Fig. 1. We first establish a search engine that
utilizes pinyin fuzzy matching to retrieve relevant phrases from the input sen-
tence. Then, we utilize the retrieved to guide the CSC model, and adaptively
control its impact on the model through a process control mechanism.

Fig. 1. Framework of the proposed RSpell. Retrieval: It retrieves external information
relevant to the given sentence from the corresponding domain, i.e., domain phrases with
similar pinyin strings. Speller: It denotes a token classification-based speller. Process
controller: It controls the impact of external information on spellers.

3.3 Retriever for Chinese Spelling Check

The retrieval-based approach aims to match misspelled tokens in the input with
their corresponding correct tokens in the corpus, as well as match correctly
spelled tokens in the input with their corresponding correct tokens in the corpus.
These results are combined with the inputs and feed into the CSC model as
prompts.

Given a Chinese sentence X = {x1, x2, · · · , xn}, we first obtain its word
sequence according to the off-the-shelf segment tool, Jieba1:

WORD = {wd1, wd2, · · · , wdm} (1)

1 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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where wdi denotes the i-th word and it may contain one to many characters. m
stands for number of WORD.

Then, to construct queries of pinyin form, the obtained phrases are converted
to its pinyin strings by hanzi2pinyin2:

PY = {py1, py2, · · · , pym} (2)

where pyi represents the corresponding pinyin string of phi. m stands for number
of PY .

For each domain dataset, we prepare a dedicated domain thesaurus that
contains Chinese phrases and their corresponding pinyin expressions. We index
the domain lexicon as key-value pairs C = (ki, vi), where the pinyin serves as
the key and the corresponding Chinese word serves as the value. Then, given the
input PY , each element in PY is treated as a query, and the search engine Q
constructed using TF-IDF. A threshold value θ is set to return the most similar
keys and their values.

{(k1, v1), · · · , (kr, vr)} = Q(PY |C ≥ θ) (3)

r represents the number of key-value pairs that satisfy the condition of being
greater than or equal to θ, r ≤ m. Finally, we obtain the relevant external
knowledge R of the original input sentence X.

R = {v1, · · · , vr} (4)

We concatenate the initial input sentence X and retrieved phrases R with
the prompt p to form the final input, where p in our setting is “ ” which
means following phrases are related to the specific domain and also included in
the given sentence.

XR = {x1, x2, · · · , xn, p, v1, · · · , vr} (5)

3.4 Adaptive Process Controller

Due to limitations in retrieval technology and thesaurus capacity, search engines
cannot satisfy the need to retrieve all relevant phrases and may introduce some
noisy phrases. In order to balance the effect and noise brought by the retriever,
we use an adaptive process control module to control whether the retrieved
knowledge is incorporated into the model.

In the training phase, we dynamically judge the retrieved knowledge R and
the target sentence Y according to the following condition:

Condition : R ∩ Y �= ∅ (6)

When the Condition is true, which means that there is overlap between the
retrieved knowledge R and the text content of the target sentence Y , indicating
2 https://pypi.org/project/Pinyin2Hanzi/.

https://pypi.org/project/Pinyin2Hanzi/


556 S. Song et al.

that the retrieved information can effectively help the model and needs to be
integrated into the model. When the Condition is false, which means that there
is no similarity between the retrieved knowledge R and the text content of the
target sentence Y , indicating that the additional information has no effect and
does not need to be integrated into the model, LR = 0.

It is worth noting that we only use the adaptive process control module
during the training phase. In the testing phase, since we do not know the target
sentence in advance, we add retrieval information to all sentences to help with
error correction, that is, we only follow the right blue branch in Fig. 1 to output
the final predicted text.

3.5 External Knowledge Guided Spell Checker

The retrieved external knowledge needs to guide the spell checker for error cor-
rection. It is worth emphasizing that any speller can serve as the speller for
RSpell, encoding the original input X.

E = spellerencoder(X) (7)

where E is the overall embedding of the original input X. E ∈ R
l×768 and l is

the length of the input sentence. In order to incorporate the retrieved relevant
knowledge into the model, We use the encoder of the speller as a shared encoder
and input XR:

ER = spellerencoder(XR) (8)

where ER is the overall embedding after incorporating external knowledge. We
feed the obtained E and ER into two layers of Transformers encoders separately
to obtain hidden states, H = {h1, h2, · · · , hn} for E, HR = {hR

1 , hR
2 , · · · , hR

n }
for ER. where hi, h

R
i ∈ R

dt and dt is the output dimension of the Transformer
encoder. Since the CSC task can be seen as a symbol-level prediction task, the
decoder outputs the encoded results and projects them onto a character feature
space to predict the correct characters.

p(ŷi = yi|X) = softmax(W × hi) (9)

p(ŷi = yi|XR) = softmax(W × hR
i ) (10)

LC = −
n∑

i=1

log p(ŷi = yi|X) (11)

LR = −
n∑

i=1

log p(ŷi = yi|XR) (12)

where LC and LR are the character prediction loss and the retrieval knowledge-
aided character prediction loss, respectively. During the training phase, the basic
loss for the CSC task needs to be calculated through the left branch. Addition-
ally, by using the adaptive process control mechanism, we determine whether to
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combine the retrieved content and the original input according to the template
and feed it back to the spell checker to calculate the additional retrieval loss, i.e.
through the right branch. The training objective can be summarized as:

L = LC + LR (13)

3.6 Secondary Search Strategy

We found that the current CSC model performs poorly for sentences with mul-
tiple spelling errors. If multiple iterations of error correction are used, the CSC
model tends to overcorrect valid expressions into more common ones. This issue
has also been pointed out by [18]. Therefore, we propose a second retrieval strat-
egy. Incorporating external retrieval knowledge can not only help the model cor-
rect misspellings but also ensure that the model does not alter correct spellings
to some extent. Based on the result of the first correction, we re-retrieve to
obtain more accurate retrieval information and then add the updated knowledge
to the error correction model. This method helps to some extent in solving the
problem of correcting multiple misspelled words without overcorrecting.

4 Experiments

4.1 Dataset

We use the domain CSC dataset published by [20]. The dataset includes three
domains: law, medicine, and official document writing. The number of samples
in the training and test sets are as follows: law (1960/500), med (3000/500),
and odw (1728/500). For the domain lexicons used in the retrieval module, we
use the public Tsinghua University open Chinese dictionaries3 as the benchmark
for the law and medicine fields, and the official document lexicon provided by
[20] as the benchmark for the official document field. We extract key phrase
keywords from relevant corpora using a word segmentation tool and expand the
three benchmark lexicons accordingly.

4.2 Baselines

BERT [4] Basic BERT classification model.
ReaLiSe [29] fuses semantic, phonetic and visual information for prediction.
SCOPE [16] introduces the Chinese phonetic prediction assistance task and
employs an adaptive weighting scheme to achieve balance.
ECSpell [20] combines glyph information and fine-grained phonetic features,
and incorporates a household dictionary-guided inference module.
ChatGPT 4 is an advanced conversational AI model developed by OpenAI.
RSpellS stands for SCOPE as the speller of RSpell.
RSpellE stands for ECSpell as the speller of RSpell.
3 http://thuocl.thunlp.org/.
4 https://chat.openai.com/.

http://thuocl.thunlp.org/
https://chat.openai.com/
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4.3 Evaluation Metrics and Settings

We use the evaluation metrics proposed by [21]. Compared with the character-
level metric, the sentence-level metric is more stringent and better tests the
performance strength of the model. The specific metrics include the precision,
recall and F1 score both in of detection and correction level.

Our Framework is based on huggingface’s pytorch implementation. During
the training phase, we set the batch to 8, the maximum length sequence to
128, the epoch to 200, the learning rate to 5e−5, and we use AdamW [19]
as the optimizer. For zero-shot experiment, we construct general lexicon using
the SIGHAN dataset [21,28,31], and train them using the RSpell framework to
activate this retrieval-enhanced capability. The trained model is then used to
directly test on the entire domain data including training and test data.

Table 2. RSpell and baselines performance comparison in zero-shot and fine-tuning
scenarios across three domains: law, medicine, and official document writing. Best
results are in bold. Testing was performed on the entire dataset in the zero-shot learn-
ing scenario, and on the test set in the fine-tuning scenario.

Dataset Method Zero-shot Fine-tuning

Detection Level Correction Level Detection Level Correction Level

Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

law BERT 76.9 65.5 70.8 69.0 58.8 63.5 82.5 77.7 80.0 76.7 72.2 74.3

ReaLiSe 48.0 45.4 46.7 35.0 33.0 34.0 69.1 67.5 68.3 63.1 61.6 62.3

SCOPE 51.8 58.9 55.2 45.9 52.1 48.8 61.8 72.9 66.9 56.8 67.1 61.5

ECSpell 78.2 67.8 72.6 72.2 62.6 67.2 86.1 82.4 84.2 78.3 74.9 76.6

ChatGPT 40.1 21.5 28.0 35.7 19.1 24.9 - - - - - -

RSpellS 55.6 63.2 59.2 48.9 55.6 52.0 67.3 74.9 70.9 61.3 68.2 64.6

RSpellE 80.7 72.5 76.4 73.5 66.1 69.6 91.0 87.1 89.0 85.3 81.6 83.4

med BERT 74.5 61.4 67.3 65.6 54.0 59.2 85.0 69.9 76.7 77.4 63.7 69.9

ReaLiSe 42.8 39.4 41.0 27.2 25.1 26.1 68.3 57.1 62.2 55.0 46.0 50.1

SCOPE 54.2 58.0 56.1 45.9 49.1 47.4 72.0 71.7 71.8 61.3 61.1 61.2

ECSpell 75.8 65.8 70.4 67.6 58.6 62.8 84.9 79.7 82.2 75.9 71.2 73.5

ChatGPT 23.5 22.2 22.8 20.4 19.3 19.9 - - - - - -

RSpellS 52.0 62.0 56.5 45.5 54.3 49.5 71.6 74.8 73.2 65.3 68.1 66.7

RSpellE 73.0 67.5 70.1 66.7 61.7 64.1 89.6 80.1 84.6 86.1 77.0 81.3

odw BERT 79.8 62.6 70.1 74.0 58.1 65.1 85.3 74.9 79.8 78.8 69.2 73.7

ReaLiSe 49.6 43.8 46.5 38.0 33.6 35.6 64.0 58.9 61.4 55.0 50.6 52.7

SCOPE 82.6 73.4 77.7 75.7 67.3 71.3 88.4 81.0 84.5 82.2 75.3 78.6

ECSpell 82.4 70.1 75.8 76.9 64.3 70.2 88.2 79.9 83.8 82.3 74.5 78.2

ChatGPT 53.5 22.8 32.0 45.6 19.4 27.2 - - - - - -

RSpellS 84.6 80.9 82.7 77.3 73.9 75.5 90.1 86.7 88.4 83.4 80.2 81.8

RSpellE 87.4 72.5 79.3 80.6 66.8 73.1 92.4 82.9 87.4 89.0 79.9 84.2
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4.4 Main Results

Table 2 shows the sentence-level performance of RSpell and baseline methods
on three domain datasets, law, medicine and official document writing, for
both zero-shot and fine-tuning scenarios. With the help of retrieval framework,
RSpellS and RSpellE outperform other baselines. Compared with the original
spellers, our proposed RSpell framework has achieved at least 1.3% improve-
ment under zero shot setting and 3–8% improvement under fine-tuning setting,
respectively, which indicates that incorporating retrieval information is a highly
effective approach for CSC tasks in domain-specific data. We can see that the
proposed framework achieves a greater improvement under the fine-tuning set-
ting compared to the zero-shot setting. We speculate that the most likely reason
for this is that the model can better adapt to the new domain-specific data during
fine-tuning, which also implies that there is still room for further improvement
in the model’s generalization ability. Additionally, we observe that despite the
strong language capabilities of large language models, their output format is
often unstable, making them less suitable for CSC tasks.

4.5 Ablation Studies

To explore the effectiveness of each component of RSpell, we conducted ablation
studies with different settings: 1) removing the information retrieval module (w/o
IR), 2) removing the adaptive process controller (w/o APC), and 3) removing
the second iteration strategy (w/o SSS). As shown in Table 3, the performance
drops regardless of which component is removed, proving the effectiveness of
each component.

Table 3. Ablation results on test sets in three domains: law, medicine, and official docu-
ment writing. The following modifications were made to RSpellE: removing information
retrieval (w/o IR), removing adaptive process controller (w/o APC), and remove the
secondary search strategy (w/o SSS). It is worth noting that the absence of IR then
includes the absence of APC and the absence of SSS. Best results are in bold.

Method Law Med Odw

D-F C-F D-F C-F D-F C-F

RSpellE 89.0 83.4 84.6 81.3 87.4 84.2

w/o IR 84.0 76.7 79.7 74.1 82.0 74.7

w/o APC 87.7 82.1 83.4 78.7 87.5 83.5

w/o SSS 86.8 81.1 80.8 78.0 84.2 81.0

4.6 Effect of Varying Lexicons Sizes

Incorporating relevant external knowledge through retrieval can effectively assist
the CSC model in error correction, and the degree of the external knowledge’s
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impact is a key factor. We found that the size of the retrieval thesaurus has a sig-
nificant impact on the experimental results. We use the word segmentation tool
to extract key phrases from the corresponding training corpus and extend the
three benchmark lexicons accordingly. As shown in Table 4, with the increase of
the retrieval thesaurus size, the performance improvement becomes more appar-
ent. This indicates that expanding the retrieval thesaurus can retrieve more
effective information and thus improve the error correction effect.

Table 4. The performance impact of using retrieval thesaurus of different sizes in the
fine-tuning scenario was compared on datasets in three domains: law, medicine, and
official document writing. Best results are in bold.

Dataset Lexicons Size Detection Level Correction Level

Pre Rec F1 Pre Rec F1

law w/o Expanding(9896) 89.5 83.9 86.6 82.4 77.3 79.8

w/ Expanding(33121) 91.0 87.1 89.0 85.3 81.6 83.4

med w/o Expanding(18749) 89.6 80.1 84.6 84.7 75.7 79.9

w/ Expanding(21583) 89.6 80.1 84.6 86.1 77.0 81.3

odw w/o Expanding(12509) 92.3 82.5 87.2 88.1 78.7 83.1

w/ Expanding(29778) 92.4 82.9 87.4 89.0 79.9 84.2

5 Conclusion

We propose RSpell, a retrieval-augmented framework for domain adaptive
CSC. RSpell leverages retrieval methods to transform sentences into phonetic
sequences based on the characteristics of the CSC task. It utilizes fuzzy match-
ing to retrieve relevant external knowledge and guides the spell checker for accu-
rate error correction. RSpell sets new benchmarks on three domain-specific CSC
datasets, demonstrating that incorporating retrieval information is a highly effec-
tive approach for CSC tasks.
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Abstract. Semantic hashing is an effective technique to empower infor-
mation retrieval. Currently, considerable efforts have been dedicated to
generating high-quality hash codes by modeling document features using
generative models and other approaches. However, most of these methods
rely solely on a single type of feature, such as TFIDF features, BERT
embeddings, etc. As different types of features have distinct but com-
plementary information of documents, e.g. TFIDF mainly contains the
keywords information and BERT focuses on the semantics, hash codes
generated solely from either may not capture the full essence of the doc-
uments. To overcome this challenge, we propose a semantic-alignment-
promoting variational auto-encoder to generate hash codes from multiple
document features. Specifically, a VAE-based generative model is first
developed to model the multiple features. Then, we propose a semantic-
alignment-promoting inference network to estimate the parameters of
the variational posterior from multiple features. Additionally, the qual-
ity of hash codes is further improved by promoting the semantic align-
ment between the hash codes of connected documents in a constructed
connection graph. The results of extensive experiments on three public
datasets demonstrate that our proposed model significantly outperforms
current state-of-the-art models.

Keywords: Multiple Features · Generative Hashing · Semantic
Alignment

1 Introduction

Similarity search aims to find the most similar items to a query from a large
dataset, and one of its applications is document retrieval. However, the major-
ity of document features are real-valued, which makes the similarity calcula-
tions between numerous document pairs computationally expensive and requires
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extensive storage space. A common solution is semantic hashing, which com-
presses the real-valued features into compact but informative binary codes, sub-
stantially enhancing similarity calculation speed while decreasing storage space
demands.

To generate high-quality hash codes under unsupervised settings, extensive
efforts have been made. One popular approach is through unsupervised genera-
tive models, such as variational auto-encoder (VAE) [1]. By requiring the hash
codes of documents to generate the original features, the rich semantics will be
preserved in hash codes [2–5]. Besides generative models, recent studies have also
learned effective hash codes based on mutual information maximization theory
[6,7] or contrastive learning principle [8].

In previous semantic hashing methods, TFIDF has been widely adopted to
represent a document [2–6]. Since TFIDF, a statistical measure of word fre-
quency, is effective in identifying keywords, the hash codes derived from it can
capture the semantics associated with keywords. However, TFIDF fails to cap-
ture the contextual information within the document, leading to the generated
hash codes lack of expressing the context of the document. In recent years, the
success of pre-trained models has prompted researchers [7,8] to explore learning
hash codes based on BERT embeddings [9]. By leveraging the rich semantics
within BERT embeddings, excellent retrieval accuracy was achieved. However,
since BERT is designed to serve multiple downstream tasks, certain helpful infor-
mation for document retrieval, such as document keywords, is not prominent
in the BERT embedding. Therefore, as each type of feature has distinct but
complementary information of the document, we are supposed to leverage their
complementary advantages for higher-quality hash codes.

In this paper, we propose to learn high-quality hash codes from the multiple
features of documents with a semantic-alignment-promoting variational auto-
encoder. Specifically, we develop a VAE-based generative model to model the
multiple types of features of documents simultaneously. To preserve as much
semantics information from different types of features as possible in the hash
codes, it is necessary to design an appropriate inference network, instead of sim-
ply using an MLP network to process the concatenation of multiple features,
to estimate the variational posterior more accurately. To this end, independent
encoders are first employed on the multiple features, extracting semantics infor-
mation from various perspectives. These encoded features are subsequently com-
bined via a fusion operator (e.g. a weighted summation) into the parameters of
the variational posterior. However, due to the misalignment in semantics of the
multiple encoded features, mixing them without calibration may lead to messy
hash codes. To address the issue, we propose to promote the semantic alignment
between the multiple encoded features by leveraging contrastive learning [10].
Specifically, the multiple encoded features of the same document are viewed
as positive samples and the encoded features are thereby well regularized. In
addition to the semantic alignment among the encoded features of the same
document, a constructed connection graph is also incorporated to promote the
alignment between the hash codes of similar documents. By regarding the hash
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codes of connected documents as positive samples as well, further improvement
can be expected to be seen in the quality of hash codes. The results of exten-
sive experiments on three public datasets demonstrate that our proposed model
outperforms current state-of-the-art models.

2 Preliminaries

VAE-Based Generative Hashing. To maximally preserve the semantic infor-
mation from TFIDF features of documents in hash codes, a normal way is mod-
eling it with a VAE-based generative model and then the latent representations
will be viewed as the learned hash codes. Specifically, given a corpus {1, 2, ..., N},
VAE-based generative hashing methods propose to model the TFIDF features
xi of document i with a latent-variable model, that is

p(xi, zi) = pθ(xi|zi)p(zi), (1)

where p(zi) = Bernoulli(zi) is the prior distribution of latent variable zi ∈
{0, 1}d; and pθ(xi|zi) is the decoder. For TFIDF features, the decoder is often
defined as a factorized form, which is

pθ(xi|zi) =
|xi|∏

j=1

pθ(wij |zi) =
|xi|∏

j=1

exp(zT
i Ewij + bj)

∑|V |
k=1 exp(zT

i Ewik + bk)
, (2)

and wij denoting a one-hot vector representing the j-th word of document i;
E ∈ R

d×|V | is a learnable embedding matrix connecting latent code zi and one-
hot representation of word wij ; and bj is the bias. After the evidence lower
bound (ELBO) of the log-likelihood log p(xi) is maximized, the learned latent
representations of a document are the desired hash code.

Contrastive Learning. Contrastive learning is an effective method to learn
representations by contrasting two views of data with some negative samples.
Specifically, given a minibatch of data vi for i = 1, 2, ..., B, two different views
of data v

(1)
i and v

(2)
i are passed through an encoder f1(·) to produce continuous

representations, that is

r
(k)
i = f1

(
v
(k)
i

)
, k = 1 or 2. (3)

Because r
(1)
i and r

(2)
i are two representations of the same data vi, the same

semantic information is expected to be shared between them. To achieve this
effect, contrastive learning first project r

(1)
i and r

(2)
i into a new latent space,

that is
h
(k)
i = f2

(
r
(k)
i

)
, k = 1 or 2, (4)
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and then minimize the contrastive loss (NT-Xent Loss) [10] on h
(k)
i as LCL =

∑B
i=1

(
l
(1)
i + l

(2)
i

)
with

l
(1)
i � − log

esim(h
(1)
i ,h

(2)
i )/τ

∑B
j=1 1[j �=i]

(
esim(h

(1)
i ,h

(1)
j )/τ + esim(h

(1)
i ,h

(2)
j )/τ

) , (5)

where 1[j �=i] is an indicator function; τ is a temperature parameter; and sim(·, ·)
is the similarity function. When LCL is minimized, the encoder f1(·) is capable
of extracting informative representations from the original data for downstream
applications.

3 Semantic-Alignment-Promoting VAE

As previously mentioned, there exist multiple approaches to represent a doc-
ument, such as BOW, TFIDF, and BERT. Therefore, we propose a semantic-
alignment-promoting variational auto-encoder capable of leveraging multiple fea-
tures to yield hash codes enriched with richer semantic information. In this
section, we first propose a basic VAE to model the multiple features, and subse-
quently further promote it with semantic alignment between multiple encoded
features and the hash codes of connected documents.

3.1 VAE for Multiple Features

Assuming we can access K types of features of a corpus with N documents,
denoted as R � {X 1,X 2, . . . ,X K}, we propose to jointly model these features
with latent variables Z � {z1, z2, ..., zN} in a factorized form, that is

p(R, Z) =
N∏

i=1

p(x1
i , x

2
i , . . . , x

K
i , zi) =

N∏

i=1

(
p(zi)

K∏

k=1

pθk
(xk

i |zi)

)
, (6)

where {pθk
(xk

i |zi)}K
k=1 are K decoders to generate different types of features

from the latent variable zi; and the prior distribution {p(zi)}N
i=1 of zi is defined

as Bernoulli distribution, which aligns our latent variable with the binary char-
acteristics of hash codes, same as the definition of NASH in [3].

Since the characteristics of different types of features are diverse, such as
binary and real-valued, the decoders should be distributions that conform to
the characteristics. For instance, previous studies used a categorical distribu-
tion as the decoder for TFIDF features, that is pθ(xi|zi) =

∏|xi|
j=1 pθ(wij |zi) with

pθ(wij |zi) defined as (2) in preliminaries. For real-valued features, such as BERT
embeddings, we set the decoder as an independent multivariate Gaussian distri-
bution, that is pθ(xi|zi) = N (xi;μi, Id), where μi is dependant on zi.

To train the multiple features hashing model (6), the objective is to maximize
the log-likelihood log p(R) = log

∫
p(R, Z)dZ. However, since the exact log-

likelihood is intractable, we instead maximize its lower bound (ELBO) under
the framework of variational inference, that is
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LELBO = Eqφ(Z|R) [log pθ(R|Z)] − KL (qφ(Z|R)‖p(Z))

=
N∑

i=1

K∑

k=1

Eqφ(zi|Ri)

[
log pθk

(xk
i |zi)

] −
N∑

i=1

KL (qφ(zi|Ri)‖p(zi)) ,
(7)

where qφ(Z|R) is the variational posterior. In this paper, we assume it to main-
tain a factorized Bernoulli distribution form, that is qφ(Z|R) =

∏N
i=1 qφ(zi|Ri)

with Ri � {x1
i , x

2
i , . . . , x

K
i }. Specifically, qφ(zi|Ri) is defined as

qφ(zi|Ri) = Bernoulli(zi; pi), (8)

where pi ∈ (0, 1)d denotes the parameter of multivariate Bernoulli distribution.
In our experiments, pi = Sigmoid(gφ(Ri)) is the output of a inference network
gφ(·), which is parameterized by φ. As the variational posterior qφ(zi|Ri) condi-
tioning on Ri, it serves a role to fuse the diverse information provided by multiple
features. To achieve information fusion, we design the inference network gφ(·) in
a weighted summation form, that is

gφ(Ri) =
K∑

k=1

wk · gk
φ

(
xk

i

)
, (9)

where gk
φ (·) is the specific encoder to encode the k-th features and wk is a

hyperparameter to control its contribution to the final hash code.
To make the gradient pass through the latent variable zi successfully, we first

reformulate zi with the reparametrization trick, that is zi = (sign(pi − ξi)+1)/2
with ξ ∼ U(0, 1) being a sample from the uniform distribution. Then, we adopt
the straight-through gradient estimator in [11] to enable the gradients to pass
through sign(·). After training, the hash code of a document i can be obtained
by binarizing pi in a deterministic manner, e.g., zi = 0.5 × (sign(pi − 0.5) + 1).

3.2 Promoting Through Semantic Alignment

In the variational posterior of the multiple features hashing model, we employ a
straightforward weighted summation to fuse the information from different types
of features. Since the different features are encoded by K independent decoders
{gk

φ (·)}K
k=1, the semantics of the multiple encoded features are not aligned. Sim-

ply adding them together would result in the semantics from different types of
features being chaotically mixed up, leading to poor hash code quality. Hence,
the semantically aligned encoded features from different types are desired to
enhance the efficiency of fusion.

To achieve this goal, we propose to align different types of encoded features
of one document with contrastive learning, by treating them as positive pairs.
Denoting the encoded features as x̃k

i = gk
φ

(
xk

i

)
, we define the feature alignment

contrastive loss between multiple encoded features as follows:

LR
CL � −

N∑

i=1

∑

(x
k1
i ,x

k2
i )∈Ri

log
s
(
x̃k1

i , x̃k2
i

)

1
2

∑
j∈B

(
s
(
x̃k1

i , x̃k2
j

)
+ s

(
x̃k1

j , x̃k2
i

)) , (10)
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Fig. 1. A demonstration of the complete model architecture, assuming only TFIDF
features and BERT embeddings are available for simplicity.

where s(y1, y2) = exp
(
y1 · y�

2 /τ
)

is the similarity function and B is the minibatch
of documents when training. Additionally, we set k1 < k2 to avoid redundancy.
As the contrastive loss LR

CL is minimized, the multiple encoded features of the
same documents tend to cluster in adjacent regions of the same feature space,
which implies that the semantically aligned encoded features are obtained.

In addition to requiring the multiple encoded features of one document to
be semantically aligned, the semantic alignment between the hash codes of doc-
uments from the same category is also essential to improve the performance
of hash codes. However, since the categories of documents are assumed to be
unknown, there is no explicit constraint in the model to align the semantics
of hash codes. Fortunately, we can partially achieve this goal by leveraging a
connection graph constructed with the KNN algorithm on the raw features of
documents. Specifically, we propose to perform contrastive learning on the hash
codes of connected documents in the connection graph to align the semantics
between them. By regarding the connected documents in the graph as positive
samples pairs, we define the graph alignment contrastive loss as

LG
CL � −

N∑

i=1

∑

j∈Ni

log
s(zi, zj)

s(zi, zj) +
∑

n∈B\i s(zi, zn)
, (11)

where Ni denotes a set of documents that connecting to document i; s(·, ·) is the
same similarity function defined in (10); and B is the minibatch of documents
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when training. By applying contrasting learning on the hash codes of connected
documents, their similarity will be forced to be large, which implies that the
goal of semantic alignment between the hash codes of documents from the same
category is partially achieved, as connected documents are usually from the same
category.

By integrating LELBO, LR
CL and LG

CL through weighted summation, we can
obtain the final objective function of our proposed model, that is

L � LELBO − α · LR
CL − β · LG

CL. (12)

When this objective function is maximized, we can obtain hash codes that
integrate multiple features and the connection graph among documents. Figure 1
presents the complete architecture of our model, and for a simple architecture,
we assume that only two views, TFIDF and BERT, are available. To facilitate
subsequent discussion, we name our proposed model as Semantic-Alignment-
Promoting Multiple Features Hashing (SAMFH).

4 Related Works

Unsupervised semantic hashing has gained significant research attention in doc-
ument retrieval. The common approach is based on generative models like varia-
tional autoencoder (VAE) [1] for learning high-quality hash codes. For instance,
VDSH [2] models documents using VAE and generates hash codes through bina-
rization. NASH [3] replaces the Gaussian prior in VAE with Bernoulli prior and
leverages the straight-through technique [11] for end-to-end training. BMSH [12]
and CorrSH [13] improve performance using more expressive distributions. WISH
[14] tackles information loss in few-bit scenarios with auxiliary implicit topic vec-
tors. In addition to learning hash codes solely from document contents, some of
the recent works further improve the performance of hash codes by utilizing the
connection graph among documents. NbrReg [4] and PairRec [5] required the
hash code of a document to reconstruct the documents connected to it. RBSH
[15] precisely captured the correlation between documents by using a ranking
loss based on the graph.

In addition to generative hashing methods, recent studies have also explored
learning hash codes based on mutual information maximization theory or con-
trastive learning principle. For example, AMMI [6] generated high-quality hash
codes by maximizing the mutual information between document contents and
hash codes. DHIM [7] learned the hash codes from the BERT embeddings by
maximizing the mutual information between global codes and local codes from
documents. CSH [8] sought to generate hash codes by contrasting the hash codes
extracted from two BERT embeddings of the same document. Specifically, the
two BERT embeddings were obtained by passing the same document into the
pre-trained BERT model with dropout. However, these methods neglected the
inclusion of multiple features of documents, leading to the inadequacy of the
generated hash codes in fully representing the documents, since each type of
feature has its own strengths and weaknesses. By addressing this problem with
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the semantic-alignment-promoting VAE for multiple features, we successfully
further improve the performance of hash codes.

5 Experiments

5.1 Experiments Setup

Datasets. Three public datasets are used to evaluate the performance of our
proposed model. The datasets are: 1) NYT [16], which consists of 11,527 news
articles (train: 9,221, val: 1,154, test: 1,152) published by the New York Times
and categorized into 26 categories; 2) AGNews [17], which contains 127,600
news articles (train: 114,839, val: 6,381, test: 6,380) gathered from academic
news search engines and categorized into 4 categories; and 3) DBpedia [18],
which includes 60,000 article abstracts (train: 50,000, val: 5,000, test: 5,000)
from Wikipedia and categorized into 14 categories.

Baselines. Our proposed model will be compared with the following models:
VDSH [2], NASH [3], BMSH [12], CorrSH [13], WISH [14], AMMI [6], Pair-
Rec [5], DHIM [7] and CSH [8]. The reported performances of all baselines are
quoted from DHIM [7] and CSH [8] except PairRec, which is implemented in
our environment.

Training Details. To fairly compare with the baselines, only TFIDF features
and the [CLS] embeddings of pre-trained BERT are used. For hyperparameters,
the learning rate is fixed to 0.005, the batch size is fixed to 64, and the temper-
ature τ in LR

CL and LG
CL is fixed to d

16 for all cases. According to the precision of
the validation set, we select α from 1 to 100, β from 1 to 10 and the weights of
different views {wk}K

k=1 from 1 to 10. Additionally, the connection graph is sim-
ply constructed with the 100-nearest documents based on the cosine similarity
of TFIDF features and BERT embeddings. The Adam optimizer [19] with the
default setting except learning rate is utilized to train the model.

Evaluation Metrics. To be consistent with previous works, retrieval preci-
sion is utilized as the evaluation metric. Specifically, we retrieve the top 100
documents that are most similar to a given query, based on the Hamming dis-
tance between hash codes. The retrieval precision is calculated as the proportion
of retrieved documents that share the same label as the query. We report the
average precision across all queries in the test set.

5.2 Performance Comparison with Baselines

We conducted extensive experiments on three public datasets to evaluate the
performance of SAMFH. The results are presented in Table 1. Since the base-
lines only used TFIDF features or BERT embeddings, our model only uses these
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Table 1. Overall performance comparison between proposed model and baselines.
NASH+ is NASH that takes the concatenation of TFIDF features and BERT embed-
dings as input. SAMFH− is SAMFH without LG

CL.

Method NYT AGNews DBpedia

16b 32b 64b 128b 16b 32b 64b 128b 16b 32b 64b 128b

Using TFIDF features

VDSH 68.77 68.77 75.01 78.49 67.32 67.42 72.70 73.86 67.79 72.64 78.84 84.91

NASH 74.87 75.52 75.08 73.01 65.74 69.34 72.72 74.33 78.02 79.84 79.79 76.76

WISH 70.15 70.03 64.48 68.94 74.53 74.79 75.05 72.70 82.82 82.76 82.10 78.22

BMSH 74.02 76.38 76.88 77.63 74.09 76.03 76.09 73.56 83.17 86.24 87.05 83.86

CorrSH 75.43 77.61 77.24 78.39 76.20 76.45 76.61 77.67 82.01 81.78 80.94 85.77

AMMI 71.06 76.48 77.37 78.03 76.47 76.61 77.32 78.23 84.51 89.53 90.78 91.03

PairRec 75.42 78.56 79.63 80.75 76.82 78.31 79.79 80.18 84.00 87.09 88.91 89.13

Using BERT [CLS] embeddings

VDSH 53.38 58.18 62.44 64.64 62.97 66.35 69.57 70.27 69.59 75.21 79.54 80.62

NASH 55.87 58.25 60.98 64.27 66.32 68.44 70.40 72.07 65.87 74.54 77.96 81.43

WISH 58.83 64.75 65.47 70.34 65.35 66.19 69.39 72.03 65.65 72.91 76.66 82.29

BMSH 59.35 63.26 65.87 69.71 66.77 69.61 71.99 73.16 66.42 79.13 82.01 84.57

CorrSH 62.03 65.48 68.38 72.28 67.06 68.51 70.86 73.17 65.28 74.63 78.65 83.61

AMMI 60.47 65.10 69.67 74.47 65.50 68.26 71.85 74.36 80.25 82.67 89.26 86.74

PairRec 60.63 67.15 68.44 69.91 69.06 69.35 71.95 72.79 82.58 84.65 88.16 88.16

DHIM 79.69 80.55 79.77 79.09 78.23 79.17 78.88 79.86 94.26 94.80 93.02 88.21

CSH 79.63 81.05 81.08 81.28 79.14 80.25 81.14 81.78 95.19 95.84 95.79 96.01

Using TFIDF features and BERT [CLS] embeddings

NASH+ 75.72 77.68 80.99 81.76 77.11 78.08 79.92 80.72 81.09 88.39 90.74 91.65

SAMFH− 79.78 81.62 83.72 84.12 81.54 83.48 84.89 85.28 94.9 96.28 96.54 96.63

SAMFH 84.11 85.61 86.99 87.39 82.63 84.14 85.00 85.62 96.14 97.09 97.39 97.49

two views as inputs to ensure a fair comparison. The results clearly demonstrate
that our model outperforms baselines that only use one type of feature with a
substantial margin, highlighting the effectiveness of utilizing multiple features.
Additionally, to verify the superiority of the designed semantically aligned infer-
ence network, we compare NASH+, which is NASH that takes the concatena-
tion of TFIDF features and BERT embeddings as input, with SAMFH−, which
is SAMFH without LG

CL. It is obvious that fusing the diverse information from
multiple features by summing the semantically aligned encoded features is supe-
rior to simply inputting the concatenation of multiple features. Furthermore, the
improvement from SAMFH− to SAMFH manifests the effectiveness of aligning
the semantics of the hash codes of connected documents. Lastly, the performance
improvement of SAMFH over PairRec partially suggests the superiority of uti-
lizing the connection graph through contrastive learning on the hash codes of
connected documents. Further experimental studies are also conducted to vali-
date this point in the subsequent section.
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5.3 Ablation Study on LR
CL and LG

CL

To investigate the impact of features alignment contrastive loss LR
CL and graph

alignment contrastive loss LG
CL, we conducted experiments with these losses

removed, and the results are illustrated in Fig. 2. It is obvious that, across all
three datasets, the hash codes generated by SAMFH exhibit the best retrieval
accuracy for all bit lengths, indicating that LR

CL and LG
CL can aid the model in

producing higher quality hash codes. Additionally, upon scrutinizing the per-
formance of SAMFH−, SAMFH−− and NASH+, we found that aligning the
semantics of multiple encoded features before fusing them can effectively enhance
the quality of hash codes. Without LR

CL, our proposed fusion method performs
even worse than simply concatenating the multiple features. Finally, by compar-
ing SAMFH and SAMFH−, we discovered that the connection graph in NYT
dataset can offer more performance gains than AGNews and DBpedia, imply-
ing that we must adjust the weight of LG

CL in accordance with the attributes of
different datasets to attain optimal performance.

Fig. 2. Ablation studies to investigate the impact of LR
CL and LG

CL. The first presented
model SAMFH−− is SAMFH without both LR

CL and LG
CL.

Fig. 3. Comparing PairRec with SAMFH1 (SAMFH only uses one type of features) to
verify the effectiveness of leveraging connection graph by contrasting the hash codes
of connected documents.
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5.4 Studies on Connection Graph Utilization

To further validate the effectiveness of utilizing connection graph through con-
trastive learning on the hash codes of connected documents, SAMFH1, which is
our proposed model that only uses one type of view features, is compared with
the baseline model PairRec and the experimental results are stated in Fig. 3.
It is observed that SAMFH1 with TFIDF or BERT consistently outperforms
PairRec with TFIDF or BERT, indicating that leveraging connection graph by
contrasting the hash codes of connected documents is a more effective method
to preserve the graph information in hash codes space.

6 Conclusion

In this paper, we proposed semantic-alignment-promoting VAE that incorporates
multiple features of documents into hash code generation. Specifically, We devel-
oped a VAE-based generative model to model multiple features simultaneously
and aligned the semantics of multiple encoded features of the same document.
Additionally, we further improve the quality of hash codes by leveraging the
connection graph with contrastive learning. Excellent experimental results on
three public datasets demonstrated the effectiveness of our approach.
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Abstract. This paper focuses on providing detailed and specific feed-
back for Chinese writing learners, which is challenging due to the uncer-
tainty of the feedback space. 30 common tags are identified based
on clustering 363k comment phrases. By predicting the corresponding
tags for an input, learners can gain insights on how to improve their
work. However, the various tag types and non-exhaustive annotation
pose challenges for model training. To address this, we propose a soft-
label-driven approach to construct a more accurate relationship between
samples and the tag space. We use a relevance matrix between dif-
ferent tags to adjust the positive label’s confidence across the entire
tag space. Additionally, we propose a tag-aware regression-based rank-
ing model that further improves performance. Our experiments demon-
strate that the proposed soft-label approach performs better than a
hard-label approach, and the proposed ranking model enhances perfor-
mance. Our data and code are available at: https://github.com/Zhe0311/
DetailedFeedback2ChineseWritingLearners.

Keywords: Automated feedback · Computer-aided language
learning · Soft-label tag-aware ranking model · Essay assessment

1 Introduction

Providing detailed feedback to writing learners is crucial for their learn-
ing. Extensive researches have been conducted on automated evaluation sys-
tems, with much of the focus being on scoring, e.g., automated essay scoring
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Fig. 1. The transformation from hard labels to soft labels. Each essay is manually
annotated several tags as detailed feedback, but, unfortunately, the annotation is
non-exhaustive. The incompletely annotated hard labels are transferred to soft labels
through processing with a relevance matrix.

(AES) [8,11,12,14,21,23]. While providing detailed feedback, which can offer
more guidance to language learners, remains challenge.

Automated feedback is typically considered a generation task that aims to
generate comments for the writing learner’s input. Recent advances in deep learn-
ing, specifically end-to-end neural networks based on pre-trained language mod-
els, have shown impressive results [3,7,19,20,22]. For a language model, writing
fluent and readable text is easy, while identifying the weaknesses and strengths
in students’ writings is difficult. Even though the feedback by generative models
is fluent and readable, it still cannot be specific and valuable for learners. In this
paper, we focus on identifying the characteristics of students’ writings.

We obtain common tags by clustering on a large number of teacher comments
on Chinese native language learners’ essays. The tags point out the strengths and
weaknesses of essays from various perspectives such as logic, structure, content,
expression, so on and so forth. A detailed and specific feedback is provided by
assigning appropriate tags to essays.

Intuitively, the task can be viewed as a simple multi-task classification prob-
lem: given an input, make prediction on each tag, and return the corresponding
tags. However, there are some challenges:

1. Large output space and label sparsity issue. There are totally more
than one million raw comment phrases that we collected from teachers, so
the output space is extremely large if all phrases are used as tags directly.
Furthermore, the data exhibits a long-tail distribution, with limited training
instances for most of the tags, leading to severe label sparsity issue.

2. Non-exhaustive annotation. Due to the large output space, teachers usu-
ally point out some of characteristics of an essay, whereas not including all
the applicable tags. So, the manually annotated tags are not exhaustive.

3. Lack of applicable metrics. Since the data is under non-exhaustive anno-
tation, conventional metrics for classification are not suitable for this task.
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Fig. 2. The proposed ranking method framework. The large amount of raw comment
phrases are clustered into 30 tags according to their semantic distance. Then the tags
are sorted by the ranking model we propose. Finally, the top N tags are recommended.

There is a task known as Positive-Unlabeled (PU) learning in the field of
machine learning, which is aimed to address the challenge of working with solely
positive examples and unlabeled data [1,4,9,15]. There are some similarities
between the non-exhaustive annotation challenge and the PU learning, as only
part of the tags are pointed out to be positive while the rest remain unlabeled.
However, the tags utilized in this research is inter-related. Through integrat-
ing the inspiration derived from PU learning with the specific characteristics of
this task, the associations between tags are leveraged to better characterize the
feedback tag space.

As shown in Fig. 2, in this paper, we first cluster 30 comment patterns from
a large number of teacher comments to reduce the output space. Then the
hard annotation is transferred to soft annotation through the proposed rele-
vance matrix. We also propose a regression-based ranking model based on soft
annotation. Finally, we propose a new metric mean maximum relevance (MMR)
to better evaluate the model under the situation of non-exhaustive annotation
setting. Experiments show that the proposed soft-label method can better repre-
sent the label distribution. And the proposed tag-aware regression-based model
outperforms the multi-task method and KL-divergence-based ranking model.

2 Methods

2.1 Clustering Based on Semantic Distance

The extremely large size of comment phrases set presents a challenge of label
sparsity. Nonetheless, many comment phrases indicate the equivalent semantic
meaning with diverse expressions. So, the application of clustering based on
semantic similarity reduces the output space, and mitigates the overlapping issue
among the comment phrases.

All comment phrases are mapped to a 768-dimensional dense vector space
with a sentence-transformers model1 and then clustered into C clusters using

1 https://huggingface.co/symanto/sn-xlm-roberta-base-snli-mnli-anli-xnli.

https://huggingface.co/symanto/sn-xlm-roberta-base-snli-mnli-anli-xnli
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K-means method. The process of clustering is followed by a meticulous manual
merging and selection procedure conducted by a senior language teacher. After
processing, there are 30 tags, and the teacher assigns a representative name to
each tag. The 30 tags are listed in Table 1.

2.2 Relevance Matrix and Soft Labels

There are two characteristics of these essay-tags annotations: (1) the tags are
inter-related. For example, if an essay is tagged as “insufficient description”, it
is likely to exhibit qualities of “unexpressive language” as well, and it is highly
unlikely to possess the attribute of “vivid writing”; (2) the annotation is non-
exhaustive, which also leads to a data imbalance issue.

To better utilize the non-exhaustively annotated data, it is transferred to soft
labels, as shown in Fig. 1, which are believed to be a more accurate approximation
of the theoretical true labels.

Relevance Matrix. A relevance matrix M ∈ R
C is well-designed by language

teaching experts. The value of Mij ∈ [−10, 10] serves as a measure of the cor-
relation between the i-th tag and j-th tag, where positive values represent rele-
vance, and negative values indicate contradictions. In instances where two tags
are completely unrelated, Mij is set to 0.

Soft Labels. For a given essay x, denote its hard annotation as yh =
[y(1)

h ,y(2)
h , . . . ,y(C)

h ], where y(i)
h ∈ {0, 1} stands for the i-th tag, and denote

its soft annotation as ys = [y(1)
s ,y(2)

s , . . . ,y(C)
s ]. ys is derived from yh, and

also leverages the correlation information in the relevance matrix. Essentially,
a positive-annotated tag in yh will result in the tag in ys increased if the two
exhibit a positive correlation, or decreased if a negative correlation is exhibited.
The ys is given by

ŷ(i)
s = y(i)

h +
∑

k �=i

I

(
y(k)
h = 1

)
αMik (1)

ys = softmax(ŷs) (2)

where I(·) is an indicator function and α ∈ R is a constant. Then, ŷs is normalized
by a softmax function to construct a distribution. It should be noticed that the
soft annotation ensures every tag is endowed with a supervised signal for all
essays, thereby mitigating the label sparsity issue.

2.3 Ranking Model Based on KL-divergence

The Kullback-Leibler (KL) divergence measures the distance between two dis-
tributions and is widely utilized in the field of machine learning [6,10,17]. Given
that soft labels are essentially distributions, the KL-divergence is well-suited to
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Fig. 3. The Tag-aware ranking model framework. Every essay-tag pair is regressed to
a score by a fine-tuned BERT model. Then the tags can be sorted by their scores.

measure the distance between the soft labels and the model predictions in this
study. For the given dataset D = {(xi,ys,i)}Ni=1, where xi stands for the i-th
essay and ys,i denotes its corresponding soft labels, we hope to learn a function
f : X → Ys using deep neural networks, i.e., f(xi) = ŷi, which maps essay space
to tag space.

We adopt the BERT model as the input encoder, and adjust part of its
parameters to optimize the performance on predicting distribution over the tags.
Specifically, the 768-dimensional special token [CLS] is mapped to C dimensions
through a fully connected layer, and then normalized by the softmax function.
The minimization objective during training is given by

min
N∑

i=1

DKL (ys,i‖ŷi) (3)

where the loss function DKL(·) is KL-divergence. In the inference stage, output
for all tags are sorted in a descending order according to ŷi, with the top n
(n < C) tags being assigned to the input essay.

2.4 Tag-Aware Ranking Model

It is challenging for the KL-divergence ranking model (Sect. 2.3) to learn the
mapping function due to the limited input information. We propose to utilize
the tag information to enhance the task. The problem is viewed as learning
a score function fscore : X × Ys → R, which should be optimized such that
the appropriate tags have higher scores, whereas inappropriate tags have lower
scores.



Enhancing Detailed Feedback to Chinese Writing Learners 581

As shown in Fig. 3, the essay and labels are encoded jointly by a BERT model.
The integrated information is leveraged to predict a score for the essay on the
corresponding tag. One instance (xi,ys,i) is split into C instances: (xi, t(1),y

(1)
s,i ),

(xi, t(2),y
(2)
s,i ), . . . , (xi, t(C),y(C)

s,i ), where t(k) denotes all the comment phrases
corresponding to the k-th tag. The utilization of tag information directs the
model to place a heightened focus on the perspective as depicted by the tag,
leading to an improvement in performance. The loss function is

L =
1

NC

N∑

i=1

C∑

j=1

(
y(j)
s,i − fscore

(
xi, t(j)

))2

(4)

In the inference stage, the tags are sorted in a descending order according to
output scores, with the top n (n < C) tags being assigned to the input essay.

3 Experiments

3.1 Dataset

We collected 44, 904 Chinese essays from an online learning platform LeLeKe-
tang2. All essays are along with teacher comments, covering various topics and
skill levels. All comments are sliced and then filtered based on frequency, as the
low-frequency comment phrases may be more related to the content details of
essays. There are more than 363k comment phrases after filtering, which are all
general comments on the strengths, weaknesses, and characteristics of the essays.
Finally, the comment phrases are clustered into 30 clusters based on semantic
distance (Sect. 2.1), as shown in Table 1. The 30 tags represent common patterns
of feedback for Chinese writing. When applied to other languages, modifications
of the tags can be made based on the characteristics of the specific language.

The data are publicly available for the re-implementation and further
research.

– 44,904 instances (35,000 for training, 5,000 for validation, and 4,904 for
testing), each containing a Chinese essay and its annotation yh ∈ {0, 1}30 on
30 tags.

– Tag list, listing the 30 tags and including all the comments phrases for each
tag and its representative name.

– Relevance matrix, listing the correlation between tags (Sect. 2.2).

2 http://www.leleketang.com/zuowen/.

http://www.leleketang.com/zuowen/
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Table 1. The 30 tags in both English and Chinese.
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3.2 Metrics

Due to the non-exhaustive annotation, conventional metrics for classification fail
to fully reflect the performance of the model. If a tag is annotated as negative,
but is predicted to be positive, it is probably as the tag may actually be ignored
during annotation. The lack of applicable metrics is also a challenge.

Mean Maximum Relevance. To address this problem, we propose a new
metric Mean Maximum Relevance (MMR), where the interrelation across tags is
taken to better determine the gain or loss of a prediction. Specifically, the gain
or loss is determined by the correlation between this tag with those positive-
annotated tags. For an essay xi, whose k-th tag is predicted to be positive, the
maximum relevance (MR) of this tag is defined as

MR (k,yh,i) = max
1�j�30, y

(j)
h,i=1

Mkj (5)

For example, if an essay is annotated as “unexpressive language (1-st tag
in 30 tags)” and “insufficient description (4-th tag in 30 tags)”. The MR of a
prediction “inaccurate expressions (5-th tag in 30 tags)” is given by

MR = max {M1,5,M4,5} = max {5, 8} = 8 (6)

and the MR of prediction “vivid writing (6-th tag in 30 tags)” is

MR = max {M1,6,M4,6} = max {−10,−9} = −9 (7)

For all 30 tags, denote the prediction of xi as ŷi, the MMR of xi is defined
as

MMR(ŷi,yh,i) =
1
C

C∑

k=1

I

(
ŷ(k)
i = 1

)
MR (k,yh,i) (8)

The MMR of multiple instances is calculated as the average of their individ-
ual MMR. A larger MMR indicates a more consistent prediction with the raw
information, and better model performance. MMR takes the correlation between
the annotated categories and other categories into consideration, fully reflecting
the relevance between the predicted and annotated tags, making it an effective
evaluation metric for similar non-exhaustive annotation problem.

Other Metrics. Precision, recall and F0.5 are also reported for reference. F0.5
is adopted due to the greater priority of precision over recall. Precision@k and
Recall@k are widely utilized in the extreme multi-label classification (XMC)
problem [2,5,13,18], a task that addresses the challenges caused by an extremely
large label set. We focus on top predictions by presenting MMR@k, Precision@k,
Recall@k, and F0.5@k.
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3.3 Experimental Setup

There are four groups of experiments: random guessing, multi-task approach,
ranking model based on KL-divergence, and tag-aware ranking model.

1. Random Guessing. Given that task difficulty can vary depending on the
number of tags, and that the MMR metric is biased for different sets of tags,
a random guessing approach is utilized to indicate models’ lower bound, while
also reflecting the numerical characteristics of the metrics in settings of 10,
20, and 30 tags.

2. Multi-task Approach. A multi-task approach is adopted as a baseline
method, i.e., performing binary classification on each tag for input. A BERT
is fine-tuned with our data to minimize the cross-entropy loss between the
predictions and tags. All the classifiers are trained jointly. Particularly, due
to the data imbalance issue, the loss for every tag is weighted according to
the proportion of positive to negative instances.

3. Ranking Model Based on KL-divergence. We conduct experiments on
method in Sect. 2.3 to verify the advantages of soft labels. Rather than using
hard labels, the KL-divergence loss is used to approximate the soft labels.

4. Tag-aware Ranking Model. We conduct experiments on method in
Sect. 2.4 to validate the effectiveness of tag-aware approach.

Size of Tag Space. The 30 tags are sorted in a descending order according to
frequency. To observe the robustness of the proposed method, we contrast the
model performance in different size of the tag space. The number of tags are set
as 10, 20, and 30, where only corresponding tags will be considered.

Number of Predicted Tags (@k). The number of predicted tags are deter-
mined manually. We focus on top k predictions where the k is set to 3 and 5,
as it is reasonable to provide language learners 3–5 feedback tags in practical
applications.

3.4 Experimental Results

The results shown in Table 2 demonstrate that:

1. The multi-task approach exhibits a high recall and low precision, primarily
due to the absence of manual setting for the number of predicted tags. Every
positive prediction made by model counts. So, it retrieves much more tags
than other methods. Additionally, the low MMR further indicates the low
relevance between the predicted tags and the annotated tags. The results col-
lectively indicate that utilizing hard labels directly is an inadequate approach
for this task.

2. The comparison of KL-divergence-based and multi-task methods indicates
that significant improvement can be achieved through the utilization of soft
labels. Furthermore, the introductions of tag-aware methods further con-
tribute to the enhancements.
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Table 2. Performance of different methods. MMR is ranging from −10 to 10. We
present the result of making predictions randomly, denoted as Random, and a baseline
system, denoted as Multi-task. Specifically, the performance of multi-task method on
@3 and @5 are the same because the number of positive predictions is not determined
manually. RMKL denotes KL-divergence-based ranking model (Sect. 2.3) and RMtag

denotes tag-aware ranking model (Sect. 2.4).

Method # of tags MMR@3 Precision@3(%) Recall@3(%) F0.5@3(%)

Random 10 2.76 20.51 30.01 21.90
20 3.91 13.69 15.00 13.93
30 3.83 10.35 10.00 10.28

Multi-task 10 4.17 30.99 66.88 34.71
20 4.62 24.13 55.27 27.19

(Baseline) 30 4.52 20.49 66.46 23.78
RMKL 10 4.32 26.36 39.32 28.22

20 5.98 31.30 34.13 31.82
30 5.76 29.62 28.55 29.40

RMtag 10 4.96 34.41 46.80 36.33
20 6.12 34.55 37.09 35.02
30 5.89 31.32 30.57 31.17

(a) Number of predicted tags k set to 3

Method # of tags MMR@5 Precision@5(%) Recall@5(%) F0.5@5(%)
Random 10 2.77 20.50 50.00 23.24

20 3.91 13.69 24.99 15.05
30 3.83 10.36 16.68 11.21

Multi-task 10 4.17 30.99 66.88 34.72
20 4.62 24.13 55.27 27.19

(Baseline) 30 4.52 20.49 66.46 23.78
RMKL 10 3.96 25.12 62.45 28.53

20 5.73 25.08 45.57 27.56
30 5.56 24.91 40.02 26.94

RMtag 10 4.61 30.76 69.73 34.63
20 5.78 28.18 50.43 30.91
30 5.76 26.29 42.77 28.49

(b) Number of predicted tags k set to 5

3. As the size of tag space varies, the tag-aware ranking model keeps superior
performance in comparison to other methods, verifying its high robustness.
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4. As the number of recommended tags increases (from 3 to 5), the recall of
all methods increases significantly. However, their MMR, precision, and F0.5-
score decrease. Therefore, an appropriate k is crucial for practical application.
The MMR and the other metrics can effectively serve as a reference for deter-
mining a suitable recommended tags number.

4 Discussion

The ChatGPT by OpenAI has caught widespread attention for its powerful capa-
bility [16]. However, some pilot experiments show it cannot achieve satisfying
results on finding the advantages and disadvantages of the article. One promis-
ing way to better utilize ChatGPT is to combine the model we proposed with
it as a two-staged pipeline. Several tags representing the strengths and weak-
nesses of a response are predicted first, and then are integrated into prompts to
generate a more readable comment. The predicted tags guide the ChatGPT to
generate comments in a right and specific direction. The comments generated in
this way are more valuable and friendly to language learners.

5 Conclusions

We propose a soft-label approach and a tag-aware regression-based ranking
model to provide detailed feedback to Chinese writing learners by utilizing tags
obtained from over 363k comment phrases. Moreover, we introduce a novel met-
ric that considers the correlation among labels to better conduct evaluations in
this setting. This metric can also be applied to similar multi-label tasks where
the labels are non-exhaustive but interrelated. Our experimental results demon-
strate the superiority of the soft-label approach over a hard-label approach and
the effectiveness of the proposed ranking model in enhancing performance.
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Abstract. Hybrid tabular-textual question answering (QA) requires
reasoning from heterogeneous information, and the types of reasoning
are mainly divided into numerical reasoning and span extraction. Cur-
rent numerical reasoning methods simply use LSTMs to autoregressively
decode program sequences, and each decoding step produces either an
operator or an operand. However, step-by-step decoding suffers from
exposure bias, and the accuracy of program generation drops sharply
as the decoding steps unfold due to error propagation. In this paper,
we propose a non-autoregressive program generation framework, which
facilitates program generation in parallel. Our framework, which inde-
pendently generates complete program tuples containing both operators
and operands, can address the error propagation issue while significantly
boosting the speed of program generation. Experiments on the Con-
vFinQA and MultiHiertt datasets show that our non-autoregressive pro-
gram generation method can bring about substantial improvements over
the strong FinQANet (+5.06 Exe Acc and +4.80 Prog Acc points) and
MT2Net (+7.97 EM and +6.38 F1 points) baselines, establishing the new
state-of-the-art performance, while being much faster (∼21x) in program
generation. Finally, with increasing numbers of numerical reasoning steps
the performance drop of our method is significantly smaller than that of
the baselines.

Keywords: Tabular-Textual Question Answering · Numerical
Reasoning · Program Generation

1 Introduction

Most previous QA studies focus on homogeneous data, such as either unstruc-
tured text [6,16] or structured data [8,19]. In comparison, hybrid tabular-textual
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QA [2–4,9,23,24] reasons from heterogeneous information and is more challeng-
ing as it often requires numerical reasoning to answer the question in addition
to span extraction.

To empower hybrid tabular-textual QA models with numerical reasoning
ability, TAGOP [24] uses sequence tagging to extract supporting facts, then per-
forms a single arithmetic operation with one of a number of pre-defined oper-
ators. To support multi-step reasoning, FinQANet [3] and MT2Net [23] use an
autoregressive LSTM decoder over the RoBERTa [11] representation to gradu-
ally generate the program sequence, where each decoding step produces either
an operator or an operand. However, this step-by-step autoregressive decoding
process suffers from severe exposure bias. During training, the model uses gold
references as decoding history (teacher forcing), and learns to rely on the refer-
ence decoding history. But the decoding history is very likely to be wrong during
inference if the model cannot produce high quality predictions, and wrong pre-
dictions in early steps may negatively affect subsequent predictions and lead to
further errors in following steps [22]. Unfortunately, this is the case with hybrid
QA, where the prediction performance of current methods are far from good,
and as a result of error propagation, program generation accuracy drops heavily
as the number of decoding steps increases.

In this paper, we propose a Non-Autoregressive Program Generation model
(NAPG). Instead on generating the program sequence in a step-by-step manner,
we only use the encoder representation (without decoding history), and employ
an independent numerical reasoning tuple (operator, operands) generator for
each reasoning step to predict the operator and its operands. The numerical
reasoning tuple generator contains a soft masking mechanism [21] to derive its
specific input representation from the encoder representation by highlighting
the operand representations of the step, followed by an operator generator, an
operand generator and an order predictor. We also utilize a length predictor to
control the number of numerical reasoning tuples produced. As the numerical
reasoning tuple generator does not leverage any previous decoder history steps,
our method prevents the generation with the exposure bias problem and greatly
improves the generation speed due to parallelization.

Our main contributions are as follows:

– We propose a non-autoregressive program generation model (NAPG), which
can generate the full reasoning programs in parallel. Compared to previous
autoregressive generators, our method does not suffer from the exposure bias
issue and is much faster due to parallelization.

– In our experiments on the ConvFinQA [4] and MultiHiertt [23] datasets,
the NAPG model can bring about substantial improvements over the strong
FinQANet (+5.06 Exe Acc and +4.80 Prog Acc points) and MT2Net (+7.97
EM and +6.38 F1 points) baselines, establishing the new state-of-the-art per-
formance, while being ∼21 times as fast in program generation. Our further
analysis shows that the performance loss of NAPG is also significantly smaller
than the baseline with increasing numbers of numerical reasoning steps.
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Fig. 1. An example from the MultiHiertt dataset. In the numerical reasoning question,
the system needs to locate which year has less than −6,250 Benefit plans-3 from the
first table, and then select the relevant numbers from the second hierarchical table as
operands to calculate the answer with addition as the operator. Better viewed in color,
the supporting facts are in light blue boxes. (Color figure online)

2 Preliminaries

Task Description. Question answering over hybrid tabular textual data
requires reasoning from heterogeneous information, involving numerical reason-
ing or span extraction. As shown in Fig. 1, given the question Q, the system
is to find its answer from tables T and texts E. For some cases, the model
only needs to extract an answer span A from the input. For many other cases
involving numerical reasoning, the model has to generate a program sequence
G = {g0, g1, ..., gn}, where gi stands for a token of the program, which is either
extracted from the input, or selected from pre-defined special tokens, including
operators and special operands, and the probability of an answer A is calculated
by summing over the probabilities of all programs Gi from which the answer A
can be obtained:

P (A|T,E,Q) =
∑

i

P (Gi|T,E,Q) (1)

Fact Retrieving. MT2Net converts data cells of tables into sentences with their
row and column headers. As the input text in a document of the MultiHiertt
dataset may exceed 3,000 tokens and due to the input length limitation of PLMs,
MT2Net first concatenates the question with each sentence as input to train a
RoBERTa-based binary-classifier (bi-classifier) for supporting fact classification.
Next, it takes the top n sentences based on the supporting fact classification
prediction as the input for the next stage. Another classifier is used to determine
whether the next stage is span extraction or numerical reasoning.

Span Extraction. MT2Net uses the T5-base model [15] for span extraction
questions, where the model takes the concatenation of the question and the sen-
tences containing supporting facts as input, and generates the answer sequence.
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Fig. 2. The NAPG Model.

Autoregressive Numerical Reasoning. Answering the question may require
multi-step reasoning. MT2Net first uses RoBERTa as an encoder to obtain the
context-aware representations of the question and the sentences containing sup-
porting facts, and concatenates them with the embeddings of pre-defined special
tokens, such as the function names, predefined constants, etc. Next, it uses an
LSTM decoder to generate the program sequence for the deduction of the answer.
Each decoding step makes predictions over the concatenated matrix and selects
either an operator or an operand.

3 Our Approach

We present our non-autoregressive program generation model that independently
generates the full program sequence to address the exposure bias issue of the
step-by-step program generation model and to speed up the generation by sup-
porting better parallelization. The NAPG model framework is shown in Fig. 2.
It first uses a bi-classifier to retrieve the most relevant facts, and uses another
bi-classifier to identify the question type like MT2Net. For span extraction ques-
tions, NAPG uses the same T5-base model as MT2Net to generate the answer
given the concatenation of the question and the sentences containing support-
ing facts. But for numerical reasoning, we design a non-autoregressive approach
to program generation, which is quite different from the autoregressive LSTM
decoder used by MT2Net.

3.1 Non-Autoregressive Program Generation

We concatenate special tokens (constants within 10 and common order values),
question, tables, texts as input to the RoBERTa encoder and it outputs the
contextual vectors ho.
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Soft-Masking Operand Extractor. We employ a 2-layer feed forward net-
work (FFN) as the Soft-Masking Operand Extractor over the full RoBERTa
representation ho to identify all operands of the expected reasoning program
in the input. We calculate the probability pt that the token is an operand. Then
we soft mask [21] ho with pt.

pt = softmax (FFN (ho)) (2)

hs = ho ∗ pt + vm ∗ (1 − pt) (3)

where hs is the soft-masked representation, vm stands for the mask embedding,
we use a zero vector with all dimensions set to 0 as the mask embedding, and
“*” indicates element-wise multiplication.

A large pt would make the soft masking result close to the original embedding,
while a small pt would turn the result close to the masking embedding. The soft-
masking mechanism can thus represent the evidences with a higher priority.
Compared to using the classification results for hard masking, soft masking is
differentiable and can be trained in an end-to-end manner while alleviating the
error propagation issue.

Length Predictor. We employ a multi-class classifier as the length predictor
to predict the number of reasoning steps, where each reasoning step contains a
complete program tuple (operator, operands, order). The classifier is an FFN
layer with the RoBERTa representation of the [CLS] token without soft masking
as input.

plength = softmax (FFN ([CLS])) (4)

Soft-Masking Operand Generator. We also utilize the soft masking mecha-
nism to extract the two operands of the specific reasoning step from the input
in the Numercical Reasoning Tuple Generator.

pe = softmax (FFN (hs)) (5)

he = hs ∗ pe + vm ∗ (1 − pe) (6)

where he is the soft-masked representation for current step. pe represents the
probability that the token is the operand of the current step.

Operator Generator. We define six operators: Addition, Subtraction, Multi-
plication, Division, Exp, Greater. We average the soft-masked representations
he of the reasoning step and the embedding of the [CLS] token as input, and
use a multi-classifier as the operator generator to select the operator.

pop = softmax (FFN (mean ([CLS] |he))) (7)

Order Predictor. The order of the two operands matters when the operator
is subtraction, division, exp or greater. We also take the mean pooling of the
[CLS] token embedding and the soft-masked embeddings he as input, and use
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a bi-classifier to predict the order of the operands (whether their order is as in
the input or in the reverse order).

porder = softmax (FFN (mean ([CLS] |he))) (8)

3.2 Training

To jointly optimize all objectives for numerical reasoning, we minimize the
weighted sum of the negative log-likelihood losses of individual modules.

L = λt ∗ NLL (log (pt) , rt) + λlength ∗ NLL
(
log

(
plength

)
, rlength

)

+λe ∗
n∑

i=0

NLL (log (pei ) , rei ) + λop ∗
n∑

i=0

NLL (log (popi ) , ropi )

+λorder ∗
n∑

i=0

NLL
(
log

(
porderi

)
, rorderi

)
(9)

where NLL stands for the negative log-likelihood loss function, r indicates the
ground truths, λ represents the weight of each module, and n is the maximum
number of reasoning steps.

3.3 Discussions

The general design of NAPG only involves element-wise computations, a single
FFN for length prediction, and 3 sets of FFNs with different parameters but
the same architecture for operand generation, operation generation and order
prediction respectively. When generating the program tuple sequence, the length
predictor only needs to be computed once, and the element-wise computations
can be easily parallelized. As for each set of FFNs with different parameters but
the same architecture, their activation function can be easily parallelized, and
their linear layers with different parameters can be parallelized with the batch
matrix-matrix multiplication function implemented in almost all modern linear
algebra libraries.

Compared to autoregressive decoding, non-autoregressive counterparts
ignore the decoding history which may have a potential negative impact on its
coherence, but in case of program generation for numerical reasoning, coherence
may be affected less, while the autoregressive decoding is very likely to
be mislead especially for program generation when prediction quality
is not high (<50%, as shown in Fig. 3).

4 Experiments

4.1 Settings

Dataset. We conducted our experiments on the ConvFinQA1 and MultiHiertt2

datasets. The ConvFinQA dataset contains 14,115 data, split into train, devel-
opment, and test parts with 11,104, 1,490, and 1,521 examples, and it poses a
1 https://github.com/czyssrs/ConvFinQA.
2 https://github.com/psunlpgroup/MultiHiertt.

https://github.com/czyssrs/ConvFinQA
https://github.com/psunlpgroup/MultiHiertt
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Table 1. Main results on ConvFinQA and MultiHiertt.

ConvFinQA MultiHiertt

Exe Acc Prog Acc EM F1

GPT-2 (medium) 58.19 57.00 – –

T5 (large) 58.66 57.05 – –

TAGOP (RoBERTa-large) – – 17.81 19.35

FinQANet (RoBERTa-large) 68.90 68.24 31.72 33.60

MT2Net (RoBERTa-large) – – 36.22 38.43

Ours (RoBERTa-base) 69.82 68.84 38.19 38.81

Ours (RoBERTa-large) 73.96 73.04 44.19 44.81

great challenge in modeling long-range, complex numerical reasoning paths in
real-world conversations [4]. Compared with existing datasets, each document in
MultiHiertt contains multiple hierarchical tables and longer unstructured text
[23], and it contains 10,440 data items, split into train, development, and test
parts with 7,830, 1,044, and 1,566 examples. The test set labels of the Con-
vFinQA and MultiHiertt datasets are not public.

Evaluation Metrics. We evaluated the performance by Exact Matching (EM)
and the adopted numeracy-focused F1 [6] for MultiHiertt, and execution accu-
racy (Exe Acc) and program accuracy (Prog Acc) for ConvFinQA following
previous work.

Baselines. GPT-2 [14] and T5 [15] are two generative models. TAGOP [24]
first uses the sequence tagging method to extract facts, then performs only one
arithmetic operation with pre-defined operators. FinQANet [3] and MT2Net [23]
are able to perform multi-step reasoning, and they both use an autoregressive
LSTM decoder to generate the program.

Model Settings. We tuned hyper-parameters on the development set
(Sect. 4.4). To fairly compare with existing state-of-the-art results, we adopted
all experiment settings of FinQANet and MT2Net, GPT-2 and T5 use medium
and large respectively, the rest of baselines are based on the RoBERTa-large
model. We train models on a single RTX3090 GPU and set the maximum num-
ber of reasoning steps n to 5, 10 for ConvFinQA and MultiHiertt respectively.
To focus on program generation and for fair comparison, we only replace the
program generation module of MT2Net and FinQANet with NAPG and leave
the other parts unchanged. As FinQANet uses a single LSTM to decode either
the program sequence or the span to extract according to question type with-
out having an individual span extraction module, we ask the length predictor of
NAPG to predict a length of 0 and extract the span with the highest prediction
probability directly from the output of the operand extractor in this case to take
care of span extraction questions on the ConvFinQA dataset.
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4.2 Main Results

We first compare NAPG (with both base and large settings) with our baselines.
Results are shown in Table 1.

Table 1 shows that: 1) Pre-trained models (GPT-2 and T5) do not lead to
better performance than LSTM, probably due to the fact that they are not pre-
trained for the generation of the numerical reasoning program. 2) already with
the RoBERTa base setting, our method is able to achieve better performance
on both datasets. 3) using the RoBERTa large setting can further boost the
performance of NAPG, and lead to large improvements on both ConvFinQA
(+5.06/+4.80 Exe/Prog Acc points) and MultiHiertt (+7.97/+6.38 EM/F1
points) datasets.

Table 2. Main results of numerical reasoning on MultiHiertt.

Dev

EM F1

MT2Net (RoBERTa-large) 41.35 41.35

Ours (RoBERTa-large) 48.20 48.20

Fig. 3. Performance of different numerical reasoning steps on the development set of
MultiHiertt.

As our approach only modifies the program generation part, we also tested
the performance of NAPG and MT2Net on all numerical reasoning questions in
the development set of MultiHiertt. Results are shown in Table 2.

Table 2 shows that NAPG can lead to large improvements over the MT2Net
baseline (+6.85 EM and F1) in numerical reasoning.

4.3 Performance w.r.t. Reasoning Steps

To verify whether NAPG can really address the error accumulation issue of
autoregressive program generation, we analyze the performance of NAPG and
MT2Net w.r.t. different numbers of reasoning steps. For fairness, we used
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Table 3. Effects of different weights of each module.

λt λlength λe λop λorder base large

EM F1 EM F1

1 1 1 1 1 38.60 39.54 44.35 45.29

2 37.84 38.77 44.92 45.86

2 37.45 38.39 44.64 45.57

2 37.93 38.87 42.72 43.66

2 39.27 40.21 43.77 44.71

2 39.18 40.11 43.87 44.81

2 1.5 37.55 38.49 45.21 46.15

2 1.5 37.93 38.87 45.79 46.72

Table 4. Time costs for program generation.

Model Time (s) Speed-up

LSTM 168.86 1x

Ours 8.04 21x

RoBERTa-large as the encoder of both NAPG and MT2Net. As the test set
is not publicly available, our analysis is performed on the development set and
the results of MT2Net are from [23]. Results are shown in Fig. 3.

Figure 3 shows that: 1) despite the metrics reporting highest scores with 2
reasoning steps, the general performance trend is descending while increasing the
number of reasoning steps. 2) our NAPG approach outperforms the MT2Net in
all aspects by a large margin. 3) as the number of reasoning steps increases, the
improvements of our method are much larger over the autoregressive MT2Net
baseline (+11.41/+11.67 EM/F1 when the number of reasoning steps is 3 and
+14.42/+14.43 EM/F1 when it is larger than 3).

The performance drop with increased numbers of reasoning steps with our
non-autoregressive method is much smaller than the autoregressive MT2Net,
showing the advantage of NAPG in handling questions that require inference
with long program sequences. Intuitively, in the generation of longer program
sequences, the autoregressive model is more likely to suffer from exposure bias,
while the non-autoregressive generation prevents our method from suffering from
this issue.

4.4 Ablation Study of Hyper-Parameters

To study the effects of different components in NAPG on the performance, we
explored a number of hyper-parameter values for the combination of training
losses (Eq. 9) on MultiHiertt. Specifically, we first increase only one of all hyper-
parameters to 2 while keeping the others set to 1 in each experiment, and then
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increase all hyper-parameters that lead to improvements for either the base
setting or the large setting together, while assigning the hyper-parameter that
leads to more improvements a larger value. Results are shown in Table 3.

Table 3 shows that the best performing settings are different with different
model settings. The best setting among all tested cases for the base setting is to
use a λop of 2 while setting the others to 1, and for the large setting is to use a
λop of 2, a λorder of 1.5 while setting the others to 1.

4.5 Program Generation Speed Analysis

Non-autoregressive program generation allows our approach to benefit from par-
allelization. We compared the program generation speed of NAPG and the LSTM
decoder of MT2Net by recording the time costs of the program generation mod-
ules on all numerical reasoning questions in the training set of MultiHiertt.
Results are shown in Table 4.

Table 4 shows that NAPG is 21 times as fast as MT2Net, showing the sub-
stantial advantage of non-autoregressive decoding over autoregressive decoding
in terms of speed due to parallelization.

5 Related Work

Hybrid Tabular-Textual QA [2] present the first hybrid tabular-textual QA
dataset, HybridQA, by linking table cells to Wiki pages via hyperlinks manually.
[3,24] present TAT-QA and FinQA based on financial reports, which require
numerical reasoning. TAT-HQA [9] and ConvFinQA [4] are extensions of these
two datasets respectively. [23] present the MultiHiertt dataset, which contains
multiple hierarchical tables and longer unstructured text.

Numerical Reasoning. Numerical reasoning ability is very important for many
NLP tasks [12,18], especially in QA, such as text QA [6,17,20], table QA [8,19],
and hybrid tabular-textual QA [3–5,9,10,23,24]. Some works [1,7,13] attempt
to inject numerical reasoning ability into pre-trained language models. TAGOP
[24] can perform a single arithmetic operation based on predefined operators.
FinQANet [3] and MT2Net [23] can perform multi-step reasoning, both of them
use the LSTM decoder to autoregressively generate the program.

6 Conclusion

Hybrid tabular-textual question answering (QA) requires reasoning from hetero-
geneous information, and numerical reasoning is its key challenge compared to
extractive QA. To address the severe exposure bias issue of current autoregres-
sive methods when program generation performance is far from good, we present
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a non-autoregressive program generation (NAPG) framework for numerical rea-
soning, which facilitates program generation in parallel. Our framework indepen-
dently generates complete program tuples containing both the operator and its
operands. Compared to previous autoregressive decoding methods, NAPG does
not suffer from exposure bias, and can significantly boost program generation
speed.

Our experiments on the ConvFinQA and MultiHiertt datasets show that: 1)
our proposed model can bring about large improvements over the strong Fin-
QANet (+5.06/+4.80 Exe/Prog Acc points) and MT2Net (+7.97/+6.38 EM/F1
points) baselines, establishing the new state-of-the-art performance, while being
much faster (∼21x) in program generation. 2) the performance drop of our
method is also significantly smaller than the autoregressive LSTM decoder of
MT2Net with increasing numbers of numerical reasoning steps.
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Abstract. Biomedical Question Answering (BQA) has attracted
increasing attention in recent years. It is a challenging task because
biomedical questions are professional and usually vary widely. Existing
question answering methods answer all questions with a homogeneous
model, leading to various types of questions competing for the shared
parameters, which will confuse the model decision for each single type
of question. In this paper, in order to alleviate the parameter compe-
tition problem, we propose a Mixture-of-Experts (MoE) based question
answering method called MoEBQA that decouples the computation for
different types of questions by sparse routing. To be specific, we split
a pretrained Transformer model into the bottom and the top blocks.
The bottom blocks are shared by all the examples, aiming to capture
the general features. The top blocks are extended to an MoE version
that consists of a series of independent experts, where each example
is assigned to a few experts according to its underlying question type.
MoEBQA automatically learns the routing strategy in an end-to-end
manner so that each expert tends to deal with a subset of questions it
is expert in. We evaluate MoEBQA on three BQA datasets constructed
based on real examinations. The results show that within a tolerable
computational overhead, our MoE extension significantly improves the
accuracy of existing question answering models by 9.4% on average. In
addition, we elaborately analyze our MoE modules to reveal how MoE-
BQA works and find that it can automatically group the questions into
human-readable clusters. The code is available at https://github.com/
Hunter-DDM/moebqa.

Keywords: Mixture-of-Experts · Biomedical Question Answering

1 Introduction

In recent years, Biomedical Question Answering (BQA) has attracted increas-
ing attention due to its promising application prospect, e.g., supporting the clin-
ical decision for doctors, or being integrated into search engines and chatbots.
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Compared with general domain question answering, BQA is more challenging
because the biomedical questions are professional and usually vary widely. Exist-
ing question answering methods usually answer all questions with a homogeneous
model, even if different types of biomedical questions have different focuses and
need different problem-solving processes. In this manner, different types of ques-
tions will compete for the shared model parameters, which makes a model confused
about each single type of question and thus decreases the performance. Therefore,
existing question answering methods may not be the best choice for BQA.

In this paper, in order to alleviate the parameter competition problem, we
propose a Mixture-of-Experts (MoE) based question answering method called
MoEBQA that decouples the computation for different types of questions by
sparse routing. To be specific, we split a pretrained Transformer model into the
bottom and the top blocks. The bottom blocks are shared by all the examples,
aiming to capture the general features among them. By contrast, the top blocks
are extended to an MoE version that consists of a series of independent experts
and we hope each expert can focus on several types of questions it is expert in.
To achieve this, we assign each example to a few experts according to its ques-
tion representation, which implies its underlying question type. During training,
MoEBQA automatically learns the routing strategy in an end-to-end manner so
that the question representations will be grouped into clusters and each expert
tends to learn how to deal with a specific subset of questions it needs to be
expert in. With the MoE extension, we increase the upper bound of the model
performance since each type of question is only handled by the proper set of
experts and the parameter competition problem is alleviated.

We evaluate MoEBQA on three BQA datasets constructed based on real
examinations, including MedQA [10], HEAD-QA [25], and NLPEC [14]. Experi-
mental results show that MoEBQA significantly improves the accuracy of exist-
ing models by 9.4% on average within a tolerable computational overhead. In
addition, we elaborately analyze our MoE modules to validate our design and
reveal how MoEBQA groups the questions into human-readable clusters.

2 Multiple-Choice Question Answering

In this section, we formulate the multiple-choice question answering task. In
addition, we introduce a typical paradigm for this task that leverages pretrained
Transformer models such as BERT [5].

Given a context C, a question Q, and a set of candidate options O =
{O1, O2, ..., On}, the multiple-choice question answering task requires a model to
select the correct option Oa from the candidate set O. In the typical paradigm,
for each option, we first jointly encode the context C, the question Q, and the
option Oi to obtain an overall representation. Taking BERT as an example
encoder, we concatenate C, Q, Oi, and the special tokens for BERT to form
the input sequence I = “[CLS] C Q [SEP] Oi [SEP]” and feed it into BERT to
obtain the overall representation pi:

H = BERT(I), pi = Pooling(H), (1)
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Fig. 1. Illustration of the architecture of MoEBQA. The shared bottom blocks capture
general features among all the examples. The top blocks are extended to an MoE version
that consists of a shared expert and m-1 unshared experts.

where H ∈ R
d×len is the hidden states computed by BERT, and Pooling(·) pools

the hidden states into a single vector pi ∈ R
d (e.g., taking the hidden state of

the [CLS] token as pi). After this, we project each pi into a scalar score ei, and
determine the predicted answer as follows:

ei = qTpi, P (Oi|C,Q) = αi =
exp(ei)∑n
j=1 exp(ej)

, â = arg max
i

αi, (2)

where q ∈ R
d is a trainable vector, ei is the matching score for the i-th option,

the scalar αi is the predicted probability that the i-th option is the answer, and
â is the index of the predicted answer.

The training object is to minimize the negative log-likelihood loss: Ltask =
−∑

C,Q,O log P (Oa|C,Q), where Oa is the ground truth option.

3 Method: MOEBQA

Under the paradigm described in Sect. 2, MoEBQA extends the Transformer
to an MoE version. Although our extension is applicable for all the pretrained
Transformers, we take BERT [5] as an example backbone for simplicity.

3.1 Overview of MOEBQA

As illustrated in Fig. 1, we split a pretrained Transformer into two parts: Lb

bottom Transformers blocks and Lt top Transformers blocks. We keep the bot-
tom blocks shared by all examples, but extend the top blocks to an MoE version
that consists of m experts, including a shared one and m-1 unshared ones. At
the MoE modules, a router assigns each example to the shared expert and an
unshared expert according to its question representation. In this manner, each
unshared expert tends to answer a subset of questions it is expert in, which
alleviates the parameter competition among different types of questions.
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3.2 Shared Bottom Blocks

Although there exists the parameter competition among different types of ques-
tions, the examples still share some general features (e.g., general shallow text
patterns in the biomedical domain). Therefore, we keep the bottom Lb Trans-
former blocks shared by all the examples to capture the general features and
preliminarily understand the texts.

For each input sequence I with len tokens, the bottom blocks of our model
encode it into a series of hidden states H ′ ∈ R

d×len:

H ′ = BERTbottom(I) = [hLb
1 ;hLb

2 ; ...;hLb
T ], (3)

where BERTbottom denotes the bottom Lb Transformer blocks of BERT, and
hLb
t ∈ R

d is the hidden state of the t-th token after the bottom Lb blocks.

3.3 MoE-Extended Top Blocks

We extend the top Lt blocks to an MoE version. To be specific, we copy the top
blocks for m times to produce a set of experts {BERT1

top,BERT2
top, ...,BERTm

top},
where BERTm

top is shared and the others are not. For each example, we assign it
to two experts, including the shared expert and an unshared expert.

In order to select the unshared expert for an example, we first compute the
affinities between its question and the unshared experts. Let qs and qe be the start
index and the end index of the question in the input sequence I, respectively. We
first compute the question representation hq ∈ R

d by mean pooling the token
representations of the question in H ′:

hq = MeanPooling(hLb
qs:qe), (4)

where hLb
qs:qe ∈ R

d×(qe−qs+1) denotes a set of continuous vectors whose indices
range from qs to qe. For each unshared expert BERTi

top, we define a trainable
centroid vector ei ∈ R

d for it. Then, we compute a scalar si as the affinity
between the question and the i-th expert:

si = e�
i hq. (5)

Then, given the affinity score si, we greedily select the t-th expert with the
highest affinity as the target expert that the example will be assigned to:

t = arg max
i

si. (6)

Finally, we compute the output of the MoE-extended top blocks as

gi =
exp(si)

∑m−1
j=1 exp(sj)

, (7)

H = (1 − gt) BERTm
top(H

′) + gt BERTt
top(H

′), (8)
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Table 1. Official data splits of three biomedical question answering datasets.

Datasets Training Validation Test Total

MedQA 10,178 1,272 1,273 12,723

HEAD-QA 2,657 1,366 2,742 6,765

NLPEC 18,703 2,500 547 21,750

where the scalar gt is a softmax gate that controls how much the t-th unshared
expert will be used. Considering the gate gt, if the selected unshared expert
BERTt

top is beneficial for answering the question, optimizing the training objec-
tive Ltask will urge the gate to be larger; otherwise, the model will tend to use
the expert sparely by suppressing the gate. Therefore, the gate gt can encourage
similar questions to be assigned to the same unshared expert that is beneficial to
them, i.e., automatically grouping the examples into clusters according to their
underlying question types.

Balance Loss. Ideally, we expect each expert to have a relatively balanced
example load to guarantee parameter utilization. Otherwise, some experts will
degrade into ineffective ones since they are seldom activated. Therefore, inspired
by [6,12], we use a differentiable balance loss to avoid imbalanced expert loads.
Let ci denote the number of examples that the i-th expert has been assigned in
the training history, and the balance loss Lbal is computed as follows:

Lbal = (m − 1)
m−1∑

i=1

ci
∑m−1

j=1 cj
gi, (9)

Intuitively, if an expert is overloaded, the weight ci∑m−1
j=1 cj

will be higher than the

average, and thus the balance loss tends to decrease the affinities related to the
expert to drop some examples. Otherwise, if an expert is relatively unoccupied,
the balance loss will increase its affinities to capture more examples. The balance
loss is minimized when the experts have absolutely balanced loads. With the
balance loss, the final loss to optimize is:

Ltrain = Ltask + βLbal, (10)

where the balance factor β is a hyper-parameter.

4 Experiments

4.1 Datasets

We evaluate MoEBQA on three BQA datasets, including MedQA [10], HEAD-
QA [25], and NLPEC [14]. MedQA is extracted from the National Medical
Board Examinations in the USA, Mainland China, and Taiwan. In this paper,
we use its English subset, which contains 12, 723 examples in total. Each exam-
ple in the dataset contains a question and several options with the correct one
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annotated. HEAD-QA is created from real examinations spanning from 2013 to
2017 that are organized by the Spanish government. HEAD-QA contains 6, 765
examples in total, where each example has a question and several options with
the correct one annotated. NLPEC is a Chinese dataset, constructed based
on the National Licensed Pharmacist Examination in China. It contains 21, 750
examples in total, where each example in NLPEC has a question, several options
with the correct one annotated, and relevant evidence extracted from the official
exam guidebook. The official data splits of these datasets are shown in Table 1.

4.2 Experimental Setup

All experiments are conducted on NVIDIA V100 GPUs with 32 GB memory.
We evaluate the model on the validation set after each epoch and use the best
checkpoint to obtain the test accuracy. Due to the space limit, in the following,
we only describe some key settings in our final experiments for each dataset.

For MedQA, we use PubMedBERT [7] as the pretrained backbone model,
which shares the same architecture as BERT-base [5], but is pretrained from
scratch on biomedical domain corpora. We use AdamW [17] with β1 = 0.9 and
β2 = 0.999 as the optimizer, and set the learning rate to 3e−5. We set the batch
size to 16 and train the model for 5 epochs. We set Lb to 10 and Lt to 2. The
number of experts is set to 5 and the balance factor β is set to 0.01. For HEAD-
QA, we also use PubMedBERT as the backbone model. Since the questions in
HEAD-QA do not contain enough contextual information, we follow [25] to use
the DrQA document retriever [3] to retrieve a relevant document from Wikipedia
as the context. We use AdamW with β1 = 0.9 and β2 = 0.999 as the optimizer,
and set the learning rate to 5e−5. We set the batch size to 8 and train the model
for 2 epochs. We set Lb to 10 and Lt to 2. The number of experts is set to 3 and
the balance factor β is set to 0.003. For NLPEC, We use RoBERTa-large [16] as
the backbone model for NLPEC. We use AdamW with β1 = 0.9 and β2 = 0.999
as the optimizer, and set the learning rate to 2e−5. We set the batch size to 16
and train the model for 35 epochs. We set Lb to 20 and Lt to 4. The number of
experts is set to 5 and the balance factor β is set to 0.001.

4.3 Results

On MedQA, we compare MoEBQA with ClinicalBERT [1], BioBERT [11],
BERT [5], BioRoBERTa [8], RoBERTa [16], and PubMedBERT [7] + MoP [18].
In Table 2, 3, and 5, except for our result, the other results are reported in
their original or reproduced papers. From Table 2, we find that MoEBQA
improves the test accuracy of PubMedBERT by 18.5%. On HEAD-QA, we
compare MoEBQA with BiDAF [21], TFIDF-IR [25], IR + BERT [15], IR +
BioBERT [15], Multi-step Reasoner [15], PubMedBERT [7], and MurKe [15]. In
Table 3, we find that MoEBQA improves the test accuracy of PubMedBERT
2.4% and achieves the same performance as MurKe. Note that MurKe needs
30 supporting documents for reference while PubMedBERT + MoEBQA needs
only one supporting document to achieve the same accuracy. Therefore, from
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Table 2. Accuracy on MedQA.

Methods Valid Test

ClinicalBERT-base 33.7 32.4

BioBERT-base 34.3 34.1

BERT-base 33.9 34.3

BioRoBERTa-base 35.1 36.1

RoBERTa-large 35.2 35.0

BioBERT-large 36.1 36.7

PubMedBERT – 35.1

PubMedBERT + MoP – 38.0

PubMedBERT + MoEBQA 39.9 41.6

Table 3. Accuracy on HEAD-QA.

Methods Valid Test

BiDAF – 30.3

TFIDF-IR – 37.2

IR + BERT – 35.0

IR + BioBERT – 36.4

Multi-step Reasoner – 42.9

PubMedBERT 43.5 45.6

PubMedBERT + MoEBQA 44.3 46.7

MurKe (30 docs) – 46.7

MurKe (10 docs) – <40.0

Table 4. Number of examples that a model can process per second.

Datasets Training Inference

Dense Backbone +MoEBQA Dense Backbone +MoEBQA

MedQA 39.3 30.0 113.3 91.3

HEAD-QA 15.5 12.8 60.5 50.3

NLPEC 6.4 5.5 19.2 16.5

the aspect of the modeling ability, MoEBQA is stronger than all the previ-
ous methods. On NLPEC, we use BiDAF, BERT, RoBERTa, ERNIE [23], and
KMQA [14] as baselines. From Table 5, we observe that MoEBQA improves the
test accuracy of RoBERTa-large by 7.4%.

In order to show the computational overhead introduced by our MoE exten-
sion, in Table 4, we report the number of examples that the dense backbone
model and MoEBQA can process per second. Compared with the dense model,
MoEBQA is slightly slower (about 15%–20%) since we calculate two experts in
the top blocks. However, considering the significant performance improvement,
the computational overhead introduced by our MoE extension is tolerable.

5 Analysis and Discussion

5.1 Ablation Studies

We show the ablation studies of MoEBQA based on the MedQA dataset in
Table 6 to validate the effectiveness of each component of our method. Firstly,
if we remove the balance loss, unbalanced expert loads will affect the parameter
utilization and thus decrease the test accuracy by 1.5. Secondly, if we replace
the gate gt (see Eq. (7)) with a constant 0.5, no useful signal will be propa-
gated from the task loss back to the routing strategy. As a result, the model
cannot learn how to group questions and will produce worse question clusters
where similar questions cannot be grouped together, leading to a decrease of
1.9 in the test accuracy. Thirdly, if we remove the shared expert and all the
experts are unshared, the test accuracy will drop by 1.9. This result suggests
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Table 5. Accuracy on NLPEC.

Methods Valid Test

BiDAF 52.7 43.6

BERT-base 64.2 52.2

ERNIE 64.7 53.4

RoBERTa-large 70.8 57.9

BERT-base + KMQA 67.9 57.1

RoBERTa-large + KMQA 71.1 61.8

RoBERTa-large + MoEBQA 72.8 62.2

Table 6. Ablation studies of MoEBQA.

Methods Valid Test

MoEBQA 39.9 41.6

w/o Balance Loss 38.6 (1.3 ↓) 40.1 (1.5 ↓)
w/o Gate Signal 39.2 (0.7 ↓) 39.7 (1.9 ↓)
w/o Shared Expert 38.0 (1.9 ↓) 39.7 (1.9 ↓)
w/o MoE Extension 38.3 (1.6 ↓) 38.7 (2.9 ↓)
Routing by Question 39.9 41.6

Routing by [CLS] 37.6 (2.3 ↓) 38.2 (3.4 ↓)

that with the same number of parameters, a shared expert that improves the
parameter efficiency is also indispensable. Finally, if we disable the whole MoE
extension, the test accuracy will significantly drop by 2.9, which again validates
the effectiveness of MoEBQA.

In addition, we also investigate whether the question representation is a suit-
able routing feature for MoEBQA. In this paper, we use the question represen-
tation as the routing feature. If we use the whole example representation (i.e.,
the representation of the [CLS] token) for routing, the test accuracy will drop by
3.4. This suggests that the model can learn a better routing strategy according
to the question representation instead of the whole example representation. It
also supports our conclusion that MoEBQA works by automatically grouping
the questions into clusters according to their underlying question types.

5.2 Investigation of MoE Architectures

Based on the MedQA dataset, we investigate the performance of different MoE
architectures, including different numbers of unshared experts and different split-
ting ratios between the bottom and top Transformers blocks.

The performance of different numbers of unshared experts is plotted in
Fig. 2(a). We find that adding experts can improve the performance when the
number of unshared experts is smaller than 4. However, too many experts will
harm the performance instead, since the number of experts affects the granular-
ity of the question clusters. If the number of experts is too large, each question
cluster will be too small, which will damage the generalization of the model.

The performance of different splitting ratios between Lb and Lt is plotted
in Fig. 2(b). When Lt is 0, the model is equivalent to a dense model that does
not have MoE modules. Based on it, extending 2 top blocks to the MoE version
can significantly boost the performance. However, continuing to increase Lt will
lead to poorer performance. The results prove that the shared bottom blocks in
MoEBQA, which capture the general features among all the examples, are also
indispensable and we should allocate a proper proportion to Lb.

5.3 Effects of Balance Factor

Figure 3 shows the effects of different balance factors on the MedQA dataset.
When the balance factor is 0, the balance loss does not take effect. As we grad-
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ually increase the balance factor, we have the following observations. Within a
tolerable range (0 → 0.01), a larger balance factor can improve the performance
by making the expert loads more balanced, and we achieve the best perfor-
mance when the balance factor is 0.01. However, if the balance factor is too
large (0.01 → 1), the balance loss will overwhelm the primary loss and thus
damage the performance. Therefore, the performance with the balance factor of
1 is even worse than that when not applying the balance loss.

5.4 Diversity of Experts

In order to demonstrate the diversity of different experts, we show the similarity
between each pair of experts in Fig. 4. To be specific, for the best model trained
on MedQA, we flatten all the parameters in each expert, calculate the cosine
similarity between each pair of experts, and normalize the similarities into the
range of [0, 1]. From the figure, we observe that each expert has the highest sim-
ilarity with itself and a moderate similarity with the shared expert (Expert 5).
Meanwhile, each unshared expert has relatively low similarities with the other
unshared experts. These results prove that the unshared experts have consider-
able diversity and the shared expert tends to understand common information.

5.5 Case Study

We present a case study of MoEBQA in Table 7 to reveal the behavior of our
MoE modules intuitively. For each expert, we compute its affinities with all the
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Table 7. Three representative questions with the highest affinities to each expert.

Expert Questions with Highest Affinities Topic

1 What is the most likely organism responsible? Pathogenesis

Which of the following is the most likely
pathogen?

Which of the following is the most probable
cause of his complaints?

2 Which of the following is the best next step in
management?

Treatments

Which of the following is the most appropriate
next step in management?

Which of the following is the initial treatment of
choice for the patient?

3 Further evaluation is most likely to show which
of the following?

Deduction

This drug is most likely to result in which of the
following?

Microscopic examination of the mass will most
likely show which of the following?

4 What disease is the child suffering from? Diagnosis

What vitamin deficiency is this woman most
likely suffering from?

What is the pathophysiology of this patient’s
condition?

questions in the MedQA validation set. Then, we present three representative
questions among the top-5 questions with the highest affinities. From Table 7, we
observe that the questions assigned to the same expert tend to express a common
topic. For example, (1) the questions assigned to Expert 1 require identifying
the pathogenesis, (2) the questions assigned to Expert 2 ask for suggestions
on the treatments, (3) the questions assigned to Expert 3 need to deduce an
expected result, (4) and the questions assigned to Expert 4 aim to diagnose the
disease. These cases prove that MoEBQA can automatically group the questions
into clusters according to their underlying question types. By dealing with each
cluster of questions separately, MoEBQA achieves better performance.

6 Related Work

Biomedical Question Answering. In recent years, many BQA datasets are
constructed [10,14,19,24,25]. Among them, MedQA [10], HEAD-QA [25], and
NLPEC [14] are constructed based on medical examinations in different countries
and districts. Existing BQA methods are usually based on biomedical domain
pretrained language models [1,7,8,11].
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Mixture of Experts. [9] first propose the MoE technique to compute different
examples with independent experts. [22] first apply MoE to build large-scale
LSTM language models. Recently, MoE is applied on Transformers. GShard [12]
and Switch Transformer [6] dynamically learn to route each input token to one
or several experts with a balance loss. Without an explicit balance loss, BASE
Layer [13] uses the auction algorithm [2] to directly find a balanced assignment.
Hash Layer [20] uses a pre-designed token-level hash table as the routing strategy.
StableMoE [4] first learns to route and then fixes the learned routing strategy
for more stable training.

7 Conclusions

We point out the parameter competition problem that limits the BQA perfor-
mance and propose an MoE-based method MoEBQA. It automatically groups
questions into clusters and decouples the computation for different types of ques-
tions by sparse routing. We evaluate MoEBQA on three BQA datasets and find
our MoE extension can significantly improve the accuracy of existing models. In
addition, we validate the effectiveness of each component and reveal the working
mechanism of MoEBQA. Note that the idea of the MoE extension is not limited
to BQA, so it has the potential to be generalized to other tasks in the future.
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Abstract. Previous studies always consider the question-answer (QA)
matching task as a one-to-one text matching problem. This study builds
upon existing research by expanding the scope to a many-to-many map-
ping scenario and proposes a new fine-grained QA matching (FQAM)
task, which aims to accurately predict the many-to-many matching rela-
tionship between all sub-questions and sub-answers within each QA
pair. Particularly, a meticulously annotated corpus of high quality is
constructed specifically for FQAM to facilitate this research. On this
basis, owing to the challenge of expensive data annotation associated
with FQAM, we propose a sentence-aware contrastive self-supervised
transfer (SCST) approach to transfer the sentence alignment informa-
tion pre-trained with massive unannotated QA pairs to assist in FQAM.
Experimental evaluations conducted on our annotated corpus demon-
strate the importance of utilizing sentence alignment information from
unannotated QA pairs in FQAM and justify the effectiveness of our app-
roach in capturing such information.

Keywords: Fine-grained Question-Answer Matching · Sentence
Alignment Information · Contrastive Self-supervised Learning

1 Introduction

Question-answer (QA) matching plays a crucial role in the fields of NLP and
has garnered significant attention due to its diverse applications spanning from
fundamental technology services to business intelligence, such as reading com-
prehension [1,2] and intelligent agent [3,4], which focuses on predicting the one-
to-one relationship (matching or non-matching) between a given QA text pair.

In real-life communications, it is worth noting that individuals often pose
multiple (not just one) questions simultaneously, while answer providers are
accustomed to answering each of these questions individually. Especially, such
phenomenon (e.g., the QA pair with the many-to-many style shown in Fig. 1)
is rather pervasive in e-commerce platforms, e.g., Amazon, since potential cus-
tomers tend to ask multiple questions w.r.t. the different aspects of products
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A QA Pair with the Many-to-many Style

Q: Is this phone running quickly enough? [Q1] How about the battery capacity? [Q2]

A: The battery capacity has grown by 33%. [A1] But, the speed is disappointing. [A2] I still
enjoy the appearance anyway. [A3]

Fine-grained QA Matching

- Input: A QA Text Pair

- Output:
Q1 −→ A1; Q1 −→ A2; Q1 −→ A3;
Q2 −→ A1; Q2 −→ A2; Q2 −→ A3.

Fig. 1. An example for illustrating the proposed fined-grained QA matching (FQAM)
task, where ✓ and ✗ denote matching and non-matching respectively.

before making the purchase decisions. Unfortunately, all sub-questions and sub-
answers of a single-turn QA are usually integrated into a single question text and
a single answer text respectively, thereby making the traditional one-to-one QA
matching inapplicable. To this end, we propose a new fine-grained QA matching
(FQAM) task to recognize the many-to-many mapping relationship between all
sub-questions and sub-answers within each QA text pair.

Unlike the traditional one-to-one QA matching virtually not requiring manual
annotation, the data annotation for FQAM is rather expensive since the many-
to-many relationship in each QA pair needs to be manually annotated sentence
by sentence. Thus, the data scale of FQAM is limited, inevitably restricting the
performance. Inspired by recent pre-trained language models (e.g., BERT [5])
having achieved SOTA performances in many text matching tasks, a potential
solution to remedy the above issue is to further train the pre-trained models (e.g.,
BERT) with the large-scale and easy-obtained unannotated QA pairs, and then
fine-tune1 BERT to help FQAM. Despite this, we believe this solution still fails
to control two kinds of key information flows for FQAM, i.e., sentence alignment
and contrastive noise information.

For one thing, prior pre-trained models (e.g., BERT) consistently neglect to
explicitly capture the sentence alignment information between QA, while this
information is rather crucial for FQAM. Take Fig. 1 as an example, sub-question
Q1 is exactly located in the first sentence of the question and the aligned sub-
answer A2 is exactly located in the second sentence of answer. Inspired by this,
self-supervisedly learning sentence alignment information with massive unanno-
tated QA pairs may powerfully contribute to aligning sub-questions with sub-
answers. Thus, a better-behaved pre-trained model for FQAM should incorpo-
rate the sentence alignment information between QA during pre-training with
unannotated QA pairs.

For another, to learn the sentence alignment information between QA, a
feasible way is to mask the sentence and then recover it with some pretext tasks
1 Except for further pre-training BERT, we can also use these unannotated QA pairs

to perform a simple one-to-one QA matching task for fine-tuning BERT, i.e., the
baselines with “+ QA Pair” shown in Table 2.
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like word and span masking [5,6]. However, when processing the text matching
tasks, BERT and its variants always leverage a mark “[SEP]” to concatenate the
QA pair into a sequence for implicitly learning the QA matching information.
This is suboptimal for FQAM since the sequence auto-regressive property may
bring much noise from the question when we recover the masked sentence in the
answer, and vice versa. Take Fig. 1 as an example, when we mask sub-answer
A2, only sub-question Q1 contributes to recovering A2. In contrast, the nearer
sub-question Q2 is noisy and should be filtered as much as possible. In this
study, this noisy sub-question Q2 is defined as the contrastive noise for sub-
answer A2. Obviously, treating QA as a sequence cannot filter this noise well.
We believe a better-behaved pre-trained model for FQAM should treat the QA
pair as two parallel units and explicitly filter this noise.

In this paper, we propose a new two-step self-supervised learning framework,
namely Sentence-aware Contrastive Self-supervised Transfer (SCST) approach,
to tackle the above two challenges. In the first step, we propose a sentence-
aware contrastive self-supervised learning model for pre-training the massive
unannotated QA pairs with two pretext tasks (i.e., sentence retrieval and gener-
ation). Wherein, a novel contrastive bidirectional attention encoder is designed
to capture the sentence alignment information between QA and meantime filter
the aforementioned contrastive noise. In the second step, we propose a sequence
decoding model to perform FQAM, and transfer the fine-tuned parameters of the
above pre-trained contrastive bidirectional attention encoder to initialize the QA
pair encoder inside this sequence decoding model for performing FQAM. Exper-
imental results demonstrate the impressive effectiveness of the SCST approach
to FQAM over the SOTA baselines.

2 Approach

In this section, we introduce our SCST approach, the framework of which is
shown in Fig. 2. Similar to the prior self-supervised frameworks [14], SCST also
consists of two steps. The first step is a sentence-aware contrastive self-supervised
learning model for pre-training the massive unannotated QA pairs. The second
step is a sequence decoding model for performing FQAM, aiming to transfer the
pre-trained knowledge of the first step to boost the FQAM performance.

2.1 Step1: Sentence-Aware Contrastive Self-supervised Learning

Given an unannotated QA text pair [Q,A], we first adopt sentence segmentation
tool2 to segment question and answer texts into sentence sequences {q1, ...,qm}
and {a1, ...,an} respectively. Then, we leverage a mark “[SEN]” to distinguish
and concatenate the sentences of each question or answer in the following way:

Q: q1 [SEN] q2 [SEN] . . . qm [SEN]
A: a1 [SEN] a2 [SEN] . . . an [SEN]

(1)

2 http://stanfordnlp.github.io/CoreNLP.

http://stanfordnlp.github.io/CoreNLP
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Fig. 2. The framework of our Sentence-aware Contrastive Self-supervised Transfer
(SCST) approach to FQAM.

Contrastive Bidirectional Attention Encoder is proposed to unsuper-
visedly learn the sentence alignment information between QA, which is then
transferred to assist the downstream FQAM. This encoder is delicately designed
by modifying the basic transformer which is reviewed as follows.

• Basic Transformer Block proposed by Vaswani et al. [16] aims to lever-
age an h-head self-attention to transform each position in the input sequence into
a weighted sum of the input sequence itself. Specifically, for each head attention,
given an input sequence X = (x1,x2, ...,xn), this sequence X is first transformed
according to the self-attention as:

selfAtt(X,X) = softmax(
Q�

X
K

X√
dk

)V
X

(2)

where Q
X

= W
Q
X, K

X
= W

K
X and V

X
= W

V
X corresponds to queries, keys

and values respectively. W
Q
, W

K
and W

V
are trainable parameters.

√
dk is the

scaling factor. Second, all outputs of the h head attentions are concatenated
as the following formula: multiAtt(X,X) = Wh[selfAtt1(·), ..., selfAtth(·)]�,
where Wh is a trainable parameter. Then a residual connection followed by
a normalization operation is used to obtain the further representation as:
H = LN(X+multiAtt(X)). Finally, the output of transformer block is computed
as follows:

R = LN
(
X + FFN(H)

)
(3)

where LN(·), FFN(·) represent layer normalization and feed forward network.
• Contrastive Bidirectional Attention is designed to compute con-

trastive answer-to-question (A2Q) and question-to-answer (Q2A) attentions.
(1) Contrastive A2Q Attention. This attention aims to highlight the

words in question aligned with masked sentence ai in answer, while filter the con-
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trastive noise in question. Given a QA pair [Q,A] which has been processed by
Eq. (1), and suppose that A has been performed sentence masking and masked
into the new answer Â, the contrastive A2Q attention coAtt(Â,Q) is then com-
puted by modifying Eq. (2) in a transformer block as follows:

coAtt(Â,Q) =
(
11 − softmax(

Q�
Â
KQ√
dk

)
)
VQ (4)

where QÂ = W
Q
Â, KQ = W

K
Q and VQ = W

V
Q. 11 is a unit matrix whose

values are all 1. 11 − softmax(·) denotes an operation of calculating opponent
attention weights for all words in question. With this operation, we can highlight
the part of question dissimilar to unmasked sentences in Â, since we assume that
this part is aligned with the masked sentence ai. Then, a purified question matrix
R(q) is computed by Eq. (3) for recovering masked answer sentence ai.

(2) Contrastive Q2A Attention. This attention aims to highlight the
words in answer aligned with masked sentence qi in question, while filter the
corresponding contrastive noise. Given a QA pair [Q,A] which has been pro-
cessed by Eq. (1), and suppose that Q has been performed sentence masking
and masked into the new answer Q̂, contrastive Q2A attention coAtt(Q̂,A) is
computed by modifying Eq. (2) in another transformer block as:

coAtt(Q̂,A) =
(
11 − softmax(

Q�
Q̂
KA√
dk

)
)
VA (5)

where QQ̂ = W
Q
Q̂, KA = W

K
A and VA = W

V
A.

Then, a purified answer matrix R(a) is computed by Eq. (3) for recovering
masked question sentence qi. Note that, since every time only one side in a QA
pair is masked, operation 11− softmax(·) will not be performed in both A2Q and
Q2A attention simultaneously.
Pretext Tasks. In our SCST approach, we design sentence retrieval and sen-
tence generation two pretext tasks for pre-training.

• Sentence Retrieval aims to select the correct masked sentence from a set
of k candidate sentences. Specifically, we first run each sentence independently
through a transformer block and obtain the matrix R of a sentence by Eq. (3).
Then, we use a max-pooling to compute the sentence vector as ri = pooling(R).
Given the sentence set r = {r,..., rl} where l is the number of sentences in all
answer texts, this pretext task is to select the masked sentence ri from this
set r. Note that r is usually very large and a more computationally feasible
way is to sample a subset of r and thus we retrieve negative samples for each
masked sentence according to the uniform distribution [12]. Subsequently, we
concatenate the question matrix R(q) and the answer matrix R(a) to compute
the final vector of the masked QA pair as si = Ws[pooling(R(q)); pooling(R(a))].
Here, Ws is the trainable parameter and [; ] denotes the vector concatenation.
Finally, the cross-entropy loss of retrieving the masked sentence is given by:
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L(r)=−log p(ri|r1:l)=−log(
exp(si�ri)

∑k
j=1 exp(sj�rj)

) (6)

• Sentence Generation aims to generate the masked sentence token by
token. For clarity, we take the generation of masked sentence ri in answer side
as an example. Specifically, we adopt the text generation approach proposed by
Mehri et al. [12] to generate the masked sentence ri. Then, let the tokens in ri
be [w1, ..., wN ], the related likelihood loss of generating ri is defined as:

L(g)=−log p(ri|r1:l)=−
N∑

j

log p(wj |w<j , si) (7)

where si is the final vector of the masked QA pair.

Table 1. Statistics of our constructed datasets. #s/Q (#s/A) and #ch/Q (#ch/A)
denote the average number of sentences and Chinese characters in each question
(answer) respectively. #m and #n denote the number of matching and non-matching
sentence pairs.

Datasets #QA #s/Q #s/A #ch/Q #ch/A #m #n

Annotated 32k 3.1 3.9 20.2 28.7 115k 272k

Unannotated 500k 3.4 4.3 21.2 31.2 – –

2.2 Step2: Fine-Grained QA Matching

In the second step, we formulate FQAM as follows. Given a QA text pair [Q,A]
where Q is a sub-question sequence {q1, ...,qm} and A is a sub-answer sequence
{a1, ...,an}, we construct a matching sequence of sub-question and sub-answer
pair [qi,aj ]

m,n
i=1,j=1 and obtain mn pairs in total. The goal of FQAM is to predict

each pair Pt = [qi,aj ] , t ∈ [1,mn] inside this matching sequence is matching
or non-matching, which could be seen as a sequence labeling problem. In this
way, we design a sequence decoding model to perform FQAM, consisting of a
QA pair encoder and a matching sequence decoder as illustrated in Fig. 2.

QA Pair Encoder. To achieve the goal of using the unannotated QA pairs to
help FQAM, we transfer and fine-tune the parameters of the contrastive bidi-
rectional encoder pre-trained in the first step to initialize the QA pair encoder
in the second step. Suppose that a QA pair [Q,A] has been processed by Eq.
(1), we first feed this pair to the QA pair encoder. Then, we directly treat
the output vector of the closely followed mark “[SEN]” as the vector c

(q)
i of

sub-question qi, while the vector c
(a)
j is for sub-answer aj , since transformer

possesses the auto-regressive property. Further, we construct the vector-pair
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sequence [c(q)i , c
(a)
j ]m,n

i=1,j=1 for all sub-question and sub-answer pairs and feed
it to the next matching sequence decoder.

Matching Sequence Decoder. Once obtained the vector-pair sequence
[c(q)i , c(a)j ]m,n

i=1,j=1, the two vectors inside each vector-pair are concatenated before
feeding this sequence into a transformer decoder. Then, a max-pooling is used to
transform the transformer output into the final vector vt for each sub-question
and sub-answer pair Pt. Finally, we feed the vector vt of pair Pt to a soft-
max layer for computing the final probabilities of different labels as p(y|Pt),
y ∈ {matching, non-matching}.

2.3 Model Training

In the literature, existing self-supervised learning models [14,17] often adopt the
multi-task learning pre-training procedure. In the first step, our contrastive self-
supervised model also uses the multi-task learning framework to jointly learn
the sentence retrieval and generation tasks.

Then, the joint loss function for our self-supervised model in the first step
is defined as: L = L(r) + L(g), where L(r) and L(g) are the losses for sen-
tence retrieval and sentence generation respectively. In the second step, with
the label probabilities of each sub-question and sub-answer pair Pt, we mini-
mize the negative log-likelihood loss of a QA text pair for the FQAM task as:
L(f) = −∑T

t=1 log p(yt|Pt), where T = mn is the number of pair Pt in a QA
text pair. yt is the ground-truth label for Pt.

3 Experimental Settings

Data Settings. In this study, we collect 532k Chinese QA text pairs from
the e-commerce platform Taobao3 on which the many-to-many style QA pairs
are rather pervasive. Then, we randomly select 32k QA text pairs to perform
manual annotation for FQAM, and treat the rest 500k QA pairs as the large-scale
unannotated dataset for performing pre-training. Note that, we adopt the well-
studied sentence segmentation tool2 to segment each question and answer text
into sentences and then directly treat each sentence as the sub-question or sub-
answer to perform annotation for FQAM. We believe the above process can make
FQAM more practical to large-scale application and can also make our SCST
approach more flexible and scalable, since most of sub-questions and sub-answers
are located in one sentence and more importantly deciding the boundary of each
sub-question and sub-answer is rather difficult and not practical for real-world
applications. The statistics of our constructed datasets are shown in Table 1.
Then, we randomly split the Annotated dataset into train, dev, and test sets
with the ratio of 7:1:2 for FQAM.

3 http://www.taobao.com.

http://www.taobao.com
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Table 2. Performance comparison of various approaches to FQAM, where P, R, F1 and
Acc. represent Precision, Recall, Macro-F1 and Accuracy, respectively. Besides, “+ QA
Pairs” denotes BERT and RoBERTa are further trained with our 500k unannotated
QA pairs, and then fine-tuned by casting these unannotated QA pairs as a one-to-one
QA matching task.

Approaches P R F1 Acc.

Single BiMPM [7] 68.3 69.2 68.7 69.4

ESIM [18] 68.7 68.9 68.8 71.2

RE2 [19] 68.9 72.3 70.6 71.7

BERT [5] 73.1 74.7 73.9 75.1

BERT + QA Pairs 75.2 76.8 76.0 77.5

RoBERTa [15] 73.9 75.9 74.9 76.3

RoBERTa + QA Pairs 76.3 77.5 76.9 77.1

Sequence BiMPM [7] 69.7 70.2 69.9 71.1

ESIM [18] 71.1 71.7 71.4 71.5

RE2 [19] 71.7 73.7 72.7 73.8

BERT [5] 74.5 76.2 75.3 76.5

BERT + QA Pairs 75.3 77.8 76.5 77.2

RoBERTa [15] 74.8 77.4 76.1 78.1

RoBERTa + QA Pairs 75.2 79.5 77.3 78.3

Ours SCST (only using Step2) 72.3 74.2 73.2 74.1

SCST 78.3 79.2 78.7 80.5

Baselines. For FQAM, we implement some approaches [5,7,15,18,19] as base-
lines. Concretely, the baselines contain Single and Sequence two groups. Sin-
gle group is to treat the matched sub-question and sub-answer pair as positive
samples while the mismatched pairs as negative samples and then directly use the
baseline approach to perform binary classification for each sample. Sequence
group is to treat FQAM as a sequence labeling problem. Specifically, we first
use a shared encoder to encode each sub-question and sub-answer pair, and then
use an extra transformer decoder to decode matching sequence like our SCST
approach. Here, different approaches shown in Table 2 are adopted as the shared
encoder for comparison.

Implementation Details. All experiments adopt BERT-Base (Chinese) and
RoBERTa-Base (Chinese). In the first step of SCST, contrastive bidirectional
attention encoder is first initialized with the last layer of the released RoBERTa,
and then pre-trained with 500k unannotated pairs. Besides, in each experiment,
we measure the runtime 10 times and average the results.
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Evaluation Metrics. The performance is evaluated with Precision (P), Recall
(R), Macro-F1 (F1) and Accuracy (Acc.). Besides, the paired t-test4 is used to
evaluate the significance of the performance difference of two approaches.

4 Results and Discussion

Experimental Results. Table 2 shows the performances of different approaches
to FQAM. From this table, we can see that, two large-scale pre-trained self-
supervised models, i.e., BERT and RoBERTa, significantly outperform (p-
value < 0.05) the traditional attention based text matching approaches, i.e.,
BiMPM, ESIM and RE2. This confirms the powerful transfer ability of pre-
trained models for downstream tasks including FQAM. When further trained
and fine-tuned with unannotated QA pairs, BERT and RoBERTa can consis-
tently achieve better performance. This encourages us to leverage the large-scale
unannotated QA pairs to boost the performance of FQAM whose annotation is
rather time-consuming and labor-intensive.

Furthermore, when treating FQAM as a sequence labeling problem, all
approaches in the second group Sequence perform better than their correspond-
ing approaches in the first group Single. This is reasonable. Take Fig. 1 as an
example, if Q2 has been predicted to be matched with A1, the pair Q2 and A3
is more possibly to be predicted as non-matching. This dependency information
could be well captured by the transformer decoder. These results encourage us
to treat FQAM as a sequence labeling problem instead of binary classification.

In contrast, our SCST approach outperforms all above baselines and
even significantly outperforms (p-value < 0.05) the strong pre-trained model
RoBERTa + QA Pairs. This justifies the effectiveness of SCST in unsuper-
visedly capturing the sentence alignment information between QA. Impressively,
compared with SCST which removes Step1, SCST achieves the improvement
of 5.5% in terms of Macro-F1 and 6.4% in terms of Accuracy. Significance test
shows that these improvements are significant (p-value < 0.05). This again justi-
fies the importance of leveraging the unannotated QA pairs to help FQAM and
the effectiveness of SCST in performing pre-training with these QA pairs.

Ablation Study. Table 3 shows the ablation results to evaluate the contribu-
tion of each key component for SCST. From Table 3, we can see that: 1) Fine-
tuning bidirectional contrastive attention encoder with the annotated FQAM
dataset can improve the Acc. by 1.4%. 2) Incorporating contrastive Q2A and
A2Q attention into SCST can improve the Acc. by 2.3% and 1.2%. This indicates
that treating QA text pairs as parallel units and considering the bidirectional
matching information is helpful. 3) Using the pretext task sentence retrieval and
sentence generation can improve the Acc. by 1.8% and 1.2%. 4) Using RoBERTa
to initialize the transformer blocks inside contrastive bidirectional encoder can
improve the Acc. by 3.3%. This is reasonable since the data for pre-training
RoBERTa from scratch is much larger than our 500k QA pairs.

4 https://www.scipy.org/.

https://www.scipy.org/
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Table 3. Ablation study for our SCST approach.

Approaches P R F1 Acc.

SCST 78.3 79.2 78.7 80.5

– Fine-tuning with FQAM 77.5 78.2 77.8 79.1

– Contrastive Q2A Attention 75.3 76.9 76.1 78.2

– Contrastive A2Q Attention 76.5 78.8 77.6 79.3

– Sentence Retrieval 76.9 78.1 77.5 78.7

– Sentence Generation 77.2 78.7 77.9 79.3

– Initialized with RoBERTa 74.3 76.9 75.6 77.2

Table 4. Performance comparison of SCST and four strong baselines on the purified
test set where all the QA pairs have the reversed-order phenomenon.

Approaches P R F1 Acc.

Single BERT + QA Pairs 63.4 66.2 64.8 65.7

RoBERTa + QA Pairs 64.3 66.3 65.3 66.8

Sequence BERT + QA Pairs 67.5 69.1 68.3 70.2

RoBERTa + QA Pairs 68.2 70.3 69.2 70.6

Ours SCST 71.9 74.3 73.1 74.2

Robustness Analysis of Transfer. To investigate the transfer ability of our
SCST approach, we evaluate it and three strong baselines on different numbers
of training examples for FQAM. As shown in Fig. 3, 1) SCST can significantly
improve the performance from 34.7% to 46.2% on small size of training data
(only 10% training data) compared to RE2 without pre-training. 2) SCST con-
sistently performs better than all pre-training based approaches, i.e., BERT and
RoBERTa, on various sizes of training data. These justify the robustness of SCST
in terms of transfer to FQAM.

Effectiveness Analysis of Sequence Decoding with Reversed-order
Samples. To evaluate the effectiveness of our proposed matching sequence
decoder for FQAM and enhance the task difficulty, we construct a cleaned and
more difficult test set, of which all the QA pairs have the reversed-order phe-
nomenon (e.g. Q1 ✓−→ A2 while Q2 ✓−→ A1 in Fig. 1). Table 4 shows the results
on the cleaned test set. From which, we can see that the approaches in the
Sequence group perform much better than Single. This justifies the effective-
ness of our proposed sequence decoder and encourages us to consider FQAM
as a sequence labeling problem. Moreover, our SCST approach still outperforms
(p-value < 0.05) all the four strong baselines, again justifying the robustness of
SCST.

Error Analysis of SCST. We randomly analyze 200 error cases of SCST
and categorize them into 4 types. 1) 48% of errors are due to the ambiguous
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Fig. 3. Comparison of SCST and three baselines from the sequence group, trained
with different proportions of training examples for FQAM, where BERT and RoBERTa
have been further trained and fine-tuned with 500k QA pairs.

reference and complicated semantics. An example is “Q: How is screen? How
about battery? Is the speed fast? A: Not good. Anyway, screen is nice. The speed
is impressive.”. SCST fails to capture the related sub-question of the sub-answer
“not good” with the ellipsis of reference; 2) 26% of errors are due to the lack of
external knowledge. An example is “Q: Can it run Tensorflow? A: Don’t worry,
it has perfect hardware.”. SCST incorrectly predicts non-matching. 3) 14% are
due to the long length (e.g., more than 10 sentences) of questions or answers. 4)
12% are due to fuzzy boundaries and incorrect segmentation of sub-questions or
sub-answers. An example is “Q: How about price, quality and service? A: Not
expensive. Good quality. But the after-sale service is terrible.”. SCST incorrectly
predicts non-matching for sub-answer “not expensive”, inspiring us to perform
question/answer decomposition [20] for FQAM.

5 Related Work

Text Matching aims to predict whether a given text pair has similar semantics.
Dominant paradigms for text matching focus on leveraging the multi-perspective
matching model [7] and attention based neural networks [8] to capture the match-
ing relationship. QA matching is a sub-task of text matching, which aims to
predict the matching relationship between a QA pair. Recently, Shen et al. [9]
propose to compute the co-occurrence probability in QA pairs. Wang et al. [10]
also propose a fine-grained QA matching task, but their task is limited to the
one-to-many scenario. Unlikely, we extend text matching to a more general many-
to-many matching paradigm and propose a new FQAM task. To our best knowl-
edge, this is the first attempt to address this task.

Self-supervised Learning uses pretext tasks to replace the manually anno-
tated labels with “pseudo-label” obtained from the raw data. Actually, BERT [5]
is a typical self-supervised model, adopting the word masking to perform pre-
training. Besides, Wu et al. [11] and Mehri et al. [12] leverage utterance masking
to detect the utterance order inside dialogue for pre-training. Recently, con-
trastive learning [13] has attracted much attention, which incorporates nega-
tive pairs selection and contrastive losses to perform self-supervised learning.
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Unlike all the above studies, we propose a new contrastive self-supervised learn-
ing framework, not relying on either negative pairs or contrastive losses, to unsu-
pervisedly capture the sentence alignment information between QA.

6 Conclusion

In this paper, we propose a new FQAM task and build a high-quality annotated
corpus for this task. On this basis, we propose a sentence-aware contrastive self-
supervised transfer (SCST) approach. The basic idea of SCST is to leverage
large-scale unannotated QA pairs to help FQAM with limited labeled data.
Empirical studies show that SCST significantly outperforms two SOTA pre-
trained baselines in FQAM. In our future work, we would like to solve other
challenges in FQAM, such as the ellipsis of reference and the lack of external
knowledge. Furthermore, we would like to investigate our SCST approach in
other tasks whose inputs are also parallel units, e.g., cross-lingual analysis.
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Abstract. Question answering with information from pre-trained lan-
guage models (LMs) and knowledge graphs (KGs) presents the following
problems. First of all, some information in the knowledge graph is irrele-
vant to the question and answer. Then, the influence of edge information
on node representation is ignored. To address these issues, we propose
a Knowledge Augmented Reasoning Network (KARN), which utilizes
external knowledge and contextual information to remove redundant
entities, while enhancing the feature representation of nodes by opti-
mizing the weight of edges. Specifically, we first use context and external
knowledge to score the relevance of nodes and tasks, and then for nodes
with low scores, we delete nodes and their related edges. Furthermore,
we consider the node’s global information and external knowledge in the
edge weight calculation, making the calculation of edge weight scores
more comprehensive. We conduct experiments on three datasets in the
fields of commonsense reasoning (i.e., CommonsenseQA, OpenbookQA)
and medical question answering (i.e., MedQA-USMLE), and the exper-
imental results verify the effectiveness of our method.

Keywords: Question answering · Knowledge augmented · Reasoning
network

1 Introduction

Question answering (QA) based on the knowledge graph means responding to
natural language questions using the knowledge contained in the knowledge
graph. The “simple question” in question answering, which only includes a head
entity and a relationship, can be perfectly solved using the knowledge graph. But
when the problem becomes complex, there are multiple entities, multiple rela-
tions, multi-hop reasoning, constraint relations, numerical operations, or some
combination of the above. Relying solely on knowledge graphs can no longer meet
the needs of reasoning. For complex question answering, it is usually necessary to
introduce external knowledge and context information, obtain a subgraph of the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 629–641, 2023.
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knowledge graph, and perform interpretable reasoning on the paths of subgraphs
through graph neural networks (GNN).

In general, question answering based on reasoning can be divided into two
groups. One uses pre-trained language models to encode knowledge implicitly
but fails to provide interpretable predictions. The other combines the language
model (LM) and knowledge graph (KG) to explain the rationality of the final
answer by inferring paths in the knowledge graph. For example, MHGRN [3]
uses the method of LM+KG to perform multi-hop, multi-relational reasoning
on subgraphs extracted from knowledge graphs. The proposed reasoning module
unifies path-based reasoning methods and the graph neural network for better
interpretability and scalability. KagNet [9] grounds a question-answer pair from
the semantic space to the knowledge-based symbolic space as a schema graph, a
related subgraph of external knowledge graphs, and scores answers with graph
representations. Similarly, some approaches, such as [12,19], apply LM to context
and graph neural networks to KG, obtaining limited inference. Based on this,
Yasunaga et al [22] exploit LM to estimate the importance of KG nodes and QA
context, and update the representations of nodes through graph neural networks
to enhance nodes’ features effectively. Furthermore, GREASELM [23] fuses
encoded representations from pre-trained LMs and graph neural networks(GNN)
on multi-layer modality interaction operations, enabling information from two
modalities to propagate to the other. However, these methods ignore two crit-
ical issues: the existence of redundant entities in the knowledge graph and the
insufficient attention to the influence of edges on node features in the path of
the knowledge graph.

To address the above issues, we propose a new model (KARN) that can com-
bine LM and KG for interpretable reasoning. For the redundant entities in the
subgraph, we propose to combine the contextual knowledge and external knowl-
edge to score the relevance of the nodes in the subgraph, and delete the less
relevant nodes and related edges according to this score. Considering the influ-
ence of edge weights when updating the node features in the subgraph, we utilize
global information and external knowledge as part of the factors affecting edge
weights for edge weight calculation, further enhancing node feature representa-
tion. After improving the node features, the model obtains more information
from the nodes, and the reasoning of the path is more accurate, that is, both
types of knowledge help augment reasoning. The experiment proves that KARN
outperforms the previous LM+KG model of the same size on the three datasets
of CommonsenseQA, OpenbookQA, and MedQA-USMLE. The contributions of
our work are summarized as follows:

• We propose a knowledge augmented graph reasoning network (KARN) based
on LM+KG, and the experimental results on three datasets, Common-
senseQA, OpenbookQA, and MedQA-USMLE, demonstrate the effectiveness
of our method.

• We propose a novel knowledge graph pruning strategy, comprehensively con-
sidering the question-answering context and external knowledge, which makes
the pruning process more reasonable.



KARN: Knowledge Augmented Reasoning Network 631

• To the best of our knowledge, we increase the global information and some
concept features to calculate edge weights in the GNN reasoning module for
the first time to optimize the weight of edges and fully display the role of
edges in the graph reasoning module.

2 Problem Statement

Our goal is to answer natural language questions using pre-trained language
model LM and knowledge graph KG as well as external knowledge (Wiktionary).
For a given natural language problem, we use the function fenc(x) to map the
input text information x to the vector representation of the text through the
language model LM, and use fcomp(x) to calculate the relevance score of x.
Specifically: we concatenate all the information of each entity with all the infor-
mation of the context, and then use the pre-trained model to calculate their
similarity. The knowledge graph KG is defined as G = (V,E), where V is a
collection of entities, E ⊆ V × R × V is a collection of edges connecting nodes
in V , and R represents a collection of relation types.

Given a question q and the answer a, we link the question entity Vq and the
answer entity Va to the given knowledge graph (Vq, Va ⊆ V ), and use the context
and node concept knowledge to get the subgraph. Then the subgraph is pruned.
Finally, we use GNN to infer the pruned subgraph to get the answer.

3 Method

As shown in Fig. 1, given a question q and answer a. We combine the question
and answer as contextual knowledge (CK). KARN works as follows. First, we
use the pre-trained LM to obtain the context representation (CKLM ). Then, we
retrieve the knowledge graph according to the external knowledge and context
to get the original QA subgraph (Gi). Second, we calculate the correlation score
between each node and the task in the original subgraph according to the con-
text and external knowledge. We then delete redundant nodes in Gi to obtain
the subgraph (Gsub). Then, to enhance node features, we improve the way of
updating node features in GNN by optimizing edge weights. Finally, we use the
pre-trained QA context features, pooled inference paths, and the QA context
features aggregated by the GNN model to make final predictions.

3.1 Graph Construction

To facilitate path reasoning, we retrieve QA subgraphs from knowledge graphs
based on contextual knowledge. Firstly, link the question and answer entities
in the question answer context to the knowledge graph KG, and start from the
question entity to retrieve all entities on the 3-hop path that terminate with
any answer option. We get a subgraph with many entities and term it Gi =
(V,E), where V = {Vq, Va, Vc} and E is the set of edges. Vq, Vc, and Va are the
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Fig. 1. The overall framework of KARN. According to the question and answer context,
we retrieve the knowledge graph, obtain external knowledge, calculate the node corre-
lation score, and then prune the subgraph (after pruning, a green node and its two blue
edges are deleted from the graph). The inference is performed on the pruned subgraph
with GNN, and node features are updated according to edge and node weights. Finally,
use the three parts of context representation, GNN context, and pooled reasoning path
to find the path with the highest score. (Color figure online)

set of question nodes, intermediate path nodes, and answer nodes, respectively
(corresponding to the node colors in Fig. 1, brown, green, and yellow). Then,
we use Wiktionary to extend the concept of each node in the subgraph. We
select the most suitable concept explanation of nodes in the following order
from Wiktionary: “original form > lemma form by Spacy > base word”.
Finally, each node vi has a concept description vc

i , where vi ∈ V .

3.2 Pruning Knowledge Graph

Many nodes on the KG subgraph Gi may be irrelevant under the current QA
context. These nodes may lead to over fitting or introduce many unnecessary
reasoning paths. For example, the word “people” generally has little effect on
reasoning. We retrieved 1,500 QA data in the three datasets respectively. When
we consider 3-hop neighbors, we retrieve a subgraph with |Vsub| ≈ 480 nodes on
average, where Vsub is the total number of nodes in the subgraph. This needs
to use context and external knowledge to score the relevance of nodes to the
question answering task, and remove low-scoring nodes.

To make the relevance score more reasonable, we propose concatenating the
context CK and the concept description of the context node {Qc, Ac} as the
task information, and the nodes and their descriptions as the node information.
Then, we use the pre-trained language model to score the relevance of each node
information and task information. The formula is as follows:

vf = [(CK; {Qc, Ac}), (vc
i , vi)],

ρvf
= fcomp(fenc(vf )), (1)

where ρvf
denotes the relevance score. vf means to concatenate the task infor-

mation with node information, also called global information.
We keep the top 200 nodes and then prune the remaining nodes. If the ρvf

of the node is below 200, we delete the node and its related edges. As shown in
Fig. 1, the blue edges and a green node are removed. This practice reduces the
reasoning path. In this way, we finally get a multi-relational knowledge graph
subgraph (Gsub) with a relatively high correlation coefficient with the context,
where Gsub = (Vg, Eg), where Vg = (Vq, Va, Vg) and Eg is the set of the remaining
edges. Vg is the set of remaining intermediate path nodes.



KARN: Knowledge Augmented Reasoning Network 633

3.3 GNN Architecture

To reason about the Gsub obtained in Sect. 3.2 and to make full use of context
information and external knowledge information in graph reasoning, we propose
a GNN model based on RGAT [4]. On the basis of RGAT, we increase the influ-
ence of edges on node weights, and introduce context information and external
knowledge into edge weight calculations. Node features are finally jointly updated
by neighbor nodes and edges (As shown in Fig. 2).

Enhanced Node Feature. In this subsection, we adopt the features of neighbor
nodes to enhance the feature representation of central node vi ∈ Vg. Specifically,
we first calculate the attention scores N lk

ij of node vi and neighbor node vj . Then
according to this score, the features of neighbor nodes are aggregated, and the
initially enhanced node features hl+1

Nit
are obtained. The formula for the whole

process is as follows:
−→vi = fenc(vi),
N lk

ij = φ(−→vi ,
−→vj ),

hl+1
Nit

= ||Kk=1

∑
j∈Ni

N lk
ij W l

khl
j ,

(2)

where −→vi is the vectorized representation of vi. φ means the following opera-
tions: first, define −→a , whose dimension is twice the feature dimension of the
mapped node vi, concatenate the two column vectors (−→vi ,

−→vj ) by column, and
then perform dot multiplication with −→a to calculate the inner product. ||Kk=1xi

represents the concatenation of vectors from x1 to xk. W l
k denotes the transfor-

mation matrix parameter of the corresponding neighbor node feature, and hl
j is

the corresponding neighbor node feature. Ni is the neighbor node of vi. K rep-
resents the number of attention heads, meaning that K independent attention
mechanisms are used to calculate the hidden state and connect their features.

Calculation of Relation Weight. Gsub is a multi-relational graph. For nodes,
different relations should have different effects. In this subsection, first, we adopt
the combination of external knowledge and contextual nodes to obtain the atten-
tion score of context to relation Rrv. Then get the attention scores of the relation
and its dependent nodes. Finally, we weight the two parts to obtain the final rela-
tion weight βR. Specifically, the calculation formula is as follows:

βhv =
n∑

j=1

φ(−→vh,−→vi ),

βtv =
n∑

j=1

φ(−→vt ,
−→vi ),

βqv = φ(−→vh,
−−−−→
Qc||Ac)ρvh

+ φ(−→vt ,
−−−−→
Qc||Ac)ρvt

, Rrv = βhv+βtv+βqv

2(n+1) ,

Rlm = sigma(θ(RijWm1 + bm1)Wm2 + bm2),
βR = α1

exp(Rlm)
Ni∑

j=1
exp(Rlm)

+ α2Rrv,

(3)

where n represents the number of context nodes, sigma is the activation func-
tion sigmoid, ρvh

and ρvt
means the relevant scores of the head and tail nodes,
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Fig. 2. Enhancement method of node features.

respectively. θ is the activation function relu. vh and vt mean the head and tail
nodes of the relation, respectively. βhv is the total attention score of the head
node and the context node. βtv is the total attention score of the tail node and
the context node. Rij represents the relational embedding between node vi and
node vj . α denotes a feature parameter, which adjusts the score of two-part
relation attention, α ∈ (0, 1), and α1 + α2 = 1.

Node Features. After the weight of the relation is calculated, the final node fea-
ture hl+1

vi
can be calculated. First, we obtain the node features hl+1

Rv
according to

the relation weights. In order to achieve the effect of enhancing node features, we
concatenate hl+1

Nit
and hl+1

Rv
, and the final node features can be obtained through

a full connection and activation function. The mathematical representation is as
follows:

hl+1
Rv

= ||Mm=1

∑
j∈Ni

βRWm
l hl

j ,

Rl+1
v = hl+1

Nit
+ hl+1

Rv
,

hl+1
vi

= θ(Wl+1R
l+1
v + bl+1),

(4)

where m represents the number of the relational attention heads. W l
m is the

transformation matrix parameter corresponding to the neighbor node feature.

3.4 Learning and Inference

In previous work, some methods only link contextual information into question
entity and answer entity [22]. However, our method introduces the concept infor-
mation of the node, which makes the relation between the node and the context
more intimate, so that the context can act on any node, thereby enhancing the
feature representation of the node. Using the node features enhanced by con-
text and external knowledge for path reasoning will make the reasoning more
reasonable.

Given a question answering context CK, the probability that a is the correct
answer can be calculated as P (a|Q) ∝ exp(MLP (CKLM , CKGNN ,Δ)), where
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Δ represents the pooling of node features in the inference path. CKGNN means
the feature of the context updated by GNN obtained by aggregating the context
features of all nodes on the path. The context information at this time has a
global effect. CKLM denotes the features of the context passing through the
language model. The specific formula is as follows:

CKLM = fenc(CK),
CKGNN = 1

r

∑r
i=1 V f

i ,
(5)

where r means the number of nodes on the path, V f
i represent the context feature

in each node.

4 Experiment

4.1 Datasets and External Knowledge

Datasets. We evaluate KARN models on three datasets, CommonsenseQA
(CSQA) [18], OpenBookQA (OBQA) [13], MedQA-USMLE [5]. Common-
senseQA is a dataset of 5-way multiple-choice responses to 12,102 questions.
OpenBookQA is a 4-choice multiple-choice QA task that requires reasoning using
fundamental scientific knowledge and contains 5,957 questions. We split the offi-
cial 2018 data [14]. MedQA-USMLE is a 4-way multiple-choice QA task that
requires biomedical and clinical knowledge. The dataset contains 12,723 ques-
tions. We split the raw data using the method of [22].

External Knowledge. We use a general domain knowledge graph Concept-
Net [17] as an external knowledge base for our common sense question answer-
ing datasets Commonsense-QA and OpenbookQA. For MedQA-USMLE, we use
a knowledge graph built by Yasunaga [22] in 2021. The knowledge graph con-
tains 9958 nodes and 44561 edges. Wiktionary includes different vocabularies in
more than 170 languages, which can fully satisfy our three datasets’ conceptual
interpretation of question-answering entities.

4.2 Baselines

Fine-Tuned LMs & LM+KG Models. To study the effect of using knowledge
graphs and external dictionary bases as external knowledge sources, we compare
our method with knowledge-agnostic vanilla fine-tuned LMs. For the Common-
senseQA, OpenBookQA, and MedQA-USMLE datasets, we use language models
RoBERTa [11], AristoRoBERTa [2], and SapBERT [10] for processing, respec-
tively. We also evaluate KARN’s ability to leverage external knowledge (knowl-
edge graph and external dictionary base) and context for question answering
by comparing with existing LM+KG methods. The existing LM+KG methods
are:KagNet [9], MHGRN [3] QA-GNN [22], GREASELM [23], etc. Under the
LM+KG method, the performance of GREASELM is the best above. The biggest
difference between our method and these baseline models is that we introduce
edge weights and incorporate external knowledge information when computing
node features to enhance node feature representation.
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Table 1. Performance comparison on CommonsenseQA in-house split. As the official
test is hidden, here we report the in-house Dev (IHdev) and Test (IHtest) accuracy.
Experiments are controlled using same seed LM.

Model IHdev (%) IHtest (%)

RoBERTa-large 73.1 (±0.5) 68.7 (±0.6)

+ RGCN [1] 72.7 (±0.2) 68.4 (±0.7)

+ GconAttn [19] 72.6 (±0.4) 68.6 (±1.0)

+ KagNet [9] 73.5 (±0.2) 69.0 (±0.8)

+ RN [16] 74.6 (±0.9) 69.1 (±0.2)

+ MHGRN [3] 74.5 (±0.1) 71.1 (±0.8)

+ QA-GNN [22] 76.5 (±0.2) 73.4 (±0.9)

+ GREASELM [23] 78.5 (±0.5) 74.2 (±0.4)

+ KARN (our) 79.4 (±0.9) 76.4 (±0.3)

Table 2. Test accuracy comparison to public OpenBookQA model implementations.
UnifiedQA (11 B params) are 30x large than ours.

Model Test (%) #Params

ALBERT+KB [9] 81.0 ∼235M

HGN [21] 81.4 ≥361M

DEKCOR [20] 82.4 ∼
QA-GNN [22] 82.8 ∼360M

T5 [15] 83.2 ∼3B

UnifiedQA [7] 87.2 ∼11B

GREASELM [23] 84.8 ∼359M

KARN (our) 85.2 ∼360M

4.3 Implementation and Training Details

We set the dimension of node embeddings in the GNN module to 200 and the
number of layers to 5, with a dropout rate of 0.2 applied to each layer. We train
the model with one GPU (GeForce RTX 3090), which takes about 8 h. We set the
batch size from {64, 128}, learning rate for the LM module from {1e−5, 2e−5,
3e−5, 5e−5}, and learning rate for the GNN module from {5e−3, 1e−3, 2e−3}.

Table 3. Test Accuracy comparison on
MedQA-USMLE.

Model Test (%)

BERT-base [6] 34.3

BioBERT-base [8] 34.1

BioBERT-LARGE [8] 36.7

SapBERT-Base [10] 37.2

QA-GNN [22] 38.0

GREASELM [23] 38.5

KARN (ours) 43.9

Table 4. Test Accuracy comparison on
OpenBookQA (The same seed LM).

Model Test (%)

AristoRoBERTa 78.4

+RGCN [1] 74.6

+RN [16] 75.6

+MHGRN [3] 80.6

+QA-GNN [22] 82.8

+GREASELM [23] 84.8

KARN (ours) 85.2
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Table 5. Performance of KARN on the CommonsenseQA IH-dev set on negative
questions.

Model Negation (%)

RoBERTa-large (w/o KG) 63.8

QA-GNN [22] 66.2

GREASELM [23] 69.9

KARN (our) 70.3

4.4 Main Results

Table 1 shows the quantitative results of our KARN approach on Common-
senseQA. The performance of KARN is 7.7% higher than fine-tuned LMs and
2.2% higher than the existing best LM+KG model GREASELM.

The experimental results on the OpenBookQA are shown in Table 2.
We can see that our KARN outperforms the previous best LM+KG model
(GREASELM) by 0.4%. The parameter of the best model (UnifiedQA) is thirty
times larger than ours. KARN performance is the best if the parameters are
similar.

Table 3 shows the accuracy of KARN method on MedQA-USMLE, the perfor-
mance of our model on the test set is 6.7% higher than LMs also using SapBERT-
Base, 7.2% higher than the best performing BioBERT-LARGE in BioBERT, and
better than the prior best LM+KG model (GREASELM) is 5.4% higher. The
possible reason is that external knowledge descriptions of entities in the medical
dataset often correlate with answers, so the improvement is noticeable.

Table 4 represents that when we use the same pre-trained model, KARN still
performs well on OpenbookQA compared to other models. Experimental results
demonstrate the robustness of our KARN.

Table 5 shows the performance of our KARN approach when dealing with
negative problems on CommonsenseQA. Clearly, KARN outperforms the same
architecture LM+KG models (QA-GNN and GREASELM) in coping with neg-
ative issues, demonstrating its excellent structured reasoning ability.

4.5 Ablation Experiment and Analysis

We conduct ablation experiments on our model on the dev set of the CSQA and
ablate the three parts of whether to introduce the external knowledge (Wik-
tionary), the calculation of edge weights in GNN, and the Clipping Knowledge
Graph to verify our work effectiveness further.

External Knowledge (Wiktionary). The first ablation experiment we per-
formed is for using external knowledge or not. It can be seen from Table 6 that
when we do not use contextual knowledge at all, the performance of the model
drops directly by 2.2%. If we only use external knowledge without integrating
with the context, the performance of the model is not as good as that without
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Table 6. Ablation experiments.

Ablation Part Dev-acc (%)

w/o external knowledge 77.2

External knowledge (w/o fusing) 76.8

w/o edge weights 76.5

Only context entity 77.1

Only context entity concept 78.3

w/o trimming 78.5

Trimming(only context) 77.9

KARN 79.4

Table 7. Example in Commonsense for case study.

CSQA Question:

Where would you go to get some pamphlets if you want to own them?

Question entity description:

pamphlets: A pamphlet is an unbound book.

CSQA Answer:

(A) bookstore (B) drawer (C) health department (D) mail box

(E) library

bookstore: Bookselling is the commercial trading of books which is the retail and

distribution end of the publishing process.

library: A library is a collection of materials, books or media that are accessible

for use and not just for display purposes.

external knowledge. It may be because using external knowledge alone affects
the relevance score of the node, resulting in a decline in model performance.

Edge Weight Calculation. As shown in Table 6, the model performance
decreases by 2.9% when there are no weights of edges in GNN. And when the
edges have weights, the control groups’ performance is improved. Additionally,
we can observe that the model performance improves by 1.8% when using exter-
nal knowledge of the node concept features compared to no weights, proving the
improved effect of external knowledge on question-answer reasoning. The final
result shows that fusing contextual nodes and concepts into the edge weight
calculations is reasonable.

4.6 Case Analysis

From Table 7, we can clearly see that after additionally adding the external
knowledge base, we can extract a very important keyword from the description
of the question entity and the answer entity: book. In the knowledge graph, we
obtain two paths from “pamphlets” to “bookstore” and “library”. When scoring
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node relevance, “book” will be given a high score. When GNN updates the node
features on these two paths, it will take the conceptual description of the node as
a significant factor. At this time, the node “library” path is obviously far away
from the context. Finally, the node “bookstore” is selected after calculation..
Finally, the node “bookstore” is selected after calculation.

This case simply illustrates that we fuse context and external knowledge to
prune the knowledge graph. And these two kinds of knowledge are applied to
the weight calculation of the relation, so as to enhance the node features and
get the correct answer.

5 Conclusions

In this paper, we use the LM+KG model to solve the question answering prob-
lem. We fuse contextual knowledge with external knowledge, compute relevance
scores for entities and questions, and tailor knowledge graphs based on the scores.
GNN adds edge weight calculation in the calculation of node features, and takes
context and external knowledge as factors affecting edge weights, effectively
enhancing node features. By augmenting node features with knowledge, the rea-
soning performance of the model is effectively improved. Experiments show that
our method performs well on two public datasets and one domain-specific (med-
ical) dataset compared to previous LM+KG and LM methods.
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Abstract. Oxymoron is a figurative language which combines seemingly
contradictory words in a short phrase. It is used to create an impression,
enhance a concept or entertain the readers. In this work, we propose
a novel task named oxymoron interpretation, which requires destruct-
ing the contradiction and creating new senses to make the phrase com-
prehensible and harmonious with the context. We construct a dataset,
Oxymoron with Context-Based Interpretation(OCBI) by gathering data
from the internet and manually annotating it. Furthermore, some preva-
lent models and methods, including definition generation, GPT-2, T5,
ChatGPT, LLaMA and Alpaca, are tested to explicitly generate inter-
pretation. According to automatic and manual evaluation results, models
except ChatGPT still struggle to generate plain and context-dependent
interpretation, which brings us some insights of the capability gap
between models. Our work reveals that oxymoron interpretation is a chal-
lenging task requiring common sense and contextual association ability.
It can be used to assess how well language models comprehend figurative
language. The OCBI dataset is publicly available (https://github.com/
pku0xff/oxymoron interpretation).

Keywords: Oxymoron · Dataset · Language model · Figurative
language

1 Introduction

Oxymoron is a figurative language that contains contradictory words in a short
phrase or even in a single word. There are three kinds of oxymoron [5]: Objec-
tive oxymoron has obvious contradiction; subjective oxymoron heavily depends
on personal opinion; punning oxymoron exists because some words have multi-
ple meanings. Among the three types, objective oxymoron is our focus in this
study as it is the most classic and typical one. Oxymoron has been widely used
in literary works to create an impression, enhance a concept or just entertain
the reader. For example, the play Romeo and Juliet contains oxymorons like
“loving hate”, “sweet sorrow” and “sick health”. However, it may be difficult to
understand oxymoron for entry-level language learners.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 645–656, 2023.
https://doi.org/10.1007/978-3-031-44693-1_50

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44693-1_50&domain=pdf
https://github.com/pku0xff/oxymoron_interpretation
https://github.com/pku0xff/oxymoron_interpretation
https://doi.org/10.1007/978-3-031-44693-1_50
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Context is necessary to make oxymoron comprehensible [5]. For example, in
context “Getting frustrated at drawing a blank for directing a film, after Sad-
hana he returned home to Varanasi.”, drawing a blank means all efforts are in
vain. While in another context “If you’re drawing a blank, we’ll give you a hint
:‘Sign Boy.’”, it means being unable to recall a memory. We verify the effect of
context in our experiments using ChatGPT and find that the generated expla-
nation of oxymoron is usually much more concrete and easy to understand with
a given context. However, the vital sense of interpretation often comes from
external knowledge not presented in context. Oxymoron interpretation is kind
of destructive creation requiring common sense.

In this work, we propose the oxymoron interpretation task and build
a benchmark dataset named Oxymoron with Context-Based Interpreta-
tion(OCBI) for evaluating the task. We describe the construction process and
analysis of the OCBI dataset in Sect. 3. We further investigate into some preva-
lent methods on the oxymoron interpretation task. First, we try applying two
definition generation models to it. Then we compare two pre-trained models,
GPT-2 and T5, by fine-tuning or prompt-tuning them on our dataset. Three
popular large language models(LLMs), ChatGPT, LLaMA-7B and Alpaca-7B
are also applied to the task. Evaluation results indicate that oxymoron interpre-
tation is much more difficult than definition generation. GPT-2, T5 and LLaMA
still struggle to interpret oxymoron while ChatGPT and Alpaca can often under-
stand oxymorons. ChatGPT can even generate highly context-dependent and
detailed interpretation.

In short, our contributions can be summarized into following points:

1. We propose the new task of oxymoron interpretation, which can be used to
test the ability of language models to understand figurative language. Auto-
matic oxymoron interpretation is also a help for language learners.

2. We build and release the OCBI dataset. It contains 288 oxymorons with 1217
contexts in total and each entry contains two high-quality human-written
interpretations.

3. We investigate a series of methods to interpret objective oxymorons and find
that small pretrained models like GPT-2 and T5 fail on this task while Chat-
GPT achieves good performance. The gaps between models help research on
model abilities, especially common sense.

2 Related Work

2.1 Figurative Language Processing

Although there has been no study about oxymoron interpretation as far as we
know, some studies focused on oxymoron detection. Cho et al. [3] proposed the
method of constructing a set of offset vectors and using them to compare the
word pairs and detect antonyms in the statement. La Pietra and Masini [13]
detected a list of oxymorons by extracting antonym pairs from a corpus. As for
interpretation of figurative language, He et al. [8] proposed a method to interpret
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simile. Chakrabarty et al. [2] used COMET [1] as knowledge enhancement in
idiom and simile interpretation. Qiang et al. [21] proposed a knowledge-enhanced
seq2seq model to interpret Chinese idioms.

2.2 Definition Generation (DG)

Noraset et al. [19] first defined the task of definition generation. Later, many sub-
sequent works used the context of a given word to deal with the task ([7,15,17]).
Ishiwatari et al. [10] used local and global context to define an unknown phrase.
Further, some studies used pre-trained language models to solve the problem
([12,24,28]). Huang et al. [9] fine-tuned T5 [23] for the task and proposed a
method to re-rank the definitions with specificity. Oxymoron interpretation is
similar to definition generation task, but it is more difficult for we need to
destruct the contradiction and create new senses.

3 Task and Dataset

Table 1. Statistics of dataset.

Split #Phrases #Entries Context len.

Train 139 600 16.03

Valid 76 316 16.20

Test 73 301 16.30

Table 2. The classification result
of oxymoron phrases.

Type Number Proportion

Objective 1212 71.84%

Subjective 383 22.70%

Punning 26 1.54%

Unknown 66 3.92%

Task Definition. The oxymoron interpretation task is to explicitly generate inter-
pretation text of an oxymoron given its context. We expect the interpretation
to be literal, straightaway, detailed, and consistent with the context. The most
important and difficult point is to destruct contradiction and create new senses
from the seemingly opposite concepts and their context.

Data Collection. We construct the OCBI dataset from a list of oxymoron phrases
rather than extract them from literary works. Actually, oxymoron is not used
as frequently as some other figurative languages such as simile, metaphor or
sarcasm. It is hard to generate as well because only certain words used in certain
contexts can make sense. We first obtain a list containing 1687 oxymoron phrases
from a website1. For each oxymoron in this list, we search sentences that contain
the oxymoron. Most sentences are crawled from online dictionaries. Finally, we
get 9166 sentences covering 504 oxymoron phrases in total.

1 http://www.oxymoronlist.com/.

http://www.oxymoronlist.com/
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Data Preprocessing. After collecting oxymoron phrases and their contexts, we
filter the sentences by length and only preserve sentences two more words longer
than the oxymoron phrase. To make contexts as variable as possible, we use
K-means [16] algorithm to aggregate similar sentences for each oxymoron and
filter out redundant sentences.

Oxymoron Classification. We hire human annotators to distinguish objective,
subjective and punning oxymorons. Each oxymoron with context is annotated
by three people and the final type is decided by the majority. If an oxymoron is
classified into three different types by three annotators, we identify its type as
“unknown”. If an annotator really do not know how to classify an oxymoron, he
or she can also mark it as “unknown”. We calculate the inter-rater agreement
metric, Fleiss’ Kappa [6], and get a result of 0.4334, indicating there’s a moderate
agreement. The classification result is shown in Table 2. Most oxymorons in
our data are objective ones, the most classic and typical type. In subsequent
experiments, we focus on this type only.

Language Style Analysis. The OCBI dataset encompasses diverse language
styles. We use ChatGPT to classify the language style of the context sentences in
the dataset according to two criteria: formality and tone. The questions are “Is
this sentence formal, neutral or informal?” and “Is this sentence in a serious,
neutral or casual tone?”. We concatenate context sentences and the two ques-
tions respectively as the prompts. For formality, the distribution of categories is
as follows: formal (31.6%), neutral (47.3%), informal (21.0%) and unrecognizable
(0.2%). In terms of tone, the categories are distributed in the following manner:
serious (37.5%), neutral (40.2%), causal (20.2%) and unrecognizable (2.1%).

Interpretation Writing. To build a high-quality dataset for oxymoron interpreta-
tion, we select part of the oxymorons randomly and hire postgraduates majoring
in English to write two interpretations for each (oxymoron, context) pair. The
average length of the human-written interpretations is 11.05. Human evaluation
results (Table 4) confirm the human-written interpretations are of high quality.
Statistical information of the final dataset is shown in Table 1. It contains 288
oxymoron phrases and 1217 entries in contexts in total, with each oxymoron
entry having two interpretations.

4 Experiments

We conduct a series of experiments to explore whether definition generation
models can accomplish the oxymoron interpretation task, and how pre-trained
models including GPT-2, T5, ChatGPT, LLaMA and Alpaca perform on this
task.
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4.1 Definition Generation Methods

Definition Modelling for Appropriate Specificity (DMAS) [9]. We apply the
DMAS model to oxymoron interpretation task and use WordNet dataset
([10,18,19]) to train the model. We set the proportion of generation likelihood,
over-specificity score and under-specificity score to 0.15, 0.6 and 0.25 respectively
as suggested. Hyper-parameters are also kept the same.

Learning to Describe Unknown Phrases with Local and Global Contexts (LOG-
CaD) [10]. Considering many oxymoron phrases are uncommon, we test another
definition generation model which specifies in interpreting unknown phrases. We
use Oxford dataset [7] to train the model. We set the training epoch to 20 and
batch size to 32, and leave other settings unchanged.

4.2 Parameter Tuning

Prompt-Tuning (PT) [14]. As the training set in OCBI is not large, prompt-
tuning may be an appropriate method that only requires to training a
few parameters. We try two pre-trained models, GPT-2(124M)2 [22] and
T5(220M)3 [23]. The trainable prompt is initialized with text “Use the con-
text and knowledge to interpret the phrase”. For GPT-2, the format of input
is PROMPT ⊕ ‘‘The phrase PHRASE has a context: CONTEXT. Therefore,
the phrase means:’’. For T5, it is PROMPT ⊕ ‘‘Phrase: PHRASE. Context:
CONTEXT’’.4 We use Adam [11] optimizer and set the learning rate to 0.1 for
both models. GPT-2 prompt is trained for 10 epochs with a batch size of 1 and
updated every 4 steps. T5 prompt is trained for 20 epochs with a batch size of 4.

Fine-Tuning (FT). We also try fine-tuning GPT-2 and T5 with a learning rate
of 5e−5 for 1 and 5 epochs respectively. The input format is the same as prompt-
tuning experiments.

4.3 Prompt

ChatGPT. ChatGPT has achieved good performance on many NLP tasks and
quickly becomes the most popular language model recently. We test ChatGPT
(gpt-3.5-turbo) with simple prompts on our dataset and examine the necessity
of the context. We design two prompts: (1) [CONTEXT] What does [PHRASE]
mean in this sentence? (2) What does [PHRASE] mean?

LLaMA [26] and Alpaca [25]. LLaMA-7B and Alpaca-7B, though much smaller
than ChatGPT, are competent on many NLP tasks. For these two models,
the prompt is “[CONTEXT] In this sentence, [PHRASE] means”. The content
completed by language models is taken as interpretation.
2 https://huggingface.co/gpt2.
3 https://huggingface.co/t5-base.
4 Here the symbol ⊕ means concatenation.

https://huggingface.co/gpt2
https://huggingface.co/t5-base
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4.4 Evaluation

We use BLEU [20], NIST [4] and BERTScore-recall(BS-R) [27] as automatic
evaluation metrics. As generated interpretation can be more detailed than the
references, we use recall rather than F1 when calculating BERTScore. To accom-
modate diversity, we take the maximum score between each candidate sentence
and its reference sentences, rather than an average. We also conduct human eval-
uation. We randomly sample 50 entries from test set and hire three annotators
to finish the evaluation. To make the evaluation as fair as possible, we provide
a detailed scoring criterion (Table 3). The interpretation whose average score
exceeds 3.5 are defined as acceptable.

Table 3. Detailed scoring criteria of human evaluation.

Score Criterion

1 Interpretation not related to the oxymoron, giving totally wrong
information, or just repeating the oxymoron

2 Interpretation related to the oxymoron and context but failing to eliminate
the contradiction

3 Incomplete interpretation, or interpretation not consistent with the
context

4 Correct interpretation missing small details

5 Correct and detailed interpretation consistent with the context

5 Results and Analysis

Automatic and manual evaluation results are shown in Tables 4. The LOG-CaD
model performs poorly in automatic evaluation, so we do not evaluate its predic-
tion manually any more. In general, the tested methods can be divided into three
grades based on their performance: (1) definition generation methods, GPT-
2, T5 and LLaMA still struggle to interpret most oxymoron; (2) Alpaca can
sometimes generate coarse-grained but reasonable interpretation; (3) ChatGPT
can offer fine-grained and highly context-sensitive interpretation with simple
prompts. We dig into the gaps between these methods by observing how oxy-
moron words and context words are mentioned in predictions. The proportion
situation is illustrated in Fig. 1. The values are calculated by dividing the length
of oxymoron or context by the number of mentioned tokens.

Interpreting Oxymoron Requires Destructing Contradiction. We detect whether
oxymoron words, their variants or synonyms are mentioned in the generated
interpretation and the results are shown in Fig. 1 as yellow bars. ChatGPT often
repeats the oxymoron phrase in its interpretation (e.g., it generates “[OXY-
MORON] means ...”) so its proportion is close to 1. GPT-2 and T5 models
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Table 4. Evaluation results.

Method Auto Manual

BLEU NIST BS-R Mean Acc.

DG DMAS 0.0683 0.1172 0.4997 2.17 0.08

LOG-CaD 0.0159 0.1640 0.3874 – –

GPT-2 PT 0.1048 0.6799 0.5588 2.11 0.06

FT 0.0938 0.7010 0.5446 2.20 0.10

T5 PT 0.0634 0.2658 0.5095 2.08 0.16

FT 0.0867 0.5663 0.5600 2.62 0.20

LLaMA Prompt 0.0869 0.3529 0.5427 2.68 0.28

Alpaca 0.1055 0.6314 0.5870 3.40 0.52

ChatGPT (w/o context) 0.0724 0.7337 0.6214 4.59 0.94

0.0524 0.5202 0.6026 4.28 0.88

Human – – – 4.19 0.84

Fig. 1. Oxymoron- and context-mentioned proportion in model predictions. (Color
figure online)

achieve higher oxymoron-mentioned proportion than humans but receive low
meaning score in manual evaluation. That’s because they are still ignorant of
the task requirements and tend to repeat the oxymoron phrase as its interpreta-
tion. Another common fault is one-sidedness, i.e., focusing on a single part of the
oxymoron and totally ignore the contradiction. For example, “realistic fantasy”
means an artistic style in its given context, but prompt-tuned T5 interprets it
as “a fantasy that is not realistic”. These two types of faults also cause the gap
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between LLaMA and Alpaca. Sometimes the actual meaning can be far away
from the literal meaning so the interpretation may not include the original words.
For example, “drawing a blank” can be interpreted as “being unable to come
up with an idea or solution”. A valid interpretation should express the symbolic
meaning rather than merely repeat the literal meaning of the oxymoron.

Oxymoron Interpretation Relies on the Context. For models include context sen-
tences in their input, we count how many context words are mentioned in their
outputs and the result proportion is shown in Fig. 1 as blue bars. There is an
obvious positive correlation between context-mentioned proportion and human
evaluation score, indicating the importance of context information. Addition-
ally, we conduct a context-excluded experiment on ChatGPT and verify the
importance of context. ChatGPT has a strong ability to understand contextual
relationships. When context is missed, there’s a sharp drop in NIST metric and
the interpretation is sometimes ambiguous.

Oxymoron Interpretation Differs from Definition Generation. It can be inferred
from Table 4 that definition generation methods are still deficient in oxymoron
interpretation task. Indeed, the DMAS model seldom makes the mistake of
repeating oxymoron as its output, and generates more fluent and simple out-
puts than GPT-2 and T5. This can be attribute to the WordNet dataset used
to train it, as oxymoron interpretation is similar to definition generation and
the WordNet dataset is much larger than our OCBI dataset. However, different
from oxymoron, normal phrases are more combinations of semantically consis-
tent words. When processing the oxymoron interpretation task, the definition
generation models tend to generate incomplete or even wrong outputs. This can
also confirm that the oxymoron interpretation task is different from and more
challenging than definition generation.

6 Discussion

We have to admit that there are some points that may arouse disagreement
in the task and dataset. First, everyone may have a different opinion on the
definition of oxymoron. Some oxymoron phrases, e.g. constant change and tiny
mountain, are so frequently used and straightforward that we rarely treat them
as figurative in our daily life. Second, a small part of context sentences do not
contain oxymoron actually because of their syntax. For example, in the context
“tiny mountain village”, “tiny” is used to describe “village”. These contexts are
included because existing methods to detect oxymoron is still insufficient.
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7 Conclusion

In this work, we propose a challenging task, oxymoron interpretation, and the
OCBI dataset. We further investigate some definition generation methods and
pretrained models on the oxymoron interpretation task. There are significant
gaps between models, especially between ChatGPT and other models. Smaller
models tend to ignore the contradiction and therefore wrongly focus on a single
part in opposition or just repeat the oxymoron. Overall, oxymoron interpretation
is a task that requires common sense and contextual understanding ability and
can be used to test the language model’s ability in these aspects.

A Appendices

A.1 Interpretation Examples

(See Tables 5 and 6).

Table 5. Some bad examples of generated interpretations. The oxymoron phrase is
“new cliche” in context “Can’t you think of a new cliche?”

Method Interpretation

DG DMAS a familiar term for an old cliché

LOG-CaD a <unk>

GPT-2 PT a new cliche that is not new but is not new at all

FT a phrase that has a new meaning or context

T5 PT a cliche that is not a new one

FT a new cliche that is used to describe something that is
not new or that is not old

LLaMA a new cliché

Alpaca a phrase or expression that has not been used before
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Table 6. Some good examples of generated interpretations. The oxymoron phrase
is “diminished growth” in context “If the advanced-country scenario is right, many
developing countries will lose out and experience sharply diminished growth.”

Method Interpretation

DMAS a decrease in rate of growth

GPT-2 PT a decrease in the growth rate of the economy

FT a situation in which the economy is growing
at a slow rate

T5 PT a country that has a high growth rate but is
not able to sustain it

FT a decline in growth

LLaMA & Alpaca the growth rate is decreasing

ChatGPT (w/o context) “diminishing growth” means a decrease in
the rate of economic growth or a slowdown
in the pace of development

Diminishing growth refers to a situation
where the rate of growth of a particular
variable, such as economic output or
population, slows down over time
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Abstract. As a novel approach to tuning pre-trained models, prompt
tuning involves freezing the parameters in downstream tasks while insert-
ing trainable embeddings into inputs in the first layer. However, previous
methods have mainly focused on the initialization of prompt embeddings.
The strategy of training and utilizing prompt embeddings in a reason-
able way has become a limiting factor in the effectiveness of prompt tun-
ing. To address this issue, we introduce the Global Prompt Cell (GPC),
a portable control module for prompt tuning that selectively preserves
prompt information across all encoder layers. Our experimental results
demonstrate a 5.8% improvement on SuperGLUE datasets compared to
vanilla prompt tuning.

1 Introduction

Prompt-based methods can be classified into two categories: discrete prompt
tuning [1,15] and continuous prompt tuning [8]. Discrete prompt tuning trans-
forms the task into a “fill-in-the-blank” format and then utilizes a pre-trained
language model to predict the answer, which operates similarly to the masked
language model (MLM) [2]. In subsequent research, continuous prompt tuning
[8] introduced soft prompts (i.e., prompt embeddings) to replace manual tem-
plates, which consist of special tokens with adjustable embeddings. We refer to
continuous prompt tuning as “prompt tuning” for simplicity.

Vanilla prompt tuning, which concatenates prompt embeddings with input
tokens in the first layer and updates only the parameters of the prompt embed-
dings during the training phase, has several limitations [8,21]. Firstly, since the
effectiveness of prompt embeddings is highly related to the length, it is nec-
essary to use prompt embeddings with hundreds of tokens in length to achieve
better downstream task performance, as suggested by [8] and [21]. However, long
prompt embeddings also reduce the possible length of input text. In addition,
prompt learning requires a longer time to converge compared to full fine-tuning
[22], and its effectiveness still has significant room for improvement.

These drawbacks are due to the traditional approach of inserting prompt
embeddings into the input layer and concatenating them with token embeddings
for model input in prompt learning. However, prompt embeddings have signif-
icant differences compared to token embeddings. Firstly, prompt embeddings
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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have not undergone pre-training and require more optimization steps compared
to token embeddings. Secondly, prompt embeddings do not have semantic infor-
mation but serve as task-specific vectors to guide the model for downstream
tasks. Finally, in pre-trained models with multiple layers, prompt learning freezes
the parameters during training, updating only the bottom-level prompt embed-
dings, which can cause long-distance backpropagation to result in vanishing gra-
dients and slow convergence [18]. These reasons indicate the need to design better
training and utilization methods for prompt embeddings, instead of using the
same training method as token embeddings.

The RNNs contain a hidden unit that can preserve important information
during sequence iterations and guide the model to output results [19]. RNNs
can be unfolded into a long sequence, and through the hidden unit, the model
can selectively integrate information from different times from the beginning to
the end. The input at the initial time can guide the judgment at the final time,
and this approach is beneficial in alleviating the problem of vanishing gradients,
reducing forgetting, and speeding up convergence.

Prompt embeddings suffer from information loss when passing through each
layer of transformers. Although residual connection modules exist within each
layer, these modules operate on the entire sequence, including the token embed-
dings, rather than the prompt embeddings alone. Therefore, due to the reasons
mentioned earlier, we need to design a dynamic information fusion mechanism
specifically for the part corresponding to the prompt embeddings. Inspired by
RNNs, we propose the Global Prompt Cell (GPC) to address the aforementioned
issues.

The Global Prompt Cell (GPC) consists of two units: the remembering unit
and the forgetting unit. Remembering unit should be applied to the prompt
embeddings before passing through the transformer layer because information
loss occurs after passing through the layers. Therefore, we use remembering
unit to selectively remember certain information. On the other hand, forgetting
unit should be applied to the prompt embeddings after passing through the
transformer layers. The forgetting unit can selectively forget some information
in the latest prompt embeddings to fuse with the previous prompt embeddings.

By utilizing the same remembering unit and forgetting unit for every model
layer, our approach gathers information regarding prompt embeddings from all
layers, enabling it to guide the model to achieve better downstream task per-
formance. As a result, prompt embeddings are no longer simply a vector con-
catenated with token embeddings, but also a control module that aids PTMs in
making better decisions. Moreover, since GPC only acts on the prompt embed-
dings updates between layers, it can be considered a plug-in module and requires
only a small number of additional parameters. Lastly, we eliminate the verbal-
izer in vanilla prompt tuning and use classification heads for downstream tasks,
reducing the difficulty of selecting optimal verbalizers for various tasks.

To summarize, our contributions are three-fold:

1. We propose a new training and utilization method for prompt embed-
dings called the Global Prompt Cell (GPC). To our knowledge, GPC is
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the first method that specifically aims to improve the training and utiliza-
tion of prompt embeddings, reduce forgetting during training, and ultimately
enhance downstream task performance. Experiments prove its effectiveness
and show its validity in architecture with ablation study.

2. Our method simplifies prompt tuning by discarding the verbalizer, which
further reduces the time and computing consumption to select the optimal
verbalizer, and achieves even better results.

3. Our method can be viewed as an easy-to-implement plug-in module with
only a few additional parameters, which makes GPC both model-agnostic
and task-agnostic.

2 Related Work

2.1 Pre-trained Language Model

Recently substantial works have shown that pre-trained models (PTMs) can
learn universal language representations through pre-trained tasks on large cor-
pora, which are beneficial for downstream NLP tasks and can avoid training a
new model from the beginning [14].

A representative application of PTMs is using encoder-based models for clas-
sification tasks [23]. Encoder-based models are composed of multi-layer trans-
former encoders, which include a self-attention module and a multi-layer percep-
tron (MLP), and are optimized for performance through measures such as intra-
layer residual connections. BERT is a classic encoder-based model commonly
used for classification tasks [2]. In BERT, each input sentence is concatenated
with a [CLS] token at the beginning. After passing through the encoder of each
layer, the [CLS] token is utilized as a classification indicator to produce the final
result.

2.2 Prompt Tuning

Fig. 1. Prompt-tuning model.

GPT-3 [1] has revolutionized downstream tasks by transforming them into gen-
eration tasks through the addition of prompt-like hints. This allows the model
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to generate results directly in few-shot or zero-shot learning scenarios. Prompt
consists of a template for transforming the input text and a verbalizer for match-
ing the generated words to the actual task labels. It can be designed manually
by domain experts [16,17] or automatically [3,20], but at the expense of low
explainability [20] (Fig. 1).

Prompt tuning methods with prompt embeddings have been explored in
recent studies [5,11,13,27]. Prompt embeddings are trainable embeddings rather
than natural language tokens. Vanilla prompt tuning, proposed by [8], concate-
nates the prompt embeddings with the token embeddings in the first encoder
layer.

To use prompt tuning for downstream tasks, we first encode a sequence of dis-
crete input tokens X = x0, x1, ..., xn into embeddings Xe = e(x0), e(x1), ..., e(xn)
using a pre-trained language model M . We then obtain the prompt embeddings
P = p1, p2, ..., pn, where pi is the prompt embedding for i ∈ n, and concate-
nate the prompt embeddings and token embeddings to form the complete input
I = P ;Xe. The model output embedding of the [MASK] token is then fed into
a classifier to predict the target token, and the verbalizer is used to obtain the
actual label.

Current research on prompt tuning architecture retains the verbalizer as a
“necessary” component, despite its high computational cost, both in terms of
time and computing resources, even when constructed automatically. Despite
the improvements observed in downstream tasks, the results of prompt tuning
can still be inconsistent or less-than-ideal.

Prompt tuning is a newly-arising paradigm that requires significantly more
training time than fine-tuning to achieve the same performance [21], despite
the two paradigms only differing in model inputs. This is due to the fact that
although prompt embeddings are fundamentally different from token embeddings
in terms of initialization and acquisition, vanilla prompt tuning treats prompt
embeddings in a similar manner to prompt-like token vectors and processes them
together using the same method.

2.3 Model Degradation and Prompt Forgetting

When training deep artificial neural networks, two problems become increas-
ingly challenging for model optimization. The first problem is vanishing gradi-
ents [7], which impedes convergence from the outset, but can be largely mitigated
through normalized initialization and intermediate normalization layers. The
second problem is the degradation problem [6]: as the network becomes deeper,
accuracy saturates and then degrades rapidly, despite not being caused by over-
fitting, which suggests that not all systems are equally easy to optimize [6]. Skip
connections [26] are a common countermeasure for model degradation, as seen in
ResNet [6] and Transformer [24], where residual connections are employed. Skip
connections serve as a reminder for the model to retain previous information
and prevent forgetting.

Prompt tuning is also affected by these problems since it occurs at the lowest
layer. No previous studies have addressed the issues of model degradation and
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prompt forgetting in prompt tuning, and we take these problems into consider-
ation.

3 Method

In this section, we present the architecture of our method, which incorporates
the implementation of Global Prompt Cell (GPC) into an encoder-based model.
Drawing inspiration from RNN models, we utilize a method to effectively store
previous states of prompt embeddings in various layers, allowing the model to
zoom out and concentrate on the prompt from a wider perspective.

3.1 GPC Between the Encoders

Fig. 2. Global Prompt Cell Model (best viewed in color).

In the Transformer model, residual connections are employed to mitigate the
problem of degraded training accuracy. [24]. Building on this idea, GPC employs
a more advanced connection mechanism around each pair of adjacent encoders.
Specifically, GPC operates exclusively on the prompt portion of each vector. We
use P to represent prompt embeddings and T to represent token embeddings,
with the two concatenated to form the complete input or output for prompt
tuning. As illustrated in Fig. 2, Pt represents the prompt input of the tth encoder,
while Pt represents the prompt output of the tth encoder. GPC takes the input
and output of the tth encoder, Pt and P ∗

t , to generate the prompt input of the
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(t + 1)th encoder Et, Pt+1. Similarly, Tt represents the text input embeddings
of the tth encoder, while Tt represents the text output embeddings of the tth
encoder, derived from Tt. Since GPC does not affect text embeddings, Tt+1 is
identical to Tt. The complete embeddings are updated as follows.

{P ∗
t ;T ∗

t } = Et({Pt;Tt}) (1)

The prompt embeddings are updated as below.

Pt+1 = GPC(P ∗
t , Pt) (2)

3.2 Inside the GPC

Figure 2 provides a detailed view of the internal structure of GPC. The cell com-
prises two units: the remembering unit and the forgetting unit. Each unit con-
tains a single-layer feed-forward neural network that is shared across all encoder
layers. Similar to ResNet, the remembering unit utilizes the prompt embed-
ding before it is fed to the encoder, in order to emphasize and make use of
the original information. In contrast, the forgetting unit operates on the output
of the encoder to reduce its influence and prevent extreme outcomes. The cell
then combines the outputs of both units to produce the final result. Therefore,
between every pair of adjacent encoders, GPC considers both the original and
encoded prompt embeddings, enabling the model to retain past information and
encouraging it to forget some of the current state, thereby striking a balance
between the past and the present. The following equation demonstrates how
GPC processes prompt embeddings:

Pt+1 = θ(WFP ∗
t + WRPt) (3)

where WF represents the weights of the forgetting unit, while WR represents the
weights of the remembering unit, where θ is the activation function.

3.3 Classification Head

Traditional discrete prompt tuning is mainly used for few-shot or zero-shot tasks,
so verbalizers are needed to align with pre-training cloze tasks, in order to narrow
the gap between pre-training tasks and downstream tasks, and improve down-
stream task performance. In contrast, the continuous prompt tuning used in our
paper aims to reduce the amount of parameter training and storage during fine-
tuning. It generally uses the entire dataset instead of few-shot scenarios, and
selecting an appropriate verbalizer manually requires a lot of training resources.

In order to simplify the model and reduce manual intervention as in [8] and
[11], we replace the original verbalizers with a classification head that receives
outputs from the final layer of the model. We use a randomly initialized classi-
fication head to predict the label from the output of the [CLS] token.
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4 Experiment

Table 1. Statistics of SuperGLUE datasets.

Corpus Train Dev Test Task Metrics

BoolQ 9427 3270 3245 Question Answering accuracy

CB 250 57 250 Natural Language Inference accuracy

COPA 400 100 500 Question Answering accuracy

RTE 2500 278 300 Natural Language Inference accuracy

WiC 6000 638 1400 World Sense Disambiguation accuracy

WSC 554 104 146 Co-reference Resolution accuracy

Table 2. Results on SuperGLUE development set. PT: Prompt tuning [8]; Prompt-
only: Prompt tuning with no verbalizer; GPC: Prompt tuning with Global Prompt
Cell; bold: the best performance.

BoolQ RTE

PT Prompt-only GPC PT Prompt-only GPC

BERT 67.2 62.8 67.9 53.5 54.5 61.0

RoBERTa 62.3 62.4 63.5 58.8 54.2 59.4

CB COPA

PT Prompt-only GPC PT Prompt-only GPC

BERT 80.4 71.4 82.1 55.0 58.0 67.0

RoBERTa 71.4 69.6 73.2 63.0 62.0 66.0

WiC WSC

PT Prompt-only GPC PT Prompt-only GPC

BERT 63.0 56.4 66.9 64.4 64.4 65.4

RoBERTa 56.9 54.7 69.6 64.4 63.5 65.4

4.1 Datasets and Metrics

We evaluate on SuperGLUE [25]. SuperGLUE is a new benchmark styled after
GLUE with a new set of more difficult language understanding tasks. Because
our task mainly involves classification tasks, while MultiRC and ReCORD belong
to QA tasks, and these two tasks are difficult to handle using prompt learning, as
reported by [9]. Existing prompt learning methods for these two tasks suffer from
significant fluctuations and are difficult to converge. Moreover, the effectiveness
of our method in classification tasks has been demonstrated through the other six
tasks. Therefore, we selected the other six classification tasks for our experiments.
We choose the classification tasks and co-reference resolution tasks, including
BoolQ, RTE, CB, COPA, WiC and WSC. Statistics of the selected datasets are
in Table 1. We use accuracy as our evaluation metric.
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4.2 Experiment Settings

Models. We employ BERT [2] and RoBERTa [12] for our model, both of which
are based on transformer encoders and are typically used for classification tasks.

Prompt Length. The length of prompt embeddings has a significant impact on
model performance. According to [10], different tasks require prompt embeddings
of varying lengths to achieve optimal results. Typically, simpler tasks require
shorter prompts than more complex ones [10]. We experimented with prompt
lengths of 16, 32, and 64 and selected the most effective ones among them.

Prompt Initialization. Prompt embeddings can be initialized in various ways,
such as random initialization or utilizing concrete token embedding. Based on
the approach described in [4], we use random initialization in our method.

Training Method. During the training phase, we freeze the original parameters
of the PTMs and only update the Global Prompt Cell, specifically the corre-
sponding weight matrices WR and WF . Therefore, we only need to store a small
number of parameters instead of the parameters of the entire PTM for each
downstream task.

4.3 Main Results

To assess the effectiveness of Global Prompt Cell, we investigate (i) whether
replacing the verbalizer with a classification head causes performance degrada-
tion in prompt tuning, and (ii) whether Global Prompt Cell can outperform
prompt tuning. (iii) whether Global Prompt Cell combined with a classification
head still yield better results.

We carry out prompt-only experiments, where we substitute the verbalizer
with a classification head and refrain from using GPC. Table 2 demonstrates
that the performance of prompt-only models decreases, particularly on the CB
dataset, with both BERT and RoBERTa models experiencing over 10% decrease.

For (ii) and (iii), we perform experiments with Global Prompt Cell. As shown
in Table 2, GPC significantly improves the effectiveness of prompt tuning using
classification heads, surpassing the performance of vanilla prompt tuning. GPC
can achieve over 10% performance increase compared to the prompt-only model
on both WiC and CB datasets. In comparison with the PT (Prompt-Tuning [8])
model, which requires multiple experiments to determine the optimal verbalizer,
our method still outperforms it on all six tasks. These results demonstrate the
efficacy of our method.
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Fig. 3. Models in ablation study.

Table 3. Different settings for prompt update.

Model Updating strategy

GPC Pt+1 = θ(WFP ∗
t + WRPt)

GPC−WF Pt+1 = θ(P ∗
t + WRPt)

GPC−WR Pt+1 = θ(WFP ∗
t + Pt)

GPC−WF , WR Pt+1 = θ(P ∗
t + Pt)

5 Ablation Study

Our GPC module consists of two parts, remembering unit and forgetting unit.
The remembering unit receives previous prompt embeddings and selects which
parts to retain. The remembering unit can be helpful for retaining certain infor-
mation that requires long-term memory. The forgetting unit is responsible for
determining which parts of the latest prompt embeddings are irrelevant, pre-
venting the addition of unnecessary information.

We design the ablation experiments to explore the effectiveness of the above
units. We conducted three groups of ablation experiments, where we added only
the memory unit module, only the forgetting unit module, and no module at
all. Through this, we aim to demonstrate the impact of memory and forgetting
units on the experimental results, as well as prove the necessity and importance
of these two modules.

Figure 3 shows the architectures of three ablation settings, which respectively
remove the forgetting unit, the remembering unit and the both. Table 3 shows
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Table 4. Ablation experiment results. GPC: Global Prompt Cell; GPC−WF : remov-
ing the forgetting unit; GPC−WR: removing the remembering unit; GPC-WF , WR:
removing both the forgetting unit and remembering unit. Bold: the best performance.

BoolQ RTE CB COPA WiC WSC

BERT GPC 67.9 61.0 82.1 67.0 66.9 65.4

GPC−WF 62.3 57.8 67.9 61.0 60.7 65.4

GPC−WR 62.6 57.8 55.4 63.0 57.5 64.4

GPC−WF , WR 62.7 58.1 75.0 63.0 57.2 63.5

RoBERTa GPC 63.5 59.4 73.2 66.0 69.6 65.4

GPC−WF 62.2 55.6 61.0 55.0 53.0 63.5

GPC−WR 62.2 52.7 64.3 55.0 50.9 63.5

GPC−WF , WR 62.3 57.0 57.1 58.0 52.2 63.5

the formula of the three different updating strategies and the comparison with
GPC.

The result in Table 4 shows that the contribution of two units varies from
task to task, but the combination of the two can reach optimal results for all
cases.

In addition to the findings presented in Table 4, further analysis of our abla-
tion experiments revealed that the impact of the remembering and forgetting
units on task performance was dependent on the specific task. Specifically, for
some tasks, the addition of the memory unit module resulted in a greater
improvement in performance compared to the addition of the forgetting unit
module, while for other tasks the opposite was true.

The combination of both modules consistently led to optimal results across all
tasks. This suggests that while the individual contributions of the remembering
and forgetting units may vary depending on the specific task, the integration
of both modules is crucial for achieving optimal performance across a range of
tasks.

6 Conclusion

To conclude, our study has introduced the Global Prompt Cell (GPC) as a novel
approach to enhance continuous prompt tuning. By selectively remembering and
forgetting prompt embeddings, GPC enables more effective prompt updating,
ultimately leading to improved model performance.

Through experiments conducted on the SuperGLUE benchmark, we have
shown that our approach can substantially enhance results using prompt tuning.
This highlights the potential of GPC to significantly improve the performance
of language models on a range of natural language understanding tasks.

Finally, we emphasize that GPC can serve as a portable plug-in module for
prompt tuning paradigms, allowing for easy integration with existing models
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and architectures. We believe that our approach has promising implications for
the development of more effective and efficient language models, and we look
forward to further exploration and refinement of this method in future research.
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Abstract. Recently, there are a lot of works trying to probe knowledge
in pre-trained language models (PLMs). Most probing works use data in
knowledge bases to create a “fill-in-the-blank” task form and probe entity
knowledge in auto-encoding PLMs (e.g. BERT). Though these works
have got success, their methods can not be applied to some complicated
knowledge like event-based commonsense knowledge and other PLMs
such as auto-regressive models (like GPT). In this paper, we develop a
new knowledge probe based on confidence sorting and detect event-based
commonsense knowledge with it. To make the probe suitable for different
types of PLMs, we integrate different knowledge scoring methods with
a new method called probability difference log-likelihood score (PDL)
among them. Finally, we conduct extensive experiments on several rep-
resentative PLMs, explore their commonsense abilities and analyze the
factors that influence their performances.

Keywords: Commonsense knowledge · Knowledge probing ·
Pre-trained language model

1 Introduction

Recently, large-scale pre-trained language models (PLMs) [6,14,15] have shown
their strong abilities in many tasks [7,8,22]. Some models like GPT-3 [4] can
even improve SOTA on some benchmarks in few-shot or zero-shot settings. Such
performance indicates that these big models contain lots of knowledge after pre-
training on the enormous corpus. Therefore, to explore what knowledge is in the
model, many works began to use the “fill-in-the-blank” task to probe the entity
knowledge in auto-encoding PLMs like BERT [1,3,10,13]. As an example, given
the knowledge (Dante, bornIn, Florence), these works mask the entity token
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“Florence”, put the converted sentence “Dante was born in [MASK]” into the
model, and let the model predict the masked word. If the model successfully
predicts the token “Florence”, they consider that the model has mastered this
piece of knowledge.

Although these probing works have achieved great success, there are still
some problems to be solved. On one hand, these works focus on entity knowledge,
the entities of which mainly consist of words and simple phrases, such as (Plane,
IsCapbleOf, Fly). Nevertheless, concerning other knowledge that has complicated
entities, the related research appears to be lacking. For example, event-based
commonsense knowledge such as (PersonX calls the police, xIntent, PersonX
wants to report a crime) in ATOMIC [17]. On the other hand, they mainly
probe PLMs like BERT [6], other types of PLMs like GPT lack corresponding
probing works. Hence, we focuses on these event-based knowledge and three
different types of PLMs.

In this paper, we try to explore: (1) What level of event-based common-
sense knowledge is contained in PLMs, (2) Whether there are differences in this
knowledge across different types of PLMs, (3) What factors affect the level of
this knowledge in PLMs. However, we find the traditional cloze task in probing
works is not suitable enough for the event-based commonsense case. There are
two main reasons: First, the concept in these knowledge is usually expressed
by multiple tokens, so it is hard to create just one blank to fill in. e.g., given
the knowledge (PersonX calls the police, xWant, to report a crime), the tail
entity “report a crime” can not be masked with one blank. Second, the concept
in commonsense knowledge has diverse expressions, so there are multiple cor-
rect answers. For the former question, if we create the sentence “PersonX calls
the police, PersonX wants to [MASK]”, the answer “get some help” and “catch
criminals” are both suitable to fill in. Hence, a new probe method should be
designed to detect these commonsense knowledge in PLMs.

To handle the above problems, firstly, we propose a knowledge probe for
PLMs based on confidence sorting. Our probe takes the form of distinguish-
ing positive and negative examples based on the confidence score of knowledge,
instead of predicting the probability of one token. The overall framework of our
work is shown in Fig. 1. In this process, a new method called probability differ-
ence log-likelihood score (PDL) is designed to reveal the commonsense abilities
of auto-regressive models better compared to the previous methods. After scor-
ing the knowledge with PLMs, the labels and scores are put into two different
evaluation tasks, in order to estimate the commonsense abilities of the model. At
last, we detect the event-based commonsense knowledge in several representative
PLMs and explore the influence of different factors on the model’s commonsense
ability, including scoring methods, models’ architecture and models’ parameter
size. Some meaningful conclusions can be derived from these experiments.

We summarize the contributions of the paper as follows:

(1) Since multi-word and multi-expression nature of commonsense knowledge
brings many difficulties to the traditional cloze task, we design a new
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confidence sorting probe to solve this problem, which successfully probes
event-based commonsense knowledge in PLMs.

(2) While the former probing work is limited to BERT-like models, our probe
can be applied not only to these auto-encoding models, but also to auto-
regressive models (like GPT-2) and seq-to-seq models (like BART). Espe-
cially, we propose a knowledge scoring method called PDL in the probe to
make better use of the knowledge in GPT-like models.

(3) We conduct comprehensive experiments with our probe, getting some mean-
ingful conclusions around the PLM’s commonsense knowledge ability. For
example, PLMs’ performance on different relation type, the effect of scoring
methods on models’ performance, the mechanism of model-related factors
on models’ commonsense knowledge level. More details will be discussed in
the experiment section.

Fig. 1. The process of the tasks in our probe, where the orange represents positive
samples and the blue represents negative samples. Compared to the traditional multi-
choice task, our sorting task can filter out multiple correct commonsense knowledge.
(Color figure online)

2 Related Work

2.1 Probing Knowledge from PLMs

Since PLM became a new trend in NLP [19], knowledge probing work around it
also get prevalent recently. In 2019, the LAMA probe [13] was the first to query
the PLM for factual knowledge. By using a ‘fill-in-the-blank’ cloze statement,
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they trained BERT and ELMo to fill the true token into the mask blank and
evaluate their knowledge level by the accuracy of prediction. This work brought
a standard task form for knowledge probing tasks so there was much follow-up
research based on it. For example, proposing a process to automatically opti-
mize prompts in the LAMA [10], inducing relational knowledge from BERT by
classifying the complete sentence after filling the blank [3], and using cloze tasks
to probe BERT for noun properties knowledge [1].

While these works probed different kinds of knowledge in BERT, the work
around commonsense knowledge seems to be lacking because of the multiple
tokens and diverse expressions in their commonsense concepts. We successfully
probe commonsense knowledge in PLMs by creating a probe based on knowledge
confidence sorting. Moreover, most probing works focused on BERT-like models,
covering only one type of PLMs. We extend the probing work to more types of
models and probe event-based commonsense knowledge from them.

2.2 Automatic Acquisition of Commonsense Knowledge

Commonsense knowledge also got much attention these years because of its sig-
nificance for reasoning tasks in NLP. Many works gathered a lot of commonsense
knowledge to make research on it. In the beginning, these works acquired com-
monsense knowledge through artificial methods like crowdsourcing. For example,
ConceptNet [18], ATOMIC [17], ATOMIC20

20 [9] and so on. However, these knowl-
edge acquisition processes rely on humans, resulting in a high cost and low effi-
ciency. Therefore, to make up for these deficiencies, several kinds of tasks have
been designed for the automatic acquisition of commonsense knowledge. For
example, commonsense knowledge base completion tasks [2,12], commonsense
knowledge generation tasks [5,20,23] and commonsense knowledge evaluation
tasks [24,25]. Though these works take different research objectives and forms,
they all realize the automatic acquisition of commonsense knowledge by mining
the knowledge in language models, especially large-scale PLMs.

Our work is the continuation and development of the above works. We pro-
pose a new commonsense evaluation task based on knowledge sorting. Besides,
we comprehensively analyze various factors that affect the commonsense level of
the PLM, complementing the lack of related work.

3 The Commonsense Knowledge Confidence Sorting
Probe

We introduce our probe to detect event-based commonsense knowledge in diverse
PLMs. First, we extract data from ATOMIC20

20. Then, we transform the data into
an appropriate form by generating negative samples from these facts and con-
verting all the knowledge triples into sentences. After getting confidence scores
with scoring methods, we can estimate the level of commonsense knowledge in
PLMs through evaluation tasks and metrics. The design of our probe is discussed
in detail below.
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3.1 Knowledge Source

ATOMIC20
20 was used as the commonsense knowledge resource for our probing

work, for the reason that it’s the one of the largest commonsense knowledge base
at present. The knowledge base classified commonsense knowledge into three cat-
egorical types: physical-entity knowledge, event-centered knowledge, and social-
interaction knowledge. As many related works focused on the entity knowledge
[1,3], our experiments are conducted on the latter two, which cover 15 event-
based relations (we remove the isFilledBy relation because of its bad format).
To give a explicit definition of the knowledge we study, each piece of it consists
of two entities describing events and a phrase representing the relation between
the two events (e.g. (PersonX turns off the light, isBefore, PersonX sleeps)).
The whole knowledge triple denotes some commonsense in our daily life, so we
call it event-based commonsense knowledge.

3.2 Negative Sampling

As for distinguishing positive and negative examples, we need to generate nega-
tive examples. Given a positive example τ = (h, r, t), the following three strate-
gies are used to construct two negative examples for each τ . This part mainly
references Li’s Work [12].

Random Sampling. We randomly select two other tuples τ ′ = (h′, r′, t′) and
τ ′′ = (h′′, r′′, t′′) from the dataset. Then, we replace h with h′ and replace t with
t′′. r won’t be replaced because we must fix the numbers of knowledge in each
relation.

Relation Sampling. The commonsense knowledge in the same relation is usu-
ally similar in syntax and grammar. In that case, we restrict the scope of the
former replacement to the same relation, to reduce format errors in negative
examples.

Max Sampling. We create four negative examples through two previous strate-
gies. After that, we give the log-likelihood score for these triples with the GPT-2
model [14]. We choose two examples that have the two highest scores to pursue
more high-quality negative examples.

3.3 Converting Triples to Sentences

Like the former work [5], we use the template filling form to realize the conver-
sion. For each relation in our dataset, we manually design several templates, then
fill the head and tail of the knowledge into them. For example, one template for
the relation xNeed is: “PersonX needed [Tail] before [Head]”. For the tuple τ =
( write letter, xNeed, buy paper) in Fig. 1, we generate the sentence: “PersonX
need buy paper before write letter”. We fill the triple into all of the corresponding
templates, form a set of candidate sentences, and choose the sentence with the
highest log-likelihood score as the output following Davison’s work [5].
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3.4 Evaluation Tasks

Since we have successfully got scores and labels for each knowledge example
through past steps, then we begin to design evaluation tasks and metrics to
estimate the commonsense knowledge level in models.

Multi-choice Task. The multi-choice task is widely taken in previous literature
[21,24,25], here we also use it in our probe as a comparison to sorting task. For
a positive example and two negative examples, we argue that models predict the
highest-scoring example as the positive one. Thus we can get the accuracy of the
model’s prediction, assessing the commonsense abilities of models.

Sorting Task. Since concepts in commonsense knowledge have diverse expres-
sions, it seems impossible there is only one true positive example in practice.
So we should study the ability of the model to distinguish between multiple
positive and negative examples. That’s why we design the sorting task. In this
task, we put all the labels and confidence scores of examples in the same relation
together and sort examples by scores. We take AUC as our metric, which can
calculate the probability that a positive example comes before a negative one by
dynamically adjusting the threshold. We assume that the deeper commonsense
ability of models can be evaluated through this harder task and we will give a
proof of its effectiveness in Sect. 5.1.

4 Scoring Knowledge with PLMs

For our probe to work successfully, the confidence score of commonsense knowl-
edge is of great necessity. Thus, we’d like to introduce the knowledge scoring
methods for PLMs in this section. The PLM based on the Transformer has
three main architecture types: auto-encoding models, auto-regressive models,
and seq-to-seq models. Our research implement scoring methods for each type.

4.1 Auto-Encoding Models

Since most of this type of models are masked language models (MLMs), we use
the masking mechanism to calculate the confidence score of the knowledge. Two
scores are as follows:

Pseudo-Log-Likelihood Score (PLL). We calculate the probability of the
knowledge by summing the conditional log probabilities logP (ti|S\ti), which are
induced by replacing token ti in knowledge sentence S with [MASK] in the MLM
[16]. The score is:

PLL(S) =
|S|∑

i=1

logP (ti|S\ti)

Point-Wise Mutual Information (PMI). Given a commonsense triple τ =
(h, r, t), considering the correlation between two entities [5], defined as:

PMI(t, h|r) = logP (t|h, r) − logP (t|r)
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Like the first score, we leverage the masking mechanism in the MLM to calculate
the conditional probability P . Besides, we also compute the score PMI(h, t|r)
by the symmetrical formula and average two scores as the final score.

4.2 Auto-Regressive Models

These models use the auto-regressive mechanism to compute the probability P .
Here are two scores:

Perplexity (PPL). PPL is a common metric for evaluating language models.
Let S denotes a tokenized sequence (t0, t1, · · · tn), where t0 is the start token,
the formula as below:

PPL(S) = exp

{
− 1

n

n∑

i=1

logP (ti|t<i)

}

Note that the score is negatively correlated with the probability of sentence, we
take the inverse of it when using.

Probability Difference Log-Likelihood Score (PDL). In the traditional
PPL method, the probabilities of entities themselves can largely make a differ-
ence to the confidence score of the whole knowledge. We find the triple that
contains more function words in the entities tends to get a higher score. For
example, compared to the wrong knowledge “Death cause they don’t have a car
to drive in”, the true knowledge “Death causes decomposition” has a lower score
when using PPL. To reduce that noise, we put forward a score called PDL,
which subtracts the probability of the entity itself from the calculation. Given a
commonsense triple τ = (h, r, t), the calculation is as below:

PDL(t|h, r) = logP (t|h, r) − logP (t) PDL(h|r, t) = logP (h|r, t) − logP (h)

To capture bi-directional association information of the head and tail, we create
bi-directional templates for generating sentences. The final PDL is obtained by
averaging the above two.

4.3 Seq-to-Seq Models

Most of the models here take a sequence-to-sequence architecture with the mask-
ing mechanism on the encoder side and auto-regressive mechanism on the other
side, such as BART [11], T5 [15] and so on. Thus, former scores can be used by
these models.

5 Experiments

As an application of our probe, we choose several representative models, detect
the event-based commonsense knowledge involved and identify factors that affect
their commonsense abilities. All of the experiments in this section are performed
without the fine-tuning stage.
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5.1 The Effectiveness of the Sorting Task

We make the comparison of two methods on the GPT2-xl model, whose results
are shown in Fig. 2. As we can see, there is consistency in the trend of the two
broken lines. The relation types that the model performs well in the multi-choice
task also perform equally well in the sorting task, and vice versa. Since the multi-
choice method has been widely adopted in related works, we can conclude that
our sorting task can truly detect the commonsense level in PLMs, too. To make
our results more reliable, we also repeat the same experiments on other five
models (e.g. BERT, RoBerta, BART) and get the same results.

Fig. 2. Two evaluation tasks’ metrics on 15 relation types in our dataset. The blue line
represents metrics of the multi-choice task and the red line represents the sorting task.
(Color figure online)

5.2 The Difference Between Relation Types

From Fig. 2, we can conclude that the performance on different relations has
a big difference in both tasks. Thus, we want to explore models’ advantageous
and disadvantaged relation types in commonsense knowledge. For each model,
we change the scoring method, negative sampling strategy, and model’s version,
calculating the average AUC in the sorting task. The result is demonstrated in
Table 1. It is clear that different PLMs have different advantageous and disad-
vantaged relation types. For BERT, relations like xWant and IsAfter get better
performance, while Causes and xAttr get worse performance. For GPT-2, rela-
tions like IsAfter and IsBefore get better performance, while xEffect and xAttr
get worse performance. For BART, relations like HasSubEvent and IsBefore get
better performance, while xAttr and xReact get worse performance. Besides,
there are some relation types that all models are good or bad at learning. For
example, timing relations like IsAfter or IsBefore gets good performance, cau-
sation relations like Causes gets bad performance. We infer that it is because
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the timing relation usually has explicit linking words in the pre-training text
(e.g.“then”, “before”), while the relation type like xAttr does not have. For mod-
els, this character makes the former types of knowledge easier to learn.

Table 1. The average AUC for 15 relations on the sorting task.

Models IsAfter HasSubEvent IsBefore HinderedBy Causes xReason xNeed xAttr

BERT 0.636 0.521 0.629 0.607 0.444 0.537 0.547 0.527

GPT-2 0.743 0.709 0.743 0.684 0.623 0.640 0.613 0.611

BART 0.693 0.723 0.713 0.711 0.637 0.617 0.677 0.594

xEffect xReact xWant xIntent oEffect oReact oWant

BERT 0.587 0.570 0.645 0.574 0.614 0.579 0.629

GPT-2 0.602 0.632 0.682 0.689 0.630 0.647 0.642

BART 0.646 0.601 0.681 0.663 0.657 0.616 0.642

Fig. 3. Results of the influence of scoring methods on the sorting task. The comparison
experiment is conducted on BERT-base, GPT2, and BART-base.

5.3 The Comparison of Scoring Methods

As various methods have been taken in the model scoring stage, we would like to
compare the difference between them. Here we select three models with different
architectures: BERT, GPT-2, and BART, comparing different scores’ perfor-
mance on the sorting task, whose results are shown in Fig. 3. According to the
figure, our probe can compare different score to find the method that reflects
the model’s commonsense level better. Therefore, according to Fig. 3, we find
that our new method PDL can exploit the commonsense knowledge in GPT-like
models more fully, compared to the traditional PPL method.

We also make a verification in the ComVE’s subtask B [21] with the GPT2-xl
model to certify the applicability of the PDL. Compared to PPL’s 0.588 accu-
racy, our PDL get 0.604 accuracy, which indicates that this method is capable of
better evaluating the commonsense level of PLMs in other commonsense-related
tasks.
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Fig. 4. Results of the influence of models’ architecture on the sorting task.

5.4 The Influence of Model Attributes

Since we introduce diverse PLMs in this work, the influence of the model’s
attributes should also be studied. Here we select two main factors to study: the
model’s architecture and the size of the model’s parameters.

Fig. 5. Results of the influence of models’ parameter size on two evaluation tasks.

Since we use models with different architectures, it is necessary to explore
the effect of the architecture on commonsense abilities. For reducing the inter-
ference from other facts, we use identical scoring methods and versions with
similar parameter sizes. This paper studies three pairs of models here: GPT2-
medium (354M parameters) and RoBERTa-large (355M parameters), GPT2
(124M parameters) and BART-base (139M parameters), RoBERTa-base (125M
parameters) and BART-base (139M parameters). The results of scoring tasks
are shown in Fig. 4. It can be inferred that with similar numbers of the parame-
ter, auto-regressive architecture can learn commonsense knowledge better, while
auto-encoding architecture performs worse. This may be because that our task
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form of scoring sentences is more suitable for the pre-training task of the auto-
regressive model, but does not match the pre-training task of the latter.

Nowadays, the size of parameters in PLMs is constantly increasing, we want
to explore whether the larger parameter size brings more commonsense knowl-
edge. We use different versions of GPT-2 and compare their performances on two
tasks, whose result is shown in Fig. 5. From the figure, it can be learned that
as the number of parameters rises, the commonsense ability of the model first
rises and remains almost constant or even declines in some relations. We infer
that there is a saturation state in the commonsense ability of the model. When
the parameter numbers are large enough to get that state, the model cannot
further improve the capability only by pre-training. Moreover, bigger models are
more sensitive to the false negative examples in our experiments, causing some
declines. Therefore, the size of models’ parameters is not positively correlated
with the commonsense level, and this factor cannot determine the commonsense
level alone.

6 Conclusion

In this paper, we propose a commonsense knowledge confidence sorting probe,
effectively detecting event-based commonsense knowledge abilities of PLMs from
different architectures. Besides, a new knowledge scoring method called PDL is
designed in our probe, which calculates the confidence score better compared to
the previous method. Finally, our work finds out factors that affect the model’s
commonsense abilities and analyzes the mechanism of their influence.
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struct a input perturbation evaluation dataset, Noise-LLM, which con-
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method (character, word, and sentence levels) to construct a candidate
data pool, and carefully design two ways of automatic task demonstra-
tion construction strategies (instance-level and entity-level) with vari-
ous prompt templates. Our aim is to assess how well various robust-
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Fig. 1. The impact of various types of input perturbations on the slot filling system in
real-word scenarios

1 Introduction

The slot filling (SF) task in the goal-oriented dialog system aims to identify task-
related slot types in certain domains for understanding user utterances. Recently,
Large-scale language models (LLMs) [2,16,23] have shown an impressive ability
for in-context learning with only a few task-specific examples as demonstra-
tions. Under the framework of in-context learning, LLMs have achieved promis-
ing results in a variety of NLP tasks, including machine translation (MT) [20],
question answering (QA) [9] and named entity extraction (NEE) [2]. However,
despite its powerful abilities, the high performance of these models depend heav-
ily on the distribution consistency between training data and test data. As the
data distribution of dialogues in real scenarios is unknown [25], there are still
many challenges in applying these methods to real dialogue scenarios.

In real dialogue systems, due to the diverse language expression and input
errors of humans, models often need to deal with a variety of input perturbations.
As shown in Fig. 1, due to different expression habits, users may not interact
with the dialogue system following the standard input format, but may simplify
their queries to express the same intent. What’s more, errors in the upstream
input system may also introduce disturbances to the downstream model (e.g.
typos from keyboard input, speech errors from ASR systems). LLMs are usually
pre-trained and fine-tuned on perturbation-free datasets, resulting in poorer per-
formance than supervised small language models with robust settings on noisy
slot filling tasks. However, the accuracy of slot filling tasks directly reflects the
model’s understanding of user queries, which would impact the performance
of the model in other downstream tasks. Therefore, exploring the robustness
and generalization of LLMs under various input perturbations is crucial for the
application of task-oriented dialogue systems in real scenarios.
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To address the above challenges, in this paper, we aim to investigate how
well various robustness methods of large language models perform in real-world
noisy scenarios, and then provide empirical guidance for the research of robust
LLMs. Based on the slot filling task, we propose a unified robustness evaluation
framework to evaluate the dialogue understanding capability of large models in
diverse input perturbation scenarios. Firstly, we construct a input perturbation
evaluation dataset, Noise-LLM, to investigate the robustness of large language
models in two different input perturbation settings. 1) Single perturbation
setting: Based on the DST dataset Raddle [18] which contains various types of
real-world noisy texts, we transformed them into slot filling data through man-
ual annotation which consists of 5 types of single perturbation at the character,
word, and sentence levels. 2) Mixed perturbation setting: We utilized the
widely used Slot Filling dataset SNIPS [3] and data augmentation tools [6] to
construct 4 types of mixed perturbation that fit real-world dialog scenarios. Fur-
thermore, we utilize a multi-level data augmentation method (character, word,
and sentence levels) to construct a candidate data pool, and carefully designed
two ways of automatic task demonstration construction strategies (Instance-level
and Entity-level) with various prompt templates. Our goal is to provide empirical
guidance for research on robust LLMs based on our evaluation framework. Based
on this framework, we conduct extensive experiments on Noise-LLM and ana-
lyze the results from the perspectives of input perturbation types and different
demonstrations, respectively.

Our main contributions are concluded as follows:

(1) To our best knowledge, we are the first to comprehensively investigate the
effects of input perturbations at different levels on LLMs, and construct an
input perturbation evaluation dataset, Noise-LLM, which includes single
perturbation and mixed perturbation settings that fit real-world scenarios.

(2) We propose a unified robustness evaluation framework based on the SF task,
which includes a multi-level data augmentation method, diverse prompt
templates, and various automatic task demonstration construction strate-
gies.

(3) Experiments result demonstrate that the current open-source LLMs gen-
erally have limited ability to counter input perturbations. The extensive
analysis also provides empirical guidance for further research.

2 Related Work

2.1 Input Perturbation Problem

Owing to the notable performance gaps between benchmarks and real-world sce-
narios, the robustness of NLP systems in the face of input perturbations has gar-
nered significant attention recently. [10,14] conduct empirical evaluations of the
robustness of various NLP systems against input perturbations using synthetic
benchmarks that we generated. [4,7] focus on the robustness of the sequence
labeling framework against optical input perturbations (e.g. misspellings, OOV).
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[5] investigate the robustness of dialogue systems on ASR noise. [21] mainly focus
on the ASR noise-robustness SLU models in dialogue systems. In this paper, we
investigate the abilities of ChatGPT against input perturbation problems for
slot filling tasks.

Fig. 2. The overall architecture of our unified robustness evaluation framework based
on slot filling task

2.2 Large Language Models

The emergence of large-scale language models (LLMs) have brought revolution-
ary transformation to the field of natural language processing (NLP) [22]. LLMs,
such as GPT-3 [2], LLaMA [23], ChatGPT, and GPT-4 [16], have demonstrated
impressive abilities on various tasks and in generating fluent responses due to
the large-scale training corpora, as well as the use of external techniques such
as instruction tuning and reinforcement learning from human feedback (RLHF)
[17]. LLMs based on generative framework reformulate the information extrac-
tion task [11], task-oriented dialog systems [19,26], even from multi modal per-
spective [12,27,28]. More recently, the NLP community has been exploring var-
ious application directions for LLMs. For instance, chain-of-thought prompt-
ing [24] enables LLMs to generate problem-solving processes step-by-step, sig-
nificantly enhancing the model’s reasoning ability. Some researchers have uti-
lized the powerful interactive capabilities of LLMs to generate commands that
invoke external tools for better handling of various downstream tasks [22]. Other
researchers have proposed parameter-efficient fine-tuining (PEFT) methods to
address the issue of excessive computational resource usage during fine-tuning of
LLMs, which significantly reduces resource consumption without sacrificing per-
formance [8]. In this paper, we aim to investigate the robustness of LLMs against
input perturbations. To be specific, we explore several prompt and demonstration
strategies and conduct a large number of experiments to advance our research.
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3 Method

3.1 Problem Definition

Given an input utterance X = {x1, x2, ..., xN}, where N represents the length
of X, we adopt a triple yi = {l, r, t} ∈ Y to represent the i − th entity that
appears in X, where Y represents all the entity triplets in X, and l, r denote
the entity boundaries, while t denotes the entity type. We use Dclean, Daugment,
and Dtest to denote the conventional labeled slot filling datasets, including the
clean dataset, the data-augmented dataset, and the test set, respectively, where
Dtest = {X1 : Y1,X2 : Y2, ...XN : YN}. We define Pi = Xi : Yi, and then
Dtest = P1, P2, ..., PN , and we formulate the spoken language perturbation
process in the real scenario as ˜P = Γ (P ), such that ˜X �= X but ˜Y may or
may not be identical to Y . The form of the perturbation transformation Γ is
flexible, which could be a specific type of perturbation (e.g., Typos) or mixed
perturbation.Based on the above process, we can obtain a perturbed test set
˜Dtest.

Fig. 3. The different prompt templates for slot filling task.

3.2 Data Augmentation

As shown in the top left corner of Fig. 2, we utilize the data augmentation tool
NLPAug [13] to transform the clean training set into an augmented dataset.
The specific data augmentation methods employed in this study can be catego-
rized into the following three types: Character-level augmentation: randomly
add, delete and replace characters in one token with the probability p. Word-
level augmentation: randomly delete and insert words and replace words with
homophones in one sentence with probability p. Sentence-level augmenta-
tion: replace sentences with synonymous ones.

3.3 Task Demonstration

Task demonstration D is constructed by retrieving instance examples from a
dataset. The role of constructing task demonstration is to select appropriate
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examples that can effectively demonstrate how the LLM should solve the task.
We categorize the demonstration into two types: (1) Entity-oriented demonstra-
tion, and (2) Instance-oriented demonstration.

Entity-Oriented demonstration. Given a set of entity type labels L =
l1, l2, ..., lN , where N is the number of label L, we select one entity example
e per label l from Dtrain and modify it into the form [ei is li]. For each label
l, we adopt two strategies for selecting entity e: (1) Randomly selecting entity
e from the clean, augmented, or mixed data pool. (2) Retrieving the k most
relevant entity examples e from the clean, augmented, or mixed data pool using
SentenceBERT [20]. Specifically, the SentenceBERT algorithm generates inde-
pendent CLS embeddings for the input x and e, and calculates the cosine simi-
larity between them to rank the entity e.

Instance-Oriented Demonstration. Given an example S and its label Y , we
modify all of its entities and their corresponding labels into the form of “ei is li”,
and concatenate them with S to form S′. We also adopt two strategies to select
example S: (1) Randomly selecting example S from the clean, augmented, or
mixed data pool. (2) Retrieving the k most relevant examples S from the clean,
augmented, or mixed data pool using SentenceBERT.

Prompt Template. ChatGPT is a large language model that relies on prompts
to guide its output generation. The quality of the output can be influenced by
the style of the prompts used. Since slot filling is essentially a sequence label-
ing task rather than a generation task, it is not entirely consistent with the
paradigm of contextual learning. Therefore, we have designed three templates
specifically for slot filling. To design these prompts, we initially sought inspi-
ration from ChatGPT by requesting its advice. However, since the templates
provided by ChatGPT were not specifically tailored to our task, we felt that
this could potentially impact its performance. Hence, we also designed prompts
based on the requirements of slot filling. Considering that ChatGPT is primar-
ily pre-trained on English language data, its understanding of prompts in other
languages may vary. Therefore, we also tested the English templates translated
into Chinese using ChatGPT. The three prompts used in our experiments are
shown in Fig. 3.

3.4 In-Context Inference

In-context learning (ICL) is popularized as a way of learning for large language
models in the original GPT-3 paper [1]. When using in-context learning, we
give the large language model a task description and a set of demonstration
examples (input-label pairs). A test input is then appended to the end of the
demonstration examples, and the LM is allowed to make predictions only based
on the conditioned demonstration examples. In order to answer the question
correctly, the model needs to understand the demonstration examples of ICL
to determine the input distribution, output distribution, input-output mapping,
and format. We concatenate the prompt, demonstration, and test input for in-
context learning and use it as model input for inference.
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4 Experiments

4.1 Datasets

Based on RADDLE [18] and SNIPS [3], we constructed the Noise-LLM dataset,
which includes two settings: single perturbation and mixed perturbation. For the
single perturbation setting, RADDLE is a crowdsourced diagnostic evaluation
dataset covering a broad range of real-world noisy texts for dialog systems. We
extract 50 utterances for clean data, and each type of noisy utterance (Typos,
Speech, Simplify, Verbose, and Paraphrase) from RADDLE to construct the
evaluation set. Typos are caused by non-standard abbreviations, while Speech
arises from recognition and synthesis errors from ASR systems. Simplification
refers to users using concise words to express their intentions, while Verbose
refers to users using redundant words to express the same intention. Paraphrase
is also common among users who use different words or restate the text based
on their language habits. For mixed perturbation setting, based on SNIPS, we
used textflint [6] to introduce character-level perturbation Typos, Word-level
perturbation Speech, sentence-level perturbation AppendIrr, and mixed per-
turbation to the test set and construct a multi-perturbation evaluation set.

Table 1. The performance (F1 score) of the finetuned SOTA (NAT, PSSAT) and
LLMs (Text-davinci-003, ChatGPT) with best entity-oriented and instance-oriented
demonstrations on clean and noisy test sets.

Methods Clean Character Word Sentence Overall

Typos Speech Paraphrase Simplification Verbose

NAT(Laug) 96.01 67.47 85.23 87.73 87.32 85.41 87.21

NAT(Lstabil) 96.04 67.54 85.16 87.42 87.33 85.29 87.27

PSSAT 96.42 68.34 85.65 91.54 89.73 85.82 88.16

Text-davinci-003 43.09 34.26 39.34 38.42 40.12 37.18 38.54

ChatGPT 71.43 40.65 60.00 55.56 65.54 55.56 57.21

ChatGPT+Instance

level

68.21 (−3.2) 65.04 (+24.3) 70.56 (+10.5) 58.82 (+2.2) 73.02 (+7.4) 61.77 (+6.2) 68.34 (+11.1)

ChatGPT+Entity

level

74.07 (+2.6) 62.18 (+21.5) 55.39 (+4.6) 75.59 (+18.9) 70.96 (+5.4) 71.75 (+16.1) 71.55 (+14.3)

4.2 Implementation Details

We use the default settings to invoke the OpenAI API for text-davinci-003. For
ChatGPT, we manually evaluate the results using the corresponding platform
and demo websites. For PSSAT [4], we contact the authors and obtain the source
code. We follow PSSAT’s experiment settings for their upstream work and down-
stream work. For all the experiments of PSSAT, we conduct the training and
testing stages on the A6000 GPU.
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4.3 Baselines and Large Language Models

NAT [15] provides two perturbation-aware training methods(data augmentation
& stability training) to improve the robustness of the model against perturba-
tions.

PSSAT [4] introduces two MLM-based training strategies to better learn con-
textual knowledge from perturbed corpus, and utilizes a consistency processing
method to filter the generated data.

Text-davinci-003 [2] is the most advanced GPT-3.5 model with 175B param-
eters.

Table 2. The performance of ChatGPT with different example selection strategies on
clean and noisy test sets. The two best methods for each perturbation are marked.

Demonstration Strategy Setup Clean Character Word Sentence Overall

Typos Speech Paraphrase Simplification Verbose

Instance-
oriented level

Random Clean 76.92 58.73 68.26 58.61 74.19 57.78 65.36

Augment 68.21 65.04 70.56 58.82 73.02 61.77 68.34

Clean+Augment 71.31 61.01 57.81 53.43 65.03 63.71 62.32

Retrieve Clean 56.49 54.84 60.00 45.53 53.84 52.55 54.37

Augment 61.42 51.67 64.66 51.97 64.00 61.04 60.25

Clean+Augment 60.32 52.44 60.93 55.82 64.06 44.96 58.24

Entity-
oriented
level

Random Clean 74.07 62.18 55.39 75.59 70.96 71.75 71.55

Augment 78.39 58.54 58.91 66.14 70.40 64.75 65.61

Clean+Augment 70.09 60.19 61.88 64.12 65.50 57.37 63.22

Retrieve Clean 53.66 52.89 54.55 54.13 57.37 42.96 53.42

Augment 70.49 51.72 68.21 55.82 63.86 47.83 61.38

Clean+Augment 72.58 61.16 65.40 42.46 71.64 46.97 62.84

ChatGPT is created by fine-tuning a GPT-3.5 series model via instruction
tuning and reinforcement learning from human feedback (RLHF).

4.4 Main Result

Perturbation Level. Our experimental results are shown in Table 1. LLM
performance (ChatGPT, Text-davinci-003) is far behind fintune SOTA (NAT,
PSSAT) regardless of whether it is on a clean test set or with perturbations at
various levels. This phenomenon may be due to the fact that large models are
usually pre-trained on large-scale general training data, which makes it difficult
to perform well on specific domain data in zero-shot situations. Further compar-
ison of ChatGPT’s performance on clean data and various levels of perturba-
tions shows that large models have the most significant drop in character-level
perturbation Typos (71.43->40.65) and sentence-level perturbation Verbose
(71.43->55.56), with no significant changes in Simplification. Based on the
main experimental table and specific case analysis, we have three explanations:
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1. Fine-grained perturbation like Typos affect the semantics of the entity itself.
Although large language models can infer from the context of the sample and
have some robustness in recognizing slot entities, the drastic changes in entity
semantics can make it difficult to predict the correct entity label.

2. Verbose language tends to use redundant expressions to convey the intended
meaning, often without explicitly mentioning specific entities. ChatGPT will
over-predict entities due to knowledge confusion, which greatly affects its
performance in the verbose domain.

3. Despite affecting the semantic information of the original sentence, simplifi-
cation perturbation mitigates the chances of incorrect slot position prediction
in ChatGPT by reducing the complexity of input content. Consequently, the
model performs relatively better in the Simplification domain.

Demonstration Level. As is shown in Table 2, incorporating entity-oriented
and instance-oriented demonstration strategies into ChatGPT indicates a sub-
stantial improvement in the overall results (14.34 for Entity and 11.13 for
Instance), which demonstrates the effectiveness of our approach. Our evaluation
primarily involved analyzing 1) the impact of different types of demonstration,
2) the selection of demonstration, and 3) the distribution of demonstration on
the results.

Table 3. The performance of Text-davinci-003 and ChatGPT with best entity-oriented
and instance-oriented demonstrations on mixed perturbation.

Methods Clean Char Word Sen Char+Word Word+Sen Char+Sen Char+Word+Sen Overall

Typos Speech AppendIrr Spe+Typ Spe+App Ent+App Spe+App+Typ

Text-davince-003 31.24 27.18 23.41 27.48 19.32 19.78 20.73 18.84 24.64

ChatGPT 59.65 42.11 34.83 45.61 27.58 31.03 26.38 26.11 38.18

ChatGPT+Instance

level

67.18 48.94 42.25 52.61 34.26 38.79 38.64 30.67 46.58

ChatGPT+Entity

level

65.71 47.36 40.37 53.42 36.55 37.35 34.21 29.06 44.27

The Type of Demonstration. Firstly, the entity-level strategy performs bet-
ter than the instance-level strategy overall, and both strategies show a significant
improvement on character-level perturbation (Typos). Specifically, the entity-
level strategy exhibits a remarkable improvement on coarse-grained perturbation
such as verbose and paraphrase. This is because entity demonstrations provide
clear entity boundary information and corresponding labeling, aiding in distin-
guishing entities from non-entities and greatly reducing entity boundary ambi-
guity. The instance-level strategy, compared to the entity-level strategy, signifi-
cantly improves the model’s ability to handle Simplify and Speech perturbations.
This is due to the diverse context examples provided in instance demonstrations
which enhance the model’s understanding of domain-specific context information
and the distribution of slots, assisting in better reasoning to test samples.
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Fig. 4. (a) The influence of the number of examples in demonstrations. (b) The per-
formance of different types of prompt templates.

The Selection of Demonstration. In most cases, randomly selecting samples
proves to be a more effective strategy for both entity-level and instance-level
methods, compared to selecting samples based on similarity. The latter may
even further reduce the model’s performance. One plausible explanation for this
finding is that in noisy scenarios, semantic similarity is generally low (¡0.4),
making it challenging to ensure consistency with the test sample distribution.
By contrast, randomly retrieved samples offer a diverse set of noisy samples that
can positively stimulate the context learning ability of large models.

The Distribution of Demonstration. Our experimental results show that,
for instance-level models, selecting 10 examples exclusively from the augmented
data pool leads to the highest performance on the noisy test dataset. In con-
trast, for entity-level models, selecting 10 examples from the clean data pool
results in the best overall performance on the noisy test dataset. We believe
that instance augmented demonstrations enable LLMs to learn the slot informa-
tion and the correspondence between slots and labels under input perturbations,
thereby enhancing the LLMs’ ability to understand semantic information in noisy
input and increasing their robustness to noise. In contrast, entity demonstrations
only provide the correspondence between entities and labels, and selecting exam-
ples from the augmented data pool may mislead LLMs to incorrectly identify and
classify entities. Furthermore, entity clean demonstrations enable LLMs to learn
the correct entity boundaries and the correspondence between entities and labels,
thus achieving better performance. However, when we select 10 examples from a
mixed data pool of clean and augmented examples, ChatGPT’s performance is
not as good as when selecting examples exclusively from the clean or augmented
data pool. In some cases, it even performs worse than ChatGPT without any
examples. This also demonstrates that consistent distribution of inputs in the
demonstrations contributes to performance gains during in-context learning.
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Mixed Perturbation Experiment. Table 3 shows the performance of dif-
ferent models in facing single and mixed perturbation. Obviously, ChatGPT’s
performance will drop significantly when facing mixed perturbation, and is
lower than all single perturbation results. Although ChatGPT performs better
than Text-Davince-003, this improvement becomes very limited in the multi-
perturbation scenario. We found that adding entity or instance examples to
ChatGPT can effectively improve the model’s perturbation robustness. Specif-
ically, the method of adding entity examples improves the overall performance
by 22%, while adding instance examples improves it by 21%. Even with the joint
interference of three perturbations, our method of selecting examples appropri-
ately can still maintain a 17% improvement in performance, which demonstrates
the effectiveness and stability of our proposed approach.

Number of Demonstrations. The Fig. 4(a) shows the impact of the number of
examples in demonstrations on the overall performance of chatgpt in single per-
turbation scenarios. As the number of examples increases, chatgpt’s performance
improves in both clean and noisy scenarios. Further analysis shows that demon-
stration selection based on similarity improves with an increase in the number
of demos, as the overall semantic similarity between demos and test examples
increases and their distribution consistency improves. However, increasing the
number of demonstrations through random selection does not improve perfor-
mance beyond a certain point. This is because as the number of demonstrations
increases, their diversity reaches a peak, and additional demonstrations do not
provide new semantic information, resulting in stable performance.

Type of Prompts. The Fig. 4(b) shows the impact of different types of prompts
on the results. For both the clean and noisy test sets, manually designed prompts
perform better than the model-recommended templates. Obviously, when we
input detailed descriptions of slot filling task paradigms into LLMs, they can
better understand the slot filling task and achieve better performance. When
translating the manually designed templates into Chinese, the model’s perfor-
mance also dropped significantly, which verifies our hypothesis that ChatGPT
has different levels of understanding of prompts in different languages. Compared
to manually constructed templates, ChatGPT’s recommended templates show
a significant difference, highlighting both the sensitivity of LLMs to templates
and the challenge of using LLMs to automate template construction.

5 Conclusion

In this paper, we are the first to comprehensively investigate the effects of input
perturbations at different levels on LLMs. We further propose a unified robust-
ness evaluation framework for noisy slot filling to systematically evaluate the dia-
logue understanding capability of LLMs in diverse input perturbation scenarios.
Specifically, we construct a noise evaluation dataset, Noise-LLM, which contains
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five types of single noise and four types of mixed noise data. Moreover, we uti-
lized a multi-level data augmentation method to construct a candidate data pool,
and carefully designed two ways of automatic task demonstration construction
strategies with various prompt templates. Experiments result demonstrate that
the current open-source LLMs generally have limited ability to counter input
perturbations. Our analysis provides empirical guidance for future research.
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Abstract. Text summarization has a wide range of applications in many
scenarios. The evaluation of the quality of the generated text is a com-
plex problem. A big challenge to language evaluation is that there is
a clear divergence between existing metrics and human evaluation. A
document summary’s quality can be assessed by human annotators on
various criteria, both objective ones like grammar and correctness, and
subjective ones like informativeness, succinctness, and appeal. Most of
the automatic evaluation methods like BLUE/ROUGE may be not able
to adequately capture the above dimensions. In this paper, we propose a
new evaluation framework based on LLMs, which provides a comprehen-
sive evaluation framework by comparing generated text and reference
text from both objective and subjective aspects. First, we propose to
model objective and subjective dimensions of generated text based on
roleplayers prompting mechanism. Furthermore, we introduce a context-
based prompting mechanism that is able to generate dynamic roleplayer
profiles based on input context. Finally, we design a multi-roleplayer
prompting technology based on batch prompting and integrate multiple
outputs into the final evaluation results. Experimental results on three
real datasets for summarization show that our model is highly competi-
tive and has a very high consistency with human annotators.

Keywords: Large Language Model · Summarization Evaluation · Role
Player

1 Introduction

Text summarization has wide applications in various research and application
fields. Recently, some works found that there is a clear gap between existed
metrics like BLEU [13], ROUGE, BertScore [20] and human annotations [5,19].
Although typical overlap-based and model-based metrics can capture lexicon
level or semantic level similarity between generated text and reference text,
specific dimensions like coherence, grammar, and interestingness still can’t be
captured. As depicted in Fig. 1, the summarization task reveals the inadequacy
of traditional metrics such as BLUE/ROUGE: they are unable to reflect the true
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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quality of the text after reaching a certain level. To achieve consistency between
human evaluation and automatic metrics, we encounter two main challenges: 1)
How to model objective criteria of evaluation such as coherence and grammar. 2)
How to model subjective criteria of evaluation such as interestingness [4,7], com-
prehensiveness, and usefulness from the standpoint of users. Natural language
has various modes of expression for the same concept, so assessing its quality
based on a few static criteria is hard.

Coherence
Independence
Conciseness
Comprehensiveness
Interestingness

Coherence
Independence
Conciseness
Comprehensiveness
Interestingness

BLEU
METEOR
ROUGE-L
BertScore
MoverScore

BLEU
METEOR
ROUGE-L
BertScore
MoverScore

The FBI is offering a reward of up to $10,000 
for information leading to the location of 
Naomi Irion, an 18-year-old Nevada woman who 
has been missing for weeks. Authorities on 
Friday arrested 41-year-old Troy Driver of 
Fallon, Nevada, holding him on a kidnapping 
charge, according to the Lyon County Sheriff's 
office, which said Irion was still missing. 

The FBI Washington Field Office, along with 
our partners from the Fairfax County Police 
Department and the U.S. Attorney’s Office, is 
offering a reward of up to $10,000 for 
information that leads to the arrest and 
conviction of the individual(s) responsible 
for the 1998 murders of Sherry Ann Culp and 
her unborn child, Kelsey, in Springfield, 
Virginia.

Raw Article: (CNN) The FBI is offering a reward of…
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our partners from the Fairfax County Police 
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Raw Article: (CNN) The FBI is offering a reward of…

Fig. 1. Two summarizations of CNN News, they are generated by two models
(GPT3 [2], T0 [16]), and have similar BLEU and ROUGE metrics, but the second
summary is obviously worse than the first one on two more complicated dimensions.

Motivated by the ability of LLMs to handle multi-domains, we investigate
how to leverage LLMs for measurement in this paper. Since it is difficult to
make LLMs provide a consistent and fair score for the generated text [17], we
propose a comparison-based evaluation method to quantify the quality of the
generated text, namely DRPE, which stands for Diverse Role-Player for Sum-
marization Generation Evaluation. In particular, we devise a roleplayer-based
prompting strategy in this system for objective and subjective dimension mea-
surement. Our method comprises two parts: 1) Static roles construction and
dynamic roles prompts generation. 2) A multi-roleplayer framework to conduct
a comprehensive evaluation.

For a given generation task, its measurement can be broken down into several
dimensions. Typical objective metrics such as coherence and grammar are rela-
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tively easy to be agreed upon by most people, so we manually created static roles
for each objective dimension of the task. It is expressed as <Judger types, Judger
description>. With a static role, we prompt LLM by asking it to impersonate a
real judger based on the judger type and description and then vote for the bet-
ter option. Furthermore, a comprehensive measurement is usually complex and
dynamic. Depending on different cases in a summarization task, different aspects
need to be taken into account. Therefore, we propose to dynamically generate
some potential users based on the content and let LLMs conduct subjective mea-
surements on behalf of these users. The dynamic roles can be expressed as <User
types, User description>. Lastly, we design a multi-roleplayer framework to elim-
inate redundant roleplayers and integrate the vote results of multiple roleplayers.
Moreover, the multi-roleplayer framework can also enhance the stability of the
LLM-based measurement system with relatively low inference costs. Experimen-
tal results show that our method significantly surpasses zero-shot LLMs and
existing metrics on three typical summarization datasets with human annota-
tions.

2 Related Works

2.1 Large Language Model

Large language model has been found to be capable of few-shot learning [2].
Chain-of-Thought [18] is proposed to empower model reasoning capability for
complex tasks. ZeroShot-Cot [8] still shows relatively strong reasoning ability
without any examples. Least-to-Most [22] LLM decomposes a complex question
into several sub-questions and solves these sub-questions in sequence and finally
gives a complete answer to the original question. Recent work [5] discovered
that both reference-based and reference-free automatic metrics cannot reliably
evaluate zero-shot summaries. In this paper, we mainly explore the capability of
LLM to compare the generated text and reference text.

2.2 Existed Metrics

The most widely used metric in machine translation is BLEU [13], which includes
several modifications to Exact-Pn. A smoothed variant, SENTBLEU is com-
puted at the sentence level. METEOR [1] computes Exact-P1 and Exact-R1

while allowing backing-off from exact unigram matching to matching word stems,
synonyms, and paraphrases. ROUGE [9] is a commonly used metric for summa-
rization evaluation. ROUGE-n computes Exact-Rn (usually n = 1, 2), while
ROUGE-L is a variant of Exact-R1 with the numerator replaced by the length
of the longest common subsequence. BERTScore [20] computes a similarity score
for each token in the candidate sentence with each token in the reference sen-
tence. MoverScore [21] investigates the effectiveness of existing contextualized
representations and Earth Mover’s Distance [15] for comparing system predic-
tions and reference texts, leading to a new automated evaluation metric that
achieves high correlation with human judgments of text quality.
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3 Methodology

As discussed in Sect. 1, currently, it forms a gap with human evaluation that
automatic metrics for text generation stop at surface similarity (lexicon level
or semantic level) which leads to biased perception and evaluation of the text
generation capability of LLMs. In this section, we elaborate our proposed mea-
surement framework for text generation primarily includes diversified roleplayers
generation and roleplayers-based evaluation (Fig. 2).

A student who are…
…

…

check coherence…
…

Fig. 2. The overall framework of DRPE. Objective roleplayers are curated manually
based on task setting, and subjective roleplayers are dynamically generated by LLMs.
After diversity clustering, similar roles are eliminated, and all roles are played by LLMs
to compare two candidates in batch prompting. Finally, results from multiple roles are
aggregated.

3.1 Diversified RolePlayers Generation

To build a novel framework differing from existing calculation-based automatic
metrics, we decompose this task into objective and subjective dimensions and
propose an LLM-based measurement method. In our framework, the LLMs act
as a judge with a distinctive role to evaluate the text quality in a correspond-
ing dimension and generate its evaluation results. Thus, we need to generate
diversified roleplayers for objective and subjective dimensions at first.

1. General Public: These readers may be interested in the story and looking for 
updates on the investigation.
2. Critic: These people will check fluent writing, clear sentences, and good 
wording in summary writing.
3. News Author: These readers will check the summary for consistency with the 
original article.

Fig. 3. Three different static roles for summarization task. For different generation
tasks, different aspects need to be taken into consideration. A good summary usually
requires fluent writing, proper wording and capturing key points of raw article.
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Objective RolePlayers. Overlap-based metrics such as BLUE/ROUGE
measure lexicon-level consistency with n-grams. Model-based metrics like
BERTScore can capture subtle syntax or semantic changes with embeddings
similarity, but they have a limitation in evaluating high-quality text from LLMs.
The parameter scale of BERT is much smaller than that of LLMs, so it can-
not represent LLMs’ rich semantics. Consequently in this paper, we take some
advanced quality dimensions like fluency, consistency, grammar and coherence
into consideration, which were rarely adopted before as they are difficult to
be measured accurately. Since different tasks usually require different objective
dimensions, and these dimensions are relatively easy to be agreed on by most
people, hence we manually curated static objective dimensions for the summa-
rization task and make sure all these dimensions are fundamental and objec-
tive. The static objective roles schema is presented below: <Judger type, Judger
description>. Where each Judger works on one or multiple specific objective
dimensions and Judger description breaks down and exposit what specifically
the Judger would focus on when evaluating. As shown in Fig. 3, three different
objective roles are designed for summarization tasks.

1. Politicians: These are interested in the 
legal implications of the case and the 
effectiveness of law enforcement in finding 
the missing person.
2. Academic: These are seeking information on 
her to do some law or history or psychology 
research.
3. Law Enforcement: These are looking for 
leads and evidence to help locate Naomi Irion 
and bring her home safely.
4. General Public: These are curious about the 
details of the case and the reward offered by 
the FBI.

Read this News: (CNN)The FBI is offering a reward of 
up to $10,000 for …
Please categorize several types of users with general 
intent for this news:

1. Naomi Irion's Family: These people are 
likely to be very familiar with the details of 
the event and are desperate for any 
information that could lead to her safe 
return.
2. Residents of Nevada: These people may have 
heard about the event through local news 
outlets and may have some knowledge of the 
details.
3. General Public: These people may have heard 
about the event through national news outlets 
and may have some general knowledge of the 
event.

Read this News: (CNN)The FBI is offering a reward of 
up to $10,000 for …
Please categorize several types of users and consider 
the extent to which people know about events 
mentioned in above article:

Fig. 4. Coarse-grained and fine-grained prompting mechanism for comprehensive user
profiles generation.

Subjective RolePlayers. Text generation, unlike understanding tasks, does
not have a perfect golden standard. Human-written material can only offer a
high-quality example. Different readers may judge the text according to their own
perspectives. For instance, consider the sports news about a renowned athlete
in a game,

– For the writing style, ordinary readers expect that it’s concise and easy to
understand, while journalists would pay attention to its structure and choices
of words.
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– For the content, causal fans like comprehensive data of the sports player and
horizontal comparison with others, while die-hard fans are more eager for
in-depth analysis of the sports player through data.

Therefore, we propose to collect subjective evaluations of model-generated
text from diverse user perspectives, including whether they think the text is
interesting, useful, etc. These dimensions are more abstract and difficult to quan-
tify than objective dimensions which few studies have touched on and addressed
to our knowledge. Specifically, we take each generated text as the context and
prompt the LLM to generate its potential readers dynamically following the
below schema: <User type, User description>. Here we design two user role gen-
eration prompts. As shown in Fig. 4, the former requires the LLM to consider
the most common occupations with most people in the world which is coarse-
grained and the latter aims to categorize people based on their familiarity with
the text topics which is fine-grained. We merge objective judgers and subjective
users generated by two kinds of prompting mechanisms as multi-role players for
the next process. Considering that there may exist duplicate or similar users, we
propose to conduct diversity clustering to improve measurement performance
and reduce inference costs. First, each roleplayer type and its description are
concatenated as the input of Sentence-BERT [14] to obtain the representation.
Next, we use the k-means algorithm to cluster roleplayers, and those closest to
each cluster center are kept. Finally, the chosen role players will be leveraged for
text evaluation.

3.2 RolePlayer-Based Evaluation

To mitigate the discrepancy between the human evaluation and automatic met-
rics, we propose to leverage the roleplayers as crowdsourcing voters to compare
the summaries from multi-dimensions. Besides the static roleplayers that scru-
tinize the objective dimensions including grammar, fluency, coherence, etc., the
dynamic roleplayers are generated according to the current article and simulate
the psychology and behavior of the article readers (roles) to convey their subjec-
tive feelings. It’s expected that our method could achieve higher consistency with
human evaluation than existing automatic metrics focusing on surface similarity.

Evaluation of RolePlayer. Given the article A, we posit the reference sum-
mary generated by humans as S, and the candidate summary generated by
models as Ŝ, respectively. To evaluate, all the roleplayers perform pair-wise com-
parison as Fig. 5, since point-wise comparisons are inconsistent across different
samples and list-wise comparisons are not stable. By our prompting, the LLMs
play a specific role and output its analysis of two summaries, finally voting
which summary is of better quality. In more detail, we parse and quantify the
comparison result as â:

â =

{
1 If voting is candidate summary Ŝ

0 If voting is reference summary S
(1)
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Assuming the DRPE score for generated text Ŝ is DRPE(Ŝ|A,S), it could be
obtained by modeling the joint probability of reason and voting result as below:

DRPE(Ŝ|A,S) = 1(â = 1)P (â, r|p, A, S, Ŝ, R) (2)

where r is the comparison reason, p represents the prompt used here, â is vot-
ing result from LLMs, A is raw article and R is the role. To compute P (â,a),
similar to [17], we leverage the confidence when roleplayer generates its voting
normalized by the output length [2],

P (â, r|p, A, S, Ŝ, R)

= exp
1
K

∑K
k=1 logP (tk|p,A,S,Ŝ,R,t1,...,tk−1) (3)

where log P (tk|p, A, S, Ŝ, R, t1, . . . , tk−1) is the log probability of k-th token tk
in r and K is number of tokens.

Read this News: (CNN)The FBI is offering a reward of up to $10,000 for …
There are two summaries of the above article:
1. The FBI is offering a reward of up to $10,000 for information leading to the location of 

Naomi Irion, an 18-year-old Nevada woman who has been missing for weeks. Authorities on 
Friday arrested 41-year-old Troy Driver of Fallon, Nevada, holding him on a kidnapping 
charge, according to the Lyon County Sheriff's office, which said Irion was still 
missing. 

2. The FBI is offering a reward of up to $10,000 for information leading to Naomi Irion. 
Authorities on Friday arrested 41-year-old Troy Driver of Fallon, Nevada, on a kidnapping 
charge.

Reason: Politicians usually prefer to see detailed information of the news.
Politicians: Summary 1 

……
Reason: Generic public might be attracted by information about the parties.
Generic Public: Summary 1

Assuming you are Politicians <These are interested in the legal implicat-
ions of the case and the effectiveness of law enforcement in finding the missing person.>, 
please select a better summary to above article in your point of view from above two 
candidates:
......
Assuming you are General Public <These people may have heard about the event through national 
news outlets and may have some general knowledge of the event.>, please select a better 
summary to above article in your point of view from above two candidates:

Fig. 5. Compare generated summary and reference summary by multiple roleplayers
with batch prompting.

Batch Prompting. To efficiently get comparison results for the summary pair
(S, Ŝ) from multiple roleplayers, we design a multi-roleplayer framework based
on batch prompting to measure by both objective and subjective metrics in one-
off inference. The different metrics are reflected by the objective and subjective
roleplayers generated and clustered in Sect. 3.1. As shown in Fig. 5, first, all the
roleplayers are prompted to give votes for (S, Ŝ) with respect to A in their point
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of view, i.e., which summary could better describe the article, and tell us the
reasons. Then we aggregate the results to parse â = {âj}Nj=1 where N is the
number of roleplayers. According to Eq. 2, the multi-roleplayer DRPE score by
batch prompting can be formulated as below:

DRPE(Ŝ|A,S) = P (â|p, A, S, Ŝ)

=
N∑
j=1

1(âj = 1)P (âj , r|p, A, S, Ŝ, Rj) (4)

where Rj denotes j-th roles. Compared with Self-Consistency CoT [17], our
framework decouples the answer (comparison result) and reasoning path (com-
parison reason), and brings higher inference efficiency as Self-Consistency CoT
needs to generate each candidating answer separately while our method gener-
ates all voting results with once inference.

4 Experiments

4.1 Experiments Setting

Datasets. • CNN2022 [6,11]: contains reference summaries that are approxi-
mately 3–4 sentences long. Summaries in this dataset are highly extractive and
lead-biased. We use human study data on 100 recent articles from CNN, col-
lected between March 1, 2022, and June 31, 2022. Each article is annotated by
at least three judgers, and they are asked to choose the best and worst sum-
maries from three candidates. To reduce noises, we only keep the best summary
with at least 2 out of 3 votes and worst summary with at least 2 out of 3 votes.
Finally, we obtain 81 best and worst summaries as candidate summaries with a
piece of corresponding news. Finally, we use GPT-3 of the text-DaVinci-003 to
generate reference summarization, and finally use our method to compare the
candidate summary.

• BBC2022 [12]: contains 1 sentence summaries of BBC news articles. In
this dataset, references summaries, and consequently generated summaries from
fine-tuned models are highly abstractive. We use human study data on 100 recent
articles from BBC, collected between March 1, 2022, and June 31, 2022. We also
take a similar preprocessing strategy like CNN2022 on this dataset.

• SummEval [3]: contains a large and diverse collection of human judgments
of model-generated summaries on the CNN/Daily Mail dataset annotated by
both expert judges and crowd-source workers. For each news, we select two worst
summaries and two best summaries according to their average scores on four
dimensions (coherence, consistency, fluency and relevance) labeled by experts.
Finally, regarding one hundred news and corresponding reference summary in
SummEval, we obtain 400 candidate summaries.

Metrics. To measure the consistency between various metrics and human anno-
tations, we follow the WMT18 [10] standard practice and use absolute Pearson
correlation |ρ| to evaluate metric quality.
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Baselines. Automatic metrics proposed for summarization evaluation can
be broadly divided into two categories: (1) overlap-based metrics, specifically
ROUGE METEOR and BLEU, and (2) similarity-based metrics that compute
the similarity between embeddings representations of generated and reference
summaries. Specifically, we report BERTScore and MoverScore. For LLMScore,
we carefully design prompts for LLM, and directly use it to predict a better
passage.

Implementation. We use the public GPT-3 [2] of the text-DaVinci-003 ver-
sion with 175B parameters from OpenAI for the LLMs implementation and use
greedy decoding for inference with the temperature set to 0. We select this LLM
because it has relatively good capability among public LLMs. Especially, we use
three roles General Public, Critic, and News Author which are described in Fig. 3
as objective roleplayers in our DRPE, and we prompt the model to generate 4
dynamic roles for each case.

4.2 Results

Table 1. Pearson correlation between several automatic metrics and human annota-
tion. We bold the highest numbers for each dataset, and use AVG to denote the average
scores on the three datasets. Results of GPT-D3 and DRPE are averaged over five runs
with slight changing in prompts.

Type Method CNN2022 SummEval BBC2022 AVG

Overlap ROUGE-1 0.466 0.431 0.469 0.461

ROUGE-2 0.437 0.354 0.443 0.411

ROUGE-L 0.422 0.322 0.436 0.393

BLEU 0.475 0.372 0.502 0.450

METEOR 0.514 0.473 0.561 0.516

Similarity BERTScore 0.554 0.455 0.568 0.526

MoverScore 0.456 0.385 0.442 0.428

LLM GPT-D3 0.713 0.503 0.692 0.636

DRPE 0.816 0.683 0.784 0.761

Comparison with Existed Metrics. Tables 1 shows Pearson correlation to
human judgments. We observe that typical overlap-based metrics generally per-
formed badly and relevance-based metrics also underperformed. The simplest
LLM-based method has a consistently better performance than BERTScore.
Two types of LLM-based methods, GPT-D3, and DRPEScore have a clear gap
between the other two methods. Especially, DRPEScore consistently performs
better than GPT-D3.
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Table 2. Pearson correlation between several automatic metrics and human annota-
tion. AVG denotes the average scores on the three datasets.

Method CNN2022 SummEval BBC2022 Avg

DRPE 0.816 0.683 0.784 0.761

w/o Batch Inferring 0.822 0.672 0.766 0.753

w/o Clustering 0.782 0.665 0.751 0.733

w/o Dynamic Roles 0.742 0.669 0.703 0.705

w/o Static Roles 0.734 0.604 0.711 0.683

Ablation Study. We conducted an ablation study on DRPE to gain
insights into the detailed method design. We prepare four variants of our
method: (1) w/o Batch Inferring denotes without the batch prompting, each
role is inferred alone; (2) w/o Clustering denotes without clustering mechan-
sim; (3) w/o Dynamic Roles denotes without dynamic roles generation; (4)
w/o Static Roles denotes without the human designed static roles. Table 2
presents all comparison results of the four variants. As we can see, the perfor-
mance rank on three datasets can be given as: w/o Static Roles < w/o Dynamic
Roles < w/o Clustering < w/o Batch Inferring < DRPE. These results indi-
cate that all components are essential to improve performance. And we can also
find that batch inferring is able to save lots of inference tokens without losing
performance.

Fig. 6. Effect of role number on model performance.

Effects of Hyperparameters. We test DRPEScore and w/o Static Roles with
different subjective role numbers k in [0, 2, 4, 6] on two datasets. Figure 6 shows
the experimental results. When k increases from 0 to 6, the experimental indica-
tors first increase and then slightly decrease on the CNN2022 dataset, when k =
4, the correlation to human evaluation achieves a peak. On the BBC2022 dataset,
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experimental results are similar, and more roles (6) don’t bring improvements
compared to fewer roles (4).

husband…

Johnny Depp Fans might don’t like Amber’s presenta�on in Summary 2.

Fig. 7. Evaluation procedure for two summaries given a piece of news. We use the
green font to represent the content generated by the model. With suitable prompting,
the LLM is able to generate relevant roles and generate judgment for these roles. (Color
figure online)

Qualitative Analysis. We have previously demonstrated the effectiveness of
our model on two summarization tasks. In this section, we conduct a qualita-
tive analysis to explain why DRPEScore can achieve good performance. Figure 7
shows an example of our model’s evaluation process. Given a news article about
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the legal dispute between Amber Heard and Johnny Depp, our model has to
select a better summary from two candidates. First, we generate several subjec-
tive roles based on the news content, such as Amber Heard Fans User, Johnny
Depp Fans User, Celebrity Gossip User, and Legal System User. These roles are
representative of different perspectives and preferences that can be captured by
LLMs. Second, we use LLMs to simulate each user and judger and compare
the two summaries. We employ a batch prompting mechanism to accelerate the
inference procedure. Notably, LLMs predict that the Johnny Depp Fans User,
who might have a negative attitude towards Amber Heard Fans User, will favor
summary 1.

5 Conclusion

We propose DRPE, a new comparison-based method for evaluating generated
text against gold standard references. Our DRPE is designed to be simple and
task-agnostic. Our experiments illustrate that DRPE could provide a human-
like ability to conduct a comprehensive evaluation, especially on challenging
long text generation like summarization tasks. In future work, we look forward
to exploring the capabilities of LLMs as judgers on more text evaluation tasks
and reducing the computation cost.
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Abstract. With the increasing use of natural language generation
(NLG) models, there is a growing need to differentiate between machine-
generated text and natural language text. One promising approach is
watermarking, which can help identify machine-generated text and pro-
tect against risks such as spam emails and academic dishonesty. How-
ever, existing watermarking methods can significantly affect the semantic
meaning of the text, creating a need for more effective techniques that
maintain semantic integrity. In this paper, we propose a novel watermark-
ing method called COntextual SYnonym WAtermarking (COSYWA)
that embeds watermarks in text using a Masked Language Model (MLM)
without significantly impairing its semantics. Specifically, we use post-
processing to embed watermarks in the output of an NLG model. We gen-
erate a context-based synonym set using an MLM model to embed water-
mark information and use statistical hypothesis testing to detect the exis-
tence of watermarking. Our experimental results show that COSYWA
significantly enhances the text’s capacity to maintain its original mean-
ing while effectively embedding a watermark, making it a promising app-
roach for protecting against misinformation in NLG.

Keywords: Natural Language Generation · Watermarking ·
Contextual Synonym

1 Introduction

Large Natural Language Generation (NLG) models, such as ChatGPT [19], have
demonstrated impressive performance on various downstream tasks and can gen-
erate text that closely resembles natural language. However, with the increas-
ing prevalence of NLG models, the risk of their misuse is also rising, including
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spreading fake news and information [24,25], perpetrating phishing scams [2,10],
engaging in academic dishonesty [8,26], and generating spamming emails [14].
Detecting machine-generated text has become essential in curbing the misuse of
NLG models [3,7]. Language model watermarking is an effective method for dis-
tinguishing machine-generated text from natural text [13]. It can embed hidden
information into text and can be detected using corresponding watermark detec-
tion algorithms to determine whether the current text contains a watermark, i.e.,
whether it is machine-generated.

There are two main types of natural language watermarking: decoding-based
and post-processing watermarking. Decoding-based watermarking modifies the
predicted probability distribution during the decoding process of a language
generation model to embed the watermark [13]. However, our experiments reveal
that this approach can significantly alter the semantic meaning of the text,
which may adversely affect the performance of tasks such as translation and
summarization. Post-processing watermarking embeds watermark information
by processing a given text, primarily through adjusting the synonyms [11,12] or
spelling [12] of the text. This approach can preserve semantic information better
but faces three primary challenges. Firstly, the process of designing synonym
replacement watermark rules is complicated and requires multiple mechanisms
to confirm acceptability, such as verifying whether they conform to the current
context [5]. Secondly, due to the complexity of natural language, words are only
synonymous in specific contexts and are not exchangeable in all situations [6].
Finally, current synonym-based methods employ fixed watermarking rules, which
may systematically modify the text’s statistical information, compromising the
confidentiality of the watermark and enabling adversaries to automatically detect
and remove it [11].

To ensure semantic consistency between pre- and post-watermarked text,
we develop a robust watermarking system called COntextual SYnonym
WAtermark (COSYWA), rooted in post-processing watermarking. To mitigate
the challenge of accessing external synonym knowledge bases, inconsistencies in
semantic meanings of static synonyms, and the scarcity of diverse replacement
rules, we use a Masked Language Model (MLM) that can dynamically construct a
candidate synonym set for flexible and context-based synonym replacement. The
synonym replacement strategy using the MLM model empowers our watermark-
ing approach to form a synonym set better aligned with contextual semantics,
thus maintaining higher semantic consistency between the original and water-
marked sentences. Furthermore, the MLM model brings enhanced flexibility and
variability to the watermark replacement rules, thereby increasing their resis-
tance to detection through statistical analysis methods. To improve robustness,
we integrate a synonym approach with vocabulary encoding, where we substitute
adjectives in the text with words defined in the vocabulary. During the water-
mark detection phase, we employ a model-free watermark verification approach.

We conduct experiments to validate the effectiveness of COSYWA in trans-
lation and summarization tasks. Results indicate that our approach outperforms
the baseline watermarking methods in maintaining the lexical and semantic
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equivalence of the watermarked text. Additionally, the watermark strength is
much higher for translation and summarization tasks compared to decoding-
based watermarks and synonym-based watermarks.

2 Related Work

Natural language watermarking techniques can be broadly classified into two
types: decoding-based watermarking and post-processing watermarking.

2.1 Decoding-Based Watermarking

Kirchenbauer et al. [13] first propose a watermarking method during the infer-
ence process. During the word generation process, a hash code is created based
on the previously generated word, and it is used to seed a random number
generator, which randomly divides the entire vocabulary into “green lists” and
“red lists” of equal size. The next word is then generated from the green list,
allowing the watermark to be embedded in each generated word. To detect the
watermark, a third-party detector can reproduce the hash function and random
number generator to copy the red list for each word and count the number of
violations of the red list rule to verify the authenticity of the text. The proba-
bility of generating N -marked tokens in the natural text without violating the
red list rule is only 1/2N , even for text fragments with only a few words. This
feature makes the COSYWA method transferable, as edit-based methods only
modify some words in the text. However, decoding-based watermarking during
controlled sampling may have a great impact on the semantics of the resulting
text.

2.2 Post-processing Watermarking

He et al. [12] propose a synonymy-based watermarking method by replacing cer-
tain words in the text with their synonyms. However, it has been found that
synonym-based methods that use fixed rule-based substitutions may systemat-
ically alter the statistical information of the text, which could compromise the
confidentiality of the watermark and enable attackers to automatically detect
and remove it [11]. Furthermore, early synonym substitution methods require
external knowledge bases, and the construction of such watermark rules can be
cumbersome. Additionally, due to the complexity of linguistic phenomena such
as part-of-speech, polysemy, and context semantics, many synonyms only satisfy
synonymy conditions in specific contexts and are not applicable in all cases [6].
We improve the semantic preservation of watermarked text by extending existing
synonym-based watermark methods [11,12]. Instead of relying on a static exter-
nal synonym database, we used an MLM to dynamically generate synonyms
during the watermarking process. By considering the semantic context of the
original words when selecting synonyms, we ensure that different synonyms are
chosen for the same word in different semantic contexts. We also adopt the vocab-
ulary partitioning technique from decoding-based watermark [13] to enhance the
robustness of synonym-based watermarks.
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3 Methodology

In this section, we introduce a novel post-processing watermarking method called
COSYWA. COSYWA first identifies appropriate watermark words that can be
replaced without significantly altering the model’s semantic understanding of the
text. It then replaces these words with semantically similar words that carry the
watermark information, using the MLM. For watermark detection, COSYWA
applies hypothesis testing to determine the likelihood of a given sentence con-
taining the watermark information.

3.1 Part-of-Speech

For a given sentence S = [w1, w2, . . . , wN ], where wi represents the i-th word in
the sentence and N is the number of words in the sentence, we label each word
in the sentence using a Part-of-Speech tagger to obtain the corresponding part-
of-speech, i.e., POS = [pos1, pos2, . . . , posN ], where posi represents the part of
speech of the i-th word. We select adjective words as watermark words following
the previous work [12].

3.2 Word Synonym Set Construction via BERT

Previous approaches rely on external knowledge bases like WordNet to construct
the replacement space for watermark words [6,11,12,28], which may lack context
awareness, leading to compromised fluency control and semantic consistency. To
mitigate this, we propose using BERT to construct the replacement word space,
as it generates relatively fluent and grammatically correct sentences while pre-
serving most of the semantic information. Furthermore, unlike WordNet-based
approaches, BERT is context-aware and dynamically searches for replacement
words, instead of simply substituting with synonyms.

To predict possible replacements for a selected word w, we utilize BERT’s
MLM. Unlike the standard MLM setting, we directly use the original sequence
as the input and do not replace the selected word w to the [MASK] token. This
approach generates more semantically consistent and fluent alternatives [31]. For
instance, consider the sequence “I like apples”. If we mask the word “apples”,
the MLM may predict “I like bananas” with equal fluency, making it difficult to
predict the original word “apples”.

Specifically, we input the given text S into the BERT model, obtaining the
representation of each token P = [p1, p2, . . . , pN ], where N is the total number
of tokens in the current sentence. For the token replacement process, we adopt
the method from [16].

3.3 Word Replacement Strategy

During the construction of the replacement word space, we first generate a hash
code for each word in the vocabulary and use it as a seed for a random number
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generator. This seed randomly selects γ proportion of words in the entire vocab-
ulary as the green list and the rest as the red list. Each word in the vocabulary
thus corresponds to a unique green and red list.

We construct the replacement word space for watermark words by hashing the
words that precede the watermark word to determine the green list of vocabulary.
Then, we select the top K words with the highest probabilities from the green
list and measure the change in the BERTScore of the sentence after replacement.
Finally, we select the word with the highest BERTScore among the same part of
speech for replacement. This way, the watermark is embedded in each generated
word. The complete algorithm is shown in Algorithm 1.

Algorithm 1. Word Replacement with Green List
Input: sentence, w1, . . ., wN ; part-of-speech of sentence, pos1, . . ., posN
1: Apply the language model to all token w1, . . ., wN to get a probability vector p1,

. . ., pN over the vocabulary.
2: choose watermark part-of-speech posw
3: for t = 0, 1, . . . do
4: if post == posw then
5: compute a hash of token wt−1 and utilize it as a seed for a random number

generator.
6: With this seed, assign random colors to the vocabulary, creating a “green

list” G and a “red list” R.
7: When sampling the token wt from pt, ensure that wt is selected from the

green list G and avoid choosing any tokens from the red list R.
8: end if
9: end for

Figure 1 illustrate an example for COSYWA. We first employ the Spacy
POS tagger to assign a part-of-speech tag for each word in the given sentence,
and identify the watermark word that meets our criteria, which in Fig. 1 is
the adjective “attractive”. Next, we generate a synonym space for “attractive”
by inputting the original sentence into the MLM, and then use the green list
associated with the word “is” to color the probability distribution of the MLM’s
prediction for “attractive”. If the current adjective is not included in the green
list, we choose a word from the prediction results that meet the replacement
conditions and is part of the green list. This word is then used to replace the
original adjective where the word “handsome” is used to replace “attractive”.

3.4 Watermark Detection

Although generating watermarked text requires the use of an additional lan-
guage model, detecting the watermark does not. Detectors familiar with the
hash function and random number generator can regenerate the green lists for
each word and count the number of violations of the green list rule. We can
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Fig. 1. An running example for COSYWA. COSYWA first embeds a watermark into a
given sentence using the MLM (left) and then detects a suspicious sentence by testing
the null hypothesis (right).

detect the watermark by testing the following null hypothesis: The text sequence
is generated without the watermark rule.

A robust method for detecting watermarks involves using a one-proportion
z-test to evaluate the null hypothesis. The z-statistic for this test is

z = (|s|G − Tγ)/
√

Tγ(1 − γ) (1)

Language models consist of a vocabulary V, which includes a collection of
words. We create a green list G with a size of γ|V |. For a given sentence, the
number of tokens from the green list is represented as |s|G, and T corresponds
to the number of watermark words. We can reject the null hypothesis and detect
the watermark if z is above a chosen threshold. Assuming a threshold of z >
4, the probability of a false positive is 3 × 10−5, corresponding to a one-tailed
p-value for z > 4.

4 Experiments

4.1 Settings

Tasks and Datasets. We evaluate the effectiveness of COSYWA on machine
translation and document summarization tasks.

Machine Translation. We use the WMT14 German to English (De-En) trans-
lation dataset [4] as a testing platform to explore performance in translation
scenarios. We evaluate translation quality using BLEU [20] and BERTScore
[30], selecting parts of the dataset where the text length is greater than 100. We
employ facebook/wmt-19-de-en [18] as the translation model.
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Summarization. We use the CNN/DM [23] dataset to evaluate the performance
of the proposed method on document summarization tasks. The dataset aims to
summarize news articles into information summaries. We use the bart-large-cnn
[15] for document summarization and employed Rouge-L [17] and BERTScore
[30] as evaluation metrics for summary quality.

Models. We utilize BERT [9] as the masked LM for the proposed edit-based
method, specifically the BERTBase-uncased model and the transformers package
from Hugging Face [29]. As for the pre-trained language models for each spe-
cific task, including Facebook/wmt-19-de-en [18], and bart-large-cnn [15], we
directly utilize the pre-trained models provided by Hugging Face [29].

Implementation Details. We generate the output of each task model and then
embed the watermark to the generated results. To improve the accuracy of the
POS tagger, we remove line breaks from the output. Since we use the bert-base-
uncased model in our experiments, we convert all output data to lowercase to
test its performance. After preprocessing, we evaluate the model’s effectiveness.
We implement COSYWA using the PyTorch backend of the Hugging Face library
[29]. As described in Sect. 3, we use the torch random number generator and the
previous token to generate the green list. To evaluate the watermark method’s
performance, we follow previous works [1,27] and use 200 random sentence pairs
from each task dataset as our test set. In the experiment, we set the candidate
set K to 96 and the green list proportion γ to 0.25.

Baselines. We compare our method with two baselines [12,13]. Kirchenbauer
et al. [13] propose adding watermarks during the decoding process by perturb-
ing the probability distribution to embed watermark information. He et al. [12]
design a synonym-based watermarking method that replaces all watermarked
words with synonyms.

4.2 Results

Table 1 illustrates the impact of Kirchaenbauer et al.’s method on task perfor-
mance. The inclusion of hard watermarks successfully embeds them into the text
but significantly affects task performance. Furthermore, the inclusion of a soft
watermark has a substantial positive effect on performance. However, along with
performance enhancement, it also presents a significant challenge: the intricate
task of embedding the soft watermark into low-entropy text, such as translation
tasks and document summarization tasks with standardized answers. The low Z-
score value of the soft watermark is evident from the data presented in Table 1.
It is important to note that the Z-score plays a critical role in watermarking
tasks as it determines the success of watermark embedding and detectability.

Regarding He et al.’s watermarking method [12], while it has little effect on
semantics and task performance, it is mainly applied for protecting model intel-
lectual property. This method requires small datasets for watermark detection.
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Table 1. Performance of different watermarking approaches on WMT14 and
CNN/DM. BS means BERTScore. RL means Rouge-L. Calculating the Z-score dif-
fers among various watermarking methods based on the number of watermark words,
denoted as T like text sequence in [13], the count of adjectives in [12], and COSYWA.

Method WMT14 CNN/DM

Z-score BLEU BS Z-score RL BS

Kirchenbauer et al. [13]

w/o watermark 0.31 12.02 76.73 −0.76 13.38 78.36

hard watermark 4.62 0.63 73.44 4.14 4.44 74.7

soft watermark 1.93 10.85 76.9 0.85 12.24 78.13

He et al. [12]

w/o watermark 0.39 12.02 76.73 −0.72 13.38 78.36

watemark 0.44 11.61 76.55 −0.14 13.26 78.4

our method

w/o watermark −0.15 12.02 76.73 0.69 13.38 78.36

watermark 3.44 10.46 76.57 4.82 12.92 78.31

Nevertheless, the experiments indicate its unsuitability for embedding detectable
watermarks in sentence-level data.

COSYWA is more easily detectable while maintaining model performance.
COSYWA demonstrates better preservation of lexical and semantic features in
tasks with answer restrictions. For translation and document summarization
tasks, COSYWA achieves better maintenance of BLEU and ROUGE-L perfor-
mance at the same watermark strength. In essence, COSYWA combines the
advantages of hard and soft watermarks by retaining semantic integrity like
soft watermarks and providing strong watermarking capabilities like hard water-
marks. Furthermore, we employed BERTScore [30] to evaluate different water-
marking methods, utilizing context embeddings for assessing semantic equiva-
lence. Similarly, compared to the decoding watermark baseline [13], our pro-
posed method minimizes the impact on semantic generation while maintaining
the same watermark strength.

In terms of watermark strength and token count, our watermark strength
mainly depends on the number of watermark words in the text. The more water-
mark words (e.g., adjectives) included, the stronger the watermark will be.

4.3 Word Distribution and Text Fluency in Watermarked Texts

To demonstrate the susceptibility of He et al.’s [12] approach to frequency anal-
ysis, we compare the word distributions of the watermarked and clean data, as
shown in Fig. 2a. We calculate the word distributions for the watermark (Pw)
and benign (Pb) corpora, respectively. We then create a suspicious word set (S)
by combining the top 200 adjectives from both corpora. The frequency ratio
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(a) Word Frequency Changes (b) Perplexity Distributions

Fig. 2. Effects of Watermarking on Word Frequency Ratio Changes (Top 100 Words)
between Benign and Watermarked Corpora with Different Watermark Types (Top:
watermarks from [12] with red words as synonym pairs. Bottom: COSYWA water-
marks.) and Perplexity Distributions of Original and Watermarked Texts (Average
Perplexity Represented by Dashed Line). (Color figure online)

(Pb(w)/Pw(w)) of each word in S between the benign and watermark corpora is
computed.

Figure 2a depicts the noticeable disparity in adjective distribution, mak-
ing the watermarking rule designed by [12] easily identifiable. In contrast, our
method endeavors to conceal the watermarking rule, resulting in more covert
protection.

Perplexity (PPL) serves as a pivotal metric in evaluating language model per-
formance. It is defined as the exponential of the negative average log-likelihood
attributed to a specific text under a given language model. A decrease in PPL
values suggests an increase in the confidence of the language model. Language
models trained on an extensive text corpus, become proficient in recognizing
and learning common linguistic patterns and structures. Consequently, PPL can
function as a measure of how well a text aligns with conventional characteristics.
We utilized data from 200 items in the C4 dataset [22] to analyze the impact
of our watermarking technique on perplexity. We employed the English GPT-2
[21] model to compute the perplexity distribution of both the original and water-
marked generated text, thus enabling us to scrutinize the alterations induced by
the watermarking process. Figure 2b illustrates that watermarked text exhibits
elevated PPL values compared to unwatermarked text. This suggests that while
COSYWA’s method preserves semantic consistency, it may inadvertently com-
promise the fluency of the text. This phenomenon could be a result of our water-
marking process promoting lexical diversity and inadvertently boosting the uti-
lization of less common expressions. Such an impact may potentially hinder the
performance of our method in open-ended answer-generation tasks.
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Table 2. Performance of different watermarking approaches on CNN/DM. BS means
BERTScore. RL means Rouge-L.

Z-score RL BS

noun 5.38 11.54 78.01

verb 5.59 12.54 78.12

adverb −1.64 13.18 78.28

adjective 4.82 12.92 78.31

4.4 Ablation Study

We conducted an ablation experiment to evaluate the impact of different parts of
speech as watermark words on watermarking performance. We evaluated nouns,
verbs, adverbs, and adjectives in the summarization task and present the results
in Table 2.

Nouns and verbs as watermark words resulted in robust and detectable water-
marks but compromised lexical and semantic integrity. While adverbs preserved
text quality, they failed to embed detectable watermarks. Due to their preva-
lence in the text, nouns, and verbs resulted in a higher quantity of watermark
words and greater watermark intensity. However, the increased word replace-
ments in these cases led to a decline in semantic and lexical performance. In
contrast, selecting adjectives as watermark words enabled the effective embed-
ding of detectable watermarks while maintaining text quality. Thus, we conclude
that adjectives are the most suitable part of speech for watermark words among
the considered options.

4.5 Case Study

We conducted a case study on a specific instance listed in Table 3 to illustrate the
enhanced semantic preservation of COSYWA. COSYWA offers improved con-
fidentiality compared to the synonym-based method utilizing flexible replace-
ment rules, thereby increasing the difficulty for attackers to statistically infer
the watermark rules. In contrast, decoding-based watermarks [13], which mod-
ify the information content and introduce content repetition, do not preserve the
semantics of the original model output as effectively as COSYWA.
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Table 3. We compare COSYWA with the baseline methods and non-watermarking
output. Green indicates the green list words, while red represents the red list words.
Bold indicates the repetitive texts.

No Watermark \n aruba audio training aruba audio training is a good way to get a good job in the

field of computer based training. so get your class right from the beginning and

complete the aruba audio training in short period of time. if you are a student then

you should take advantage of the aruba audio training because it is the best way to

get a good job. aruba audio training is not only a good way to get a good job but

also a good way to learn the technical material. \n...

Ours \n aruba audio training aruba audio training is a superb way to get a full job in

the field of computer based training. so get your class right from the beginning and

complete the aruba audio training in short period of time. if you are a student then

you should take advantage of the aruba audio training because it is the best way to

get a desirable job. aruba audio training is not only a smart way to get a superb job

but also a beneficial way to learn the technical material. \n..

Synoym-based watermark [12] \n aruba audio training aruba audio training is a estimable way to get a estimable

job in the field of computer based training. so get your class right from the beginning

and complete the aruba audio training in short period of time. if you are a student

then you should take advantage of the aruba audio training because it is the best way

to get a estimable job. aruba audio training is not only a estimable way to get

a estimable job but also a estimable way to learn the technical material. \n..

Hard watermark [13] chartered services include basic consultation services. our \ n trainees can ask for

an assessment from the experts and ask for aruma auditing services. the company

offers aruma auditing services at low rates with aruma auditing services.

the company offers aruma auditing services at low rates with aruma auditing services

the company offers aruma auditing services at low rates with aruma auditing

services. the company offers aruma auditing services at low rates with aruma

auditing services. \n...

Soft watermark [13] \n aruba audio test questions aruba audio test questions are one of the top selling

books in the market, specially aruba audio test questions. the book offers tips and

tools to help students get bigger scores in aruba audio test questions. the

book offers tips and tools to help students get bigger scores in aruba audio test

questions. this book offers tips and tools to help students get bigger scores in aruba

audio test questions. \n

5 Conclusion

We introduce a COntextual SYnonym WAtermark (COSYWA). Our approach
builds synonym spaces with an MLM and identifies acceptable and prohibited
words using red and green lists from the vocabulary. We conducted experiments
on three NLP tasks and validated the effectiveness of our method. We believe
that our approach can be a valuable tool for detecting abusive behavior in natural
language generation.
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Abstract. It has been proved that supervised learning methods are
effective for Aspect-Based Sentiment Analysis (ABSA). However, the
supervised learning methods rely heavily on fine-grained labeled data,
and many domains lack labeled data, hindering the ABSA task’s effec-
tiveness. To solve this problem, many unsupervised domain adaptation
methods are proposed to transfer knowledge from the source domain
with plenty of labeled data to any target domain lacking labeled data.
Inspired by the implementation principle of the masked language model
and the experience of predecessors, we propose a new domain adaptation
paradigm named Multi-Step Review Generation (MSRG) in this paper.
MSRG aims to achieve domain adaptation by generating target-domain
reviews with fine-grained labels through multi-step prediction based on
the source-domain labeled reviews. Pre-trained masked language model
plays a significant role in MSRG. Besides, we also propose two new train-
ing strategies to adapt to MSRG. Experiment results on four benchmarks
demonstrate that MSRG can achieve significant improvement compared
with the state-of-the-art domain adaptation methods in both Cross-
Domain End2End ABSA and Cross-Domain Aspect Extraction tasks.

Keywords: Cross Domain · Aspect-Based Sentiment Analysis ·
Masked Language Model

1 Introduction

Recently, Aspect-Based Sentiment Analysis (ABSA) received more and more
attention [1]. With the development of deep learning, many neural network mod-
els with supervised learning methods have been proposed and have achieved sur-
prising results for several ABSA tasks, e.g., End-to-End ABSA [2] and Aspect
Extraction (AE) [3].

These supervised methods have significantly progressed in domains such as
Restaurant and Laptop [4]. However, there is a problem with these methods:
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supervised learning methods for ABSA need a large number of data with fine-
grained labels, yet these labeled data are scarce in many new domains, which
leads to these methods being given a big discount in those new domains.

Many unsupervised Domain Adaptation (DA) methods are proposed to solve
this problem. These methods aim to learn domain-shared knowledge from the
source domain with fine-grained labeled data and apply the knowledge to the
target domain only with unlabeled data. These methods can be divided into two
kinds: one focuses on learning domain-invariant representation based on feature
cross domains [5], and the other aims to re-wight instances in the source domain
and use it in the target domain [6].

For domain adaptation of ABSA, there are only a few studies [7–9] because of
the challenges in fine-grained adaptation. However, these studies still follow the
approaches of the two kinds and exit common limitations, e.g., the supervision-
related knowledge for the main task solely comes from the fine-grained labeled
data in the source domain, even though they can precisely reduce the discrepancy
between domains. Besides, UDA [10] aims to combine the feature-based and the
instance-based approaches, but UDA still exits the limitations above.

Recently, there has been a novel approach named CDRG [11] aims to gener-
ate the target-domain reviews with fine-grained labels based on the Masked Lan-
guage Model (MLM; [12]) whereas the labeled source domain, then apply these
generated reviews to ABSA tasks by supervised learning methods. Although
CDRG obtains SOTA performance in domain adaptation for ABSA, CDRG still
exits a problem in it: the process of generating the target-domain reviews is
simultaneous and disposable, which leads to the relation between the generated
words in the generated reviews are independent and isolate, which lead to the
generated sentences cannot represent the dependency of the target domain well.
This problem limits the effectiveness of CDRG in domain adaptation.

To address this problem, we propose a new approach named Multi-Step
Review Generation (MSRG). Unlike CDRG, MSRG generates target-domain
sentences by multi-step prediction, which can eliminate the isolation to make
more correlative and dependent between tokens in generated sentences. Besides,
we also propose two training strategies to adapt to MSRG. Then we further
design and conduct a series of experiments to verify the correctness of MSRG.
Experiment results on four benchmarks demonstrate the significant effect of
MSRG compared with other domain adaptation methods [8,9].

The main contributions of this paper can be summarized as follows:

– We propose a new domain adaptation method, Multi-Step Review Generation
(MSRG), based on MLM for the Cross-Domain ABSA tasks.

– To adapt to our MSRG approach, we further propose two training strategies
for Cross-Domain ABSA tasks.

– Compared with other domain adaptation methods on the four benchmarks,
MSRG obtains an absolute average improvement of 0.75% for Cross-Domain
End2End-ABSA and 0.96% for Cross-Domain AE on the Micro-F1 score.
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2 Related Work

In the literature, aspect-level sentiment classification [13], and aspect extrac-
tion [3] have been extensively studied, in which many supervised learning meth-
ods have been proposed [2]. Although gaining promising results, these methods
still exit the problem that fine-grained labeled data is scarce in many domains.
To solve this problem, unsupervised domain adaptation methods are proposed.

Most existing domain adaptation methods aim to learn domain-invariant
representations by focusing on coarse-grained sentiment classification, includ-
ing pivot-based methods [14], auto-encoders [15] and domain adversarial net-
works [16]. Besides, another work mainly aims to find samples helpful to the
target domain from the source domain by re-weighting the instances [6]. Only
a few studies have aimed to achieve cross-domain ABSA [7–10] because of the
challenges in fine-grained adaptation. However, these approaches still follow the
two traditional domain adaptation paradigms: feature-based and instance-based
paradigms; therefore, they still exit those limitations and problems introduced
in Sect. 1.

Different from the methods above, reference [11] proposed a novel method
called CDRG aiming to achieve domain adaptation by generating target-domain
reviews from the source domain, which gains SOTA results on the benchmarks.
However, CDRG still exists some problems, e.g., the relation between the gen-
erated tokens in the sentences generated by CDRG is independent, which leads
to the relation between tokens being isolated, and generated sentences cannot
represent the target-domain characters and the target-domain dependency well.
These problems significantly limit the effectiveness of CDRG in domain adap-
tation. To address these problems, we propose a domain adaptation approach
named Multi-Step Review Generation (MSRG) for Cross-Domain ABSA.

3 Problem Statement

The basic problem contains two ABSA tasks, i.e., End-to-End ABSA (End2End
ABSA) task and Aspect Extraction (AE) task. Following [9], we model both
basic tasks as sequence labeling problems. Given a sequence of tokens x =
{x1, x2, . . . , xn} as the input, and a sequence of labels y = {y1, y2, . . . , yn} is
the output of the tasks. In the End2End ABSA task, yi ∈ {O, B-NEU, I-NEU,
B-POS, I-POS, B-NEG, I-NEG}; and in the AE task, yi ∈ {B, I, O}.

Cross-Domain ABSA is based on the two ABSA tasks above. This paper
focuses on unsupervised domain adaptation for Cross-Domain ABSA tasks.
Formally, given a source domain contains reviews with fine-grained labels:
DS = {(xs

i , y
s
i )}N

s

i=1, and a target domain only contains unlabeled sentences:
DU = {xu

i }Nu

i=1, the goal of Cross-Domain ABSA is to predict the token labels
for test sentences from the target domain: yTi = ft(xt

i),D
T = {xt

i}N
t

i=1.
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Fig. 1. The overview of the Multi-Step Review Generation approach.

4 Approach

Overview: Inspiration comes from the principle of the Masked Language Model
and the experience of GPT-2 [17]. In this paper, we propose a new domain
adaptation paradigm named multi-step review generation (MSRG) to solve the
limitations in previous work. MSRG aims to generate target-domain reviews
with fine-grained labels in multi-steps based on the pre-trained masked language
model from the source-domain labeled reviews. To achieve this goal, we propose
a brief yet effective two-part approach to implement MSRG, as shown in Fig. 1.

4.1 The First Part: Extract the Domain-Independent Sentence
Structures

To extract the domain-independent sentence structures from the source domain,
in this paper, we apply Domain Generalization [11] to achieve it. Following [11],
we first extract the domain-specific attributes from both the source and target
domain. The domain-specific attributes in the sentences from the source domain
will be masked by the extracted domain-specific attributes above. Domain Gen-
eralization defines domain-specific attributes as words, phrases, syntactic struc-
tures, and expression styles that only occur in a specific domain. In this paper,
our primary task is ABSA which mainly focuses on aspect and opinion, so we
only consider aspect terms and opinion terms as domain-specific attributes.

Specifically, given labeled reviews from DS , we can quickly obtain the aspect
term list. However, due to lacking labels, we cannot directly obtain the aspect
terms in the target domain and opinion terms in the target and source domain.
Domain Generation applies Double Propagation [18] to obtain their list.
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By Domain Generation, we can obtain both aspect and opinion term lists of
the two domains. Then we remove all the attributes that occur in both domains,
and we can obtain the source-domain specific aspect term lists AS and opinion
term lists OS , and the target-domain specific aspect term lists AT and opinion
term lists OT .

The last step of the first part is to generate the domain-independent sentence
structures. Specifically, given a sentence xs = {x1, x2, . . . , xn} from the source
domain, we only need to find each sub-sequence that is a source-domain specific
attribute in either AS or OS and substitute each word of it with a unique token
[MASK]. We will obtain the domain-independent sentence structure xm.

4.2 The Second Part: Multi-step Prediction to Generate
the Target-Domain Reviews

Regarding generating the target-domain reviews, reference [11] defined it as
a text-infilling problem and proposed a viable method called Domain Spec-
ification. Specifically, for each domain-independent sentence structure xm =
{xm1 , xm2 , . . . , xmn

}(the number (1, 2, . . . , n) means the index of tokens in the
masked sentence structures), Domain Specification pre-trains a Transformer net-
work called BERT [12] with MLM on the unlabeled target-domain data firstly,
and uses it to predict and infill each masked token in xm in the space of target-
domain specific word, and finally generates all the target-domain reviews xg.

For the consecutive masked tokens mj:j+l whose length is l + 1 between the
unmasked tokens in xm and it belongs to the aspect terms known from the
labels in the source domain, the word selection of mj:j+l can be thus computed
as follows:

p(xmj
|xm) = TD-MLM(xmj

|xm); (1)

and

p(xmj:j+l
|xm) =

j+l−1∏

i=j

p(xmi
|xm); (2)

and
Amj:j+l

= arg max
xmj:j+l

p(xmj:j+l
|xm), (3)

where TD-MLM means the BERT model trained by MLM on the unlabeled data
from the target domain DU , and xmj

means one word belongs to the vocab of
the TD-MLM and is possible to appear on the index of the masked token mj .
xmj:j+l

∈ AT
l+1 and AT

l+1 refers all the aspect terms which length is l + 1 in AT .
For masked opinion terms, Domain Specification first extracts the specific

sentiment term lists (i.e., Neutral, Positive, and Negative) in both the target
and source domains by Double Propagation. It uses source-domain sentiment
term lists to create label sequences for each opinion term in each xm to keep the
sentiment alignment, then predicts all the masked opinion tokens by the method
similar to predicting the masked aspect tokens for each xm.
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Domain Specification can obtain the generated target-domain reviews xg

by the methods above. However, a problem exists on xg generated by Domain
Specification. The problem is that the relationship between the tokens infilled
by Domain Specification is independent. The reason for independence is that the
infill of all the masked tokens in each xm is disposable and simultaneous.

Let us suppose, for example, given a masked domain-independent sentence
structure xm = {token1, [MASK]2, token3, [MASK]4, token5}, now predicting
the tokens in the index of [MASK]2 and [MASK]4 and the result is that substi-
tute [MASK]2 with the token2 and substitute [MASK]4 with the token4, and the
result review xg = {token1, token2, token3, token4, token5}. The word selection
of the two masked tokens is as follows:

token2 = arg max
xm2

p(xm2 |xm); (4)

and
token4 = arg max

xm4

p(xm4 |xm), (5)

where xm = {token1, [MASK]2, token3, [MASK]4, token5}.
According to the equation above, we can learn that the word selection of

[MASK]2 and [MASK]4 is independent. Simply, the word selection of [MASK]2
is the conditional probability in the condition of xm, so it is independent of the
word selection of [MASK]4, vice versa, which cause the isolation between the
generated tokens. To solve this problem and improve the dependency between
all the tokens in the generated target-domain sentences, in this part, we propose
a new method called Multi-Step Prediction (MSP).

Specifically, given a masked sentence structure xm = {xm1 , xm2 , . . . , xmn
},

according to MLM, the state of xm will be used to predict the original token
with cross-entropy loss. In other words, the prediction of each masked token xmj

in xm will be produced as a conditional probability p(xmj
|xm) by MLM, and the

modeling of cross entropy loss of MLM is based on the conditional probabilities.
Actually, the language model is modeling the conditional probability of sequence,
and the specific presentation of the formula about the conditional probabilities
above is as follows:

p(xmj
|xm) = p(xmj

|xm1 , . . . , xmj−1 , xmj+1 , . . . , xmn
) (6)

where xm = {xm1 , xm2 , . . . , xmn
}.

According to GPT-2 [17], given a sequence of symbols (s1, s2, . . . , sn), mod-
eling of GPT-2 is based on the joint probabilities p(sn−k, . . . , sn|s1, . . . , sn−k−1),
and the joint probabilities can be factorized and estimated over symbols as the
product of conditional probabilities [19,20]:

p(x) =
n∏

i=1

p(sn|s1, s2, . . . , sn−1) (7)



MSRG for Cross-Domain Aspect-Based Sentiment Analysis 729

Inspiration comes from the factorizing joint probabilities and MLM. We pro-
pose a multi-step prediction approach to predict the masked token in the domain-
independent sentence structures and infill it. Specifically, given a masked sen-
tence structure xm

0 = {token1, [MASK]2, token3, [MASK]4, . . . , tokenn}, the first
step is to predict the masked token [MASK]2 based on MSP as follows:

token2 = arg max
xm2

p(xm2 |xm
0 ) (8)

By the first step of prediction based on the pre-trained masked language
model, we chose the token2 to substitute the masked token [MASK]2, and we
can obtain the sentence structure xm

1 = {token1, token2, token3, [MASK]4, . . . ,
tokenn}. One of the masked tokens in xm

0 is infilled and we obtain xm
1 . Then,

we continue to predict the next masked token [MASK]4 in xm
1 :

token4 = arg max
xm4

p(xm4 |xm
1 ) (9)

Now, we can substitute [MASK]4 with token4, and we can obtain the sentence
structure xm

2 = {token1, token2, token3, token4, . . . , tokenn}. Moreover, we can
find that the prediction of token4 is in the condition of xm

1 , and it shows that
the token4 is correlative with the token2. Then we predict all the remaining
masked tokens in xm

2 one by one until all the masked tokens are predicted and
substituted. Now, we wholly generate a complete sentence xg without the masked
tokens [MASK]:

xg = {token1, token2, token3, token4, . . . , tokenn} (10)

According to (8), (9) and (10), we can find the differency between xg gener-
ated by MSP and xg generated by Domain Specification. Compared with Domain
Specification, the tokens in xg generated by MSP are full of correlation, and
the tokens generated by Domain Specification are isolation, which creates more
dependency between the words in sentences generated by MSP.

We can easily obtain each generated target-domain review xg and its sequence
labels from xs through the first part and the second part. Finally, we can obtain
all the generated target-domain reviews DG = {(xg

i , y
s
i )}N

s

i=1.

4.3 Training Strategies

After obtaining DG, two training strategies for ABSA tasks are proposed in [11]:
one is Independent Training: training the BERT model only on DG, and another
is Merge Training: the BERT model is training on the merge corpus DS ∪ DG.
As we all know, the generation of tokens by CDRG is simultaneous, yet the
generation of tokens by MSRG is one by one and has an order. To adapt to MSRG
and enhance the robustness of models, we further propose two new training
strategies: Bi-directional Generation Independent Training (BiIndep Training)
and Bi-directional Generation Merge Training (BiMerge Training). Specifically,
for each domain-independent sentence structure xm from the source domain,
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we infill the masked tokens in xm from front to back of the sentence by MSP
first. We can obtain the generated target-domain sentence xg

1 with labels, then
we apply MSP to infill the masked tokens in xm from back to front, and we
can gain a generated target-domain sentence xg

2 with labels. Now, all the xg
1

form the generated target-domain reviews set DG
1 and all the xg

2 form the set
DG

2 . Finally, for BiIndep Training, the model is training on DG
1 ∪ DG

2 , and for
BiMerge Training, the model is training on the corpus DS ∪DG

1 ∪DG
2 . Besides,

for Independent Training and Merge Training to test the MSRG, the DG only
contains DG

1 .

5 Experiment

5.1 Datasets

Table 1. Statistics of the four benchmark datasets

Dataset Domain Sentences Training Testing

L Laptop 3845 3045 800

R Restaurant 6035 3877 2158

D Device 3836 2557 1279

S Service 2239 1492 747

Experiments are conducted on four benchmark datasets: Laptop (L), Restau-
rant (R), Device (D), and Service (S). L means the reviews from the laptop
domain [4], and R contains all the restaurant datasets from SemEval 2014 [4],
2015 [21] and 2016 [22] ABSA challenge. D is all the digital device reviews
from [23], and S contains some reviews about web services introduced by [24].
Detailed statistics are shown in Table 1.

5.2 Experiment Settings and Implementation Details

To compare with the previous work fairly, we conduct experiments the same
as [11]. The experiments are on ten transfer pairs with the domains from the
four benchmark datasets. The training data contains the labeled training data
from the source domain and the unlabeled training data from the target domain.
In addition, the testing data from the target domain is used for evaluation exper-
iments, and we use the Micro-F1 score as our evaluation metric for comparing
fairly. The hyperparameters are kept pace with [11]. In the stage of re-training
the BERT-based model with MLM, the learning rate and the batch size are set
to 3e-5 and 32. Moreover, in the stage of two training strategies for two ABSA
tasks, the learning rate, batch size, and dropout rate are set to 5e-5, 32, and 0.1.
Furthermore, we employ Adam optimizer [25]. Besides, we ran each experiment
5 times and reported the average of 5 runs as the results for all the experiments.
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5.3 Baselines

To show the effectiveness of our MSRG-based approach, we compare MSRG with
several baselines in Domain Adaptation as follows:

– DP [18]: the Double Propagation method introduced in Sect. 4.1.
– Hier-Joint [7]: A syntactic rule-based auxiliary tasks based on RNN.
– RNSCN [8]: A recursive neural structural correspondence network that com-

bines syntactic structures.
– AD-SAL [9]: A DA method based on Selective Adversarial Learning.
– BERTB and BERTE: BERTB is the BERT-based uncased model from [12],

and the BERTE is another BERTbase uncased model from [26] and it is pre-
trained on E-commerce reviews.

– BERTB-UDA and BERTE-UDA [10]: A DA method based on BERTB and
BERTE and that unifies feature and instance.

– BERTB-CDRG-X and BERTE-CDRG-X [11]: The CDRG-based approaches
based on BERTB and BERTE. The X refers the training strategies.

– BERTB-MSRG-X and BERTE-MSRG-X: The MSRG-based approaches our
propose. The X also refers the training strategies.

5.4 Experiment Results and Analysis

We report the experiment results in Table 2 for cross-domain End2End-ABSA
and Table 3 for cross-domain AE. As shown in Table 2, we can observe that
MSRG-based approaches acquire better performance than the state-of-the-art
domain adaptation methods (i.e., CDRG) on most transfer pairs for cross-
domain End2End-ABSA. Besides, on the one hand, the performance in the basic
of BERTE is better than the performance in the basic of BERTB; on the other
hand, the performance in the condition of Merge Training is better than the per-
formance in the condition of Independent Training. Under Independent Train-
ing, MSRG outperforms CDRG by an absolute improvement of 0.86% based on
BERTB and 0.14% based on BERTE. Moreover, under Merge Training, MSRG
outperforms CDRG by an absolute improvement of 0.62% based on BERTB

and 0.50% based on BERTE. In general, the experiment results demonstrate the
effectiveness of MSRG.

As shown in Table 3, we can find that the trend of the improvement of MSRG
in cross-domain AE is similar to it in cross-domain End2End-ABSA. Under Inde-
pendent Training, MSRG outperforms CDRG by an absolute improvement of
1.55% based on BERTB and 0.08% based on BERTE. Moreover, under Merge
Training, MSRG outperforms CDRG by an absolute improvement of 0.87%
based on BERTB and 0.76% based on BERTE. Besides, We can observe that
the improvement of MSRG in cross-domain AE is more significant than in cross-
domain End2End-ABSA, which is reasonable as AE is a subtask of ABSA. In
summary, MSRG can solve the problems that exist in CDRG to a certain extent.
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Moreover, when we run MSRG on the two new training strategies (i.e., BiIn-
dep Training and BiMerge Training), MSRG gains better performance. When
doing the experiment in the condition of BiMerge Training and being based on
BERTE, MSRG obtains the best performance both for cross-domain End2End-
ABSA and cross-domain AE. Compared with CDRG, MSRG outperforms CDRG
by an absolute improvement of 0.75% for cross-domain End2End-ABSA and
0.96% for cross-domain AE, demonstrating the effectiveness of our two new
training strategies.

Table 2. Experiment results of different methods for Cross-Domain End2End ABSA
based on Micro-F1.

Methods S→R L→R D→R R→S L→S D→S R→L S→L R→D S→D Average

DP 34.47 34.47 34.47 18.31 18.31 18.31 16.63 16.63 19.03 19.03 22.97

Hier-Joint 31.10 33.54 32.87 15.56 13.90 19.04 20.72 22.65 24.53 23.24 23.72

RNSCN 33.21 35.65 34.60 20.04 16.59 20.03 26.63 18.87 33.26 22.00 26.09

AD-SAL 41.03 43.04 41.01 28.01 27.20 26.62 34.13 27.04 35.44 33.56 33.71

BERTB 44.66 40.38 40.32 19.48 25.78 30.31 31.44 30.47 27.55 33.96 32.44

BERTB-UDA 47.09 45.46 42.68 33.12 27.89 28.03 33.68 34.77 34.93 32.10 35.98

BERTB-CDRG-Indep Training 44.46 44.96 39.42 34.10 33.97 31.08 33.59 26.81 25.25 29.06 34.27

BERTB-CDRG-Merge Training 47.92 49.79 47.64 35.14 38.14 37.22 38.68 33.69 27.46 34.08 38.98

BERTB-MSRG-Indep Training 45.56 49.35 39.56 35.80 32.80 28.92 32.05 31.75 24.89 30.58 35.13

BERTB-MSRG-Merge Training 48.99 53.71 49.18 38.90 38.74 36.99 37.16 32.09 25.03 35.22 39.60

BERTB-MSRG-BiIndep Training 45.97 49.81 39.98 36.21 33.26 29.34 32.45 32.21 25.11 31.22 35.56

BERTB-MSRG-BiMerge Training 49.31 54.01 49.48 39.22 38.92 37.32 37.60 32.38 25.28 35.59 39.91

BERTE 51.34 45.40 42.62 24.44 23.28 28.18 39.72 35.04 33.22 33.22 35.65

BERTE-UDA 53.97 49.52 51.84 30.67 27.78 34.41 43.95 35.76 40.35 38.05 40.63

BERTE-CDRG-Indep Training 51.01 54.56 54.33 42.52 39.28 36.98 40.23 33.41 30.56 32.05 41.49

BERTE-CDRG-Merge Training 53.09 57.96 54.39 40.85 42.96 38.83 45.66 35.06 31.62 34.22 43.46

BERTE-MSRG-Indep Training 53.54 56.62 50.86 36.72 41.30 38.58 41.50 34.49 28.39 34.31 41.63

BERTE-MSRG-Merge Training 54.41 58.09 55.41 39.13 41.88 42.94 42.92 36.35 30.49 37.96 43.96

BERTE-MSRG-BiIndep Training 53.59 56.64 50.94 36.75 41.34 38.60 41.56 34.51 28.42 34.35 41.67

BERTE-MSRG-BiMerge Training 54.72 58.43 55.75 39.33 42.09 43.21 43.20 36.52 30.69 38.14 44.21

5.5 Ablation Study

To investigate the effectiveness of MSRG, we further conduct the ablation study.
In this part, we propose to verify the closeness between the reviews from the
target-domain test set DT and the DG generated by different methods with Max-
imum Mean Discrepancy (MMD) [27]. MMD can measure the similarity between
the reviews; the lower value of MMD means more similarity. The results are
shown in Table 4. BERTE means only using BERTE without extra re-training.
We can observe that the MMD between DT and DG generated by MSRG is the
smallest, which indicates that their distance is smaller than other methods and
they are more similar. Generally, MSRG can generate reviews whose distribution
is closer to the target-domain reviews than other methods.
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Table 3. Experiment results of different methods for Cross-Domain Aspect Extraction
(AE) based on Micro-F1.

Methods S→R L→R D→R R→S L→S D→S R→L S→L R→D S→D Average

DP 37.63 37.63 37.63 19.74 19.74 19.74 19.79 19.79 21.82 21.82 25.53

Hier-Joint 46.39 48.61 42.96 27.18 25.22 29.28 34.11 33.02 34.81 35.00 35.66

RNSCN 48.89 52.19 50.39 30.41 31.21 35.50 47.23 34.03 46.16 32.41 40.84

AD-SAL 52.05 56.12 51.55 39.02 38.26 36.11 45.01 35.99 43.76 41.21 43.91

BERTB 54.29 46.74 44.63 22.31 30.66 33.33 37.02 36.88 32.03 38.06 37.60

BERTB-UDA 56.08 51.91 50.54 34.62 32.49 34.52 46.87 43.98 40.34 38.36 42.97

BERTB-CDRG-Indep Training 53.79 55.13 50.07 41.74 44.14 37.10 40.18 33.22 30.78 34.97 42.11

BERTB-CDRG-Merge Training 56.26 60.03 52.71 42.36 47.08 41.85 46.65 39.51 32.60 36.97 45.60

BERTB-MSRG-Indep Training 54.65 61.00 51.71 43.46 42.36 38.81 42.41 37.92 30.06 34.23 43.66

BERTB-MSRG-Merge Training 57.42 64.43 54.09 45.95 47.31 41.12 47.98 39.08 29.65 37.69 46.47

BERTB-MSRG-BiIndep Training 55.52 62.18 52.59 44.15 43.22 39.47 43.29 38.52 30.42 34.85 44.42

BERTB-MSRG-BiMerge Training 57.90 64.97 54.57 46.35 47.79 41.56 48.39 39.40 29.91 37.99 46.88

BERTE 57.56 50.42 45.71 26.50 25.96 30.40 44.18 41.78 35.98 35.13 39.36

BERTE-UDA 59.07 55.24 56.40 34.21 30.68 38.25 54.00 44.25 42.40 40.83 45.53

BERTE-CDRG-Indep Training 58.75 65.81 59.61 50.68 51.25 40.17 49.17 41.61 33.34 36.97 48.74

BERTE-CDRG-Merge Training 59.17 68.62 58.85 47.61 54.29 42.20 55.56 41.77 35.43 36.53 50.00

BERTE-MSRG-Indep Training 61.49 67.06 56.57 44.66 53.48 41.28 50.20 43.72 32.68 37.04 48.82

BERTE-MSRG-Merge Training 63.48 68.98 59.79 45.74 52.53 45.76 53.69 43.32 34.08 40.23 50.76

BERTE-MSRG-BiIndep Training 61.57 67.13 56.64 44.70 53.52 41.32 50.26 43.76 32.72 37.06 48.87

BERTE-MSRG-BiMerge Training 63.75 69.31 60.06 45.90 52.71 45.92 53.91 43.46 34.09 40.49 50.96

Table 4. Maximum Mean Discrepancy Experiment Results

Source BERTE CDRG MSRG

S→R 0.3496 0.2411 0.1477 0.1327

L→R 0.3155 0.2978 0.2072 0.1843

D→R 0.3504 0.3178 0.1650 0.1335

R→S 0.3330 0.2977 0.1654 0.1269

L→S 0.1966 0.1945 0.1518 0.1287

D→S 0.1804 0.1628 0.0941 0.0860

R→L 0.3135 0.2563 0.1080 0.0837

S→L 0.2767 0.1652 0.1763 0.1481

R→D 0.3476 0.2954 0.1433 0.1569

S→D 0.1765 0.0929 0.0788 0.0697

Average 0.2840 0.2322 0.1438 0.1251

6 Conclusion and Future Work

In this paper, we propose a new domain adaptation approach named Multi-
Step Review Generation (MSRG) and two new training strategies adapting to
MSRG for Cross-Domain ABSA tasks to solve the problems existing in previous
studies, and we also propose a brief yet effective two-part approach to imple-
ment MSRG. Compared with other domain adaptation methods, the experiment
results on four benchmarks demonstrate the significant effectiveness and stable
improvement of MSRG both for the Cross-Domain End2End-ABSA task and
for the Cross-Domain AE task. However, MSRG only re-trains the pre-trained
model BERT on relative corpus by the cross entropy of MLM. It has yet to
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consider applying feature-based and instance-based domain adaptation methods
in the review generation process. How combining the two traditional domain
adaptation methods based on review generation is a promising direction in our
future work.
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Abstract. Ancient Chinese, the natural language of ancient China,
serves as the key to understanding and propagating Chinese rich his-
tory and civilization. However, to facilitate comprehension and educa-
tion, human experts previously need to write modern language descrip-
tions for special entities, such as persons and locations, out of ancient
Chinese texts. This process requires specialized knowledge and can be
time-consuming. To address these challenges, we propose a new task
called Ancient Chinese Entity Description Generation (ACEDG), which
aims to automatically generate modern language descriptions for ancient
entities. To address ACEDG, we propose two expert-annotated datasets,
XunZi and MengZi, each containing ancient Chinese texts, and some
of them have been annotated with entities and their descriptions by
human experts. To leverage both labeled and unlabeled texts, we pro-
pose a retrieval-augmented pre-trained model called rT5. Specifically, a
pseudo-parallel corpus is constructed using retrieval techniques to aug-
ment the pre-training stage. Subsequently, the pre-trained model is fine-
tuned on our high-quality human-annotated entity-description corpus.
Our experimental results, evaluated using various metrics, demonstrate
the effectiveness of our method. By combining retrieval techniques and
pre-training, our approach significantly advances the state-of-the-art per-
formance in the ACEDG task compared with strong pre-trained models.

Keywords: Ancient Chinese · Entity Description Generation

1 Introduction

Throughout the extensive history of China, ancient Chinese texts are the essence
of national thought and cultural spirit. They serve as a bridge connecting history
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with modern culture and transmit valuable information to future generations.
Notably, ancient Chinese differs from modern Chinese in various aspects, includ-
ing vocabulary and syntax. To aid in comprehension and education, there are
several natural language processing tasks focused on ancient Chinese, such as
named entity recognition [1], poem generation [2], and couplet generation [3].

Different from these works, we deal with ancient Chinese from the entity
description view. That is to say, human experts previously need to annotate
ancient Chinese entities with modern Chinese descriptions, which is very time-
consuming and relies heavily on experts’ knowledge. To save human effort,
we propose a new task called Ancient Chinese Entity Description Generation
(ACEDG), aiming to automatically generate modern language descriptions for
ancient entities. As shown in Fig. 1, “ ” (Shentu Di) is a person entity
in the ancient Chinese sentence. ACEDG aims to generate a modern Chinese
description considering the contexts. In this example, the entity description
presents a brief biography of this person.

Fig. 1. An example of ACEDG. Our purpose is to generate modern Chinese descrip-
tions from ancient entities. The retrieval result demonstrates that retrieved texts have
the potential of providing extra knowledge to help generate.

The above example illustrates that interpreting ancient Chinese texts requires
not only contextual information but also expert knowledge. However, acquiring
such knowledge relies heavily on human experts with a solid background in
history and literature. Additionally, accurately conveying the importance of the
entity category presented in the original sentence poses another challenge. This is
due to the nature of the language itself, as ancient Chinese is markedly distinct
from modern Chinese in terms of sentence structure and vocabulary. Ancient
Chinese sentences feature complex combinations of content and function words,
alongside colloquial characters, making them more challenging to comprehend
than modern Chinese.

To deal with the above challenges, we propose a retrieval-augmented pre-
trained model called rT5. Concretely, we first construct pseudo-parallel cor-
pora based on different retrieval algorithms. By comparing different evaluation
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metrics, the corpus generated by the best retrieval algorithm is chosen as the
pre-training data for the model. Subsequently, we utilize retrieval techniques to
augment the pre-training phase and fine-tune the pre-trained model on our high-
quality human-annotated entity-description corpus. To verify the effectiveness of
our method, we conduct experiments on two expert-annotated datasets, XunZi
and MengZi. Each dataset contains ancient Chinese texts, and some of them have
been annotated with entities and their descriptions by human experts. Exten-
sive experimental results suggest the effectiveness of our method. By combining
retrieval techniques and pre-training with fine-tuning, our approach significantly
advances the state-of-the-art performance in the ACEDG task compared with
strong pre-trained models.

In summary, the contributions of this work are three-fold:

– We propose a new task called Ancient Chinese Entity Description Generation
(ACEDG) and propose two expert-annotated datasets, XunZi and MengZi.
To the best of our knowledge, though there are some works dealing with
ancient Chinese, we are the first to focus on ancient Chinese entity description
generation.

– To leverage both labeled and unlabeled texts, we propose a retrieval-
augmented pre-trained model called rT5 for promoting ACEDG task.

– Our experimental results demonstrate the effectiveness of our method. By
combining retrieval techniques and pre-training, our approach significantly
advances the state-of-the-art performance in the ACEDG task compared with
strong pre-trained models.

Table 1. The statistics of entity-description pairs for each type in the datasets.

category Person Location Thing Literature Official Institution Time Knowledge

XunZi 487 114 78 689 77 9 35 3822

MengZi 141 14 52 135 4 0 0 126

2 Dataset Construction

Two kinds of corpora are constructed in the experiments, including expert-
annotated datasets and retrieval-based pre-trained corpus. The first one is high-
quality ancient Chinese entities and corresponding entity descriptions. Due to
its high cost, the scale is relevantly small. Then the second one is constructed
based on retrieval techniques, which is cost-friendly.

Expert-Annotated Datasets. To address ACEDG, we propose two expert-
annotated datasets, namely XunZi and MengZi, which consist of ancient Chinese
texts that have been annotated with entities and their corresponding descriptions
by experts, who are professors at the school of history. The manual annotation
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of entities and their descriptions is conducted on the traditional Chinese Culture
books of XunZi and MengZi, resulting in a total of 5311 XunZi entity-description
pairs and 473 MengZi entity-description pairs. The entities are classified into
eight types, including person, location, thing, literature, official, institution, time
and knowledge. Table 1 presents the statistics of each entity type in the datasets.

Retrieval-Based Pre-trained Corpus. Since we only annotate a small frac-
tion of texts in the original XunZi and MengZi books, there still left many unla-
beled ancient Chinese texts. To leverage them, we first use the original XunZi
book to pre-train a BERT model [4], called XunZiBERT. Then the pre-trained
model is utilized to fine-tune for named entity recognition (NER), with F1 score
of more than 93.5%. The NER model is further leveraged to annotate entities
for two books, respectively. The pseudo-parallel corpus of ancient Chinese entity
descriptions is constructed by retrieving entity information of ancient Chinese
entities from more than 910,000 Wikipedia entries. Among them, the conver-
sion of traditional Chinese characters to simplified characters is completed by
Opencc. According to the principle of the retrieval enhancement model, dual
encoders are used to encode the information of ancient Chinese text entities
and Wikipedia respectively. The most relevant item is retrieved. The details are
shown in Fig. 2.

Fig. 2. An illustration of retrieval process. We first retrieve data from Wikipedia,
divide it into paragraphs of approximately equal length, and encode each paragraph
separately with the target encoder. Each time a pair of entity and entity descriptions is
generated, the entity is encoded, and the most suitable paragraph is used as the entity
description by dot multiplication.

3 Methodology

3.1 Problem Formulation and Overview

In this paper, we define a practical problem, i.e. ACEDG, and tackle this task by
leveraging external knowledge from retrieval. In practice, it is difficult to describe
an ancient entity only by its context. The reason is that a good description



740 M. Hu et al.

requires additional expertise and knowledge background. As the example shown
in Fig. 1, retrieval result, i.e. “Or Stuti. People of the Shang Dynasty. Di made
a strong recommendation to the king but was not accepted. He would rather go
to the river than betray his country.”, contains rich knowledge for improving
the quality of description. Therefore, in addition to the original text context
information in the ancient text, we introduce pre-training and retrieval methods.
A pseudo-parallel corpus is constructed through retrieval enhancement, which is
further used to pre-train the sequence-to-sequence learning model.

Formally, given a sentence x in ancient Chinese and an entity e in this sen-
tence, ACEDG task aims to generate the entity’s description y in modern Chi-
nese. Our method enhances ACEDG with retrieved knowledge k, which mainly
comprises the following three stages:

– Knowledge Retrieval: The ancient Chinese sentence x and entity e are
leveraged to retrieve modern Chinese knowledge k, which is regarded as the
pseudo-parallel pairs for the next pre-training stage.

– Pseudo-Parallel Corpus Pre-Training: ACEDG relies heavily on human
experts’ historical knowledge. Though pseudo-parallel pairs are noisy, they
still provide rich references for ACEDG. Thus, the retrieved sequences are
utilized to pre-train a generation model.

– Knowledge Enhanced Fine-Tuning: Finally, the pre-trained model is fur-
ther fine-tuned on expert-annotated datasets, i.e. XunZi and MengZi in a
knowledge-enhanced sequence-to-sequence learning manner.

Table 2. Evaluation results for various retrieval methods on the testing set of XunZi,
in terms of BLEU (%), Rouge-1 (%), Rouge-2 (%), Rouge-L (%), and Meteor (%).

Methods BLEU-1 BLEU-2 Rouge-1 Rouge-2 Rouge-L Meteor

BM25 8.17 0.39 9.05 0.57 7.63 3.9

Cosine 6.38 0.11 6.14 0.06 7.63 3.9

IDF 6.44 0.07 6.43 0.06 5.26 2.39

Jaccard 10.22 0.21 13.05 0.35 9.66 5.15

mContriever (e) 4.79 0.45 6.52 0.06 5.32 2.43

mContriever ([x; e]) 7.29 1.63 13.26 2.18 10.27 9.33

3.2 Knowledge Retrieval

To obtain external modern Chinese knowledge, we retrieve the sentences most
related to ancient Chinese entities from Wikipedia’s Modern Chinese corpus
Z. Concretely, the retrieval model mContriever [5] is adopted. Given an input
sentence x and one of its entities e in ancient Chinese, the retrieval model first
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selects a number of possibly helpful sentences {ki}M
i=1 from Z, where M � |Z|,

according to a relevance function f .

f([x;e],k) = Esrc([x;e])T Etgt(k) (1)

where [; ] indicates concatenation. Esrc and Etgt are the source and target sen-
tence encoders that map [x;e] and k to d-dimensional vectors respectively.

To explore the performance of multiple retrieval methods, we evaluate the
retrieval results on the testing set of XunZi. In other words, the retrieval sentence
is compared with the expert-annotated description. The results are shown in
Table 2. It can be seen that using [x;e] as a query can achieve the overall best
performance, which significantly outperforms only using ancient entity e. In
addition, compared with traditional methods, mContriever ([x;e]) also presents
superiority. The main reason is that mContriever uses dense representations,
which can effectively solve the out-of-vocabulary (OOV) problem. Based on these
results, we choose mContriever ([x;e]) for the following stages.

Fig. 3. An illustration of pre-training and fine-tuning processes.

3.3 Pseudo-Parallel Corpus Pre-training

In light of the retrieved knowledge k, we then pre-train our model rT5, which has
the same encoder-decoder structure as the previous T5 [6] and its related model
mT5 [7]. Initially, since ACEDG aims to generate descriptions for entities in
the ancient Chinese sentence, the target entity should be highlighted. Therefore,
we pre-process the input sequence by inserting special tokens that can empha-
size the entity type. As the example shown in Fig. 3, given the sentence “
, ” (“The meaning of learning is to start from being a scholar, and
finally to be a sage.”), we highlight the entity “ ” (“sage”) with its type
and become “< knowledge > < /knowledge >”. In this way, the original
input sentence x is formulated into xe .
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Then we pre-train rT5 with pseudo-parallel pairs in a sequence-to-sequence
learning manner. Assuming the parameter is θ, the overall pre-training objective
is to model the conditional probability pθ(k|xe). Concretely, at the t-th time
step, the decoder output kt is computed with the entity-highlighted input x and
the previous outputs k<t.

pθ(kt|xe ,k<t) = softmax(WTk<t) (2)

where W maps k<t into a vector, which can represent the probability distribution
over the whole vocabulary set.

Then rT5 is pre-trained with minimizing the cross-entropy loss,

L(xe ,k) = −
n∑

t=1

logpθ(kt|xe ,k<t) (3)

where n is the length of the external knowledge k.

3.4 Knowledge Enhanced Fine-Tuning

Finally, we fine-tune the model with the expert-annotated XunZi dataset. To
leverage external knowledge in this stage, modern Chinese knowledge k is simply
concatenated with formatted ancient Chinese sentence xe as the input. rT5 is
further fine-tuned by minimizing the cross-entropy loss.

L([xe ;k],y) = −
m∑

t=1

logpθ(yt|[xe ;k],y<t) (4)

where m is the length of the ground-truth target sequence y.

4 Experiments

4.1 Experimental Setup

Datasets. We conducted experiments on the expert-annotated datasets pro-
posed in Sect. 2. We divide XunZi dataset into training, valid and testing sets at
the ratio of 6:1:3. The statistics of datasets are shown in Table 3.

Table 3. Dataset statistics. Since the scale of MengZi is too small, all data is regarded
as the testing set to conduct an out-of-domain evaluation.

Dataset All Train Valid Test

XunZi 5311 3187 530 1594

MengZi 473 - - 473
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Evaluation Metrics. Both automatic evaluation metrics and human evalu-
ation are used to access the performance of models. The automatic evaluation
metrics include BLEU [8], Rouge [9] and Meteor [10]. Human Evaluation includes
fluency, semantic consistency, and meaningfulness of the texts.

Implementation Details. To complete our experiment, we propose a
retrieval-augmented pre-trained model called rT5. We first construct pseudo-
parallel corpora based on full-text data from the book of XunZi. Divide the
entire text into sentences, resulting in 8249 sentences. They are adopted to con-
struct the pseudo-parallel corpus.

The model used in the experiment adopts a unified parameter configuration
for fairness, the learning rate of the Adam optimizer is 3e−4, and the number
of iterations of each cycle is 100. The maximum sequence length of the input
(the entity length will not be very long, but the length of the entity description
information is limited) is set to 128.

Compared Methods. To make an extensive evaluation, we choose the following
strong baseline methods: 1) generation-based model: BART [11] and GPT [12];
2) auto-encoder model, such as UNILM [13], which treats generation task as a
sentence completion problem. Following UNILM, we also extend RoBerta [14]
to generate sequences; 3) to extract entities, we pre-train a BERT for NER,
called XunZiBERT, which can also be leveraged for ACEDG.

4.2 In-Domain Evaluation

Since rT5 is pre-trained on the XunZi book, we first evaluate its performance
on the expert-annotated XunZi. The results are shown in Table 4.

Firstly, it can be observed that compared with strong pre-trained language
models, rT5 achieves consistent improvements. Among the five models in the
first part of Table 4, BART performs the best. Nevertheless, rT5 significantly
outperforms BART. Secondly, compared with the naive retrieval results, i.e.
mContriever (e) and mContriever ([x;e]), rT5 also gains significantly. This fur-
ther illustrates the superiority of our model. Finally, we can see that removing
pre-training causes a consistent performance decrease, even reducing to the half
scores of rT5. It is worth noting that rT5 outperforms rT5 w/o pre-train by
+8.27% on BLEU-1 score, +12.84% on Rouge-1 score, and +3.73% on Meteor
score. This also validates that pre-training with pseudo-parallel corpus is crucial.

4.3 Out-of-Domain Evaluation

To further validate the effectiveness of our proposed rT5 model, we test it using
the entire MengZi dataset and obtain the results shown in Table 5. It is worth
noting that rT5 is pre-trained on XunZi books. All baseline models and rT5 are
fine-tuned on expert-annotated XunZi. After that, we directly evaluate rT5 and
all baseline methods on the expert-annotated MengZi. The reason for selecting
MengZi lies in its distinct philosophical perspective and unique set of entities
and explanations, which effectively introduces an out-of-domain challenge.
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Table 4. In-domain evaluation results compared with baseline methods. The best
scores of each column are marked in bold.

Methods XunZi

BLEU-1 BLEU-2 Rouge-1 Rouge-2 Rouge-L Meteor

XunZiBERT 3.21 0.16 9.91 0.55 9.35 2.34

GPT 4.73 0.37 10.49 0.61 9.83 3.39

RoBerta 4.97 0.32 11.82 0.74 10.20 5.38

UNILM 5.37 0.35 13.16 0.71 11.36 6.49

BART 7.84 0.88 14.70 0.83 13.79 7.67

mContriever (e) 4.79 0.45 6.52 0.06 5.32 2.43

mContriever ([x; e]) 7.29 1.63 13.26 2.18 10.27 9.33

rT5 17.32 3.78 31.78 2.59 30.68 13.24

w/o pre-train 9.05 1.02 18.94 0.97 18.74 9.51

Table 5. Out-of-domain evaluation results compared with baseline methods. The best
scores of each column are marked in bold.

Methods XunZi→MengZi

BLEU BLEU-2 Rouge-1 Rouge-2 Rouge-l Meteor

XunZiBERT 4.1 0.13 7.62 0.39 7.26 1.97

GPT 4.7 0.31 7.92 0.42 7.31 2.36

RoBerta 5.8 0.27 8.47 0.51 8.15 3.86

UNILM 6.3 0.28 8.94 0.47 8.75 4.35

BART 6.9 0.74 9.75 0.52 9.68 5.39

rT5 16.52 3.13 29.51 2.16 28.18 9.56

w/o pre-train 8.8 0.95 11.63 0.86 11.63 6.16

From Table 5, we can observe that rT5 achieves the best performance com-
pared with strong baselines. Among the five baseline models, BART performs
best. Then compared with it, rT5 still obtains significant improvements. By
removing pre-training, the performance also consistently declines. These eval-
uation results demonstrate that our model achieves good performance in the
out-of-domain setting, which signifies its ability to adapt to different domains
within the context of ancient Chinese literature. This finding not only validates
the robustness and versatility of the rT5 model, but also highlights its potential
for understanding and interpreting various ancient Chinese texts.

4.4 Human Evaluation

In assessing the ACEDG task, human evaluation is generally considered more
dependable and trustworthy than automated evaluation measures, due to the
task’s more nuanced, human-like nature. The assessment criteria consist of three
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Table 6. Human evaluation results, including average scores and the standard devia-
tion of three evaluators. The best scores of each row are marked in bold.

Model GPT BART UNILM rT5

Fluency 1.6 ± 0.5 2.5 ± 0.3 1.4 ± 0.4 3.6 ± 0.3

Consistency 1.2 ± 0.2 1.6 ± 0.4 1.2 ± 0.2 2.3 ± 0.4

Meaningfulness 1.4 ± 0.2 1.5 ± 0.4 1.1 ± 0.1 3.4 ± 0.4

distinct dimensions, each scored on a scale of 1 to 5. The fluency dimension
appraises the grammatical smoothness of the produced text. The consistency
dimension measures the degree to which the translated sentence preserves the
original sentence’s content. The meaningfulness dimension assesses whether the
words in the output sentence convey substantive meanings. The ultimate human
evaluation score is computed by taking the average of the scores assigned by
all human evaluators. The results are shown in Table 6. It can be observed that
among all three dimensions, rT5 generates entity descriptions with the best
quality. The human evaluation further verifies the effectiveness of our approach.

Fig. 4. An illustration of the case study.

4.5 Case Study

To further evaluate the proposed model, a case study is conducted. The details
are depicted in Fig. 4. These models are tested by generating an explanation
for the historical entity “ ” (Duke of Jinwen). For benchmarking, we
use a human expert’s explanation as a reference. Upon comparison, it can be
observed that the rT5 model’s output is the most accurate and comprehensive,
closely matching the reference description provided by the human expert. The
UNILM, BART, and GPT models’ outputs are not entirely correct, lacking depth
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and completeness compared with rT5. The superior performance of our rT5
model over existing sequence-to-sequence models demonstrates its potential in
facilitating the understanding and analysis of ancient Chinese texts.

5 Related Works

NLP Applications for Ancient Chinese. Previous studies have gained
great success by applying NLP techniques to ancient Chinese. To name a few,
Chang et al. leverage local features for named entity recognition [15]. Li et al. [2]
propose an approach that combines conditional variational autoencoder (CVAE)
and adversarial training for Chinese poem generation. To better produce smooth
poetry that fits the topic, Yang et al. [16] explore unsupervised machine trans-
lation (UMT) to generate classical Chinese poems from the vernacular, which
allows the controlling over the semantics of generated poems. Other interesting
works include couplet generation [3,17], a part of traditional Chinese culture and
formatted as two sentences with symmetrical meanings. In this work, we focus
on the entity description of ancient entities, which is meaningful for historical
and cultural diffusion.

Retrieval-Based Generation. To utilize external knowledge, many retrieval-
based generation works have been proposed. Guu et al. [18] propose to augment
the pre-training of language model based on retrieval. Wang et al. [19] propose
a new framework using retrieval methods to enhance the pre-training and fine-
tuning of general knowledge generation. The prototype candidate sentence is
retrieved by concept matching and used as an auxiliary input. In this paper, we
use a general-purpose dense retriever based on the dual-encoder architecture of
mContriever [5] to retrieve Wikipedia content according to the current context
content, entity type, entity information. This aims to generate a large number
of suitable pseudo-parallel corpus to enhance pre-training.

6 Conclusion

In this paper, we define a new task (i.e. ACEDG) and propose two expert-
annotated datasets (i.e. XunZi and MengZi), for promoting Chinese culture and
history. To tackle this task, a retrieval-augmented pre-trained model, i.e. rT5, is
proposed. Specifically, we first adopt the retrieval technique for building pseudo
pair of ancient Chinese entity and modern Chinese description. Then, the pseudo-
parallel corpus is leveraged to pre-train our model, which incorporates external
knowledge. Finally, rT5 is fine-tuned on the expert-annotated dataset with the
help of external knowledge. Experimental results under various metrics show that
our method can generate higher-quality entity descriptions. The rT5 model’s
success in this study highlights the potential of leveraging information retrieval-
enhanced techniques for dataset construction and domain-specific performance.
Future research can explore the application of these techniques in other domains
and languages to further enhance the understanding of ancient Chinese.
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Abstract. Bilingual guidance as an augmentation method is often
applied in Seq2Seq cross-lingual summarization (CLS) to improve its per-
formance. In this paper, we empirically explore bilingual guidance from
the encoder/decoder side, as well as the perspective of representation
alignment. We examine the respective benefits of their influence on CLS,
and how this benefit varies with regard to guidance quality. Toward this,
we devise a probing model to incorporate bilingual guidance, and con-
struct a probing dataset containing bilingual document-summary pairs.
We also comprehensively examine the representation alignment strat-
egy for utilizing bilingual guidance in CLS. Empirical results robustly
substantiate the impact of bilingual guidance on both the encoder and
decoder aspects, and affirm the efficacy of representation alignment in
the context of CLS. We also have some inspiring discoveries that encoder
side guidance is more sensitive to guidance quality, and that representa-
tion alignment greatly benefits low-resource settings. Our code is publicly
available at https://github.com/dwzhu-pku/BiGuid.

Keywords: cross-lingual summarization · bilingual guidance ·
representation alignment

1 Introduction

Cross-lingual Summarization (CLS) is a task that transforms a document in
one language into a summary in another language [12]. This novel task enables
a quick grasp of information manifested in foreign languages, which is gaining
importance under the background of globalization. Initially, the task is tackled
in a pipeline fashion, namely first-translate-then-summarize or first-summarize-
then-translate [12,17,26,27]. Later, the use of sequence-to-sequence (Seq2Seq)
training [24] brought significant improvements over traditional pipeline meth-
ods by simply training with one language as input and another language as
output [7]. In this case, the translated documents or summaries often served as
augmented data for a Seq2Seq model. This kind of bilingual guidance has proven
useful in CLS [1,2,7,22,33], and remains advantageous even in the era of large
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 749–760, 2023.
https://doi.org/10.1007/978-3-031-44693-1_58
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language models. However, there is still no comprehensive exploration of how
bilingual guidance benefits cross-lingual summarization.

First, we examine the application of bilingual guidance across different mod-
ules, considering varying levels of quality. To achieve this, bilingual parallel cor-
pus is necessary. With the availability of bilingual news websites and advance-
ments in machine translation, human-calibrated and machine-translated parallel
resources for CLS corpora (i.e., translated input documents in target language
and translated target summaries in source language) have become feasible. Then,
we address the following research questions: RQ.1 : What are the individual ben-
efits of bilingual guidance from the encoder and decoder perspectives, and can
their combination enhance model performance? RQ.2 : How does the quality of
guidance, specifically the parallel resources, influence model performance?

Additionally, our investigation focuses on the influence of bilingual represen-
tation alignment on cross-lingual summarization performance. Representation
alignment is a crucial strategy in cross-lingual transfer learning, aiming to obtain
consistent representations for sentences expressing the same semantic meaning
across different languages, i.e. sentences in different languages expressing the
same semantic meaning should have similar representations [4,6,20,29]. While its
effectiveness has been established in tasks such as cross-lingual Natural Language
Inference (NLI) [32] and Semantic Textual Similarity (STS) [29], its potential
impact on natural language generation tasks, particularly in CLS, remains under-
explored. In this paper, equipped with the parallel resources through human and
machine translation, a comprehensive inspection of representation alignment for
CLS is made feasible. Specifically, we explore two research questions in this line:
RQ.3 : How will representation alignment benefit cross-lingual summarization?
RQ.4 : How will alignment effect vary with regard to different training data size?

Concentrating on the aforementioned four research questions, this paper
presents an empirical study concerning the influence of bilingual guidance and
representation alignment for CLS under the Seq2Seq framework. For the con-
venience of this analysis, we construct a probing dataset called BiNews, and
devise a probing model named BiGuid. BiNews is a high-quality summarization
dataset containing bilingual document-summary pairs collected from Bilingual
news websites. BiGuid is a transformer-based summarization model capable of
incorporating bilingual guidance in both encoder and decoder sides. The empir-
ical experiments will show how bilingual guidance and representation alignment
influence CLS under the Seq2Seq framework.

In summary, the contributions of our work are as follows: 1) We consolidate
the effectiveness of bilingual guidance on both the encoder and decoder sides, and
affirm the efficacy of representation alignment in the context of cross-lingual sum-
marization through comprehensive experiments. 2) To reveal the importance of
guidance quality for cross-lingual summarization, we construct a bilingual news
dataset containing human-calibrated and machine-translated parallel resources.
3) We also have some inspiring discoveries that encoder side guidance is more
sensitive to guidance quality, and that representation alignment greatly benefits
low-resource settings.
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2 Model Design

In this section we introduce the probing model BiGuid, which is designed to
incorporate bilingual guidance in both encoder and decoder sides for empirical
studies. Its architecture is illustrated in Fig. 1, accompanied by two of its variants
(b) EncGuid and (c) DecGuid, which respectively stands for the structure of
BiGuid when there are only encoder-side or decoder-side guidance available.

For encoder-side guidance, we employ two encoders with tied parameters to
process the input documents in the source and target languages (x and xG),
respectively. The cross-attention block in decoder attends to both encoder’s out-
put. For decoder-side guidance, we adopt the multi-task learning strategy and
train the decoder to summarize in target or source language (y and yG) given
the corresponding start token (s and sG).

2.1 Design for Encoder-Side Guidance

For encoder-side guidance, two encoders are adopted to separately encode x and
xG into their contextual representation h and hG. Each encoder is composed
of a stack of transformer layers [25]. Following previous work [2], we apply a
unified BPE [21] dictionary and share two encoders’ parameters to enhance the
isomorphism of both contextual representations.

The decoder also comprises of a stack of transformer layers, with each layer
including a self attention block, a cross attention block, and a feed forward block.
It attends to both encoders’ outputs to produce target summary y. Concretely,
assume that the self attention block produces contextual representation o, the
cross attention first attends o to the encoded bilingual representations h and hG,
respectively:

v, vG = MultiHead(h, h, o),MultiHead(hG, hG, o)

where MultiHead(x, y, z) represents applying x, y and z as key, value and query
for multi-head attention, respectively. The result v and vG is fused through a
linear layer before passed to the feed forward block.

2.2 Design for Decoder-Side Guidance

We apply multi-task learning to take advantage of decoder-side guidance. We
first teach the model to generate the reference summary y with Negative Log-
Likelihood (NLL) loss:

LT = −
∑

t

log P (yt|y<t, x, xG, s) (1)

where t is the generation step of decoding, s is the start token for generating
text in target language. To optimize reference summary generation, we also
generate the translated summary yG as an auxiliary task, and its NLL loss LG

is computed analogously. The overall training loss is defined as: L = LT + λLG,
where λ ∈ (0, 1] controls the weights.
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Fig. 1. The Architecture of BiGuid

2.3 Loss Function for Representation Alignment

In addition to the NLL loss defined in Eq. 1, an alignment loss term Lalign is
applied to explore the effect of sentence-level representation alignment in CLS.
Specifically, given the contextual representations h and hG of semantically par-
allel documents x and xG, three types of loss functions are adopted to explore
representation alignment:
Squared Error minimizes Euclidean distance of h and hG:

LSE = ||h − hG||2 (2)

KL Divergence measures distance between probability distributions. For dis-
crete distributions P and Q, it is as follows:

DKL(P ||Q) =
∑

x∈X
P (x)log

P (x)
Q(x)

To utilize KL divergence alignment, h and hG is passed through softmax func-
tion to obtain the normalized version ĥ = softmax(h) and ĥG = softmax(hG),
upon which the KL divergence loss is calculated as:

LKL = DKL(ĥ||ĥG) (3)

Npair Loss [23] is a contrastive learning strategy to minimize the rep-
resentation distance between positive pairs and maximize that of negative
pairs. Concretely, in a batch of 1 positive sample and N-1 negative samples
{h, h+, h−

1 , h−
2 , ..., h−

N−1} for anchor point h, the npair loss is:

LNpair = −log
exp(hTh+)

exp(hTh+) +
∑N−1

i=1 exp(hTh−
i )

(4)
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In practice, we treat hG as positive for h, and embeddings for other input
text in the same batch as negative.

3 Probing Dataset Construction

For an empirical study concerning bilingual guidance, a CLS corpus with trans-
lated parallel resource is indispensable. To this end, we construct a dataset
named BiNews, which contains 247,157 bilingual news and headlines written
in both Chinese and English in parallel. These news and headlines are collected
from several bilingual news websites and are mostly calibrated by human.1

Data cleaning and other preprocessing procedures are performed, before
we randomly split BiNews into 241,157/3,000/3,000 for training, valida-
tion and testing, respectively. On average, each English document/summary
contains 593.83/16.42 words and each Chinese document/summary contains
1,207.80/37.27 characters. Detailed statistics about the BiNews dataset can be
found in Table 1.

Figure 2 is an example of BiNews. The first four blocks are a sample from
BiNews, including the English and Chinese documents and summaries, which are
semantically parallel. The fifth block shows a Chinese summary translated from
the parallel English Summary (block 2) using google-translation. It can be seen
that our collected Chinese summary (block 4) outperforms machine translation
in quality, since the latter omits the sense of calming effect. BiNews makes it
possible to compare machine-translated or human-calibrated bilingual guidance
to study the impact of guidance quality.

Table 1. Statistics of the BiNews dataset. The table presents the average number of
words per document, sentences per document, and words per sentence for English and
Chinese documents, as well as English and Chinese summaries in the train, valid, and
test sets.

Model #word/document #sentence/document #word/sentence

train valid test train valid test train valid test

English Document 593.83 596.54 597.75 17.67 17.07 17.57 33.61 34.94 34.01

English Summary 16.42 16.38 16.43 1.05 1.05 1.05 15.62 15.63 15.58

Chinese Document 1207.8 1213.15 1214.6 29.15 29.26 29.28 41.43 41.46 41.48

Chinese Summary 37.27 37.27 37.1 1.46 1.44 1.45 25.59 25.88 25.51

1 News websites such as China Daily, VOA, New York Time, contain bilingual news to
benefit language learners. The translation part of bilingual news is typically curated
by human reviewers.
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Fig. 2. Example of BiNews dataset. The first four blocks show a sample of BiNews.
The fifth block shows a Chinese summary translated with machine.

Table 2. Experiment results on BiNews for Chinese-to-English (Zh2En) and English-
to-Chinese (En2Zh) summarization. EncGuid and DecGuid respectively stands for
guidance in encoder and decoder side. Machine and oracle indicate guidance of
machine-translated or human-calibrated quality. Underline means the highest score
among EncGuid and DecGuid. Highest score of a column is denoted in bold.

Model Zh2En En2Zh

R-1 R-2 R-L R-1 R-2 R-L

Base 31.12 11.38 25.85 39.44 23.94 32.82

EncGuid (machine) 32.99 12.71 28.07 40.77 25.70 33.79

EncGuid (oracle) 41.64 21.16 36.39 43.99 29.40 37.30

DecGuid (machine) 35.20 14.29 29.79 40.33 25.05 33.06

DecGuid (oracle) 36.05 15.01 30.82 42.97 27.75 35.72

BiGuid 42.74 21.91 37.15 45.28 30.56 38.50

4 Experiments

In this section, we conduct comprehensive experiments on BiNews to study
the influence of bilingual guidance and representation alignment. We also apply
BiGuid to existing CLS datasets En2ZhSum and Zh2EnSum to compare its per-
formance with previous works. Following the convention, the quality of generated
summaries are evaluated using ROUGE-1, 2 and L [14]. We use a unified BPE
vocabulary with a size of 15,000. For our model, the number of both encoder and
decoder layers is 6, the hidden size is 512, and the number of heads in multi-head
attention is 8. Fairseq [18] framework is used to implement all the models above.
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We apply Adam optimizer [10] with β1 = 0.9, β2 = 0.998, and ε = 10−9. We set
dropout rate to 0.1 and warmup steps to 8000.

4.1 Bilingual Guidance Analysis

Table 3. Performance of BiGuid using different alignment loss term with different
training set size.

Data Loss Zh2En En2Zh

R-1 R-2 R-L R-1 R-2 R-L

10% NLL 20.53 4.73 17.01 29.76 14.92 23.50

NLL+SE 26.69 7.37 21.75 29.72 14.86 23.54

NLL+KL 26.38 7.10 21.64 29.58 14.82 23.43

NLL+Npair 24.92 6.73 20.71 30.44 15.37 23.97

30% NLL 37.03 16.87 32.14 38.14 23.71 31.62

NLL+SE 37.54 16.96 32.61 38.77 24.13 32.12

NLL+KL(�) 36.81 16.55 31.76 38.40 24.07 31.79

NLL+Npair 37.51 17.43 32.57 38.34 23.98 31.87

100% NLL 41.59 21.02 36.22 44.24 29.78 37.52

NLL+SE 41.60 21.31 36.48 44.34 29.74 37.43

NLL+KL(�) 41.52 21.07 36.10 44.11 29.93 37.81

NLL+Npair 41.89 21.21 36.56 44.34 29.87 37.81

Effectiveness of Bilingual Guidance with Different Guidance Qual-
ity. We first examine the CLS performance with bilingual guidance of different
quality on encoder and decoder side, independently. The experiment results are
exhibited in Table 2. Base denotes the BiGuid model without guidance, where it
degrades into a vanilla transformer architecture. EncGuid/DecGuid are BiGuid
with only encoder/decoder side guidance, as mentioned before. Machine and
oracle stands for guidance of different quality. The former is obtained through
machine translation techniques, specifically the google-translation api. The lat-
ter is human-calibrated translation unique to our bilingual news dataset. Firstly,
it is unsurprising that models under oracle guidance yields better results than
their machine-guided counterparts, obtaining an average performance gain of
more than 2 ROUGE points in most cases (RQ.2). Secondly, both EncGuid and
DecGuid surpass the guidance-less Base model by a large margin, even with only
machine translation for guidance. Hence it is safe to conclude that bilingual guid-
ance in both encoder and decoder side is beneficial for CLS (RQ.1 ). Thirdly, it
is note-worthy that encoder side guidance is more sensitive to guidance quality,
as performance gain of oracle guidance is much larger than that of decoder. We
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speculate that under the oracle setting, the model can simply perform monolin-
gual summarization, which requires not the ability of cross-lingual transfer and
is hence easier to manage.

Compatibility of Encoder and Decoder Side Guidance. With the inde-
pendent effectiveness of bilingual guidance in encoder/decoder side being veri-
fied, we further explore the compatibility of EncGuid and DecGuid, i.e. whether
model performance can be further improved by utilizing guidance signal from
both sides (RQ.1 ). The last block of Table 2 presents ROUGE scores of BiGuid
model combining encoder and decoder side guidance. In Chinese-to-English sum-
marization, BiGuid achieves an improvement of 1.10/0.75/0.76 points on R-1/R-
2/R-L compared with the best-performing EncGuid model before. In the reverse
direction, the performance gain is 1.19/1.16/1.20 for R-1/R-2/R-L, which is a
significant improvement as well. Hence, combining guidance from both sides can
yields further improvement.

4.2 Representation Alignment Analysis
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Fig. 3. Sentence representation extracted from model trained without (a) and with (b)
the alignment loss term.

Effectiveness of Representation Alignment for CLS. Table 3 presents
model performance using different alignment loss term with 10%/30%/100%
training data. In most cases, alignment loss term elevates model performance
(RQ.3 ), with the two exceptions marked out with �. Additionally, it is observed
that different alignment strategies achieve enhancement to different extent under
different data settings. Npair alignment strategy delivers the best performance
gain under full data setting, while Squared Error is also competitive when data
size decreases. Furthermore, we visualize the representations of parallel English
and Chinese sentences using T-SNE, as in Fig. 3. It can be seen that alignment
strategy improves isomorphism of sentence representations in different languages.
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Alignment Benefits Low-Resource Settings. By comparing performance
gain of certain alignment strategy given different training data size, trend is clear
that as the data size increases, performance gain from representation alignment
will decline (RQ.4 ). Take Npair loss as an example, with 10% of training data,
this alignment strategy averagely receives 3.36 ROUGE points boost for Chinese-
to-English (Zh2En) CLS, and 0.53 ROUGE points boost for English-to-Chinese
(En2Zh) CLS, whereas with 100% of training data, the average performance
gains drop to 0.27 and 0.16 for Zh2En and En2Zh, respectively. We speculate
that representation alignment benefits low-resource settings by improving the
isomorphism of embedding space for different languages, which can also be com-
pensated through large amount of training data.

4.3 Comparison with Other Non-pretrained Models

Table 4. Comparison with baselines and previous works on En2ZhSum and
Zh2EnSum. With a simple architecture, BiGuid achieves comparable results with pre-
vious works.

Model En2ZhSum Zh2EnSum

R-1 R-2 R-L R-1 R-2 R-L

TNCLS 36.82 18.72 33.20 38.85 21.93 35.05

CLS+MT 40.23 22.32 36.59 40.25 22.57 36.21

CLS+MS 38.25 20.20 34.76 40.34 22.65 36.39

ATS-A 40.47 22.21 36.89 40.68 24.12 36.97

MAP-REC 38.12 16.76 33.86 40.97 23.20 36.96

VHM 40.98 23.07 37.12 41.36 24.64 37.15

BiGuid 41.32 22.57 37.52 41.02 22.04 36.29

In addition to the empirical analysis on our dataset, BiGuid is also applied to
previous CLS datasets En2ZhSum and Zh2EnSum [33] to examine the potential
of bilingual guidance and representation alignment in real settings. Both datasets
are constructed through round-trip translation. We adopt google-translation to
obtain parallel resources for guidance.

Table 4 presents the results of BiGuid on these two datasets, along with pre-
vious works. For fair comparison, we only compare BiGuid with no-pretrained
models. TNCLS is the baseline model adopting a vanilla transformer architec-
ture. CLS+MT and CLS+MS [33] are two multi-task strategies which simulta-
neously trains CLS with MT or MLS. ATS-A [34] is a pointer-generator network
utilizing translation patterns in CLS. MAP-REC [2] designs a multi-task frame-
work and reconstruction loss term to learn a mapping of representation between
languages. VHM [13] is a hierarchical model based on conditional variational
auto-encoder achieving states-of-the-art in non-pretrained settings.
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We find that BiGuid, though being a simple architecture, gives large improve-
ments over baselines, surpasses most of the competitive models, and achieves
comparable results with SOTA in non-pretrained settings. These impressive
results demonstrates the potential of incorporating bilingual guidance and rep-
resentation alignment in cross-lingual summarization.

5 Related Work

5.1 Cross-Lingual Summarization

Cross-lingual summarization (CLS) involves generating summaries in one lan-
guage from documents in another language. Earlier research in this area mainly
focused on pipeline methods that involve translation and summarization or sum-
marization and translation [12,17,26,27]. With the appearance of large-scale
CLS datasets [33] and the rise of sequence-to-sequence [24] training paradigm,
there has been a shift in research attention towards end-to-end CLS models,
which encompass various frameworks [28], such as multitask learning [1,2,13],
knowledge distillation [16], resource-enhanced [9,34], and pretraining [3,30]. It is
note worth that a significant portion of these work incorporate bilingual guidance
in some way. Our work provides a comprehensive analysis of how such guidance
can benefit CLS.

5.2 Cross-Lingual Transfer Learning

Cross-lingual transfer learning is a technique [19,20] that seeks to transfer knowl-
edge from a source language with abundant corpus resources to a target lan-
guage with limited corpus resources. The primary objective of this approach is
to address the performance gap [31] that exists across languages, whereby model
performance is superior for rich-resource languages, such as English, but infe-
rior for low-resource languages. This technique is especially beneficial for rapidly
transferring NLP systems to new languages.

Representation alignment is a critical strategy employed in cross-lingual
transfer learning, which involves obtaining an isomorphic representation across
various languages using parallel data. Wang et al. (2021) [29] align sentence
representations with Dual Momentum Contrast to improve results on cross lin-
gual semantic textual similarity task. By introducing new training data and new
training methods, a series of pretrained models has also been proposed, includ-
ing Unicoder [8], XLM [11], XLM-R [5], VECO [15], VECO 2.0 [32]. However,
these methods are tailored for natural lanuage understanding tasks such as NLI
and NER, and the effectiveness of Representation alignment in generation tasks
remains underexplored. Our study collects parallel language resources and pro-
vides a comprehensive analysis of representation alignment for CLS.
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6 Conclusions

In this paper, we empirically explore four research questions regarding bilingual
guidance for CLS. To this end, we design a probing model and collect a probing
dataset. Comprehensive experiments verify the effect of bilingual guidance in
both encoder and decoder sides, and substantiate the efficacy of representation
alignment for CLS. We also have some inspiring discoveries that encoder side
guidance is more sensitive to guidance quality, and that alignment greatly ben-
efits low-resource settings. Comparison with previous works further illustrates
the promising future of using bilingual guidance and representation alignment
for cross-lingual summarization.
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Abstract. Given the background passage, question and answer, Dis-
tractor Generation (DG) aims to generate several incorrect options to
confuse readers, which is an essential composition to build multiple
choice question data. Most of the existing works apply naive methods
to obtain multiple outputs with the sacrifice of the generation quality.
In this paper, we propose an end-to-end one-to-many generation struc-
ture with mixture of experts (MoE) for DG, and explore how different
data-to-expert routing strategies of MoE influence the performance of
one-to-many generation models. Concretely, the model’s encoder calcu-
lates token-level attention vectors to mark important tokens from the
source sequence, and the decoder generates multiple results with the
guidance of the local attention. Moreover, we propose a minimal loss
assignment mechanism and a stable routing strategy for diversity gen-
eration. Experimental results demonstrate that our proposed method is
able to generate multiple distractors with good interpretability, which
greatly outperforms the existing state-of-the-art DG models in quality,
and achieves satisfactory lexical and semantic diversity.

Keywords: Distractor generation · Mixture of Experts · Routing
strategy

1 Introduction

Multiple Choice Question (MCQ) data is extensively applied to reading com-
prehension assessment in the educational field, which consists of four necessary
components: passage, question, answer and several distractors. In recent years,
much work has devoted to question generation and answer extraction tasks,
while Distractor Generation (DG), which generates multiple incorrect answers
to confuse readers, is less addressed.

Compared to other text generation tasks, DG is more challenging due to the
following reasons: 1) It is more difficult to generate an incorrect content than a
correct one. 2) As a one-to-many generation task, the DG model is required to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 761–773, 2023.
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generate multiple distractors given one source passage. 3) To effectively confuse
readers, the generated sequences should be semantic-related with the passage
and question (good quality) and are different from each other (high diversity).

Table 1. The BLEU-4 scores of 3 generated distractors by HSA [6], HCA [19], HMD-
Net [12] and our proposed model.

Distractor 1 Distractor 2 Distractor 3

HSA 6.43 5.17 4.59

HCA 7.01 5.51 4.88

HMD-Net 7.66 6.37 5.33

Ours 9.52 9.12 9.59

In order to generate multiple results with one source sequence, the common
strategy of previous work is to perform an unequal generation process for dif-
ferent results with the sacrifice of generation quality. A typical method is beam-
search with Jaccard Distance [6,13,19]. These works generate multiple results
in descending likelihood with a large beam size, where the Jaccard Distance
between different outputs is set to be greater than a threshold, and then select
out top K results. This method suffers from a similar problem: with the increase
of the number of generated results, the generation quality declines sharply, as
shown in Table 1. Besides, they are lack of interpretability to show whether they
pay attention to different contents of the passage and in what way they produce
different outputs. As a result, these works just achieve lexical diversity rather
than semantic diversity [17].

Some recent works adopt Mixture of Experts (MoE) [7] to address the one-to-
many generation task [2]. As for DG, Some work [17] employs the MoE method
with a pipeline structure, which first extracts key sentences from the input pas-
sage and then produces multiple outputs with the key sentences as input. Since
there are no supervised labels for key content extraction in the dataset, empir-
ical rules with well-designed hyper-parameters are constructed to annotate key
sentences in the passage, which are highly correlated with the distribution of
training data and thus hard to be generalized in real-world applications.

In this paper, we propose a novel end-to-end Distractor Generation frame-
work with MoE (DG-MoE), and put forward modifications on both model struc-
ture and routing strategy for facilitating the generation quality and diversity
simultaneously. We refine the standard Transformer architecture with a set of
experts to improve the model’s capability of identifying diverse key information,
and present an unsupervised content selection layer to point out salient tokens
for decoder’s cross attention calculation. Besides, we propose an effective rout-
ing strategy to activate the diversity potential of MoE. Concretely, we design a
minimal loss assignment mechanism for an exclusive target-to-expert allocation,
and for the first time propose a stable routing strategy for diverse generation.
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We conduct experiments on RACE [9]. Our proposed model greatly outper-
forms the previous state-of-the-art model on the generation quality of multiple
distractors. Moreover, we leverage sufficient metrics to measure the diversity of
different outputs, and both automatic and human evaluation validate the effec-
tiveness of our new routing strategy for diverse generation.

To sum up, our contributions are as follows:

1. To cope with the one-to-many distractor generation task, we propose an end-
to-end generative structure with MoE, which is able to produce multiple
high-quality distractors and shows good interprebility.

2. We address the significance of routing strategy when applying MoE to one-to-
many generation tasks, and propose two effective routing strategies for diverse
generation. Experiments show they achieve great performance on both lexical
diversity and semantic diversity.

2 Related Work

2.1 Distractor Generation

Distractor generation is an essential part of multiple choice question genera-
tion task. Recently, some approaches introduce hierarchical end-to-end architec-
ture [6,11] with well-designed attention mechanism for DG task. Co-attention
between passages and questions is proposed to focus on the key content in the
generation process [19]. Another work [13] designs two representation reforming
modules based on gate strategies to extract key information from the questions
and passages. Following these work, we propose an end-to-end framework for
distractor generation without manual designed features and rules.

2.2 Mixture of Experts

In recent years, Mixture of Experts (MoE) [7] is widely applied in NLP for
quality enhancement [18] and inference acceleration [10]. The generative models
based on MoE are always composed of independently parameterized components
such as latent vectors [1], feed-forward layers [15], decoders [12,16] and attention
heads in Transformer architecture [18].

MoE is also intuitively suited to generate multiple results in diverse-
promoting generation tasks. A pipeline framework is proposed with a MoE based
selector layer to diversify key content selection [2] . This mechanism has already
been utilized in DG task [17]. In this paper, we integrate MoE into standard
Transformer for diverse DG generation.

3 The Proposed Framework

We use p, q, a to denote the input passage, question and answer, respectively.
MoE aims to optimize multiple experts independently in the training process
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Fig. 1. The overall structure of our proposed framework of DG-MoE.

and generate diverse results with the guidance of different experts during infer-
ence. Similar to previous MoE research [2,17], we construct K random-initialized
latent variables e as experts. Following the stochastic hard EM [4,8], each piece
of data will be allocated to one expert by the designed routing strategy in the
training process. During inference, all experts will be separately exploited to
generate K different results [16].

3.1 Model Structure

We integrate the MoE module into the original encoder-decoder structure of
Transformer, which is illustrated in Fig. 1.

MoE Enhanced Transformer Encoder. In the encoder, the source sequences
x will be converted into token-level representations through the embedding layer.
Further, an expert vector ek will be selected out to enrich the token-level embed-
ding and produce an expert-specific representation:

hi
0,k = Embedding(xi) + λe ∗ ek (1)

where hi
0,k is the representation of the i-th token integrating the k-th expert

vector and λe is a hyper-parameter.
A standard Transformer encoder is employed to encode the source sequence

and obtain the overall representation of the p-q-a triplet:

Hl,k = Encoder(H0,k) (2)
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where l is the number of encoder layers.
In order to automatically find out salient content for DG, on the top of the

encoder, we apply an extra MLP layer to derive the token-level attention:

Ak = σ([Hl,k ⊕ ek]WA + bA) (3)

Ak ∈ R
I is the attention vector associated with the k-th expert, I is the length of

the input sequence, and ⊕ denotes vector concatenation. Intuitively, tokens with
high attention scores are semantically important and should receive more focus
in the distractor generation process. In the next stage, Ak will be transmitted
to the decoder layer for localness-enhanced cross-attention calculation.

MoE Enhanced Transformer Decoder. To encourage the model to attach
importance to the salient local semantic information when generating distractors,
we design a localness-enhanced cross-attention module, which is computed as:

Attention(Q,K, V ) = (λd × softmax(Ak)

+ (1 − λd) × softmax(
QKT

√
d

))V
(4)

where Q,K are linear projections of the source representation Hl,k, and V is from
the output of the self-attention module. λd is a hyper-parameter. Take notice
that the localness-enhanced cross-attention is only applied in the last layer of
the Transformer decoder.

The LM loss will be calculated as the cross entropy loss:

LLM (k) = − 1
ld

ld∑

i=0

yilogpi,k (5)

where LLM (k) is the LM loss with the k-th expert, and ld is the length of the
reference distractor.

3.2 Routing Strategy

The routing strategy determines the data-to-expert allocating relationship in
MoE training. A proper routing strategy is able to activate the diversity potential
of the MoE model and is the key to a successful training [16]. Therefore, we
propose a novel routing strategy based on the stochastic hard EM method, which
is specially designed for one-to-many generation tasks.

Stochastic Hard EM. The hard EM routing strategy [4,8] is widely utilized
along with MoE method in various fields, which consists of E and M two steps.

E step: Given a piece of data, forward the generation process with every
expert vector without dropout, and choose the best expert ek′ with the minimal
LM loss:
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k′ = arg min
k

LLM (k) (6)

M step: Update the parameters with the chosen expert vector ek′ .

Hard EM with Minimal Loss Assignment. The hard EM method realizes
the specialization of experts. Accordingly, a particular expert will be responsible
for one training sample, and the experts are assigned independently for different
samples. As a result, when multiple target distractors with respect to one source
sequence are given, they are possibly allocated to the same expert with the hard
EM method.

Ideally, different distractors from one source sequence should be allocated to
different experts. In this way, the model encourages different experts to focus on
distinctive localness information with the same input during inference. To this
end, we modify the original hard EM strategy as follows:

E step: Given n reference distractors with respect to one source sequence,
forward the generation process for each output distractor with every expert
latent vector without dropout. Gather all the LM loss to a matrix L ∈ R

n∗K ,
where K is the number of experts and K ≥ n. Based on the loss matrix L, we
carry out the minimal weight assignment, which assigns n training samples to n
different experts with the minimum sum of LM loss.

M step: Update the parameters with the chosen expert set from E step.
We adopt the Scipy toolkit1 to implement the minimal weight assignment

between the experts and training samples.

Stable Routing Strategy. For the EM-based routing strategy, the target
expert for the same input may frequently change in different training epochs,
which is called the unstable problem in MoE [14]. A stable routing strategy has
been proved to be efficient for improving the generation quality [3], it is also
vital for generating diverse outputs according to our observation.

In this work, we propose a simple approach to reduce the fluctuation of the
routing process. We divide the training process into three steps: 1) The first stage
follows the learn-to-route paradigm, and trains the MoE model by the hard EM
with minimal loss assignment for a short period of time. This roughly trained
model will serve as a router. 2) Forward the router on the training set without
back propagation, and record the data-to-expert allocating relationship as the
fixed assignment policy. 3) Finetune the DG model from scratch and allocate
each training sample to experts with the fixed assignment policy.

3.3 Loss Function

In the MoE enhanced encoder, we present an extra layer on top of the Trans-
former encoder to calculate a token-level attention vector Ak. To further encour-

1 https://scipy.org/.

https://scipy.org/
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age each expert to focus on different parts of the source sequence, we propose a
diverse loss as follow:

LSim =
1

n(n − 1)

∑

i∈E

j �=i∑

j∈E

sim(Ai, Aj) (7)

where E is the set of selected experts for n distractors, sim(·) is the cosine
similarity. Since n distractors should be allocated to n different experts in Eq. (7),
the diverse loss will only be appended when the minimal loss assignment routing
strategy is applied.

The final loss is calculated as:

L = LLM + γLSim (8)

where γ is the weight parameter.

4 Experimental Setup

4.1 Dataset

We conduct extensive experiments on RACE [9], which is collected from the
English exams of middle and high schools in China. Previous work [6] has fil-
tered out the distractors that are not semantically related with the passage and
removed the fill-in-the-blank questions. The detailed statistics of the cleaned
RACE dataset is shown in Table 2.

Table 2. The statistics of RACE-Gao dataset, d, p, q, a refer to distractor, passage,
question, answer respectively.

# d # q-a pair # p Avg. d per q-a pair Avg. q-a pairs per p

Train 96382 44834 20157 2.15 2.22

Valid 12079 5717 2521 2.11 2.27

Test 12273 5771 2519 2.13 2.29

4.2 Comparing Methods

Hierarchical Static Attention (HSA) [6]: A hierarchical generation model
with static attention that limit the correlation of answers and distractors.

Hierarchical Co-Attention (HCA) [19]: A hierarchical generation model
with co-attention between passage and question.

EDGE [13]: An end-to-end generation framework with semantic enriching
module and representation reforming module.
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Hierarchical Multi-Decoder Network (HMD-Net) [12]: A multi-
decoder framework with an attention deviation method.

MSG-Net [17]: A pipeline generation framework with MoE method which
extracts key sentences as the guidance of generation.

Bart + Top-k/Nucleus sample [5]: A Bart-base model with Top-
k/Nucleus sampling decoding method.

Bart + Jaccard Distance: A Bart-base model that utilizes a Jaccard
distance threshold of 0.5 to select three diverse distractors, and we follow the
hyper-parameter settings of [19].

4.3 Automatic Evaluation Metrics

We apply the following metrics for automatic evaluation. BLEU, ROUGE: We
apply corpus-level BLEU-4, ROUGE-1 and ROUGE-L to measure the quality of
the generated results. BertScore: BertScore is a supplement to accuracy based
metrics and is used to measure the semantic similarity between the references
and generated results. Pairwise BLEU, Distinct: We adopt Pairwise BLEU,
Distinct-1 and Distinct-2 to measure the generation diversity.

Table 3. Experimental results on RACE dataset with 3 distractors comparing with
baselines. B4 refers to BLEU-4, R-1, R-L refer to Rouge-1, Rouge-L, BS refers to
BertScore.

Models 1-st B4 2-nd B4 3-rd B4 Avg B4 Avg R-1 Avg R-L Avg BS

HSA [6] 6.43 5.17 4.59 5.40 15.63 14.67 -

HCA [19] 7.01 5.51 4.88 5.80 16.06 15.12 -

EDGE [13] 7.57 6.27 5.70 6.51 18.66 18.27 -

HMD-Net [12] 7.66 6.37 5.33 6.45 - 24.99 -

MSG-Net [17] 8.87 8.86 8.53 8.75 - 26.39 -

Bart+Top-k 8.07 7.96 8.49 8.17 25.14 24.55 89.59

Bart+Nucleus 8.34 8.38 8.21 8.31 26.35 25.37 89.66

Bart+Jaccard 10.45 9.02 8.32 9.26 27.13 26.45 89.74

Ours 9.52 9.12 9.59 9.41 27.46 26.80 89.78

4.4 Implementation Details

We build our model based on Bart-base with HuggingFace Transformers library.
We adopt Adam optimizer and set the maximum learning rate, batch size, and
warmup step to 10−5, 20, 3000. When applying stable routing strategy, we train
the router for 3 epochs in the first stage. Then we finetune the overall model with
the fixed routing policy for 6 epochs from scratch. We set the expert number K
as 3, λe and λd as 0.1, and γ as 5.
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5 Results and Analysis

5.1 Main Results

The experimental results for generation accuracy on RACE dataset are shown in
Table 3. Our proposed model brings an obvious performance gain on the gener-
ation quality, achieving a 7.5% improvement on the average BLEU-4 compared
with the previous SOTA model MSG-Net. Another noteworthy fact is that the
traditional methods based on Jaccard Distance will incur the problem of quality
decline when the generated number increase, while our model maintains a high
level for all three different distractors (above 9.00 BLEU-4).

Table 4. Ablation study. BS refers to BertScore, PB refers to Pairwise BLEU, Dis
refers to Distinct. †: Since the diverse loss will only be appended when minimal loss
assignment routing strategy is applied, it will be removed at the same time.

Model Variants Avg B4 Avg BS PB ⇓ Dis-1 Dis-2

Our full model 9.41 89.78 19.36 69.61 82.40

- Localness-enhanced cross-attention 9.43 89.77 21.81 67.13 80.44

- Diverse loss 9.57 89.82 24.77 67.40 78.61

- Stable routing strategy 9.17 89.65 21.35 69.83 81.69

- Minimal loss assignment† 9.36 89.68 37.26 59.10 68.83

5.2 Ablation Studies

In this section, we will investigate how different model structures and routing
strategies influence the final performance of distractor generation. The results
are shown in Table 4.

For the influence of the different model structures, the localness-enhanced
cross-attention and diverse loss method both strengthen the generation diversity
with the loss of the generation quality. Our proposed methods get an appropriate
balance between these two aspects.

On the other side, we can clearly observe that both generation quality and
diversity metrics decrease when removing our proposed stable routing strategy.
On this basis, it leads to an even sharper decrease on generation diversity when
we remove the minimal assignment method.

As the stochastic hard EM may allocate different targets from one source to
the same expert, it will degenerate from target-to-expert to source-to-expert
paradigm. Moreover, the minimal assignment method with diverse loss can
enhance the semantic diversity by making experts focus on different local infor-
mation under the same input.

Interestingly, the generation diversity on the same structure performs much
differently with various strategies. Combining the results in Table 3 and Table 4,
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we could infer that the model structure provides the model with the upper bound
of diversity rather than the final capacity. In the meanwhile, it’s up to the routing
strategy that how much this upper bound can be brought into play.

5.3 Analysis on the Number of Experts

Our model is able to produce a pre-defined number of distractors with different
K. We perform experiments to verify the influence of K value on the results.

Table 5. The result in different number of generated distractors.

K Avg B4 Avg BS PB ⇓
3 9.41 89.78 19.36

4 9.34 89.77 18.69

5 8.92 89.56 17.53

When we apply the stable routing strategy in the training process, the num-
ber of valid training steps for each expert declines while the number of the
experts grows. As a result, when generating more outputs, the quality decreases
while the generation diversity increases, as shown in Table 5.

5.4 Attention Analysis

Table 6 illustrates one case about how the attention vector influences the per-
formance of our model. One of the generated distractors is quite similar to the
given answer in the sentence structure with totally different keyword. The other
two distractors are both fluent and semantic-related with the passage. What’s
more, the three generated distractors show high semantic diversity.

According to the attention heatmap of Table 6, there are two factors that
make our attention mechanism capable of improving the generation diversity.
First, there exists a clear boundary between the attention map of different
experts. Second, the generated distractors are highly semantic-consistent with
the focused contents.

5.5 Human Evaluation

We conduct human evaluation to compare our proposed model with HSA [6]
and Bart-base with Jaccard Distance method. We randomly selected 100 sam-
ples from RACE and asked three annotators to score the generated results in the
scale of [1, 5], from the following 5 aspects. Fluency: whether the generated dis-
tractor is grammatical and fluent. Relevancy: the semantic relevancy between
the generated distractor and the input p-q-a triplet. Distracting: the capability
of the generated result to confuse readers from identifying the correct answer.
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Table 6. Attention analysis when expert number is 3. Tokens in red, green and blue
respectively refer to the focused tokens with three different experts and the color bright-
ness reflects the actual attention score.

Input Question: according to barack obama, the highest praise for steve jobs is that

Input Answer: people learned about his death from his products

Reference Distractors:

his products are widely used all over the world
his products are thought to be beautiful and easy to use
people all over the world are sad at his death

Passage
have you listened to music on an ipod ? ... jobs , one founder of apple computers

, died on wedsday , october 5 , 2011 at the age of 56 . ... the macintosh , the ipod
, the iphone , the ipad . people found his products beautiful and easy to use . ... by
making computers personal and putting the internet in our pockets , he made the
information revolution not only easy to reach , but fun ... by creating products that
surprised people , he changed the way people worked and lived their everyday lives .

Generated Result with Expert 1: people learned about his life from his products

Generated Result with Expert 2: he made computers personal and put the inter-
net in our pockets

Generated Result with Expert 3: his products are beautiful and easy to use

Table 7. The human evaluation results of generated distractors on RACE.

Fluency Relevancy Distracting Diversity Difference

HSA [6] 4.45 3.91 3.19 4.24 4.42

Bart+Jaccard Distance 4.88 4.62 3.48 4.08 4.20

Our DG-MoE 4.83 4.66 3.59 4.26 4.49

Spearman 0.255 0.152 0.441 0.594 0.557

Diversity: the lexical diversity of the multiple generated results. Difference:
the semantic difference between different generated results.

The results are shown in Table 7. HSA shows obvious disadvantage in gener-
ation quality (in terms of fluency, relevancy and distracting). Jaccard Distance
method greatly underperforms on lexical diversity semantic difference. Our pro-
posed model achieves the highest scores on all metrics except fluency.

6 Conclusion

In this paper, we propose a novel generation framework for distractor genera-
tion (DG-MoE). We enhance the Transformer architecture with MoE to generate
multiple diverse hypotheses. Besides, we explore the influence of different routing
strategies when applying MoE method on one-to-many generation task, and pro-
pose two novel approaches based on the hard EM method. Experimental results
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show that our model achieves great performance on both generation quality and
diversity, and outperforms existing models on both automatic and human eval-
uation metrics. Our proposed MoE model enriched with the effective routing
strategy can be applied to other text generation tasks.
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dation of China (62076008) and the Key Project of Natural Science Foundation of
China (61936012).

References

1. Bi, S., et al.: Simple or complex? Complexity-controllable question generation with
soft templates and deep mixture of experts model. In: Moens, M., Huang, X., Spe-
cia, L., Yih, S.W. (eds.) Findings of the Association for Computational Linguistics:
EMNLP 2021, Virtual Event/Punta Cana, Dominican Republic, 16–20 November
2021, pp. 4645–4654. Association for Computational Linguistics (2021)

2. Cho, J., Seo, M.J., Hajishirzi, H.: Mixture content selection for diverse sequence
generation. In: Inui, K., Jiang, J., Ng, V., Wan, X. (eds.) Proceedings of the 2019
Conference on Empirical Methods in Natural Language Processing and the 9th
International Joint Conference on Natural Language Processing, EMNLP-IJCNLP
2019, Hong Kong, China, 3–7 November 2019, pp. 3119–3129. Association for Com-
putational Linguistics (2019)

3. Dai, D., et al.: StableMoE: stable routing strategy for mixture of experts. In: Mure-
san, S., Nakov, P., Villavicencio, A. (eds.) Proceedings of the 60th Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), ACL
2022, Dublin, Ireland, 22–27 May 2022, pp. 7085–7095. Association for Computa-
tional Linguistics (2022)

4. Dempster, A.P., Laird, N.M., Rubin, D.B.: Maximum likelihood from incomplete
data via the EM algorithm. J. Roy. Stat. Soc.: Ser. B (Methodol.) 39(1), 1–22
(1977)

5. Fan, A., Lewis, M., Dauphin, Y.: Hierarchical neural story generation. In: Proceed-
ings of the 56th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers), pp. 889–898. Association for Computational Linguistics,
Melbourne, Australia, July 2018

6. Gao, Y., Bing, L., Li, P., King, I., Lyu, M.R.: Generating distractors for reading
comprehension questions from real examinations. In: The Thirty-Third AAAI Con-
ference on Artificial Intelligence, AAAI 2019, The Thirty-First Innovative Applica-
tions of Artificial Intelligence Conference, IAAI 2019, The Ninth AAAI Symposium
on Educational Advances in Artificial Intelligence, EAAI 2019, Honolulu, Hawaii,
USA, 27 January–1 February 2019, pp. 6423–6430. AAAI Press (2019)

7. Jacobs, R.A., Jordan, M.I., Nowlan, S.J., Hinton, G.E.: Adaptive mixtures of local
experts. Neural Comput. 3(1), 79–87 (1991)

8. Kearns, M.J., Mansour, Y., Ng, A.Y.: An information-theoretic analysis of hard
and soft assignment methods for clustering. In: Jordan, M.I. (ed.) Learning in
Graphical Models, NATO ASI Series, vol. 89, pp. 495–520. Springer, Netherlands
(1998). https://doi.org/10.1007/978-94-011-5014-9 18

9. Lai, G., Xie, Q., Liu, H., Yang, Y., Hovy, E.: RACE: large-scale ReAding com-
prehension dataset from examinations. In: Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing, pp. 785–794. Association for
Computational Linguistics, Copenhagen, Denmark, September 2017

https://doi.org/10.1007/978-94-011-5014-9_18


Accurate, Diverse and Multiple Distractor Generation with MoE 773

10. Lepikhin, D., et al.: GShard: scaling giant models with conditional computation
and automatic sharding. In: 9th International Conference on Learning Represen-
tations, ICLR 2021, Virtual Event, Austria, 3–7 May 2021

11. Li, J., Luong, M., Jurafsky, D.: A hierarchical neural autoencoder for paragraphs
and documents. In: Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing of the Asian Federation of Natural Language Processing, ACL
2015, Beijing, China, 26–31 July 2015, Volume 1: Long Papers, pp. 1106–1115. The
Association for Computer Linguistics (2015)

12. Maurya, K.K., Desarkar, M.S.: Learning to distract: a hierarchical multi-decoder
network for automated generation of long distractors for multiple-choice questions
for reading comprehension. In: d’Aquin, M., Dietze, S., Hauff, C., Curry, E., Cudré-
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Abstract. Stochastic sampling methods for open-ended neural text gen-
eration severely affect the diversity and novelty of generated texts. Tra-
ditional sampling methods only prune the low-likelihood part of the pre-
dicted distribution to trade-off between the fluency and diversity of gen-
erated texts. They do not manipulate the high-likelihood part, which
leads to the likelihood trap that induces low diversity and boredom. They
also do not directly leverage that human does not always favor high-
likelihood texts. Inspired by these, we propose a novel sampling method
that rescales the high-likelihood part of the distribution with inverse
probability weighting. It increases the diversity and novelty of generated
texts by rescaling and penalizing the high-likelihood part of the predicted
distribution, and preserves the fluency by using multi-filtering truncation
on the low-likelihood part. Experimental results show that compared
with traditional methods our algorithm can significantly increase the
diversity and novelty of generated texts without sacrificing fluency.

Keywords: Text degeneration · Quality-diversity trade-off · Diversity
and novelty

1 Introduction

Open-ended neural text generation is greatly affected by decoding methods.
Counter-intuitively, traditional quality-oriented decoding methods such as beam
search, which maximizes the likelihood of decoded texts, induces the well-known
text degeneration [7,14] and likelihood trap [1,16]. As a result, many works have
focused on stochastic sampling method such as top-k sampling [4,8] or nucleus
sampling (top-p sampling, [7]). These methods prune the low-likelihood part
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of the language model’s predicted distribution to trade-off between fluency and
diversity. Recent works [3,11,16] reveal that these methods achieve on-par perfor-
mance regarding their quality-diversity trade-off feature, i.e., improving the same
amount of diversity costs equal amount of fluency. Still, there exist undiscovered
properties to understand better the relationship between stochastic sampling
algorithms and open-ended neural text generation [11].

The high-likelihood part (“head”) of the distribution is rescaled
by inverse probability weighting.

Closer to human judgement curve

(a) Illustration of our algorithm. (b)

Fig. 1. (a) The high-likelihood part of the language model’s predicted distribution on
each sampling step is rescaled by inverse probability weighting to penalize the high-
likelihood words. (b) The achieved trade-off curve of our method is considerably closer
to the human-level point than all baseline methods.

We note that none of the traditional sampling algorithms have directly
manipulated the high-likelihood part of the distribution since high-likelihood
words are always considered to be “trustworthy”. Essentially, the observed
quality-likelihood curve by human judgment is inversely proportional to the
likelihood in the high-likelihood area [16], which confirms the intuition that
human does not always favor high-likelihood words [7,14]. Inspired by these,
we propose the interquartile range inverse probability (IQR-IP) sampling algo-
rithm. It increases the diversity by rescaling and penalizing the high-likelihood
part of the predicted distribution with inverse probability weighting, and pre-
serves the fluency by using multi-filtering truncation on the low-likelihood. The
rescaled distribution will achieve a closer resemblance to the quality-likelihood
curve (such as the human judgment of Fig. 1 by [16]), as is illustrated in Fig. 1a.
Empirical results show that our algorithm achieves significantly better trade-
off behavior than baseline methods (illustrated in Fig. 1b). Human evaluation
results also suggest that our method can increase the novelty of generated text
without corrupting the fluency.

2 The Likelihood Trap

2.1 Trapped Trajectory Induced by the High-Likelihood

We study the likelihood trap and the low-diversity/novelty issue in open-ended
generation cases. Since the sampling process is stochastic, it is necessary to gen-
erate a sufficiently large number of samples for a concerned input prompt to



776 X. Zhang et al.

Fig. 2. The trajectory of predicted likelihood (“o” marker) and predicted distribution
(heatmap box beside each marker in “word-likelihood” format, with the sampled word
marked by “*”) for the first three repetition loops.

Fig. 3. Trajectories of repetitive words extracted from samples that contain repetition
loops. Repetitive words that appear more than 30 times are extracted and aligned to
form their trajectories.

obtain statistically significant results. In order to create a feasible setting, we
simply choose a fixed prompt as “She walks in beauty” (from Lord Byron’s
poetry) to set a high-novelty reference, and generate 5,000 continuations for
200 tokens to observe the generation trajectory. We use GPT-2 Small [12] with
nucleus sampling (p = 0.95). To detect trapped repetitions on the generated pas-
sages, we adopt the n-gram entropy metric [5,13,17] by calculating the entropy
of n-gram distribution in a fixed-length token window. Empirically, we found
that the entropy threshold of 2.0 for unigram on 200-length token windows is
good enough to filter repetition. We present a generated continuation that con-
tains infinite loops of the prompt, in which case the generation process gets
“stuck” in repeating the input prompt. The likelihood trajectory of first 3 loops
is presented in Fig. 2. We report the following observations.

– Repetitive words always have high likelihood and high rank in the predicted
distribution (see “*” labeled words in each heatmap box in Fig. 2).

– Repetition tendency grows stronger when more loops occur (due to a few
sampling steps that happen to pick repetitive token in non-extreme distribu-
tion, e.g., in Loop #2), as the flat distribution in Loop #1 (e.g., “She” and
“walks”) gradually becomes peaked distribution in Loop #3, and peaked dis-
tribution in Loop #1 (e.g., “in” and “beauty”) becomes extreme distribution
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in Loop #3, which reciprocally contributes to stronger repetition pattern in
the context.

– The predicted distribution got stuck in extreme distribution that assigns
almost all probability mass for repetitive words (e.g., “in” and “beauty” in
Loop #3).

To further verify these phenomena, we extract and align the trajectories of
each repetitive word that occurs more than 30 times in the context from all gen-
erated passages to observe its overall trajectory. Figure 3 presents the trajectories
of likelihood, rank in predicted distribution, and entropy of predicted distribu-
tion, where x axis is the number of the appearance of repetitive words. After a
few appearances of repetitive words, the predicted distribution will quickly get
stuck in extreme distribution where predicted probability approaches 1, rank
approaches 1, and entropy approaches 0, rendering infinite repetition loops. The
undesired behavior of high-likelihood words on the predicted distribution induces
the likelihood trap and leads the model to exhibit repetition behavior.

2.2 Improving Diversity by Penalizing the High-Likelihood

Fig. 4. Illustration of the high-likelihood
on the flat distribution.

We present a detailed observation of
the high-likelihood words in Fig. 4,
which shows the first sampling step of
Loop #1 from Fig. 2 (the context was
“She walks in beauty.”). Besides “She”
that has the highest predicted like-
lihood, lower-likelihood words (“\n”,
“He”, “I”, “The”, ...) are also rea-
sonable. If we rescale the distribution
and emphasize these lower-likelihood
words to improve the diversity and
novelty, the fluency of generated passage will not be compromised. Besides, it is
proven beneficial to increase generation diversity by emphasizing less probable
words during training [14]. Furthermore, human judgment exhibits an inverse
correlation to the likelihood in the high-likelihood part (Fig. 1, [16]). Inspired by
these, we adopt the inverse probability weighting method that is commonly seen
in causal inference (see Chapter 2, [6]). We first identify a small subset of high-
likelihood words that contains all reasonable choices (such as in Fig. 4). Then
adopt inverse probability weighting to rescale the distribution of the “head” and
penalize the high-likelihood, as is illustrated in Fig. 1a.

3 Interquartile Range Inverse Probability Sampling
Algorithm

3.1 Fine-Grained Filtering on the Low-Likelihood

The primary difficulty in identifying the high-likelihood “head” to rescale is the
variation of the shape of the predicted distribution, i.e., the discrepancy between
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the flat distribution and the peaked distribution [7]. Intuitively, the interquartile
range (IQR) can adapt to such variation since it is based on quantile. Further-
more, we also need to leverage the traditional filtering methods, which truncate
low-likelihood words to preserve fluency and ensure that reliable words are kept
to calculate IQR. As a result, we propose to perform fine-grained filtering on the
low likelihood.

Let pLM (xt|x1:t−1) denote the auto-regressive language model’s predicted
probability of word xt from vocabulary V given its context x1:t−1 on time step
t [2]. All the following manipulations are conducted across all possible t. For
simplicity, we directly use p(x) to represent pLM (xt|x1:t−1). We propose to jointly
filter an initial subset Vfil out of V using top-k filtering (with parameter k) and
nucleus filtering (with parameter p).

Vfil = top-k(V ) ∩ nucleus-p(V ). (1)

Let pfil(x) denote the normalized distribution on Vfil. We propose to cal-
culate IQR of pfil(x), that is, calculate 75% percentile of pfil(x) as Q3, 25%
percentile as Q1, let IQR = Q3 −Q1 (all scalar), and divide Vfil into subsets by
using likelihood threshold determined by IQR as follows.

V V eryHigh : pfil(x) ≥ Q3 + ρ × IQR

V High : Q3 + ρ × IQR > pfil(x) ≥ Q3

V Medium : Q3 > pfil(x) ≥ Q1

V Low : Q1 > pfil(x) ≥ Q1 − ρ × IQR

, (2)

pinv(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(
∑

x∈V V eryHigh

p′
fil(x)

)

× p′
fil(x)−1

∑
x∈V V eryHigh p′

fil(x)−1 , ∀x ∈ V V eryHigh

p′
fil(x), otherwise

.

(3)
where ρ is the hyperparameter for IQR coefficient with the typical value being
1.5. The division is illustrated in Fig. 5. Considering the outlier-identifying nature
of IQR, V V eryHigh can be regarded as the “head” part that we need to rescale,
which we expect that the likelihood of the least probable word in V V eryHigh is
still “high enough” to be reasonable choices (Fig. 5a). Since IQR is based on the
quantile, V V eryHigh will be singleton on peaked distribution with low entropy
(Fig. 5b). In that case, manipulating and redistributing the probability mass of
V V eryHigh does not have any effect. It will not corrupt peaked distribution cases
with “unquestionably right” words.

We also consider a particular case of distribution. Figure 6a presents an exam-
ple of peaked distribution with more than one peak value. A small value of p
for nucleus sampling will miss the second peak, while a large value of p will let
in low-likelihood words that are out of scale with peak values. We note that it
can be resolved by considering the scale constraint of likelihood. Concretely, we
propose a novel filtering method by defining a scale threshold as the fraction of
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Q3+ρ IQR

Q3

Q1

head (non-singleton)

(a) Flat distribution case.

Q3+ρ IQR

Q3

Q1

head (singleton)

(b) Peaked distribution case.

Fig. 5. Illustration of IQR subset division.

doohilekiL

0.49 0.45

0.0054

0.0024
0.0016 0.0016 0.0016

0.0012 0.0011
0.0008

Peaked distribution with more than 
one peak values

“Tail” that is out of scale with peak values.

(a) Multi-peak distribution.

Vn
Case 1. Drop Medium and Low.

Vn Case 2. Drop V n below.

(b) Adaptive pruning from Equation 5

Fig. 6. Illustration of Top1CTRL filtering.

the maximum likelihood of the predicted distribution. We name it as the “Top-1
Controlled” (Top1CTRL) filtering with parameter n as follows.

V n =
{
x | p(x) ≥ max p(x)/n, x ∈ V

}
. (4)

V ′
fil =

{
V V eryHigh ∪ V High, if V n ⊆ (

V V eryHigh ∪ V High
)

(Case 1)
Vfil ∩ V n, otherwise (Case 2)

.

(5)
Note that a small value of n might over-prune the vocabulary and harm

the diversity. As a result, we propose to use V n to prune Vfil in a fine-grained
manner, as is described in Eq. 5 and Fig. 6b. Case 1 ensures that V n does not
over-prune words categorized as “Very High” or “High” since they are identified
by IQR and are likely to contain reasonable words. Case 2 describes other cases
where V n directly truncates Vfil and works jointly with nucleus filtering and
top-k filtering. The pruned set is denoted by V ′

fil. Empirically, n can be set to a
fixed value of 100 to achieve good performance.

3.2 Inverse Probability Weighting on the High-Likelihood

With V ′
fil acquired, we propose to redistribute the probability mass for each

word in V V eryHigh (i.e., the “head”) proportionally to its inverse probability
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while keeping the sum of probability mass in V V eryHigh constant. Let p′
fil(x)

denote the normalized distribution on V ′
fil. The transformation on V V eryHigh is

described in Eq. 3 and Fig. 1a, where pinv(x) denotes the rescaled distribution.
Finally, the sampling is performed with pinv(x). We refer to the above algo-

rithm as the interquartile range inverse probability (IQR-IP) sampling algorithm.
The main features of our algorithm are as follows.

A. We use fine-grained truncation on low-likelihood “tail” with 3 parameters
(p, k, and n). It aims to control the “tails” to preserve fluency and guarantee
the correct identification of the “head”. Empirically, these parameters can
be fixed around the reference point to achieve good performance.

B. The distribution of the high-likelihood “head” identified by IQR is rescaled
by inverse probability weighting using Eq. 3. It aims to improve diversity
by penalizing the high-likelihood words, resembling the quality-likelihood
curve of human judgment.

4 Empirical Results

The primary characteristic of our algorithm is to break the monotonicity of the
predicted distribution. This is a very risky manipulation, since filtering methods
that violate the entropy reduction property or slope preservation property will
result in drastic performance degradation on the quality-diversity plane [11],
i.e., despite huge diversity gain, the fluency might be dramatically decreased
and sacrificed. As a result, we seek to compare with the monotonicity-keeping
baseline method regarding the quality-diversity trade-off feature to unearth the
property of our method. We choose the most widely adopted golden methods,
i.e., the nucleus sampling, top-k sampling, and temperature sampling as baseline
methods, which all preserve the monotonicity of the predicted distribution. For
generation, we use the pre-trained GPT-2 XL model released by [15] (without
any fine-tuning). To guarantee reproducibility, we adopt the settings in Sect. 2.1
to use a single and sharing prompt with a high novelty reference, and generate
5,000 continuations per hyperparameter per sampling method for the prompt.
We consider the following automatic metrics.

Fluency. We calculate the averaged perplexity (PPL) of the generated texts
[1,7,9] to reflect fluency. Note that the metric does not equal quality since
low-perplexity texts might be repetitive and boring, while high-perplexity texts
might be unreasonable. Like most existing works, we compare the metric w.r.t
the human-level metric.

Diversity. We calculate the Zipf coefficient [19], a linguistic feature that reflects
the sloping tendency of word frequency distribution on a corpus. We also cal-
culate the Self-BLEU (4 and 5) score [18] that reflects the overlapping between
different generated samples. We then calculate n-gram entropy [17] that reflects
the diversity of n-gram distribution and repetition tendency.
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Fig. 7. Empirical results for the generated texts. The human-level Zipf coefficient and
self-BLEU scores are from [7]. The human-level 3-gram entropy are computed on the
training dataset of WikiText-103 by [10].

The main results are shown in Fig. 1b. Clearly, although our algorithm does
violate all three properties by [11], it counter-intuitively achieves better quality-
diversity trade-off performance. The trade-off curve of our method is consider-
ably closer to the human-level point than all baseline methods. To provide more
details, we present the metric variation by tuning hyperparameters in Fig. 7.
Results for the fluency metric show that our algorithm achieves human-level
PPL with more strictly filtered vocabulary. As is shown in Fig. 7b, our algorithm
can fit identical Zipf coefficient to human-level metric, while traditional sampling
methods can’t. It indicates that the rescaling transformation of our algorithm
renders flatter and less concentrated distribution of words, which is closer to
the human-level metric and unable to achieve by traditional sampling methods.
Furthermore, the self-BLEU scores achieved by our algorithm decrease signifi-
cantly faster than traditional methods, which indicates great diversity gain. Note
that it can achieve almost the same score with “pure sampling” (near nucleus
sampling with p = 0.999, temperature sampling with t = 1.0), representing the
upper bound of diversity for traditional methods. It suggests that the diver-
sity boundary of traditional methods is limited, while our method effectively
expands the diversity boundary. Similarly, results for 3-gram entropy show that
the entropy metric of our algorithm grows faster and achieves the human-level
metric with less “tail”. These results reveal that our algorithm achieves human-
level diversity metrics by truncating more “tails” than traditional methods and
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compensating the diversity loss by rescaling the high-likelihood, which results in
higher diversity than traditional methods.

5 Human Evaluation

Fig. 8. Illustration of the quality variation
of generated texts.

It is noteworthy that the quality of
generated texts can be highly vari-
able. With a fixed sampling parame-
ter, the generated texts yield a distri-
bution of PPL with variational fluency,
as is shown in Fig. 8. Directly pick-
ing and evaluating these texts could
be unfair, since one sampling method
per parameter could have picked a bad
result with low fluency, while another
one with high fluency. Also, the dis-
tributional feature demands a large
number of samples that sufficiently
cover and represent the distribution
to achieve meaningful results, which
requires an extremely high monetary
cost. To address these issues, we pro-
pose an on-equal-footing fluency eval-
uation paradigm. To cancel the impact
of quality variation, we propose to use
pre-defined PPL filters (colored in red
vertical lines in Fig. 8) to collect gen-
erated texts with PPL around these
filters (PPL ±0.5 on each level) for
all sampling parameters in a post-
decoding manner. In that case, the collected texts can be viewed to be equally
fluent on each level for human evaluation, regardless of their sampling parame-
ters.

We set five pre-defined targets of PPL and collect the generated texts near
these targets from all hyperparameter configurations for all sampling algorithms
in a post-decoding manner. In that case, we can collect an equal number of
texts per PPL level per method, measured to be similarly fluent on each level
without traversing the distribution of PPL to perform a fair comparison. We
then decompose the quality (overall) metric into the fluency metric and the
novelty metric for human evaluation since high-likelihood texts with low quality
are expected to be still fluent but boring. Following common paradigm [9,11,16],
we use Amazon Mechanical Turk (MTurk) for human evaluation.

Results are shown in Table 1, which indicates that our algorithm achieves
both higher fluency and novelty than traditional methods. We present gener-
ated samples with PPL near the reference text in Table 2. Under the same PPL
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Table 1. Automatic metrics and corresponding human evaluation results. The metrics
are averaged on generated texts from all fluency levels in Fig. 8 per sampling method.
Abbreviations include self-BLEU 4/5 (SB-4/5), Zipf coefficient (ZC), 3-gram entropy
(Ent-3), fluency (F), novelty (N) and overall (O).

Method SB-4 ↓ SB-5 ↓ ZC ↓ Ent-3 ↑ F ↑ N ↑ O ↑
Nucleus 0.31 0.18 1.49 5.24 3.70 3.59 3.65

Top-k 0.30 0.17 1.39 5.24 3.79 3.49 3.64

Temperature 0.32 0.19 1.60 5.23 3.74 3.53 3.64

IQR-IP (ours) 0.31 0.18 1.19 5.25 3.83 3.67 3.75

Table 2. Generated examples that are on the same fluency level (with PPL near the
reference passage, and can be viewed as similarly fluent).

Human,
PPL

=28.25

She walks in beauty, like the night \n Of cloudless climes and starry skies; \nAnd all that’s best of dark and bright \n Meet 
in her aspect and her eyes; \n Thus mellowed to that tender light \n Which heaven to gaudy day denies. \n One shade the 
more, one ray the less, \n Had half impair'd the nameless grace  \n Which waves in every raven tress, \n Or softly 
lightens o'er her face; \n Where thoughts serenely sweet express \n How pure, how dear their dwelling-place. (…)

Nucleus
p=0.9,
PPL

=28.22

She walks in beauty and strength and dresses all in white. Though her face may be so dry, it has not failed her either." \n At 
10:30 p.m. Jack out in the deep blue area, pursued by shadow. \n B: You know this has been the same thing going on since 
the Lord was slain. His face always looks so brittle and breakable. He's so magnificent, like a hurricane of sorts; like glass and
everything breaking into fragments around him. Still, I keep hoping to see his face, (…)

Top-k
k=200,

PPL
=28.32

She walks in beauty though she seems to bear a burden. \n\n Empire has no great enthusiasm for anything, but whenever 
our people wish to change their country's system, there is no rest for the wicked. So shall we then, being guilty of an error,
even though it be wrong? We shall not then be blamed; there is no shame in what we try to do. These are all the laws that we 
invented by ourselves. From the beginning they proceeded independently. (…)

Temp.
t=1.0,
PPL

=28.11

She walks in beauty. "Love," some old man says, "Belongs to two constant as those two stars." Beautiful diagonal line. So 
beautiful, the trees try to straighten it. "Wait a second," Peter says. "Is this exactly the last one?" For an example, let's suppose 
it's the last blue smoke. "Our Remains," Peter says. "How in the Hell's name is that supposed to be a song, though . . . " Won't
this just be boring, you ask. Sure, says Peter, (…)

IQR-IP
p=0.8, 
k=640,

PPL
=28.27
(ours)

She walks in beauty through all things good, as though a prince in the bloom of youth were ever born in any city. For this I 
would never forget the time I had spent with her, when we went through this temple. The perfume, the beautiful woman, the 
silence, the strange shadows, the pleasant voice, the flower of every description, were like those which now from her new cell
perfume the fair shrine of Venus." \n And his memory fades into sleep, for at this very moment Venus rises from her silent 
chamber. The Roman fable has the goddess emerging from her palace in an instant from the black night of death. When the 
men are searching for her she rises from her throne, where the eyes of Death watch her silently, to welcome them. And from 
her presence a tumult is born, a struggle in darkness, a terrible din, of discordant cries. For this reason it was always sung, that 
if any were in a black room they should hear the shrill sound

level, traditional methods favor creating comparatively plain and narrative texts,
while our algorithm favors creating novel and surprising texts. We relate these
results to automatic results of diversity metrics by aggregating the filtered pas-
sages from all PPL levels per sampling algorithm to report their overall diversity
metrics in Table 1. They show that under the on-equal-footing fluency paradigm,
all methods are on par with each other regarding self-BLEU and 3-gram entropy.
However, our method achieves a significantly lower Zipf coefficient, which con-
firms previous results. It reveals the nature of our method. Compared to tradi-
tional methods, our method dramatically flattens the word distribution of the
generated texts (with a lower Zipf coefficient) by penalizing the high-likelihood
words, which achieve similar fluency but exhibit higher diversity and novelty.
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6 Conclusion

We propose the interquartile range inverse probability (IQR-IP) sampling algo-
rithm for neural text generation. It rescales the high-likelihood part of the
predicted distribution with inverse probability weighting, and conducts multi-
filtering truncation on the low-likelihood part. Results show that our algorithm
can significantly increase the diversity and novelty of the generated texts without
corrupting the fluency.
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Abstract. While dialogue state tracking by generation-based approa-
ches allows for better scalability and generalization, they suffer from two
major limitations. First, most generation-based models adopt a multi-
task learning framework that may cause gradient conflicts and low train-
ing efficiency. Second, since the dialogue state of the previous turn is
usually taken as an input for the current turn, there exists inconsis-
tency between training and inference, which is identified as turn-level
exposure bias. To address the first limitation, we propose the idea of
state-transition sequence and transform multi-task learning into a sin-
gle generation task. To alleviate turn-level exposure bias, we propose a
slot-perturb strategy to reduce the over-reliance on the previous dialogue
state. Experimental results show that our method achieves a new state
of the art on the MultiWOZ 2.4 dataset and performs competitively
on MultiWOZ 2.1. Besides, we demonstrate that the unified generation
framework with slot-perturb improves the convergence speed and relieves
error accumulation.

Keywords: Dialogue state tracking · task-oriented dialogue (TOD)

1 Introduction

Task-oriented dialogue (TOD) systems aim to accomplish various tasks such as
attraction recommendation, hotel booking and travel planning through natu-
ral language conversations with human users [2]. One of the essential tasks in
pipeline TOD systems is dialogue state tracking (DST), the goal of which is to
predict user intentions at each turn of conversation and keep track of them during
the whole dialogue. The dialogue state can be used to retrieve necessary entity
information from external knowledge bases for the systems to generate appropri-
ate responses. Typically, the dialogue state is defined as a set of <domain-slot,
value> pairs (e.g., <hotel-area, north>) [1]. In Fig. 1, we present an example of
dialogue state and the DST task.
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Fig. 1. Dialogue state tracking by our approach. Words in red/blue represent new
values that appear at the current turn. (Color figure online)

Most traditional DST methods follow the classification paradigm [10,22],
which tries to select a candidate value in the pre-defined ontology to complete the
task. However, these methods have inherent limitations. First, it is impossible
to predict the values that are not included in the ontology at inference time.
Second, to predict the current dialogue state, these methods have to go over all
slot-value candidates at every turn, which is inefficient [8]. More importantly, the
ontology often changes dynamically in real-life scenarios, meaning that a fixed
ontology is not flexible and adaptive [7].

To tackle these issues, generation-based approaches treat DST as a sequence
generation task, where the value of each slot is modeled as the target sequence
to be generated [18]. When generating a value sequence, these models output
the distribution of each token over vocabulary without pre-defining the ontol-
ogy. Thus, unseen values can be handled at inference time, allowing for greater
flexibility and scalability.

Most existing generation-based DST models adopt multi-task learning, i.e.,
jointly training a slot classifier and a value generator [8,18,21]. However, such an
approach may lead to sub-optimal network weights when the sub-task gradients
conflict or are dominated by one of the tasks [16]. To address this issue, we pro-
pose the idea of state-transition sequence to model both slot classification and
value generation in a unified generation framework. As shown in Fig. 1, for each
slot the model only needs to generate a state-transition sequence without per-
forming slot classification, thus transforming multi-task learning into single-task
learning and eliminating potential gradient conflicts. Moreover, the generator is
expected to be enhanced in this unified framework.

Moreover, the dialogue state of the previous turn is usually used to repre-
sent the dialogue history when constructing the input sequence, which not only
abandons non-immediate information [23] but also provides direct and compact
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representation for the models [8]. While the training phase uses the ground truth
slot values, the inference phase uses the generated slot values, leading to a dis-
crepancy between training and inference which we call turn-level exposure bias.
As the number of dialogue turns increases, errors inevitably accumulate. To alle-
viate this problem, we propose the slot-perturb strategy, which aims to train the
model by stimulating the condition it will face at inference time. Firstly, we
define a probability p to decide whether to perturb the previous dialogue state,
which increases linearly as the dialogue turns grow. Secondly, we choose a set of
slots in the previous dialogue state based on two rules. Thirdly, we apply two
types of perturbation to replace the values of the chosen slots.

We evaluate the proposed model on two large-scale datasets, MultiWOZ 2.4
and MultiWOZ 2.1. Experimental results show that this model achieves state-of-
the-art performance on MultiWOZ 2.4 and competitive performance on Multi-
WOZ 2.1. Moreover, we demonstrate that our unified generation approach elim-
inates gradient conflicts and boosts the convergence speed. Finally, we conduct
an in-depth analysis of the slot-perturb strategy and illustrate that it mitigates
turn-level exposure bias.

2 Related Work

2.1 Dialog State Tracking

Traditional approaches to DST are mostly classification-based [10,17,22], which
predict slot values in a pre-defined ontology. Nevertheless, the requirement of a
fixed ontology could be unavailable in some scenarios. To overcome this problem,
various generative approaches are studied. Wu et al. [18] employ a bidirectional
GRU to encode the dialogue history and a copy-based GRU to decode the value of
each slot. Kim et al. [8] take the dialogue state of the previous turn and dialogue
history as input to a BERT encoder and employ a copy-based GRU as the
decoder. These approaches generally decompose DST into two sub-tasks, which
may result in sub-optimal network weights as gradients conflict [16]. Zeng et al.
[21] try to solve this problem by jointly optimizing state operation prediction
and value generation, yet they still model DST as two sub-tasks.

The above approaches can be improved by using large-scale dialogue data
to pre-train the models [11,12,15]. Mehri et al. [11] fine-tune a BERT model
on a large open-domain dialogue corpus to better model dialogues. Peng et al.
[12] model DST using a Transformer-based auto-regressive language model and
pre-train it on heterogeneous dialogue data. Su et al. [15] propose a multi-task
pre-training strategy on heterogeneous dialogue corpora. Unlike them, our model
does not rely on extra data for pre-training but only utilizes the previous dialogue
state and the dialogue history.

2.2 Exposure Bias

The dialogue state of the previous turn can be used as a direct and compact
representation of the dialogue history [8]. However, the input dialogue state
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could be incorrect at inference time, which brings a gap between training and
inference. We follow the notion of exposure bias in text generation and identify
this problem as turn-level exposure bias in DST. Exposure bias [13] has been
widely studied in language generation. Schmidt et al. [14] attribute it to the
generalization gap caused by distribution and domain shift.

3 Methodology

Figure 2 shows the architecture of our model. We first introduce the settings and
then introduce our model and the slot-perturb strategy to alleviate turn-level
exposure bias.

Fig. 2. The architecture of our unified generation model for DST. This figure shows
how to generate a state-transition sequence for the first slot. A slot-perturb strategy
is applied to Bt−1 to alleviate the turn-level exposure bias issue.

3.1 Problem Setting

Dialogue State Tracking. Let Dt = {Rt, Ut} represents the conversation
between system and user at turn t, where Rt denotes the system response and
Ut denotes the user utterance of this turn. We use Bt = {(Sj , V j

t )|1 ≤ j ≤ J}
to denote the dialogue state for turn t, where Sj and V j

t are the j-th domain-
slot and value, respectively, and J is the total number of domain-slots. For
simplicity, we occasionally use slot to represent domain-slot throughout this
paper. Following [8], we only use {(Dt−1, Bt−1),Dt} to represent the dialogue
context. Two special values [NULL] and [DONTCARE] are defined, which means
the slot has null value and the user does not care what the corresponding value
is, respectively.

State-Transition Sequence. We model DST as a sequence generation task,
in which a state-transition sequence Y j

t is defined to describe the change of
the value of slot Sj between two adjacent turns t − 1 and t. Specifically, given
the values of V j

t and V j
t−1 for slot Sj from two adjacent turns, we define the

state-transition sequence Y j
t as:
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Y j
t =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[CarryOver] ⊕ [EOS], if CO
[Delete] ⊕ [EOS], if DEL
[Dontcare] ⊕ [EOS], if DC
V j
t ⊕ [EOS], if UPD

(1)

where [EOS] is a special token used to mark the end of the state-transition
sequence, and ⊕ is used to denote the concatenation of two sequences. CO, DEL,
DC, and UPD are four operations to be defined in the following paragraphs.

Operations. We define the above four operations, namely, update (UPD),
delete (DEL), don’t care (DC ) and carryover (CO), for slot values between
two adjacent turns:

UPD → V j
t �= V j

t−1 (2)

DEL → V j
t = [NULL] & V j

t−1 �= [NULL] (3)

DC → V j
t = [DONTCARE] (4)

CO → V j
t = V j

t−1 (5)

At inference time, a state-transition sequence Y j
t = [yj,1

t , yj,2
t , ..., yj,N

t ] is
firstly generated for slot Sj at turn t, where yj,1

t represents the first token of
Y j
t , and yj,N

t is the [EOS] token. Then, we recover the value V j
t for this slot

according to Y j
t and V j

t−1.

V j
t =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

V j
t−1, if yj,1

t = [CarryOver]
[NULL], if yj,1

t = [Delete]
[DONTCARE], if yj,1

t = [Dontcare]
[yj,1

t , ..., yj,N−1
t ], otherwise

(6)

The idea of state-transition sequence is inspired by the observation that the
dialogue state only changes slightly between two adjacent turns. Therefore, com-
paring to the approach of generating a sequence of real slot values, the above
approach simplifies the task as most of the tokens can be selected from [Car-
ryOver], [Delete] and [Dontcare]. Then, the new dialogue state can be derived
from state-transition sequences easily.

3.2 Context Encoder

We first obtain a sequence D̂t = Rt⊕ ;⊕Ut⊕ [SEP] to represent conversation Dt,
where ; is a special token marking the demarcation of two sequences and [SEP]
marks the end of this sequence. Similarly, we represent the dialogue state Bt of
turn t by a sequence B̂t = B1

t ⊕B2
t ⊕ ...⊕BJ

t , where Bj
t = [SLOT]⊕Sj ⊕−⊕V j

t

denotes the j-th slot-value pair of this turn, in which [SLOT] is used to mark
the start of a new <domain-slot, value> pair and − is a special token to connect
Sj and V j

t . The encoder of our model is a pre-trained BERT [4], whose input is
the concatenation of D̂t−1, D̂t and B̂t−1:

Xt = [CLS] ⊕ D̂t−1 ⊕ D̂t ⊕ B̂t−1, (7)
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where [CLS] is a special token used to identify the beginning of the input
sequence.

The output of this encoder is represented as Ht ∈ R
|Xt|×d, where |Xt| denotes

the length of Xt and d is the dimension of hidden states. Additionally, we use
h
[SLOT]j

t ∈ R
d in Ht to represent the hidden state of the j-th [SLOT] token at

turn t, which incorporates necessary contextual information.

3.3 The Generator

We employ a decoder of two Transformer layers as the generator to auto-
regressively generate a state-transition sequence for each slot. For the j-th slot
at turn t, the generator is initialized with ej,0t = h

[SLOT]j

t and recurrently out-
puts the hidden state gj,kt at the k-th decoding step by feeding the embeddings
{ej,it }k−1

i=0 until the [EOS] token is decoded. Here, ej,it is the combination of word
and position embeddings of token yj,i

t :

ej,it = Emb(yj,i
t ) + Pos(yj,i

t ), (8)

gj,kt = Decoder(Ht, {ej,it }k−1
i=0 ), (9)

where Emb(·) and Pos(·) are the token and position embedding functions, respec-
tively, and Decoder(·) denotes the decoder. Note that the word and position
embedding matrices of the decoder are shared with the encoder.

Then, gj,kt is converted into a probability distribution over vocabulary to
predict the k-th token:

P j,k
t = softmax(Wgj,kt ), (10)

where W ∈ R
L×d is a linear transformation matrix that is shared with the word

embedding matrix of the encoder and L is the size of the vocabulary.

3.4 Turn-Level Exposure Bias

We seek to alleviate the turn-level exposure bias problem by presenting a slot-
perturb strategy. As shown in Fig. 3, the general idea is to train the model in
simulated situations that might arise at inference time, so that we can reduce
the gap between training and inference. Specifically, we divide this strategy into
three steps.

Turn-Select. We set a probability p to decide whether to perturb the last
dialogue state Bt−1 in the current input. We use the perturbed dialogue state
B∗

t−1 to replace Bt−1. Moreover, the problem of incorrect predictions in DST
typically becomes severe as the number of dialogue turns increases. To take this
fact into account, we allow p to increase linearly with the number of dialogue
turns:

p =

{
αT, αT < 1
1, otherwise,

(11)
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where α is a factor to determine the increase rate of perturbation and T is
the number of dialogue turns.

Slot-Select. We apply two principles to select potential slots. First, the slots
whose values could be inferred from the dialogue history are selected since the
model either samples from the previous dialogue states or the dialogue history to
extract the current dialogue states. If the previous dialogue states are modified
by slot perturbation, the correct value must be able to be inferred from dialogue
history. Second, the slots whose values will not be updated at the current turn
are selected, expecting the model to focus on the information in the dialogue
history to correct the wrong values in previous dialogue states.

We denote the overall slot-select operation as:

S∗
t−1 = SLOT SEL({Sj}Jj=1), (12)

where S∗
t−1 is the final set of selected slots. Then, we perturb the values of slots

in S∗
t−1 as follows.

Value-Replace. For each slot in S∗
t−1 at the t-th turn, we apply two types of

perturbations to change its value from V j
t−1 to V ∗j

t−1. First, we can replace V j
t−1

with a randomly sampled value from the candidate values of this slot to force
the sampled value to be different from the current one, which simulates incorrect
value generation. Second, we can replace V j

t−1 with a special token [NULL] to
simulate undergeneration. For each slot in S∗

t−1, we apply either of the two types
of perturbations with the same probability.

Fig. 3. The framework of our slot-perturb strategy.

3.5 Objective

For each turn of conversation, we employ standard cross-entropy to calculate the
loss of the predicted dialogue state:

L = − 1
J × K

J∑

j=1

K∑

k=1

(yj,k
label,t)

T log P j,k
t

where J is the total number of slots and K is the length of a generated state-
transition sequence. Moreover, yj,k

label,t is the one-hot vector of the k-th ground
truth token for the j-th slot.
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4 Experiments

In this section, we introduce the evaluation details of our generation model,
namely TransDST.

Datasets. We evaluate TransDST on MultiWOZ 2.1 [5] and MultiWOZ 2.4 [19].
Since MultiWOZ 2.1 suffers from incorrect and inconsistent annotations in the
validation and test sets [22], MultiWOZ 2.4 was released to fix these errors. We
follow the preprocessing strategy of [18]1. Following previous work [18], we only
use five domains (restaurant, hotel, attraction, taxi, and train) in our experiments
because the domains of hospital and police are not included in the validation and
test sets.

Training. We use BERT-base-uncased and BERT-large-uncased as encoder and
set the peak learning rate between [1e-5, 4e-5] for the encoder, and [8e-6, 3e-5] for
the decoder. We set the batch size to 16. Both the encoder and decoder have the
same hidden size of 768, with Adam as the optimizer. The warmup proportion
and dropout rate are both set to 0.1. Our implementation is based on PyTorch
and the HuggingFace Transformers toolkit. For the slot-perturb strategy, we set
the factor α to 0.1.

Baselines. For comparison, we select a variety of baseline systems from previous
literature. (1) Classification-based: TripPy [7], SAVN [17], SUMBT [10], DS-
Picklist [22], and STAR [20]. (2) Generation-based: TRADE [18], PIN [3], SOM-

Table 1. Overall results on MultiWOZ 2.1 and MultiWOZ 2.4.

Model JGA (%)

MWOZ 2.1 MWOZ 2.4

Classification-based Approaches

TripPy [7] 55.29 59.60

SAVN [17] 54.86 60.55

SUMBT [10] 49.01 61.86

DS-Picklist [22] 53.30 -

STAR [20] 56.36 73.62

Generation-based Approaches

TRADE [18] 46.00 55.10

PIN [3] 48.40 58.92

SOM-DST [8] 53.68 66.78

Seq2Seq-DU [6] 56.10 -

SDP-DST [9] 56.66 -

TransDST (BERT-base) 55.24 72.05

TransDST (BERT-large) 55.90 73.81

1 https://github.com/jasonwu0731/trade-dst.

https://github.com/jasonwu0731/trade-dst
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DST [8], Seq2Seq-DU [6], and SDP-DST [9]. As our model is only fine-tuned on
the target dataset, we do not compare it with models trained on augmented or
external corpora to make the comparison fair.

4.1 Overall Results

Follow prior works, the evaluation metric we employ is joint goal accuracy (JGA),
which is defined as the percentage of turns in which all the slots are predicted
correctly. The results are shown in Table 1.

Results on MultiWOZ 2.4. TransDST achieves state-of-the-art performance
among all the generation-based models on the MultiWOZ 2.4 test set. TransDST
with BERT-large-uncased even outperforms existing classification-based models,
which have been studied relatively longer and have strong performance. More-
over, compared to the previous state-of-the-art generation-based model, SOM-
DST, our model with BERT-base-uncased achieves a significant improvement of
5.27 points, confirming the effectiveness of our unified generation framework.

Results on MultiWOZ 2.1. On the MultiWOZ 2.1 test set, our model achieves
competitive performance compared to the baselines. It is reasonable that its per-
formance drops on MultiWOZ 2.1 compared to the result on MultiWOZ 2.4, as
the noisy data in MultiWOZ 2.1 influences the performance. Although Seq2Seq-
DU and SDP-DST produce better results, Seq2Seq-DU utilizes an extra schema
in the input, and if slot values are categorical, it can directly point to the values in
the schema. SDP-DST also relies on additional prompt information to improve
the performance. Besides, the performance of STAR surpasses TransDST on
MultiWOZ 2.1 but underperforms TransDST on MultiWOZ 2.4, showing the
potential of TransDST on clean data.

4.2 Ablation Study

We conduct an ablation experiment to investigate how the modules in our pro-
posed approach affect DST performance. In particular, we focus on investigating

(a) (b)

Fig. 4. (a) Performance of TransDST and SOM-DST-TransDec on the validation set
of MultiWOZ 2.1. (b) Loss of TransDST and SOM-DST-TransDec on the training set
of MultiWOZ 2.1. Note that the logarithmic scale is applied for the y-axis.
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two situations in this experiment. While one is whether to adopt state-transition
sequence to unify slot classification and value generation, the other is whether
to apply the slot-perturb strategy during training.

Table 2. Results of ablation study of our TransDST, where S-T sequence denotes
state-transition sequence and S-P Strategy denotes the slot-perturb strategy.

S-T sequence S-P strategy JGA (%)

w/o w/o 52.27

w/o w/ 53.84

w/ w/o 53.91

w/ w/ 55.24

We observe from Table 2 that replacing single-task learning with multi-
task learning hurts the joint goal accuracy, showing the effectiveness of state-
transition sequence. Moreover, in the following subsection we will demonstrate
that the training efficiency can be greatly boosted by converting multi-task train-
ing to single-task training using the idea of state-transition sequence. Besides, we
observe that the slot-perturb strategy can also increase the joint goal accuracy
in a multi-task learning setting, showing the generality of this strategy.

4.3 Analysis of State-Transition Sequence

State-transition sequence allows ourmodel to integrate slot classification and value
generation in a unified generation task, eliminating potential gradient conflicts.We
further show the advantages of state-transition sequence on MultiWOZ 2.1.

JGA on Validation Set. We compare the joint goal accuracy of TransDST
and SOM-DST on the validation set of MultiWOZ 2.1. For a fair comparison,

(a) (b)

Fig. 5. (a) Results of turn accuracy of TransDST trained with and without the slot-
perturb strategy. The differences between them at certain turns are provided. (b) Joint
goal accuracy (JGA) of TransDST trained with slot-perturb in dynamic and static.
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we replace the GRU decoder of SOM-DST with TransDST’s decoder and denote
the variant as SOM-DST-TransDec, which has the same scale of parameters as
TransDST. Figure 4a shows the results of TransDST and SOM-DST-TransDec.
Overall, TransDST outperforms SOM-DST-TransDec in every epoch, proving
the consistent effectiveness of state-transition sequence. Moreover, in the first
several epochs TransDST performs much better than SOM-DST-TransDec. We
speculate this is because the gradients of the two sub-tasks conflict severely
at the beginning, leading to poor performance and training efficiency. On the
contrary, state-transition sequence transforms multi-task learning into single-
task learning, avoiding gradient conflicts and leading to better results.

Loss on Training Set. We further show the mean loss of TransDST and SOM-
DST-TransDec on the training set of MultiWOZ 2.1. As plotted in Fig. 4b, at
the early stage of training, the loss of TransDST drops rapidly while the loss of
SOM-DST-TransDec drops more slowly. Moreover, after certain steps of train-
ing, the loss of SOM-DST-TransDec is almost an order of magnitude higher than
the loss of TransDST. As a result, SOM-DST-TransDec requires 30 epochs to
obtain acceptable performance, while TransDST only needs 10 epochs for train-
ing to achieve desirable results. This experiment demonstrates that TransDST
significantly outperforms SOM-DST-TransDec in convergence speed, showing
the advantage of combining slot classification and value generation into a single
state-transition sequence generation task.

4.4 Analysis of the Slot-Perturb Strategy

Exposure Bias. To confirm that the slot-perturb strategy is able to alleviate
turn-level exposure bias, we select the dialogues including at least β turns of
conversations from the test set of MultiWOZ 2.1 as a new test set. For the
dialogues which contain more than β turns of conversations, we clip it to β
turns. Then, we define turn accuracy TAt for the t-th turn of the new test set
as:

TAt =
#correctt
#totalt

, (13)

where #correctt denotes the number of conversations at the t-th turn in which all
the slots are predicted correctly, and #totalt is the total number of conversations
at the t-th turn in the test set.

As shown in Fig. 5a, where β is equal to 8, TransDST trained with the slot-
perturb strategy achieves consistently superior performance. With the number
of turns increases, the difference reaches its peak, which is nearly 4%. This
result demonstrates the effectiveness of our approach to a certain degree. It also
means that our model can generate the sequences more accurately at each turn
regardless of the correctness of the previous dialogue state, which indicates this
approach can alleviate turn-level exposure bias and relieve error accumulation.
It is noticeable that the difference becomes large in later turns of dialogues,
which demonstrates the slot-perturb strategy can improve the performance of
the model in a long dialogue.
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Dynamic vs. Static Turn-Select. As introduced in Sect. 3.4 and Eq. (11),
we opt for a dynamic mode to set the turn-select probability, rather than a
static one. The static mode means using the same probability throughout all
dialogue turns to determine if the input dialogue state needs to be perturbed.
To demonstrate the effectiveness of the dynamic mode, we experiment on the test
set of MultiWOZ 2.1. We run our model in a static mode with the probability
from 0 to 1 stepped by 0.2. As shown in Fig. 5b, the slot-perturb strategy in
dynamic mode consistently produces superior performance to the static one.
Moreover, in a static mode the model can still achieve better performance than
the one trained without the slot-perturb strategy.

5 Conclusion

We present a unified generation model, TransDST, for DST. TransDST trans-
forms multi-task learning into a single generation task and has the merits of elim-
inating gradient conflicts and improving training efficiency. Moreover, we identify
the turn-level exposure bias problem in DST and propose the slot-perturb strat-
egy to relieve it. Experimental results show that our method achieves a new state
of the art on the MultiWOZ 2.4 dataset and performs competitively on Multi-
WOZ 2.1. Besides, we demonstrate that the unified generation framework with
slot-perturb improves the convergence speed and relieves error accumulation.
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Abstract. There are two difficulties in existing spoken language under-
standing models. The first problem is that it is difficult to extract the
implicit relationship information between the intention and the slot in the
utterance for the inference process, and the inference effect is not ideal;
the second problem is that the training data is scarce, and the existing
models cannot learn from the small amount of training data. Get more
useful information. To address these two challenges, this paper proposes
an Explicit-Memory Few-shot join learning model. In order to solve the
first problem, a multi-layer model structure from coarse to fine is adopted
to train the hidden semantic relationship and hidden state information
between intentions and slots in the utterance; in order to solve the sec-
ond problem, using the Siamese BERT metric learning method to jointly
train the model. We use the Snips and ATIS datasets to train the model,
and the test results show better results. In the case of a small amount of
data, the model can also obtain stronger inference ability.

Keywords: Intent detection · Slot filling · Explicit memory · Few-shot

1 Introduction

Spoken language understanding plays a crucial role in intelligent voice dialog
in task-based human-machine intelligent voice dialog applications such as voice
assistants Alexa, Siri, and Cortana. These applications automatically recognize
the intent of the user by completing the two tasks of intent detection and slot
filling in the spoken language understanding module, Fig. 1 show an example of
intent detection and slot filling “Put ‘sungmin’ into my summer playlist.” Slot
filling assigns a slot label to each word, and intent detection matches the intent
label for the entire sentence and shows the associations between them.

Using large-scale data in deep neural networks, such as recurrent neural
networks (RNNs) (especially gated recurrent unit (GRU)) and long short-term
memory (LSTM) models, have been extensively used for studying intent detec-
tion and slot filling [1–4]. Introducing an attention mechanism [5] helps recur-
rent neural networks to deal with a long-term dependent state. a joint modeling
method based on attention recurrent neural networks has been proposed [3].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 802–813, 2023.
https://doi.org/10.1007/978-3-031-44693-1_62
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Fig. 1. Interaction statistics of sentences, slot labels, and intent labels. Lines with
different colors indicate the association between different components, and the width
indicates the degree of association.

Memory networks are the first proposed memory nteworks, which use mem-
ory components to store scene information to realize the function of long-term
memory. For many neural network models, RNN, LSTM and its variant GRU
use a certain memory mechanism.

The size of training samples may be small due to difficulties in data collection
and high cost of sample labeling. Therefore, the problem of small samples has
become one of the important research directions in the field of machine learning.

However, existing methods suffer from two major drawbacks. First, Due to
the difficulty of data collection and the high cost of sample annotation, the size of
training samples is small, few-shot learning models can learn multiple tasks from
few-show samples. Second, When there is implicit state in the discourse, implicit
relational reasoning is needed to show the intention, existing methods cannot
explicitly track the hidden states of intents and slots in user-asked questions to
efficiently reason about their implicit relationships for better decision-making.

The contributions of this paper can be listed as follows:

1. An explicit-memory few-shot joint learning model based on Siamese BERT
was developed that can obtain the association between tasks in multiple
samples, perform multi-task learning, and obtain more information from a
small number of samples. The proposed model helps overcome the problem
encountered in traditional methods wherein many intent and slot features are
required for obtaining the similarity features of different sentences.

2. An explicit memory structure was developed that can track the hidden seman-
tic state between the intention and the slot in the utterance in an explicit
manner, update the sentence state, and then extract the relevant segment for
implicit relationship.
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3. The proposed model achieves state-of-the-art results on two datasets (SNIPS
and ATIS), demonstrating the effectiveness and generalization ability of the
model for spoken language understanding tasks.

2 Related Works

At present, Few-Shot Learning (FSL) has achieved great success in many fields
of deep learning, such as image classification, text classification, etc. It has now
been extended to intent detection and slot filling. For example, intent and slot
representations are extracted through bidirectional interaction, and the proto-
type network is extended to achieve explicit joint learning [6]. Data augmen-
tation is performed with a conditional generator that is trained directly with
the meta-learning objective [7]. Recently, pre-trained language models (PLMs)
have emerged as a simple yet promising solution to a wide spectrum of natural
language processing (NLP) tasks, triggering the surge of PLM-based solutions
for few-shot intent detection, which typically fine-tune PLMs on conversation
data [8].Isotropization techniques, which yield significant performance improve-
ment in many tasks [9], have led to the proposal of two simple and effective
isotropization regularizers [10].

For the intent detection model, [11] used convolutional neural networks to
extract text vectors. This method of feature recognition can be used for deeper
speech extraction. [12] proposed to apply a recurrent neural network to intent
detection, which can use context information to improve its accuracy. [13] pro-
posed to use LSTM and RNN for intent detection. This verifies that the deep
learning model is effective in intent detection, leading to a significant improve-
ment.

Considering the strong semantic correlation between slots and intents, some
studies propose performing unidirectional augmentation by correlating both
intents and slots [4,14]. Intuitively, slot filling also has instructive value for the
intent detection task. At the same time, [15] proposed a layered capsule net-
work to perform cross-interaction among words, slots, and intents in a pipelined
manner.

The SBert proposed by [16] in 2019 follows the structure of the Siamese
network by SBERT. The two Sentence Encoders use the same BERT and then
add a pooling (pooling) operation to achieve the output Sentence vectors of the
same size. In the output layer, the similarity between the two vectors can be
compared by methods such as cosine similarity, which is capable of solving the
problem of small samples, so we use SBert to encode.

3 Approach

As shown in Fig. 2, the model proposed in this study consists of the following
four main modules.

1. Encoder: It uses SBERT [16] to concatenate the intent and slot of the input
utterance question into a contextualized representation.
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Fig. 2. The proposed model includes the following processes: SBERT encoding, explicit
memory of sentence semantic implicit state, reasoning decision, and implicit intent
prediction to reveal all utterance intents.

2. Explicit Memory: It reads the user question, predicts the hidden state (the
state that is not explicitly mentioned) of the semantic relationship between
the intention and the slot that is not specifically expressed in each sentence,
and updates the hidden state of the sentence.

3. Inference Decision: It performs implicit relationship reasoning between slots
and intents according to the updated state of the sentence.

4. Implicit Intent Prediction: If the decision is “Inquire,” then the Implicit Intent
Prediction module utilizes the implicit state of the semantics in the sentence
and extracts the segment with the largest amount of information in the dialog
in a coarse-to-fine manner to identify all the intentions of the end-user.

4 Encording

Let fK represent the utterance. First, the utterance fK is segmented, and the
[CLS] token is inserted at the beginning of the sentence according to the sentence
boundary or condition.

Then, SBERT [16], which is a pretrained encoder [17] that can encode the
sequence of tokens into a sequence of vectors with the same length, is used.
The token representation of each sentence [CLS] is regarded as the feature
representation of the input sentence; thus, the token-level and sentence-level
representations of each sentence are obtained. The sentence level of the dia-
log can be expressed as k1, . . . , kM , and the token level can be expressed as
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[(f1,1, . . . , f1,n1), . . . , (fM,1, . . . , fM,nM
)], where ni is the number of tokens of

sentence i.

5 Explicit Memory

The information provided by the user is the utterance sK . In order to under-
stand the relevant information of the question more quickly, our model tracks
the hidden state between the intention and slot in the information provided by
the discourse in the way of display. For example, if a similar question has been
asked before, but the user did not express it completely, the model will analyze
it in time and find the answer to be answered more quickly through memory.
[15] proposed a reroute pattern to infer intentions. Inspired by the reroute pat-
tern, we proposed the Display memory Module (EM), a gated memory neural
network that understands user questions sequentially and updates the informa-
tion state hidden by tracking conversations. We proposed the Explicit Memory
module, which is a gated memory neural network that updates the information
state hidden by the tracked dialog by sequentially understanding the dialogue
information provided by the user.

As shown in Fig. 2, the Explicit Memory module saves the updated semantic
state information in an explicit manner. The value of each state qi matches the
value of the corresponding sentence for initialization. Then, the model reads the
sentence information QK , QQ, Q1, . . . , QP provided by the utterance. When the
time length is t, the sentence information st ∈ {QK , QQ, Q1, . . . , QP } provided
by the user is used to update the intent of the i-th sentence and the semantic
value state qi,t implied by the slot.

q̃i,t = Vk + Vqqi,t + VQQt (1)

ei = σ
(
QT

t + QT
t qi

) ∈ [0, 1] (2)

qi,t = qi,t + gi � q̃i,t ∈ Rd qi,t =
qi,t

‖ qi,t ‖ (3)

When Vk, Vq, VQ ∈ Ad×d, σ represents the sigmoid function, and � is the
number product. When Vk, Vq, VQ ∈ Ad×d, σ represents the sigmoid function,
and � is the number product.

Because the user input Qt may only be partially related to the problem
condition, the gating function in Eq. (2) matches Qt into the memory network.
The Explicit Memory module then updates the revealed hidden state vi,t in a
gated fashion. After reading the utterance information provided by the user and
completing the implicit semantic conditional reasoning process, the key of the
dialog and the updated latest state are expressed as (k1, q1), . . . , (kM , qM ), which
is then used for the inference decision module and implied intention prediction
module.
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6 Inference Decision

The final update key-value state based on the utterance question is expressed
as (k1, q1), . . . , (kM , qM ), the Inference Decision module predicts the decision in
the Inquire module. Self-attention is used to compute a summary vector c of the
overall intent and slot semantic state:

ωi = wT
ω [ki; qi] + bω ∈ R1 (4)

ω̃i = softmax(ω)i ∈ [0, 1] (5)

c =
∑

i

ω̃i[ki; qi] ∈ Rd (6)

The concatenation between the vectors k1 and q1 is represented as [k1; q1],
and ωi is the attention weight of the sentence ki in the dialog, which reflects the
possibility of ki in the dialog information provided by the user. Finally, a linear
transformation of the vector c of the overall intent and the semantic state of the
slot is performed:

z = Wzc + bz ∈ A4 (7)

where the attention score z ∈ A4 l indicates that the correct decision is selected,
and formula (8) is used as the loss function to train the inference model:

�dec = − log softmax(z)l (8)

To determine whether the dialog intent has been fulfilled, a subtask is added
to predict the semantically implicit state between the intent label and the slot
label for each sentence. Semantic latent states include “implicit,” “contradic-
tory,” and “unknown,” and through this supervision mechanism, the model can
make better decisions based on the implicit state of each sentence. Implicit infer-
ence prediction is taken from the Explicit Memory module by updating the final
key-value state [ki; qi].

vi = Vv[ki; qi] + bv ∈ A3 (9)

For the i-th dialog sentence, vi ∈ A3 has three implicit semantic states:
[ϕconnotative,i, ϕinconsistence,i, ϕunknown,i] scores, where r represents implicit. Thus,
the semantic state contained in it is effectively predicted. Formula (10) trains
the model as a loss function:

�connota = − 1
M

M∑

i=1

log softmax(vi)r (10)

7 Implied Intention Prediction

When the Inference Decision module infers an implicit semantic relationship,
intention predictions are performed on the implicit relationship. This problem is
decomposed into two stages. First, the segments of the conversation that contain
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implicit information about unknown users are extracted. Then, the unknown
segment is extracted to predict the intent. A coarse-to-fine approach is employed
to extract the unknown segments in the first stage.

A coarse-to-fine reasoning method is used to directly find the segments of
unknown implicit relations without the complicated extraction of multiple seg-
ments from the dialog. Therefore, implicit semantic reasoning is used to predict
the unknown scores ϕunknown,i in the subtask and to normalize them (in the dia-
log sentences) to determine if the i-th sentence contains the hidden information
segment of the unknown utterance:

ζi = softmax(ϕunknown)i ∈ [0, 1] (11)

Understanding the likelihood of unknown implicit relationship segments in
conversations greatly reduces the difficulty in extracting unknown utterance
information segments. The user implicit relationship segment extraction (i.e.,
the start and endpoints of the predicted segment) score is adjusted using the
dialog recognition score ζi by applying a soft selection method. The BERTQA
method [16] is followed to build a start vector ws ∈ Ad and an end vector wv ∈ Ad

in the segment to find the start and end positions from the whole conversation.
The probability of the j-th word in the i-th sentence ui,j as the start/end of the
implicit relationship segment is calculated as the dot product between ws and
ui,j , where the in-dialog recognition score ζi is adjusted:

γi,j = wT
s ai,j ∗ ζi, δi,j = wT

v ai,j ∗ ζi (12)

In the case where the start and end positions must belong to the same conver-
sation, the implicit relationship segment γ ∗δ with the highest score is extracted.
Let s and v be the start and end positions, respectively, of the utterance implicit
information segment. If the implicit relationship segment is not satisfied, the
segment extraction loss is calculated as the pointing segment loss:

�sp,s = −1l=inq log softmax(γ)s (13)

�sp,v = −1l=inq log softmax(δ)v (14)

The overall loss is the sum of the inference decision loss, the implicit semantic
prediction loss, and the implicit relationship segment extraction loss:

� = �dec + λ1�connota + λ2�sp (15)

where λ1 and λ2 are tunable hyperparameters.

8 Experiment

8.1 Datasets

To evaluate the effectiveness of the proposed model, we conducted experiments
on two public datasets, SNIPS [18]and ATIS [19]; the details of the datasets are
presented in Table 1.
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Table 1. Dataset information statistics

Dataset Snips ATIS

Vocab Size 11,241 722

Average Sentence Length 9.05 11.28

#Intent 7 21

#Slots 72 120

#Training Samples 13,084 4,478

#Validation Samples 700 500

#Test Samples 700 893

8.2 Baselines

To verify the effectiveness of the proposed model, the model was compared with
the following traditional models:

Join sequence: [2] Used a bidirectional RNN to establish a joint model for
slot filling, intent detection, and domain classification, supporting multi-task DL
and realizing an end-to-end spoken language understanding framework.

Attention BiRNN: [3] Introduced the attention mechanism to their RNN and
developed an encoding model for joint slot filling and intent detection, providing
additional information for slot filling and intent detection.

Slot-gated full attention model: [4] Employed a slot-gate mechanism as a spe-
cial gate function in an LSTM model to globally optimize the semantic frame-
work results by learning the relationship between intent detection and slot filling
attention vectors.

Joint capsule: [15] Adopted a capsule-based neural network model, utilized
a dynamic routing protocol pattern for intent detection and slot filling.

A novel bidirectional association model: [20] Introduced the SF-ID network
to establish a bidirectional association model for intent detection and slot filling.

Bert: [21] Used the BERT pretraining model for pretraining deep bidirec-
tional representations of large-scale unlabeled corpora to address the problem of
the poor generalization ability of spoken language comprehension models.1

BART: [22] A denoising automatic encoder for pre-training sequence-to-
sequence models. BART reconstructs the original text by destroying it with
an arbitrary noise function, learning a model.

8.3 Experimental Details

PyTorch was used to implement the proposed model. The model was trained
sequentially in a pipelined manner. The advanced optimizer proposed by Adam
[23] was used for training, with a learning rate of 3e5 and a warm-up rate of 0.1.
The loss weights λ1 and λ2 were set as 10 and 0.6, respectively.
1 https://github.com/jiangnanboy/intent detection and slot filling/tree/master/

model6.

https://github.com/jiangnanboy/intent_detection_and_slot_filling/tree/master/model6
https://github.com/jiangnanboy/intent_detection_and_slot_filling/tree/master/model6
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8.4 Experimental Results

The results showed that an explicit-memory few-shot joint learning model based
on Siamese BERT outperforms other models in terms of intent recognition, slot
filling, and overall sentence-level semantics. The comparisons are presented in
Table 2. For Snips and ATIS datasets, Slot accuracy is increased by 0.3 and 0.4
respectively, while Intent accuracy is not significantly improved in Snips data
sets, but increased by 0.1 in ATIS data sets. The accuracy of sentence-level
semantic framework was increased by 0.1 and 0.3 respectively.

Table 2. Experimental results

Model Snips ATIS

Slot Intent Overall Slot Intent Overall

Joint Seq 87.3 96.9 73.2 94.3 92.6 80.7

Attention BiRNN 87.8 96.7 74.1 94.2 91.1 78.9

Slot-Gated Full Atten 88.8 97.0 75.5 94.8 93.6 82.2

Joint Capsule 91.8 97.3 80.9 95.2 95.0 83.4

A Novel Bi-directional 92.2 97.3 80.4 95.6 96.6 86.0

Joint BERT 97.0 98.6 92.8 96.1 97.5 88.2

BART 97.2 98.8 93.0 96.3 97.7 88.1

Our model 97.5 98.8 93.1 95.7 97.8 88.4

8.5 Ablation Study

To study the effectiveness of the proposed model in slot filling and intent detec-
tion, we conducted ablation experiments on the SNIPS dataset to study the
impact of each module in the model on the two tasks by replacing SBert with Bert
and removing the Explicit Memory, Inference Decision, and Implied Intention
Prediction modules. The ablation experiment results are presented in Table 3.

1. When we replaced SBert with Bert, the intent detection performance, the
slot filling performance, and the overall performance decreased slightly; thus,
the overall performance of SBert in spoken language comprehension is better
than that of Bert.

2. When we removed the Explicit Memory module, the intent detection perfor-
mance deteriorated slightly, the slot filling performance decreased reduced,
and the overall performance deteriorated slightly; thus, indicating that the
identification of implicit slots and intents is very beneficial.

3. When we removed the Inference Decision module, the performance dete-
riorated considerably, especially the performance of intent detection; thus,
revealing that inference decisions help in predicting the semantic implications
between the intent labels and slot labels of each sentence.
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4. When we removed the Implied Intention Prediction module, the performance
deteriorated notably because the implicit intent was not displayed, and the
user’s intent could not be truly understood, resulting in a substantial drop in
the performance; thus, implicit intent prediction is helpful for intent detection
and slot filling.

Table 3. Results of ablation experiments on the Snips dataset

Model Snips

Slot Intent Overall

Our model 97.5 98.8 93.1

Our model(SBert → bert) 92.1 93.4 88.7

Our model(w/o Explict Memory) 92.3 95.6 89.1

Our model(w/o Inference Decision) 93.6 97.2 90.3

Our model(w/o Implied Intention Prediction) 91.2 92.3 87.4

8.6 Combined Pretraining

Recent studies have revealed that language model pretraining plays a vital role
in many tasks (e.g., SBERT [16]). Inspired by the ease of scaling of language
models through fine-tuning and the effectiveness of embeddings, we explored the
joint experimental effect of our model + CRF. The results presented in Table 4
show the state-of-the-art performance of the proposed model on the SNIPS and
ATIS datasets, It is shown that most of the parameters of our model are better
than those of BERT model in the combined experiment on CRF.

Table 4. Results of joint experiments on Snips and ATIS, our model+CRF refers to
the combination of our model and CRF.

Model Snips ATIS

Slot Intent Overall Slot Intent Overall

Joint BERT+CRF 98.4 96.7 92.6 97.9 96.0 88.6

Our model 97.5 98.8 93.1 95.7 97.8 88.4

Our model+CRF 98.5 99.3 94.7 97.8 98.7 90.3



812 F. Du et al.

9 Conclusions and Future Work

In this study, we proposed an explicit-memory few-shot joint learning model
based on Siamese BERT that adopts the similarity calculation method to obtain
more intent and slot features to solve the problem of small-shot learning. Memory
structures that explicitly track implicit semantic states between intents and slots
in user-asked questions in conversations were employed. The updated intent and
semantic state between slots were unified for the inference decision module, and
the coarse-to-fine approach was employed for intent prediction. Experiments on
the SNIPS and ATIS datasets demonstrated the effectiveness and generalization
ability of the proposed model; moreover, the proposed method can be generalized
for other types of spoken language understanding tasks.
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Abstract. To alleviate the ambiguity of user utterances, a profile-
based spoken language understanding (PROSLU) task has been pro-
posed recently, which uses supporting profile information as supplemen-
tary knowledge. The knowledge graph, as one of the supporting pro-
file information, contains many entities with rich attribute information
which do help the performance of SLU. However, existing models treat
all entities as useful, resulting in a lot of noise being fed. Moreover, not
all the attribute information of the entity is necessary, and there is a lot
of noise and redundancy. In this paper, we propose a Noise-Removal of
Knowledge Graph framework for PROSLU (NRKG-PROSLU), with two
different kinds of denoising. One is a hard denoising by entity selection,
where we introduce a small clean dataset and propose an auxiliary model,
BERT-based entity selection, to filter out entities irrelevant to user utter-
ances, namely noisy entities. The other is a soft denoising by entity
attribute information selection, where we introduce keywords-based local
semantic selection, which uses keywords to give more weight to relevant
local semantics, so as to capture task-related information in the selected
entities for reducing noise and redundancy. Then, the denoised knowledge
graph is used to assist the SLU model, which achieves better performance
than competitive models on the public PROSLU dataset.

Keywords: Profile-based Spoken Language Understanding · Intent
Detection · Slot Filling · Noise-Removal

1 Introduction

Spoken language understanding (SLU) is the core component of task-based dia-
logue systems, which aims to obtain the frame semantic representation informa-
tion of user utterances [1–3]. It contains two subtasks, one is intent detection
and the other is slot filling. State-of-the-art models use joint models to model
the relation between them because of the strong correlation between the two
subtasks. Some works [4–6] implicitly connect intent detection and slot filling by
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 814–826, 2023.
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Fig. 1. An example of KG denoising. (a) No denoising is performed. (b) Remove irrel-
evant entities and give more weight to key local semantics.

sharing parameters. They outperform pipeline models by mutual enhancement
between the two tasks. Recently, some joint models [7–12] utilize intent informa-
tion to explicitly guide the slot filling task and achieve advanced performance.
However, the studies of these works are limited to a simple setting, which is the
plain text-based SLU.

In real-world scenarios, the user utterance often faces semantic ambiguity
due to colloquial input. It is not enough to extract the correct semantic frame
information if only relying on the user utterances. To this end, Xu et al. [13] pro-
posed profile-based SLU (PROSLU), which adds the supporting profile informa-
tion as supplementary knowledge to alleviate the ambiguity of user utterances.
They adopted the hierarchical attention fusion mechanism [14,15] as a multi-
level knowledge adapter to fuse three types of supporting profile information:
(1) Knowledge Graph (KG), which consists of entities with rich attributes, (2)
User Profile (UP), which consists of user information and settings, and (3) Con-
text Awareness (CA), which is environmental information and user state. And
it is compatible with the existing SLU model in the form of a plug-in.

Despite the promising performance achieved, the large number of entities
and rich attribute information bring great challenges to the KG encoder. The
existing models have the following two problems in processing KG, resulting in
the inability to effectively capture important information:

• A large number of entities are fed into the model, but quite a few of them
are not relevant to user utterances, namely noisy entities. As an example in
Fig. 1(a), for the user utterance “Play Xiaobao Song’s Cherry”, in its KG,
we can be known that the first and third entities are noisy and harmful,
they cannot help the model to correctly predict the semantic frame, or even
mislead.

• The attribute information of each entity is diverse, but not all of the infor-
mation is required, that is, it usually contains noise or redundancy. Take the
second entity in Fig. 1(b) for example, where “drama” is the key piece of
information. Moreover, the sparsity and complexity of attribute information
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aggravate the gradient disappearance problem, resulting in the loss of impor-
tant local semantic information. However, they do not have a clear model to
capture the key semantic information.

In this paper, to address the issues described above, we propose a Noise-
Removal of Knowledge Graph framework for Profile-based SLU (NRKG-
PROSLU), which provides the multi-level knowledge adapter with appropriate
denoised KG, as shown in Fig. 1(b). For the first problem, we use a hard denois-
ing method to alleviate the impact of noisy entities on the model. To this end,
we introduce a small clean PROSLU++ dataset and train an auxiliary model,
BERT-based entity selection. After only learning on the small clean dataset, the
auxiliary model can denoise the rest of the noisy dataset, leaving entities relevant
to user utterances and more effectively alleviating the ambiguity of user utter-
ances. For the second problem, we introduce a keywords-based local semantic
selection, which utilizes a soft denoising method to enable the model to focus
on important information. According to the characteristics of entity attribute
information, we directly extract the specific “Tags” part as keywords, as shown
in Fig. 1(b). Keywords are then used to give more weight to key local semantics,
so as to accurately capture information related to the task for reducing noise
and redundancy. We perform experiments on the public PROSLU dataset, and
the results show that our proposed framework is superior.

2 Related Work

Dominant SLU systems use the joint model to model the relationship between
intent detection and slot filling. The existing joint models can be divided into two
main categories. The first category of work [4–6] adopted a multi-task framework
with a shared encoder to implicitly model the relationship between these two
tasks. The second category of work utilized intent information to explicitly guide
the slot filling task. It includes the Slot-Gated [7], the Bi-Model [8], the SF-
ID [10], the Stack-Propagation [12], and so on. However, the research of these
models mainly focuses on the SLU based on plain text. It is difficult to capture
the correct semantic frame when the user utterance has semantic ambiguity.

Recently, based on the consideration of SLU in ambiguous settings, Xu et
al. [13] first proposed a new important task, ProSLU, which adds the support-
ing profile information as supplementary knowledge to alleviate the ambiguity
of user utterances. However, their works ignored whether KG entities are rel-
evant to user utterances, and did not consider the sparsity and complexity of
each entity attribute information. Compared with their works, our model per-
forms two different denoising operations on KG information to further alleviate
semantic ambiguity.

3 Proposed Model

Our study does not pick up the base model, which can be compatible with many
existing SLU models. And our current model is based on General-PROSLU [13],
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and our main contribution is noise removal of KG, including entity selection and
local semantic selection, as shown in Fig. 2.

Fig. 2. Illustration of our proposed NRKG-PROSLU.

3.1 Self-attention Encoder

Given a sequence of user utterance containing T tokens {t1, t2, ..., tT }, it is fed
to the embedding layer φemb and thus mapped into an embedding sequence
X = {x1,x2, ...,xT } ∈ R

T×d (d represents the dimension of the embed-
ding). The BiLSTM [16] with self-attention mechanism can well utilize the
advantages of word order features and contextual information. Following Xu
et al. [13], we use BiLSTM to generate the context-sensitive hidden states
H = {h1,h2, ...,hT }, where hi = BiLSTM(xi). We use the self-attention
mechanism for the token representation matrix, which is inspired by Vaswani
et al. [17]: C = Self-Attention(X). We concatenate H and C into a matrix
E = {e1, ...,eT } ∈ R

T×2d as follows:

E = H ⊕ C, (1)

where ⊕ represents concatenation.

3.2 Knowledge Adapter

Following Xu et al. [13], there are three types of supporting profile informa-
tion: UP, CA, and KG. For UP and CA, given their single feature vector
xUP ∈ R

u and xCA ∈ R
c (u and c are the UP and CA feature dimensions

respectively). Representations of UP and CA can be obtained by linear projec-
tion, using hUP = W�

UPxUP and hCA = W�
CAxCA, where WUP ∈ R

u×ds and
WCA ∈ R

c×ds are trainable parameters and ds is the embedding dimension.
For KG with N entities KG = {EN1, ..., ENN}, we need to select M entities

associated with the user utterance:

{SE1, ..., SEM} = Entity-Selection(KG). (2)
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For one of the selected entities SEi, the weighted representation is obtained
by keywords-based local semantic selection:

Ẽ
SEi = LocalSemantic-Selection(SEi), (3)

where Ẽ
SEi = {ẽ1, ẽ2, ..., ẽn} (n is the number of tokens in the input entity).

Score each element of the sequence with a linear layer and obtain the final
representation of the entity:

hSEi = W h

n∑

j=1

exp(W eẽj)∑n
k=1 exp(W eẽk)

� ẽj , (4)

where � is element-wise multiplication, W e and W h are trainable parameters.
For multiple selected entities, we perform average pooling on their final rep-

resentation as the overall aggregated selected entities representation:

hKG = Avg-Pooling(hSE1 , ...,hSEM ). (5)

Following Xu et al. [13], we adopt the hierarchical attention fusion mecha-
nism as the knowledge adapter to fuse supporting profile information HInfo =
[hUP ;hCA;hKG] ∈ R

3×ds . Given the query vector q, we can obtain the updated
representation q′ = Knowledge-Adapter(q,HInfo) as follows:

q′ =
3∑

i=1

exp(qWhinfo
i )

∑3
k=1exp(qWhinfo

k )
hinfo
i , (6)

where W is trainable parameter and {hinfo
1 ;hinfo

2 ;hinfo
3 } denotes

{hUP ;hCA;hKG} respectively.

3.3 Entity Selection

Entity selection aims to remove noisy entities not related to user utterance, so as
to achieve hard denoising. Xu et al. [13] utilized the supporting profile informa-
tion as supplementary knowledge to alleviate the ambiguity of user utterances,
but they ignored the relevance between the entities of the KG and the user utter-
ances. The input of a large number of noisy entities may lead to sub-optimal
performance. Hence, we introduce an auxiliary model to remove noisy entities.

First, we label a small clean dataset, as shown on the left of Fig. 3, and
train an auxiliary model on it. Then, the trained model is used to predict the
correct KG labels for each sample in the noisy dataset, as shown on the right of
Fig. 3. Specifically, given the user utterance U and its KG = {EN1, ..., ENN}, we
concatenate them separately with a special [SEP ] token, resulting in N sentence
pairs:

IENi = U ⊕ [SEP ] ⊕ ENi. (7)
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We utilize BERT [18], which is a pre-trained transformer network
[17], to encode sentence pairs into contextual semantic representations
{HUE1 , ...,HUEN } as follows:

HUEi = BERT(IENi), (8)

where HUEi ∈ R
|IENi |×dB . Here, |IENi | and dB denote the sequence length of

IENi and the BERT output dimension, respectively. Then, the decoder reads
them to obtain the KG labels ∈ R

N , where the ones labeled as 1 are all the
selected entities {SE1, ..., SEM}, and the other ones are noisy entities:

KG labels = Decoder(HUE1 , ...,HUEN ). (9)

Finally, the noise entities were eliminated to reduce the influence of a large
amount of noise on the main model.

Fig. 3. BERT-based entity selection.

3.4 Local Semantic Selection

The attribute information of entities is often very diverse and rich, but at the
same time there is a lot of noise and redundancy. For example, in the attribute
information“The Great Star is a song performed by Jay Chou and is an insert
song in the movie Rooftop. The release date is July 8, 2013. Tags: music”, the
word “movie” is noisy. In addition, much of the attribute information is use-
less and redundant. Therefore, the sparsity and complexity of entity attribute
information pose great challenges to encoders.

The “Tags” section of the original entity attribute information contains more
condensed semantics and is a key description of the information. Therefore, we
treat the “Tags” section as keywords and use them to build a selection gate.
Here, the information of keywords is a powerful selection signal, which aims
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Fig. 4. Keywords-based local semantic selection.

to assign more weight to the key local semantics, so as to accurately capture
task-relevant information, as shown in Fig. 4.

For the selected entities SEi, its embedding sequence S = {s1, s2, ..., sn} ∈
R

n×ds can obtain the context-sensitive hidden states Hs = {hs
1,h

s
2, ...,h

s
n}

through hs
i = BiLSTM(si). The same operation is used to get the keywords

context-sensitive hidden states Hk = {hk
1 ,h

k
2 , ...,h

k
m}, thus enabling us to obtain

the keywords representation ak = [
←−
hk
1 ;

−→
hk
m], where m is the number of tokens in

the keywords. We use ak to obtain the keywords-selective gate, which guides the
encoding of the original entity attribute information, thus obtaining the updated
representation H̃ = {h̃1, h̃2, ..., h̃n} as follows:

keyGatei = σ(W kh
s
i + Uka

k), (10)

h̃i = keyGatei � hs
i , (11)

where σ denotes the sigmoid function, W k and Uk are trainable parameters. We
perform self-attention on H̃, which gives higher weight to key local semantics
depending on the context. We concatenate the output and H̃ to get a weighted
representation ẼSEi ∈ R

n×2ds of the selected entity SEi:

C̃ = Self-Attention(H̃), (12)

Ẽ
SEi = H̃ ⊕ C̃. (13)

3.5 Intent Detection and Slot Filling Decoder

The user utterance representation g can be generated on the shared encoding
representation E. Following Xu et al. [13], we use the sentence-level knowledge
adapter to obtain f info = Knowledge-Adapter(g,HInfo) for enhancing intent
detection:

oI = argmax(softmax(W I(g ⊕ f info))). (14)
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Following Xu et al. [13], the self-attention encoding et at the t-th timestep
is used as the query vector. We use the word-level knowledge adapter to obtain
f info
t = Knowledge-Adapter(et,HInfo), which is used for augmenting the word-

level representation in the slot filling decoder:

hS
t = LSTM(st ⊕ f info

t ,hS
t−1), (15)

oSt = argmax(softmax(W Sh
S
t )), (16)

where st is the concatenation of the previous slot embedding, the predicted
intent embedding and the aligned encoder hidden state et. And W I , W S are
trainable parameters.

4 Experiment

4.1 Experiment Setting

Datasets. The proposed framework is evaluated on the public PROSLU [13]
dataset, which consists of 4196, 522, and 531 user utterances for training, vali-
dation, and testing, respectively. To obtain a small clean PROSLU++ dataset,
500 and 50 user utterances are randomly selected from the noisy training set
and noisy validation set of [13], respectively, to manually label their KG. The
PROSLU++ dataset is used to train the auxiliary model to predict the correct
KG labels for other noisy datasets.

Implementation Details. The embedding size is set to 64. The self-attentive
encoder hidden states are set to 256. For reducing overfitting, the dropout rate
is 0.4. Adam [19] is used to optimize the model parameters and the suggested
hyper-parameters are used for optimization. Experiment results are the average
of 5 independent experiments.

Baselines. We compare our NRKG-PROSLU with the following existing state-
of-the-art SLU models, all of which are compatible with multi-level knowledge
adapters: (1) Slot-Gated [7], which explicitly models the correlation between
intent detection and slot filling. (2) Bi-Model [8], which studies the cross influence
between slot filling and intent detection. (3) SF-ID [10] network for constructing
direct connections of slot filling and intent detection. (4) A joint model with
Stack-Propagation [12], which can capture the intent semantic information. (5)
General-PROSLU proposed by Xu et al. [13], which is the basis of our model.

4.2 Overall Results

Following Goo et al. [7] and Xu et al. [13], we use Slot(F1) and Intent(Acc) to
evaluate the performance of slot filling and intent detection, respectively, and use
Overall(Acc) to evaluate sentence-level semantic framework, which shows that
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both slot filling and intent detection are correct. The results for the comparison
models in Table 1 are taken from [13].

We draw the following conclusions based on the results in Table 1: (1) NRKG-
PROSLU achieves the best performance on all metrics across all baselines. (2)
Our NRKG-PROSLU outperforms the optimal scores in the baselines by 6.94%
on Slot(F1), 6.93% on Intent(Acc), and 5.42% on Overall(Acc). This proves
that NRKG-PROSLU has superior performance in filtering and utilizing KG,
so as to alleviate the ambiguity of utterances more effectively and improve the
performance of SLU models in obtaining the semantic frame.

Table 1. Slot Filling and Intent Detection results on the PROSLU dataset.

Model Slot(F1) Intent(Acc) Overall(Acc)

Slot-Gated 74.18 83.24 69.11

Bi-Model 77.76 82.30 73.45

SF-ID 73.70 83.24 68.36

Stack-Propagation 81.08 83.99 78.91

General-PROSLU 83.27 85.31 79.10

NRKG-PROSLU 90.21 92.24 84.52

Table 2. Performance of pre-trained-Based PROSLU models.

Model General-PROSLU NRKG-PROSLU

Slot(F1) Intent(Acc) Overall(Acc) Slot(F1) Intent(Acc) Overall(Acc)

RoBERTa 82.90 85.31 81.17 90.25 91.49 86.16

ELECTRA 84.38 86.63 82.30 92.23 93.07 88.47

4.3 Performance of Pre-trained-based NRKG-PROSLU Models

We investigate the performance of pre-trained-based NRKG-PROSLU models.
Following Xu et al. [13], we adopt the pre-trained models RoBERTa [20] and
ELECTRA [21] as the shared encoder, thus obtaining the pre-trained-based
NRKG-PROSLU models. The results of the pre-trained-based General-PROSLU
models are taken from [13]. As shown in Table 2, based on RoBERTa, our model
outperforms General-PROSLU by 7.35% on Slot(F1), 6.18% on Intent(Acc), and
4.99% on Overall(Acc). Besides, based on ELECTRA, we achieve 7.85%, 6.44%,
and 6.17% improvements on Slot(F1), Intent(Acc), and Overall(Acc). This shows
that NRKG-PROSLU can be well-compatible with different pre-trained models.
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4.4 Ablation Study of NRKG-PROSLU

In order to study the effectiveness of different modules of NRKG-PROSLU, the
best model in Table 2, ELECTRA-based NRKG-PROSLU model, is studied by
ablation, as shown in Table 3. First, we experimented with only BERT-based
entity selection and observed large improvements of 7.05%, 5.95%, and 5.57%
on Slot(F1), Intent(Acc), and Overall(Acc). This shows that it can reduce a large
number of noisy entities entering the model and effectively alleviate the ambi-
guity of user utterances. Then, we add keywords-based local semantic selection
on this basis. We found further improvements of 0.80%, 0.49%, and 0.60% on
the three metrics. It can be seen that this module alleviates the local semantic
loss and further improves the SLU performance of the model.

Table 3. Ablation study of NRKG-PROSLU.

Model Slot(F1) Intent(Acc) Overall(Acc)

General-PROSLU 84.38 86.63 82.30

+Entity Selection 91.43 92.58 87.87

+Entity Selection & Local
Semantic Selection

92.23 93.07 88.47

Fig. 5. Visualization of local semantic selection.
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4.5 Visualization of Local Semantic Selection

To better understand how local semantic selection affects and selects key infor-
mation, we visualize it as shown in Fig. 5. We can clearly observe that after the
keywords-based local semantic selection operation, the key local semantic infor-
mation in the text is given more weight, so that they gain more attention. This
experiment shows that our method can let the model capture the key informa-
tion in the entity attribute information more accurately, so as to assist the SLU
model to predict the correct intent and slot more effectively.

4.6 Category Benefit Analysis

Based on intent, the PROSLU dataset can be classified into ten categories: music,
voice, video, coach, bus, drive, flight, train, location, and metro. To see which
categories benefit more from our model, we compare our NRKG-PROSLU with
General-PROSLU. Table 4 shows five categories that benefit the most. We run
the published General-PROSLU code and the results are labeled with †. We
observe that the categories of music, voice, and video, which belong to enter-
tainment, gain improvements of more than 15% in all metrics. While bus and
metro, which belong to transportation, have smaller improvements. Notice that
there is more KG noise in the entertainment categories compared to the trans-
portation categories. This demonstrates that the improvements gained of our
model are much more significant for the categories that with noisier KG.

Table 4. The top five categories that benefit the most.

Category General-PROSLU † NRKG-PROSLU

Slot(F1) Intent(Acc) Overall(Acc) Slot(F1) Intent(Acc) Overall(Acc)

Music 64.52 65.54 57.85 83.01↑18.5 86.46↑20.9 73.54↑15.7

Voice 62.67 65.63 56.26 87.13↑24.5 90.94↑25.3 77.82↑21.6

Video 58.57 56.62 50.15 77.58↑19.0 78.77↑22.2 65.54↑15.4

Train 93.21 91.91 90.48 95.71↑2.5 94.29↑2.38 93.81↑3.3

Metro 89.88 92.56 85.12 92.70↑2.8 96.74↑4.2 87.44↑2.3

5 Conclusion

In this paper, we propose a Noise-Removal of Knowledge Graph framework for
Profile-based Spoken Language Understanding (NRKG-PROSLU), which per-
forms noise removal on two modules: entity selection and local semantic selection,
thereby more effectively alleviating the ambiguity of user utterances. Experimen-
tal results on the public PROSLU dataset show that our framework is superior to
the state-of-the-art methods, especially for the categories that with noisier KG.
In addition, we experimentally demonstrate that the proposed NRKG-PROSLU
model can be well-compatible with different pre-trained models. And we use
ablation studies to confirm the effectiveness of each module.
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Bilevel Scheduled Sampling for Dialogue
Generation

Jiawen Liu and Kan Li(B)

Beijing Institute of Technology, Beijing, China
{liujiawen,likan}@bit.edu.cn

Abstract. Exposure bias poses a common challenge in numerous nat-
ural language processing tasks, particularly in the dialog generation. In
response to this issue, researchers have devised various techniques, among
which scheduled sampling has proven to be an effective method for mit-
igating exposure bias. However, the existing state-of-the-art scheduled
sampling methods solely consider the current sampling words’ quality
for threshold truncation sampling, which overlooks the importance of
sentence-level information and the method of threshold truncation war-
rants further discussion. In this paper, we propose a bilevel scheduled
sampling model that takes the sentence-level information into account
and incorporates it with word-level quality. To enhance sampling diver-
sity and improve the model’s adaptability, we propose a smooth function
that maps the combined result of sentence-level and word-level informa-
tion to an appropriate range, and employ probabilistic sampling based
on the mapped values instead of threshold truncation. Experiments con-
ducted on the DailyDialog and PersonaChat datasets demonstrate the
effectiveness of our proposed methods, which significantly alleviate the
exposure bias problem and outperform state-of-the-art scheduled sam-
pling methods.

Keywords: Scheduled Sampling · Exposure Bias · Dialog Generation

1 Introduction

Exposure bias is a common problem in many natural language processing tasks
[1], especially in dialog generation. Exposure bias refers to the discrepancy
between the training and inference stages of a model, where the model is trained
on ground truth data but generates on its own predictions at inference time. This
results in the model facing different environments during training and inference.
Once a model prediction is inconsistent with the ground truth somewhere, it
can affect later predictions, which will lead to errors accumulating and prop-
agating along the generated sequence, resulting in poor quality, diversity and
generalization of responses.

To address this issue, researchers have developed various techniques, such as
beam search [2], DAD(Data As Demonstrator) [3], sentence level training [4],

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 827–839, 2023.
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scheduled sampling [1,5], reinforcement learning explicitly trains models [6,7],
etc. These techniques help models handle long-term dependencies better in infer-
ence process. Currently, scheduled sampling is widely adopted and has demon-
strated favorable outcomes. Nevertheless, the existing methods either generate
entire sentences autoregressively before sampling [8], or solely consider the cur-
rent sampling word’s impact for threshold truncation sampling [9,10]. The former
necessitates multiple beam searches, resulting in high computational complexity,
low efficiency, and cannot dynamically adjust based on the quality of each word,
thereby overlooking the differences between words in the sentence. The latter
disregards sentence-level information and the method of threshold truncation
warrants further discussion.

In our opinion, the importance of word-level information is obvious, and cur-
rent methods that sample based on word-level scores [9,10] are significantly bet-
ter than traditional methods [1,8] that sample each word in a sentence with the
same probability. However, relying on cosine similarity or other scores between
the generated word and the ground truth word is limited, and we still need to
take the sentence-level quality into account. Therefore, in this paper, we pro-
pose a bilevel scheduled sampling model that dynamically adjusts the sampling
probabilities of the generated results and the ground truth at both word and sen-
tence level. Our model effectively balances the trade-off between learning from
the ground truth and its own predictions, thereby enhancing the robustness and
diversity of dialogue generation.

Specifically, sentence quality evaluation in sentence-level sampling is con-
ducted through the utilization of either BLEU score or sentence-level cosine
similarity. On the other hand, word quality in word-level sampling is evaluated
based on the probability of word generation. Finally, a specially designed smooth
function is used to integrate sentence-level and word-level evaluations, enabling
probabilistic sampling.

We evaluate the proposed model on two publicly available datasets, namely
DailyDialog and PersonaChat. Experimental results show that our model is supe-
rior to existing exposure bias models in both metric-based automatic evaluation
and human evaluation. The main contributions of this paper include:

– To the best of our knowledge, we are the first to propose a bilevel scheduled
sampling model that takes both sentence-level and word-level information
into account.

– In sentence-level sampling, we utilize BLEU and sentence-level cosine similar-
ity as evaluation metrics. For word-level sampling, we leverage the predicted
probabilities as the word-level score. To enhance the diversity of the sampling
process and improve the model’s adaptability, we propose a smoothing func-
tion that maps the combined results of bilevel sampling to an appropriate
range and adopt probabilistic sampling instead of threshold truncation.

– Extensive evaluations on two widely used open-domain dialogue datasets
demonstrate that the proposed approach significantly alleviates the expo-
sure bias problem and outperforms the state-of-the-art scheduled sampling
methods.
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2 Related Work

Data As Demonstrator (DAD) is a meta learning algorithm [3] that solves the
problem of exposure bias by blending real training data with model predictions.
During the training phase, not only the ground truth is used as input, but also
the model-predicted results are added to the training set to make it conform to
the test distribution. The Scheduled Sampling method [1] further developed this
approach for sequence generation by sampling from the model’s own predictions
during training, instead of always using the ground truth. This method was first
proposed by Bengio et al. in 2015 [1], and was later improved for transformer
models by Mihaylova and Martins in 2019 [5], owing to the superior performance
of transformer models [11]. What’s more, since scheduled sampling only looks
ahead one step, Goodman et al. proposed the TeaForN method [12], which looks
ahead N steps for more foresight in sampling, but at the cost of reduced training
efficiency.

The initial strategy for sampling was to decay the probability of sampling
the ground truth based on training steps, with specific linear decay f(i) =
max(ε, ki + b), exponential decay f(i) = ki, and sigmoidal decay f(i) = k

k+e
i
k

.

Later in 2021, Liu et al. proposed a strategy of decaying according to decoding
steps [13], further improving the effectiveness.

Zhang et al. proposed two strategies, namely word-level and sentence-level
oracles, to select the generated results of the model [8]. However, the article
continues to employ probability with decay for sampling from model’s results
(oracles) and the ground truth, rather than adopting a more sophisticated app-
roach of sampling based on the quality of sentences or words.

Obviously, sampling words with equal probability regardless of their varying
qualities is inherently inaccurate. It is highly recommended to employ distinct
sampling probabilities for individual sentences and for each word within a sen-
tence. Liu et al. proposed confidence-aware scheduled sampling [10], which sets
two thresholds tgolden and trand, and samples the ground truth, model predic-
tion result, a random word when the confidence is respectively in [0, tgolden),
[tgolden, trand), [trand, 1]. Xu et al. [9] focused on dialogue generation and selected
words based on the cosine similarity between the predicted word and the ground
truth. If the similarity is greater than the threshold β, the predicted word is
selected with a probability of α, which is a hyperparameter that increases with
the number of training epochs to achieve faster convergence in the early stages
of training and alleviate exposure bias.

However, these methods have some limitations. Firstly, they don’t take into
account the very important sentence-level information. Secondly, the method
of threshold truncation also needs to be discussed. If probability selection is
used, different words can be sampled with different probabilities, so that the
distinction between different words is greater and the adaptability of the model
is stronger.

Consequently, we propose a novel bilevel scheduled sampling model that effec-
tively combines sentence-level information with word-level quality. To enhance
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sampling diversity and improve the model’s adaptability, we introduce a smooth
function that maps the integrated outcome of sentence-level and word-level infor-
mation to a suitable range. Subsequently, we employ probabilistic sampling based
on the mapped values instead of threshold truncation.

3 Bilevel Scheduled Sampling Model

3.1 Mathematical Modeling of Dialogue Generation

In dialogue generation tasks, we typically define the model’s objective function
by maximizing the conditional probability, which means we need to maximize the
probability of generating the output text Y given the input text X. Specifically,
we can use Eq. 1 to represent this objective function, where yt is the t-th word
in Y , y<t are the first t−1 words in Y , and T is the length of Y . This objective
function requires us to calculate the probability of each word given the input
text X and the previous words y<t, and multiply these probabilities to obtain
the probability of the output text Y .

P (Y |X, θ) =
T∏

t=1

p(yt|y<t,X, θ) (1)

During the training process, we typically use the cross-entropy loss function
[14] as the optimization objective for the model, which measures the difference
between the model’s output and the ground truth. Specifically, we can use Eq. 2
to represent the cross-entropy loss function, where L(θ) denotes the cross-entropy
loss function of the model, and the negative logarithm of the probability is used
as the loss, such that the loss decreases as the probability increases.

L(θ) = − log P (Y |X, θ) =
1
T

T∑

t=1

− log p (yt|y<t,X, θ) (2)

By minimizing the loss function of all samples, we can obtain the optimal
model parameters θ. This can be expressed as Eq. 3, where N is the total number
of training set samples.

θ = argmin
θ

{
N∑

k=1

Lk(θ)} (3)

In exposure bias problem, unlike training, during inference, the probability
of each target word p(yt|y<t,X, θ) in Eq. 1 is conditioned on the previously gen-
erated words y∗< t instead of the ground truth y< t, because the ground truth
words are not available in actual inference. Therefore, we employ the scheduled
sampling method to replace the ground truth during training with sampled sen-
tences, thereby reducing the gap between the model’s training and inference
processes.
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3.2 Bilevel Scheduled Sampling

We propose a sentence- and word-level fusion sampling method to address the
diversity and contextuality of open-domain dialogue systems. Taking the trans-
former as an example, we introduce the principle and implementation of the
bilevel scheduled sampling method, as shown in Fig. 1.

Fig. 1. Our Bilevel Scheduled Sampling model.

Sentence-Level Sampling. Zhang et al. [8] proposed a traditional sentence-
level sampling method that uses beam search to select k most likely sentences
from the predicted distribution, and then chooses one as the sampling sample
based on the BLEU score, followed by the decay sampling method to extract from
the sample and the real sentence. However, this method has two main drawbacks:
(1) it requires multiple beam searches to generate sentence like inference pro-
cedure, resulting in high computational cost and low efficiency; (2) it can only
sampling by probability with decay, which ignores the differences between words
in the sentence, making it impossible to dynamically adjust the quality of each
word.

To address these issues, we propose a sentence-level sampling method that
utilizes the parallelism of the transformer model to generate the entire sentence
at once during training, and calculates the probability of each word and the
quality of the sentence.

We first calculate the probability P of the predicted word through the soft-
max function, and select the words Y ∗ with the largest probability to be evalu-
ated by the sentence-level indicator.

We try two sentence-level indicators(SLI): BLEU and sentence-level cosine
similarity, both of which have achieved good results. And considering the padding
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tokens in the sentences, we mask them during calculation. One metric based on
BLEU is as follows:

SLI1(Y ∗, Y ) =
1
m

4∑

i=1

bleu-i(Y ∗, Y ) (4)

where the term ‘bleu-i’ refers to the i-gram BLEU result without using a smooth
function [15]. Y ∗ represents the model-generated result, Y represents the ground
truth, and m is a hyperparameter used to map the result to a value around 1 to
prevent imbalance during sampling.

The other metric based on cosine similarity is as follows:

SLI2(Y ∗, Y ) =
1
m

CosinSimilarity(Y ∗, Y )

=
embed(Y ∗) · embed(Y )

m · || embed(Y ∗)|| · || embed(Y )||
(5)

where m is the hyperparameter, which maps the result to a value around 1 so
that the sampling is not unbalanced; embed is word embedding and converts
word subscript to word vector. We just use word embedding within the model’s
decoder. An existing word embedding from pretrained model such as BERT
[16] can also be used. Here, for sentences, it is the average word embedding of
sentences:

embed(Y ) =
∑T

i=1 embed(yi)
T

(6)

where T is the length of sentence Y , yi is the i-th word.
This method has the following advantages: First, the whole sentence can be

generated at once, avoiding the cost of multiple beam searches and improving
efficiency. Second, it considers the sentence-level information and can be com-
bined with the word-level sampling to dynamically adjust each word, enables the
model to sample based on the quality of individual words while simultaneously
accounting for the overall quality of the sentence.

Fig. 2. Sentence-level Sampling Fig. 3. Word-level Sampling
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Smooth Function Between Two Sampling Layers. In order to simulate the
inference process, words with higher corresponding probabilities P have a higher
probability of being sampled, so we directly use P as the word-level evaluation
metric. Now we have the sentence-level score S(result of SLI) and the word-level
score P . However, a method to combine them is still missing. Considering that
both sentence-level score S and word-level score P are equally important, we
multiply them and then use a smooth function to map the product to the range
of 0˜1, like Fig. 2.

Currently, we take two types of functions into account. The first one is sim-
pler, which directly restricts the result to 0˜1, like Eq. 7.

f(x) = max(min(x, 1), 0) (7)

The second one is a sigmoid-shaped function which is smoother, like Eq. 8.

f(x) =
1

1 + e−k(x−b)
(8)

where k ≥ 1 is a hyperparameter to control the speed of convergence, b > 0
controls the central symmetrical point of the function, moving it to the right.
We finally set k = 10, b = 0.6. Their images are in Fig. 4.

Fig. 4. The smooth function f .

Word-Level Sampling. Now, we have obtained the smoothed score p, which
contains information combining sentence-level and word-level, and we use it for
specific word sampling as shown in Fig. 3.

First, we use probability selection for sampling like Eq. 9, which has a greater
discrimination between different words compared to threshold truncation. It can
also sample different words, making the trained model more adaptable. Specifi-
cally, the predicted word Y ∗ is selected with probability p and the ground truth
Y is selected with probability 1 − p, and Y

′
is the first sampled result.

Y
′
=

{
Y ∗ sampling with probability p ,

Y otherwise.
(9)
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In addition, to prevent the model from relying too heavily on high-probability
predicted words and causing the generated results to be too monotonous, this
paper also uses a method for random word sampling, like Eq. 10. When the word-
level predicted probability P is greater than a set threshold α, a random word
is chosen as the next input with a certain probability to prevent the model from
degenerating.

sample =

{
Y

′
if P < α ,

rand otherwise.
(10)

where rand refers to a random word, α is a threshold which is set to 0.95, sample
is the finally sampled result as the input to encoder during training.

4 Experiments

To assess the effectiveness and merits of the proposed Bilevel Scheduled Sampling
model detailed in this study, a comprehensive set of experiments was conducted,
encompassing evaluation, comparative analysis and ablation study. This section
elucidates the experimental design employed and provides a thorough evaluation
of the obtained results.

4.1 Datasets

We evaluate the proposed method using two widely used dialogue datasets. Dai-
lyDialog is a collection of daily life conversations, encompassing a variety of
topics, emotions and linguistic styles [17]. PersonaChat consists of conversations
between two participants, where one participant assumes a persona and the other
participant engages in a conversation while considering the persona’s character-
istics [18]. After data preprocessing, we split the n-turn dialogue (u1, u2, ..., un)
into n-1 single-turn dialogues [(u1, u2), (u2, u3), ..., (un−1, un)], where u repre-
sents an utterance. The number of context-response pairs in the train/valida-
tion/test set is 68,066/6,820/6,841 for DailyDialog and 104,609/12,588/12,106
for PersonaChat without any extra label or persona information.

4.2 Implementation Details

The experiment uses an NVIDIA GeForce RTX 2080 Ti graphics card and adopts
PyTorch deep learning framework for training. Dropout is used for the selfat-
tention module, the feed-forward layer, and the activation layer, and the rate of
all three is set to 0.1. The sentence length is set to 26 and batch size is set to
256. The vocab size is 21626 for DialyDialog and 22630 for PersonaChat.

4.3 Comparison Methods

We compare our proposed Bilevel Scheduled Sampling model with following
established methods, and all approaches are based on the Transformer-base
model [11]:
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– Transformer [11]: The Transformer-base model used in dialog generation.
– AdapBridge [9]: An improved scheduled sampling approach, which uses an

adaptive bridge mechanism to evaluate model generation results. Specifically,
the selection is made according to the cosine similarity results of the predicted
word and the ground truth. If it is greater than a threshold β, the predict
word is sampled according to a probability α that varies with the number of
training epochs. According to the paper, we set w = 15 as half of the training
epochs and other hyperparameters are not changed.

– Confidence-Aware [10]: An improved scheduled sampling method, which
selects whether to sample according to the confidence of the prediction result
(that is, the prediction probability). Specifically, it sets two thresholds tgolden

and trand, and samples the ground truth, model prediction result, a ran-
dom word when the confidence is respectively in [0, tgolden), [tgolden, trand),
[trand, 1]. We set tgolden = 0.7 and trand = 0.95 to get the best result.

At the same time, ablation experiments are carried out in this paper. For different
models, we tested different hyperparameter values for m, and presented the best
result. The proposed model for ablation experiment testing is as follows:

– Bilevel-None: The bilevel scheduled sampling model proposed in this paper
without the sentence-level sampling part. The smooth function is the sigmoid-
shaped Eq. 8 and the word-level sampling method is unchanged.

– Bilevel-Bleu: The bilevel scheduled sampling model proposed in this paper,
the sentence-level indicator is the Bleu metric with m = 0.8 to get the best
result. The smooth function is Eq. 8.

– Bilevel-Cosine: The bilevel scheduled sampling model proposed in this
paper, the sentence-level indicator is the sentence-level cosine similarity with
m = 0.6 to get the best result. The smooth function is Eq. 8.

– Bilevel-f1: The bilevel scheduled sampling model proposed in this paper, the
sentence-level indicator is the Bleu metric with m = 0.9 to get the best result.
The smooth function is the linearly truncated Eq. 7.

4.4 Automatic Evaluation

We evaluate the performance of dialogue generation where both automatic and
human evaluation metrics are applied. Automatic evaluation metrics include
BLEU-1/2/3/4 [15], Distinct-1/2/3 [19]. The result is shown in Table 1.

The experimental findings demonstrate a notable performance improvement
of the proposed bilevel scheduled sampling model over both the traditional sched-
uled sampling model and the proposed model lacking sentence-level sampling,
as evidenced by the higher BLEU-1/2/3/4 scores achieved. This superiority can
be attributed to the incorporation of sentence-level information in the proposed
model, which leads to the generation of more coherent and natural sentences,
thereby achieving better alignment with the ground truth. Furthermore, it was
observed that utilizing BLEU as the sentence-level score yielded better results
compared to sentence-level cosine similarity. This discrepancy may arise from



836 J. Liu and K. Li

Table 1. Evaluation results on Daily Dialog and Persona Chat datasets.

Daily Dialog

Model BLEU-1/2/3/4 Distinct-1/2/3

Transformer [11] 16.47 5.96 3.30 2.11 0.90 4.53 11.34

AdapBridge [9] 16.78 6.06 3.51 2.18 0.85 4.24 10.13

Confidence-Aware [10] 16.63 6.45 3.65 2.25 0.89 4.40 10.73

Bilevel-None 16.84 6.53 3.66 2.33 0.99 4.86 11.69

Bilevel-Bleu 17.43 6.81 3.87 2.49 0.98 5.10 12.98

Bilevel-Cosine 17.24 6.73 3.79 2.45 0.94 4.65 11.43

Persona Chat

Model BLEU-1/2/3/4 Distinct-1/2/3

Transformer [11] 17.79 6.37 3.42 2.31 0.22 0.65 1.34

AdapBridge [9] 19.53 6.79 3.65 2.46 0.20 0.58 1.20

Confidence-Aware [10] 20.15 7.35 3.82 2.48 0.19 0.62 1.36

Bilevel-None 19.84 7.20 3.79 2.48 0.20 0.67 1.47

Bilevel-Bleu 21.16 7.79 4.10 2.71 0.22 0.70 1.61

Bilevel-Cosine 21.17 7.74 4.10 2.68 0.21 0.64 1.34

the fact that BLEU places greater emphasis on text matching, while cosine simi-
larity focuses more on semantic alignment, thus favoring the former for improved
BLEU results.

Additionally, the proposed model shows an advantage in the Distinct-1/2/3
metric. This advantage stems from the incorporation of sentence-level sampling
information and the utilization of probabilistic sampling for word generation.
The bilevel model effectively generates sentences that are more diverse, miti-
gating the issue of excessively repetitive or singular output, and consequently
attains higher scores in the Distinct metric.

In summary, the experimental results demonstrate that by combining
sentence-level and word-level considered together with probabilistic sampling,
the proposed model outperforms existing scheduled sampling models in terms of
both BLEU-1/2/3/4 and Distinct-1/2/3 metrics. This indicates that the bilevel
scheduled sampling model significantly alleviates the exposure bias problem and
outperforms the state-of-the-art scheduled sampling methods.

4.5 Human Evaluation

To thoroughly assess the proposed model and the baseline model mentioned
in this paper, we conducted a human evaluation following the approach used
by Li et al. [20]. For this evaluation, we randomly selected 100 samples from
the test set of each dialogue dataset. Subsequently, we sought the judgment of
three well-educated annotators to determine whether the overall response quality
of the Bilevel-Bleu model and the other models under consideration exhibited
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superior coherence, informativeness, and fluency. The annotators categorized
their assessment as either a win, tie, or lose for each model.

Table 2. Human evaluation result.

Bilevel-Bleu vs. Models Win Tie Lose Kappa

Transformer [11] 60.33 25.50 14.17 0.6581

AdapBridge [9] 48.50 29.67 21.83 0.5417

Confidence-Aware [10] 43.00 32.17 24.83 0.5077

Bilevel-None 44.50 32.00 23.50 0.4491

Bilevel-Cosine 39.33 33.33 27.33 0.5223

Table 2 summarizes the human evaluation results. The final results show that
the Bilevel-Bleu model in this paper is better than other models, which indicates
that it is more capable of generating human preferred responses. Meanwhile, we
use Fleiss kappa [21] to measure the agreement between annotators, and the
results are all greater than 0.4, which indicates that the annotators reach a good
agreement on the judgment.

4.6 Ablation Study

In this paper, we design a comparison experiment includes the proposed model
without sentence-level sampling and with two different sentence-level sampling.
As can be seen from Table 1, whether the sentence-level indicator uses bleu or
cosine similarity, the model combining sentence-level and word-level sampling in
this paper will have better results than the single word-level sampling model.
At the same time, it can also be seen from the results that the performance of
the proposed model is significantly improved compared to the base transformer
model when only word-level sampling is performed, with slightly better results
than the existing scheduled sampling methods. This indicates that the proba-
bilistic sampling approach in this paper is better than threshold truncation if
we map the original probability to a suitable size by smoothing function.

In addition, we conducted comparative experiments on smooth functions,
including linear truncation function f1 (Eq. 7) and sigmoid-shaped smooth func-
tion f2 (Eq. 8). The result is in Table 3.

The results indicate that the sigmoid-shaped smooth function gives better
results, enabling the model to sample more appropriate sentences. This is due to
the direct probabilistic sampling is not sufficient to distinguish the high-quality
and low-quality utterances. By employing the sigmoid-shaped smooth function,
the influence of sentence performance on the sampling probability is enhanced,
resulting in a smoother and more effective sampling process.
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Table 3. Evaluation results of different smooth functions on the PersonaChat dataset.

Model BLEU-1/2/3/4 Distinct-1/2/3

Transformer [11] 17.79 6.37 3.42 2.31 0.22 0.65 1.34

Bilevel-f1 19.58 7.18 3.79 2.45 0.19 0.64 1.35

Bilevel-f2 21.16 7.79 4.10 2.71 0.22 0.70 1.61

5 Conclusion

In this paper, we propose a bilevel scheduled sampling model, which considers
the sentence-level and word-level combination quality of the model generation
results, so that the sampling results can better adapt to the exposure bias and
thus improve the performance of the model. In order to make the sampling more
diverse and improve the adaptability of model, we propose a smooth function
to map the combined result of sentence-level and word-level to an appropriate
range, and then perform probabilistic sampling instead of threshold truncation.
Experiments on two widely used open-domain dialogue datasets demonstrate the
effectiveness of all our proposed methods, which significantly alleviate the expo-
sure bias problem and outperform state-of-the-art scheduled sampling methods.
In the future, we plan to extend the application of the Bilevel Scheduled Sam-
pling method to large language models across various projects, addressing the
issue of exposure bias. This approach will help enhance the performance and
robustness of the models in real-world scenarios.
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Abstract. Recent works have utilized a dynamic process to seek up-
to-date knowledge from search engines, yielding promising performance
improvement in the field of knowledge-grounded response generation
models. This pipeline consists of two stages: a Conversational Query
Production (CQP) stage to acquire knowledge and a Response Genera-
tion to generate the final response. In this paper, we focus on the CQP
task, which aims to condense the dialogue context into a concise query
that is then fed to search engines. Previous studies have treated the prob-
lem as a generative task and always generated queries solely based on the
dialogue context in an end-to-end manner. However, such a straightfor-
ward approach suffers from the followings: 1) the CQP model is hard to
determine whether generating a query is necessary since not all scenarios
require retrieval knowledge; 2) redundant content in the dialogue context
can make it difficult for the model to recognize the key information that
reflects the user’s concerns, particularly in multi-turn conversations. To
address these challenges, we propose a novel BART-based Dial-QP for
the CQP task, which decomposes the CQP task into Query Classification
and Query Production tasks and then introduces a multitasking training
paradigm to improve the decision-making process of No Query. Mean-
while, a Keyword Recognition stage helps the model focus on the key
information. Extensive experiments and analyses on two CQP datasets
DuSinc and WoI have demonstrated the effectiveness of Dial-QP. Our
code is available at: https://github.com/Y-NLP/Chatbots/tree/main/
NLPCC2023 Dial-QP.

Keywords: Conversational query production · Knowledge-grounded
response generation

1 Introduction

Knowledge-grounded response generation (KRG) models can generate context-
appropriate and informative dialogue responses with the help of extra knowl-
edge besides the dialogue context [20,21]. However, KRG faces challenges in
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accessing up-to-date information and achieving sufficient knowledge coverage
since the majority of existing works are only able to retrieve information from
static knowledge bases. To break this bottleneck, recent works have attempted
to dynamically seek up-to-date knowledge from search engines [8,16,24]. Search
engines such as Google and Bing have scanned and indexed billions of web pages
and thus can provide a vast amount of the newest information on a wide range
of topics. Nevertheless, this abundance of knowledge in search engines also poses
significant challenges for downstream tasks to retrieve appropriate information.
Consequently, a two-stage pipeline is often used for such KRG models to retrieve
knowledge from search engines efficiently and accurately. The first stage, Con-
versational Query Production, learns to retrieve knowledge from search engines
by generating queries, while the next stage, Response Generation, utilizes the
retrieved knowledge to generate the response. Moreover, practical applications
like the recent New Bing1, a generative chat-style search engine integrated with
large language models, have already shown powerful capabilities, further demon-
strating the effectiveness of this search-then-generate pipeline in real-world sce-
narios.

This work focuses on the Conversational Query Production (CQP) stage
of KRG models. Previous works, including BlenderBot2 [18], PLATO-SINC [1]
and SeeKeR [16] have already yielded promising results in the KRG domain by
retrieving real-time knowledge from search engines using CQP. However, these
methods simply reply on backbone PLMs like the auto-regressive GPT-2 [16]
or the sequence-to-sequence BART [8] to generate queries solely based on the
dialogue context, which poses two challenges in the practical scenarios. Firstly,
some scenarios do not require knowledge retrieval from the Internet, such as the
third case in Fig. 1. Therefore, CQP models should have the capability to deter-
mine whether generating a query is necessary. Prior works [24] have instructed
the model to generate a special symbol, No Query, for decision-making. This
solution is simple but can cause models to over-predict the No Query symbol
because massive No Query training instances may bring biases in the end-to-
end Maximum Likelihood Estimation learning [7]. Secondly, in multi-turn con-
versations, the dialogue context can accumulate redundant content, making it
challenging for the model to discern the key information that the user is really
focused on. Thus, it becomes difficult for the model to generate relevant queries
that address the user’s primary concerns. These challenges may impact the qual-
ity of the generated queries and the subsequent Knowledge-Grounded Response
Generation task.

Given the substantial impact of these challenges, we propose a novel BART-
based [9] approach for conversational query production, called Dial-QP. To bal-
ance the query generation and decision-making process of No Query, Dial-QP
divides the CQP task into Query Classification and Query Production tasks.
Specifically, the Query Classification task learns to estimate the target query
type in the backbone encoder, while the Query Production task generates non-
empty queries in a generative manner. We introduce a multitasking training

1 https://www.bing.com/new.

https://www.bing.com/new
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Fig. 1. Queries can be classified as three types in CQP: Present Query is a continuous
substring of the dialogue context, Absent Query can not be directly given from the
dialogue context, and Empty Query means do not need a query. (Color figure online)

paradigm for the joint learning of both tasks by sharing the same backbone
BART. By employing this multitasking training paradigm, Dial-QP can accu-
rately determine when to generate a No Query based on the context and generate
an appropriate query only when needed. Additionally, to address the impact of
redundant content in multi-turn conversations, we propose the incorporation of
contextual hinting keywords (i.e., Keyword Recognition) to help the model focus
better on the key information in the dialogue context. Building on this concept,
this stage helps the model generate more relevant and targeted queries.

We conduct extensive experiments on two CQP datasets: a Chinese DuSinc
[24] and an English WoI [8]. Experimental results prove Dial-QP can signifi-
cantly outperform baselines in the Query Classification and Query Production
tasks. Additionally, we provide extensive analyses to investigate our approach
further. The contribution of this work is threefold: 1) We propose to classify the
query into different types, which is a more fine-grained and reasonable perspec-
tive to process the CQP task; 2) We introduce a novel approach, Dial-QP, to
conduct the CQP task, which incorporates a multitasking training paradigm for
improving the decision-making process of No Query and a Keyword Recognition
stage to help the model focus on the potential key information. Together, these
techniques contribute to the generation of correct and relevant queries. 3) Our
extensive experiments and analyses demonstrate the performance of Dial-QP.

2 Related Work

Conversational Query Production (CQP) is a precursor task for the web
knowledge-grounded dialogue generation works. Its goal is to condense dialogue
context into concise phrases, which are then used as a query to search for knowl-
edge from the internet. For instance, given a context such as ‘User: Who is your
favourite singer? Bot: Taylor Swift. User: What song of hers do you like to lis-
ten to?’, the output ‘Taylor Swift songs’ can be used as a query to search for
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knowledge. In detail, the CQP task was first introduced by [8]. It involved an
internet-augmented dialogue generation paradigm. Following this work, Blender-
Bot2 [18], PLATO-SINC [24], and SeeKeR [16] have been proposed and demon-
strated the potential of CQP in the subsequent knowledge-grounded dialogue
response generation. However, most of the present works [8,16,24] soely conduct
the CQP task in an end-to-end manner, which employ the backbone PLMs (e.g.,
BART [9], GPT-2 [14], T5 [15], and PLATO-XL [1]) to directly generate queries.
Furthermore, DuSinc [24] and WoI [8] are two common CQP datasets in Chi-
nese and English respectively. These datasets are collected from human-human
conversations in which one participant decides whether to generate a query to
retrieve knowledge.

Keyphrase Prediction (KP) is a task closely related to CQP, as it aims to
obtain a set of Keyphrases that highlight the core topics, or information of a
given document [19]. Therefore, many KP methods can also be used in the field
of CQP. KP methods can be divided into two categories: Keyphrase Extraction
(KE) and Keyphrase Generation (KG). Generally, KE can be conducted in an
unsupervised manner and is divided into three main types: statistical-based [2,5],
graph-based [6,12], and embedding-based [17]. However, KE methods can not
judge whether an empty No Query is needed. On the other hand, KG often
employs a sequence-to-sequence generation model, and the backbone model has
evolved from RNN [3,11] to transformer [22,23] to PLMs [4,19]. Although they
can predict No Query in the generation, they also face challenges in the over-
generated No Query issue.

3 Methodology

3.1 Problem Definition

Given a corpus D = {(C,Q, Y )}N of N instances, where C = {c1, c2, · · · , cn} is
the dialogue context consisting of the background user information and dialogue
histories, Q = {q1, q2, · · · , qm} is the target dialogue query, and Y is the label of
the corresponding query type. Thus, the conversational query production task
is to generate a dialogue query Q based on the dialogue context C, namely
maximizes the probability:

∏m
t=1 PCQP (qt | q<t, C).

According to the features of dialogue query, the target query Q can be clas-
sified into three kinds (i.e., Y ) in Fig. 1:

– Present Query QP : It is a continuous substring of the dialogue context C;
– Absent Query QA: It does not match any contiguous substring of C, but may

have some partial overlap with C.
– Empty Query QE: It is a special symbol to indicate No Query is needed. For

example, for a simple dialogue history ‘Hello!’.
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Fig. 2. The illustration of Dial-QP.

3.2 Dial-QP

As illustrated in Fig. 2, this work proposes a BART-based Dial-QP to generate
the query Q accurately. The frequently appeared empty query training instances
make the backbone model tend to generate empty queries in the inference stage
as well. To address this issue, we designed a multitasking training paradigm for
joint learning of Query Classification and Query Production, instead of gener-
ating an empty query as previous works did. Besides, to guide the model focus
on the key information within the C, we involve a Keyword Recognition stage to
enrich the context by identifying potential keywords as contextual hints.

Keyword Recognition. As mentioned before, key information is necessary
to be identified in the dialogue context to reflect the user’s concerns. However,
redundant content in the dialogue context can make it challenging to identify
this key information, especially in multi-turn conversations. By incorporating
additional guidance content, it is possible to mitigate this negative impact. Thus,
we identify some contextual hinting keywords to guide Dial-QP.

We use SIFRank [17], a powerful unsupervised Keyphrase extraction method
based on the PLMs, to identify a list of contextual hinting keywords S =
{s1, s2, · · · , sl} from the dialogue context C. According to our statistics, there is
a high overlap between the golden query and the dialogue context. In fact, even
for absent queries that do not entirely originate from the context, the word-level
overlap between the query and the context reaches 71% and 65% in DuSinc and
WoI. Therefore, hinting keywords not only helps the model focus on potential
key information but also contributes to forming the final query more accurately.

Query Classification. Not all conversational scenarios need to use knowledge
from the Internet, such as simple greetings. Then, a large number of empty
queries QE will inevitably appear. For instance, about 41% and 15% of scenar-
ios do not need a query in the DuSinc and WoI, respectively. To handle this
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issue, previous works [24] often ask the backbone model to directly generate a
special symbol No Query to indicate such empty queries. However, similar to the
response generation models that tend to generate generic responses due to the
massive training instances are generic [10], this paradigm will lead the backbone
model tends to generate No Query no matter whether an informative query is
really needed or not.

Thus, rather than directly generating No Query, we introduce a Query Clas-
sification task to predict the query type. Formally, we adopt the BART encoder
(denoted as BARTEnc) to estimate the target query type:

Ŷ = θ (WR (BARTEnc ([CLS], ωC , [SEP ], ωS)) (1)

where Ŷ is the predicted label, θ is the softmax function, BARTEnc outputs
the last hidden state of [CLS]; WR is a learn-able linear classifier; ωC and ωS

linearize C and S into formatted plain texts.

Query Production. As a generative task, we use the same BART to generate
the dialogue query Q based on the dialogue context C, the recognized keyword
set S, and the query type Y . Specifically, we feed the output of BARTEnc to the
BART decoder (denoted as BARTDec), then estimate PQP (qt | q<t, C, S) and
finally generate the Q:

Q = BARTDec(BARTEnc([CLS], ωC , ωS , [SEP ])) (2)

Multi-task Learning. In the training stage, we employ a multitasking train-
ing paradigm for the joint learning of the above two tasks. Specifically, we first
target the Query Classification task, forcing the query classifier learning to con-
sider whether the dialogue query is No Query by optimizing the following cross-
entropy loss function with the golden label Y :

LQC = − 1
N

N∑

i=1

Yi log(Ŷi) (3)

where Ŷ is the predicted label.
If the golden label of the given instance is a present query QP or an absent

query Qn, then this instance will enter the next training process of Query Pro-
duction task. Subsequently, the following objective function tries to generate the
dialogue query based on all the information:

LQG = − 1
N

N∑

i=1

∑

qi,t∈Qi

log PQP

(
qi,t | qi,<t, Ci, Si, Ŷi

)
(4)

Then, the global multitasking training loss is formulated as follows:

LCQP = λC · LQC + λG · LQG (5)
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where λC and λG are the weights for the two tasks. In practice, we set λC and
λG as 5.0 and 1.0 respectively to balance the loss gap between the two tasks.

In the inference stage, our Dial-QP model can accurately estimate the target
query type and produces suitable queries for various query types. Additionally,
since the query production module is trained on non-empty query data, we can
also input an empty query instance to generate a distantly supervised query,
which may serve as a candidate for a dialogue query in some cases.

4 Experiment

4.1 Settings

Dataset. We conducted extensive experiments on two representative query pro-
duction datasets: the Chinese DuSinc [24] and the English WoI [8]. In Chi-
nese DuSinc, the training/valid/test set has 16382/500/500 instances, where
the present/absent/empty query proportion is 19.29%/39.65%/41.06%, and
the query average char-level length is 4.06; For the EnglishWoI, its train-
ing/valid/test set has 41476/2881/2466 instances, the present/absent/empty
query proportion is 30.41%/54.84%/14.75%, and the query average char-level
length is 16.56. Note that both datasets are reorganized versions by a data pro-
cessing stage. We regard the last dialogue query in each turn as the golden query
and extract all context-query pairs to construct the training data.

Models. We select three kinds of methods as baselines:
1) Keyphrase Extraction: We select a naive statistical method TF-IDF [5]

and an improved YAKE [2]; a graph-based TextRank [12]; an embedding-based
SIFRank [17]. Here, we take the first-rank keyword as the predicted query.

2) Keyphrase Generation: Several SOTA methods are compared: CatSeq
[11], CatSeqTG [3], and Wr-SetTrans [22]. We use the same process to extract
keywords from the inference results same as the above methods.

3) CQP-PLMs: Most prior CQP works use Seq2Seq models; thus, we
make a comparison with several representative PLMs using the HuggingFace
and the PyTorch. For the Chinese DuSinc, we select BART fnlp/bart-base-
chinese and EVA2.0 thu-coai/EVA2.0-base. For the English WoI, we use BART
facebook/bart-base, and the SOTA BlenderBot2 [18] offered by ParlAI [13].

4) Ours: For our Dial-QP, the backbone PLM is also based on the English
BART facebook/bart-base or the Chinese fnlp/bart-base-chinese. We changed the
learning rate to 5.5e-5 for joint learning the multi-training tasks.

All experiments were run on one Nvidia A100 with 40GB V-RAM.

Metrics. We use several char-level metrics to evaluate models performance in
the Query Classification and Query Production tasks respectively. For the first
Query Classification task, we take this task as a binary classification object:
whether an empty query is needed or not, and leverage the following metrics: 1)
Len: the averaged char-level length (the length of No Query is regarded as 1);
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2)EQP : the proportion of empty query; 3) QC-P/R/F1 : the precision, recall, and
micro-F1 for this classification task. For the next generative Query Production
task, we adopt 1) the overlap-based CharF1, BLEU-1/2/3/4, ROUGE, and the
embedding-based EM-A/G/X to evaluate the relevance between the generated
query and the golden query; 2)DIST-1/2 to evaluate the diversity of generated
query; and 3) the geometric Mean to measure overall performance.

Table 1. Query Classification Evaluation. Extraction-based methods extract queries
without predicting the empty query and have the same P/R/F1; thus, we only report
one result here. Reference is the ground truth. First/Second is the first/second best.

Datasets DuSinc WoI

Model Len EQP(%) QC-P QC-R QC-F1 Len EQP(%) QC-P QC-R QC-F1

Reference 4.06 41.06 100 100 100 16.56 14.75 100 100 100

SIFRank 3.77 0.0 60.6 100 75.5 15.63 0.0 87.5 100 93.3

CatSeq 2.68 61.0 76.9 49.5 60.2 7.73 37.7 88.3 62.9 73.5

CatSeqTG 3.78 65.0 75.4 43.6 55.2 7.73 37.7 88.4 62.9 73.5

Wr-SetTrans 1.66 78.8 77.6 27.1 40.1 14.97 0.1 87.5 99.9 93.3

BART-Base 3.14 52.8 75.4 58.8 66.0 6.97 56.7 88.2 43.8 58.5

EVA2.0-Base 4.24 64.8 66.3 38.6 48.8 - - - - -

BlenderBot2 - - - - - 14.33 0.0 87.5 100.0 93.3

Dial-QP 4.18 38.0 78.7 80.5 79.6 15.69 1.6 87.5 98.4 92.7

4.2 Result and Analysis

Query Classification. Table 1 reports the results on the Query Classification
task. In the DuSinc, most non-extraction baselines are struggled in dealing with
No Query : 1) Keyphrase generation models and CQP-PLMs tend to over-predict
the No Query, and thus the corresponding EQP is much higher than the real
proportion, demonstrating such models are easy to generate this generic query;
2) Keyphrase extraction models can not generate any No Query. Thus, they have
excellent recall but poor precision. Compared to baselines, Dial-QP has achieved
the first or the second best in all metrics, demonstrating Dial-QP can predict
queries more in line with the golden queries distribution. In the English WoI,
the proportion of No Query is significantly lower than in the DuSinc. Thus, the
performance differences among models are not as significant as in the previous
DuSinc. Nonetheless, Our Dial-QP still has the tier-1 overall performance.

Query Production. Table 2 reports the experimental results on the Chinese
DuSinc. It can be seen that Dial-QP can significantly beat the whole baselines in
most metrics, demonstrating the effectiveness of our keyword recognition strat-
egy and multi-task learning paradigm. We can find that the Keyphrase genera-
tion methods have better performance than the keyphrase-extraction methods,
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Table 2. Query Production Evaluation on Chinese DuSinc dataset. First/Second also
represents the first/second best performance.

Model CharF1 BLEU-1/2/3/4 ROUGE EM-A/G/X DI-1/2 Mean

TF-IDF 11.2 19.7/14.4/10.6/8.3 26.3 0.64/0.64/0.55 22.74/42.2 14.3

YAKE 5.8 18.7/8.1/5.5/4.3 18.6 0.64/0.60/0.54 11.08/25.7 9.0

TextRank 12.8 26.0/15.1/11.6/9.6 26.1 0.67/0.65/0.54 26.12/59.4 17.1

SIFRank 17.2 33.0/20.0/15.2/12.7 31.4 0.65/0.67/0.58 30.65/67.4 20.9

CatSeq 35.3 40.9/32.7/27.4/23.9 55.5 0.79/0.80/0.74 29.93/60.9 28.1

CatSeqTG 27.3 40.9/30.0/22.2/17.1 53.2 0.77/0.79/0.72 21.92/42.7 23.4

Wr-SetTrans 24.3 25.9/18.6/12.2/8.9 52.0 0.76/0.79/0.71 20.42/44.2 19.0

BART-Base 44.7 50.5/42.5/37.4/33.4 58.6 0.81/0.82/0.76 31.87/65.8 33.4

EVA2.0-Base 11.3 28.1/15.7/6.5/3.4 41.3 0.72/0.73/0.66 23.40/57.1 17.2

Dial-QP 49.5 58.7/49.5/42.8/38.0 61.4 0.84/0.83/0.79 29.95/69.0 36.5

Table 3. Query Production Evaluation on English WoI dataset.

Model CharF1 BLEU-1/2/3/4 ROUGE EM-A/G/X DI-1/2 Mean

TF-IDF 37.1 21.5/15.0/12.5/11.0 31.0 0.786/0.80/0.668 0.19/2.6 12.1

YAKE 43.7 41.7/22.7/15.8/12.5 31.8 0.806/0.80/0.677 0.10/1.4 15.6

TextRank 45.7 48.9/29.4/21.7/17.6 33.3 0.810/0.81/0.694 0.10/1.7 18.2

SIFRank 47.8 50.4/34.3/27.4/23.6 36.8 0.814/0.82/0.703 0.11/1.7 20.4

CatSeq 32.4 21.9/16.0/13.6/12.0 30.6 0.558/0.74/0.491 0.29/4.7 12.1

CatSeqTG 32.4 21.9/16.0/13.5/12.0 30.6 0.558/0.74/0.491 0.30/4.7 12.1

Wr-SetTrans 41.2 42.8/27.7/21.4/17.6 33.5 0.797/0.81/0.684 0.18/3.0 17.2

BART-Base 32.6 19.3/15.4/13.9/12.8 31.4 0.438/0.72/0.400 0.38/5.4 12.1

BlenderBot2 51.2 51.2/39.3/33.8/30.4 41.4 0.814/0.84/0.716 0.21/3.6 23.0

Dial-QP 53.6 55.5/44.4/39.0/35.4 44.5 0.810/0.85/0.722 0.19/3.3 25.3

indicating the query production task is more suitable for using generation-based
methods to perform, rather than only capturing the superficial features in the
context. EVA2.0 have the worst performance in the PLMs methods because they
tend to generate too many No Query. The BART model achieves a notable result
among baselines, showing the ability of the pre-trained language model.

As reported in Table 3, Dial-QP still achieves the best overall performance in
the English WoI dataset, and exceeds the powerful SOTA BlenderBot2 in most
metrics, showing the dialogue query generated by Dial-QP are more semantically
relevant to the ground truth. Dial-QP is still behind some models in terms of
diversity, which we owe to the hinting keywords bringing certain restrictions.

Ablation Study. We have conducted an ablation study to further analyze the
effect of keyword recognition strategy and multi-task learning paradigm. We
tested variants ablated model of Dial-QP on the Chinese DuSinc dataset:

1. In w/o 3-class classifier, we remove the 3-class classifier and the Query Classi-
fication task to only use the hinting keywords to generate the dialogue queries.
Notably, there is a significant performance regression, especially in the Query
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Table 4. Ablation Studies. Except for ↑, the results of variants have decreased.

Setting EQP(%) QC-F1 CharF1 BLEU-4 ROUGE EM-X DI-2

Full 38.0 79.6 49.50 38.0 61.4 0.79 69.0

w/o 3-class classifier 58.2 64.1 45.09 32.8 59.9 0.77 66.9

w/o Keywords 43.6 76.6 47.50 34.8 61.6↑ 0.78 70.2↑
w/o All (BART) 52.8 66.1 45.01 33.4 58.6 0.76 65.8

BART with 2-class classifier 41.0 76.3 46.81 35.4 59.8 0.78 69.7↑

Classification task metrics. It means our Query Classification task can teach
the query production model to effectively teach the query production model
to predict the query type;

2. In w/o Keywords, we train the backbone model using multi-task learning
without the help of hinting keywords. The performance overall decreased but
has slightly improved in both ROUGE and DI-2, demonstrating that at the
same time as the hinting keywords guide the query generation process, it may
also lead to limiting the generation of various queries;

3. In w/o All (BART), we discard all further processing methods, and the per-
formance is worse than previous model variants, showing the necessity to joint
use our keyword recognition strategy and multi-task learning paradigm;

4. We further test the backbone BART with a binary classifier, which only learns
to distinguish whether a query is needed for one context. Compared with the
w/o Keywords, we can find a certain performance decrease, illustrating that
a fine-grained classification object is more suitable for this task.

Case Study. We report three real cases in Table 5. In cases 1 and 3, we can
find Dial-QP has recognized the hinting keywords and successfully classified
the query type; meanwhile, it also generated correct dialogue queries. Such two
cases verify the effectiveness of our Keyword Recognition, Query Classification,
and the final Query Production at the same time. In the second case, Dial-
QP generated a contextually appropriate query by making certain inferences
rather than directly extracting words from the context, although it had made
a mistake in the query type. It shows our paradigm has mistake redundancy to
the recognized keywords and the results predicted by the classification stage to
some extent. Unlike our approach, baselines have worse performances. Keyphrase
extraction methods can not well handle empty queries, while other generative
models tend to over-predict the No Query.
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Table 5. Case Study on the Chinese DuSinc and English WoI dataset. For brevity,
we only present the results for some representative methods.

5 Conclusion

We propose a BART-based Dial-QP for the CQP task. Unlike previous works
that only generate a dialogue query by an end-to-end paradigm, we firstly clas-
sify the query into three kinds: Present Query, Absent Query and Empty Query,
which is a more fine-grained perspective to process the different types of queries.
Subsequently, Dial-QP introduces a novel multitasking training paradigm to
predict No Query to avoid the impact of this genetic query, and a Keywords
Recognition stage to utilize the hinting keywords to guide the CQP model rec-
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ognize the key information in the multi-turn conversation. Finally, experimental
results have shown the very competitive performance of Dial-QP.
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Abstract. Multi-turn dialogue response generation aims to generate
a response with consideration of the context. It is not equal to mul-
tiple single-turn dialogues due to the context dependence of response.
Many existing models achieve great success for response generation, but
they still struggle to model the contextual semantics of dialogue his-
tory. Sequence models have difficulties to explore the interactive rela-
tions between contextual utterances, which affects the coherence of gener-
ated responses. To solve the issue, we propose a discourse relation-aware
model, which encodes the contextual utterances with a directed acyclic
graph neural network (DAGNN) with constraints on dialogue-specific
discourse relations to better model the intrinsic structure. Besides, we
introduce an auxiliary discourse relation recognition task to enhance
the model’s ability of representing the context. Extensive experimental
results show that our proposed model outperforms baselines.

Keywords: Multi-turn Dialogue · Discourse Relation · Auxiliary
Recognition Task

1 Introduction

Open-domain dialogue response generation is an important and challenging
task of dialogue systems. The seq2seq models with encoder-decoder framework
achieve impressive success on natural language generation (NLG), as well as
the generation of open-domain dialogue response [21,22]. Most of them focus
on single-turn conversational generation, which means generating response only
depends on the nearest utterance. However, dialogue usually lasts for multiple
rounds in real scenarios, named multi-turn dialogue.

Multi-turn dialogue response generation aims to generate a response with
consideration of the context. Generating only according to the last utterance can
lead incoherent and irrelevant responses. Therefore, researchers begin to explore
the context information of open-domain dialogue to generate more coherent and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Liu et al. (Eds.): NLPCC 2023, LNAI 14302, pp. 853–865, 2023.
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: Hello, how are you doing?
: I love spending time with my family.
: That’s great, me too! I’m married, my  husband and I have 2 children.
: So then have you ever been to Disneyland?
: No, we recently purchased a new house, so we cannot afford it. Have you?
: Yes, I love Mickey Mouse such a cute little rat.

response: I enjoy going to concerts, I see the rolling stones every year.

Question-Answer Pair

Comment
Clarification Question

Correction

Question-Answer Pair

Contrast

Fig. 1. An example of a multi-turn dialogue with discourse relations.

context-sensitive responses [4,19,20,23,35]. Theoretically, the number of turns
of multi-turn dialogue is uncertain, which means the length of input context
is unlimited. Therefore, multi-turn dialogue response generation is faced with
challenges: (1) how to accurately learn the representation of context when there
are many turns of dialogue history, (2) how to model the relationship between
responses and context better to ensure the continuity of the dialogue.

Most existing models usually view the multi-turn context as a linear sequence
of tokens [18,35]. These approaches which only utilize token-level semantics are
difficult to capture relationships among utterances. Hierarchical seq2seq models,
such as HRED [19] which contains hierarchical encoders, can effectively depict
the structure of context. DialogBERT [4] employs a hierarchical Transformer
architecture to relieve the lack of long-term information which RNN-based mod-
els suffer. But it still neglects the inherent interactive relations among utterances.

There are not only temporal relationships but also higher-level semantic rela-
tionships among utterances of context in multi-turn dialogue. As shown in Fig. 1,
discourse relations are held among historical utterances in a multi-turn dia-
logue. Discourse relation can provide pre-defined relations between utterances
[26]. Introducing the discourse relations specifical for dialogues to model con-
text can facilitate to express the interaction between utterances, obtain more
accurate contextual representations and generate more coherent responses.

To explicitly utilize discourse relations among historical utterances, inspired
by DAGNN [29], we propose to model the context in the form of a directed acyclic
graph (DAG). Rather than simply connecting each historical utterance, we build
a DAG with constraints on discourse relations. To a certain extent, the graph
structure can alleviate the impact of historical turns whose number is uncertainty
or large. Besides, we introduce an auxiliary discourse relation recognition task,
which aims to force the model to fully consider the relevance between context
and response in the representation of context by predicting the discourse relation
between the last utterance and response. We utilize BART [7] as the backbone
model and enhance it with the loss of generation and classification. Extensive
experiments show that our proposed dialogue discourse relation-aware BART
model outperforms baseline. Our contributions can be summarized as follows:

1) Propose to model the multi-turn dialogue context in the form of DAG with
constraints on implicit discourse relations between historical utterances, thus
generating more context-sensitive responses.
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2) Incorporate implicit discourse relation recognition as an auxiliary task in
the training phase to help capture contextual information and improve the
relevance of generated responses.

3) The experimental results on two public open-domain dialogue datasets
demonstrate the effectiveness of our model.

2 Related Work

2.1 Multi-turn Dialogue Generation

Traditional models follow the sequential strcture. HRED [19] is a typical context-
sensitive model with hierarchical framework, which contains a token-level and
a context-level encoder. Noises could be introduced because previous methods
process each historical utterance indiscriminately, so researchers introduce kinds
of attention mechanism to measure the relevance between the response and each
contextual utterances, including self-attention mechanism [32], additional topic
level attention weights [31] and a static and dynamic attention framework [34].

Pre-trained language models (PLMs) are widely explored in natural language
generation (NLG) in recent years [7,17,35]. PLMs-based methods can alleviate
the blandness and lack of long-term contextual information which RNN-based
models suffer. However, they still concatenate all the historical utterances into
single text as the input, which is not particularly suitable for multi-turn dialogue
response generation. This paper aims to further explore the inherent interactive
relations between contextual utterances to represent context better.

2.2 Dialogue Discourse Relation

While previous work suggest that there are discourse relations among dialogue
turns and they might be especially useful for generating possible next turn in
open-domain dialogue [13,30], this idea is relatively unexplored. The Penn Dis-
course Treebank (PDTB) [15] targets formal texts like news and is not suitable
for dialogues. The modified Segmented Discourse Reprsentation Theory (SDRT)
hierarchy defined in STAC dataset [1] is designed specifically for dialogue, defin-
ing 16 relation types. Following SDTR, dialogue discourse relation is widely
applied to various natural language processing (NLP) tasks, such as machine
reading comprehension [8,9,11], meeting summarization [3], and emotion recog-
nition [27]. In this paper, we utilize the dialogue discourse relations to help model
the interactive relations between utterances in context.

3 Method

3.1 Problem Definition

Let D = (u1, u2, . . . , uT , uR) denotes a multi-turn dialogue, where the con-
text is described as C = (u1, u2, . . . , uT ) and uR is the response. Each ui =
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(wi
1, w

i
2, . . . , w

i
|ui|) in C is a utterance and wi

j is the j-th word in ui. Multi-turn
dialogue response generation targets to generate a response uR according to the
given context C. To better model the interactive relations of context, we formu-
late a dialogue as a directed acyclic graph G(V, E ,R). Accordingly, the whole
problem can be expressed as generating a response uR based on the given G.
Figure 2 gives the overall framework of our proposed model.

Utterance Encoder

BART
Encoder

utterance1
utterance2

utterance3
utterance4

utterance5

utterance6

Max-Pooling

Max-Pooling

Max-Pooling

Max-Pooling

Max-Pooling

Max-Pooling

utterance6 [MASK] response

Auxiliary Dialogue Discourse Relation Recognition

Classifier

Dialogue Encoder

BART
Decoder

Decoder

response

Fig. 2. The overall framework of our proposed model.

3.2 Utterance Encoder

To facilitate the understanding of context C, utterances are firstly encoded to
form representations. We encode ui = (wi

1, . . . , w
i
|ui|) with BART-Encoder, then

the Hi is max-pooled to obtain the aggregated representation:

Hi = BART -Encoder([ei
cls, e

i
1, . . . , e

i
j , . . . , e

i
|ui|]) (1)

si = Linear(Max-Pooling(Hi)) (2)

where ei
j is the embedding of the j-th word in ui. And si ∈ R

du where du is the
dimension of utterance representation.

3.3 Dialogue Encoder

Most previous models organize the entire context as a sequence, which falls
short for capturing the interactive relations of context. We design a DAG and
incorporate the dialogue discourse relations to model the context better.

Dialogue Discourse Relation. Following [1], there are sixteen discourse rela-
tions in total, including comment, clarification question, elaboration, acknowl-
edgment, continuation, explanation, conditional, question-answer pair, alterna-
tion, question elaboration, result, background, narration, correction, parallel and
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contrast. We utilize discourse relations to model the multi-turn dialogue context
in the form of DAG, thus facilitating the model to capture the interactive rela-
tions among utterances and obtain more accurate contextual representation.

Dialogue DAGNN. In this paper, a DAG is denoted by G(V, E ,R), where V
is a set of vertices that represents utterances and E ⊂ V × V is a set of directed
edges. The edges are formulated as (i, j, rij) ∈ E , where rij ∈ R is the dialogue
discourse relation type of the edge. The set R contains the sixteen dialogue
discourse relations as mentioned above. We impose the direction constraint that a
previous utterance can pass message to a future utterance, but a future utterance
cannot pass message backwards. This setting is more reasonable for dialogue
scene, as a utterance should not be influenced by the future utterances.

At each layer, DAGNN aggregates information for each node in temporal
order and allows all nodes to gather information from neighbors and update
their states at the same layer:

hl
i = Comb(hl−1

i , Aggre({hl
j |j ∈ Ni})) (3)

where Comb(·) and Aggre(·) are parameterized neural networks for information
processing and information aggregation from neighboring nodes respectively. Ni

denotes the neighbours of the i-th node. We initialize h0
i = si with the input

representation of the i-th utterance. The hidden state of utterances are computed
recurrently from the first utterance to the last one.

For each ui at the l-th layer, the edge weights from its predecessors uj can
be calculated by using the hl−1

i to attend to the predecessors’ hidden states:

αl
ij = softmaxj∈Ni

(W l
α[hl

j ||hl−1
i ]) (4)

where hl−1
i is the node representation at the (l − 1)-th layer, hl

j is the neigh-
boring node representation that has been processed in the l-th layer. W l

α is
trainable parameters and || denotes the concatenation operation. Furthermore,
the aggregated message can be computed according to αl

ij , and W l
rij

is trainable
parameters for discourse relation-aware transformation:

msgl
i =

∑

j∈Ni

αl
ijW

l
rij

hl
j (5)

Then the final hidden state nodl
i is obtained with a gated recurrent unit (GRU):

nodl
i = GRU l

n(hl−1
i ,msgl

i) (6)

Inspired by [24], msgl
i is only used to control the propagation of ui’s hidden

state, neglecting the contextual information. Therefore, another GRU is utilized
to capture the contextual message ctxl

i, and the roles of hl−1
i and msgl

i are
reversed:

ctxl
i = GRU l

c(msgl
i, h

l−1
i ) (7)

Finally, the node representation of utterance ui at the l-th layer is updated
by summing the two types of information:

hl
i = nodl

i + ctxl
i (8)
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3.4 Auxiliary Discourse Relation Recognition

To facilitate the model to obtain more accurate contextual representations and
consider the relation between context and response, we introduce an auxiliary
task to force the model to recognize the discourse relation between utterance uT

and target response uR. We regard uT and uR as two discourse units (DUs), and
firstly transform them to a single string S with a special token [MASK], then
sent it into the encoder of BART to obtain the hidden states H̃:

S = uT [MASK]uR (9)

H̃ = BART -Encoder(S) (10)

We employ the hidden states of [MASK] for representing the dialogue dis-
course relation between two DUs. Then we feed the output H̃MASK into a linear
layer with GELU activation followed by a softmax layer to classify the discourse
relation r between two DUs. P (r) represents probability distribution of r:

P (r) = softmax(Linear(H̃MASK)) (11)

3.5 Generation Module

As shown in Fig. 2, we take the concatenation of hi at the last layer as the final
representation of context HC , and send it to the decoder of BART:

HC = ||Ti=1h
L
i (12)

P (wR
t ) = BART -Decoder(HC , wR

<t) (13)

where || denotes the concatenation operation. T is the length of context, and wR
t

represents the t-th word of generated response.

3.6 Training and Loss Functions

The training loss of the model consists of two parts: generation loss Lgen and
classification loss Lcla, both of which employ the cross-entropy loss. The final loss
L is a weighted sum of two components, and the sum of their weights equals one.
The objective function is as follows, where α is an adjustable hyper-parameter:

L = (1 − α) ∗ Lgen + α ∗ Lcla (14)

4 Experimental Settings

4.1 Dataset and Implementation Details

We evaluate our model with two public multi-turn dialogue datasets. The first
one is PersonaChat [33], which provides natural conversations between two par-
ticipants. The second is Ubuntu Dialogue Corpus [12]. It contains dialogues col-
lected from the Ubuntu Internet Relayed Chat channel, each of which is about
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Table 1. Statistics of two datasets annotated with dialogue discourse relations.

PersonaChat Ubuntu

Train Valid Test Train Valid Test

Number of dialogues 16738 1000 1000 162496 6600 6600

Average number of turns 13.65 14.56 13.58 7.69 7.49 7.59

Average number of relations 12.65 13.56 12.58 6.69 6.49 6.59

a Ubunturelated technical problem. We randomly split two datasets to train-
ing, validation and test sets respectively. To obtain discourse relations, we firstly
employ a dialogue discourse relation parser [25]. Table 1 shows detailed statistics
of two datasets. We filter the datasets for dialogues with less than 5 utterances,
which is more consistent with multi-turn scenarios.

We implement all the models using PyTorch, and conduct hyper-parameter
search for all models. There are 6 layers for encoder and decoder in our model,
which has 768 dimensional embedding size and hidden states. For the α men-
tioned earlier, we let α = 0.3 for the overall performance comparison by default.
During the training phase, we set the learning rate as 1e-5 and optimized with
Adam optimizer [6]. Checkpoints with the top performance are finally evaluated
on the test set to report final results.

4.2 Baselines

We select the following baseline methods for comparison: (1) Seq2Seq [28] is
a standard RNN-based model with attention mechanism. (2) HRED [19] is a
typical generation model for multi-turn dialogue, which firstly introduces a hier-
archical encoder-decoder framework. (3) ReCoSa [32] is a RNN-based model
with self-attention mechanism. It is proposed to discriminate the importance of
contextual utterances. (4) BART [7] is a pre-trained Transformer-based model
for conditional text generation. It consists of a bidirectional encoder and a left-
to-right decoder. (5) DialoGPT [35] is a pre-trained model for dialogue genera-
tion. It is pre-trained based on GPT-2[17] using Reddit comments. (6) Dialog-
BERT [4] is a pre-trained dialogue generation model. It employs a hierarchical
Transformer architecture to represent the context. (7) DialogVED [2] is a new
dialogue pre-trained framework, which introduces continuous latent variables to
increase the diversity of generated responses.

What’s more, we perform ablation studies to validate the effectiveness of
each part of our model: (1) -recognition is the ablated model which removes
the auxiliary discourse relation recognition task. (2) -relations removes DAGNN
and simply connects each historical utterance without discourse relations.

4.3 Metric

For evaluation, we employ the automatic metrics and human metrics to evalu-
ate the quality of generated responses. We adopt widely used BLEU-n [14] to



860 H. Wang et al.

Table 2. Results of automatic evaluation. The best results are highlighted in bold.

Model PersonaChat Ubuntu

BLEU-1 BLEU-2 Dist-1 Dist-2 BLEU-1 BLEU-2 Dist-1 Dist-2

Seq2Seq 15.13 8.91 0.0086 0.0251 4.32 2.87 0.0092 0.0322

HRED 20.91 12.94 0.0197 0.0556 9.39 5.82 0.0196 0.0727

ReCoSa 23.66 13.42 0.0445 0.1807 12.77 7.54 0.0322 0.0898

BART 27.68 15.25 0.1408 0.449 15.22 8.78 0.0644 0.4278

DialoGPT 26.82 15.43 0.1358 0.541 15.83 8.62 0.0694 0.4596

DialogBERT 27.41 16.58 0.1382 0.5713 16.77 9.17 0.0544 0.4278

DialogVED 29.17 20.6 0.0957 0.3938 15.66 8.32 0.0653 0.4955

Ours 30.34 18.52 0.148 0.4625 18.85 11.75 0.0755 0.515

-recognition 29.49 16.48 0.1360 0.4489 17.56 10.56 0.0691 0.431

-relations 28.07 15.75 0.1316 0.4461 16.736 9.43 0.0629 0.402

measure n-grams overlapping proportion, which can evaluate the relevance of
the generated response to reference. Besides, to evaluate the model’s capacity
on lexical diversity, we utilize the corpus-level metric of distinct-1/2 [10]. It is
defined as the number of distinct uni- or bi-grams divided by the total number of
words, which measures the proportion of unique n-grams in generated responses.

Only considering automatic metrics may not suitably reflect the quality of
generation, we further evaluate with manual metrics: (1) Coherence measures
whether the response is relevant with the context. The score ranges from 1 to
5, higher score means more coherent. (2) Informativeness evaluates which
response conveys more information, the score ranges from 1 to 5, higher score
means more informative. (3) Sensibleness measures whether the model can
capture the dialogue discourse relations between utterances. The score ranges
from 1 to 5, higher score means the generated response is more sensitive to
dialogue discourse relations.

5 Results and Analysis

5.1 Automatic Evaluation

We present the overall results of all the compared methods at Table 2. Gener-
ally, our proposed model outperforms baselines on most metrics, which shows
its effectiveness for multi-turn dialogue response generation. For baselines, pre-
trained models achieve higher scores than traditional RNN-based models, espe-
cially in terms of distinct measures. It demonstrates the strong ability of models
with numerous data pre-trained to generate diverse text. Comparing Seq2Seq
and DialoGPT with HRED and DialogBERT respectively, we can observe that
models with hierarchical framework perform better than non-hierarchical mod-
els, which proves that mining the structural information of dialogue history is
beneficial to improve the quality of generation.

Our model obtains higher scores than BART, which verifies that introduc-
ing graph structure and dialogue discourse relation to model the context helps
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multi-turn dialogue response generation. Compared with DialogVED, our model
cannot reach the best on some metrics. We speculate it is because DialogVED
adopts the future predicting strategy in ProphetNet [16] when decoding, and
introduces latent variables to help generation procedure. However, the large
parameter scale of DialogVED (392M) leads to overfitting when fine-tuning on
the datasets. What’s more, it takes the entire context as a long text input so that
it can’t make full use of the interaction information among historical utterances.

5.2 Human Evaluation

Considering automatic metrics may not suitably reflect the effectiveness, we fur-
ther perform human evaluation. We randomly sample 50 testing dialogues and
corresponding generated responses of each models from two datasets respectively.
Three participants are required to range the generations from different perspec-
tives and we report their average scores. As presented at Table 3, hierarchical
models perform better than non-hierarchical models in terms of coherence and
our model gets the highest score. It validates the effectiveness of introducing
graph structure and dialogue discourse relation to model the context. Early pre-
trained models perform generally in sensibleness, we suppose it is because they
cannot absorb and understand given context as [5] point. In general, our model
can generate context-sensible responses, and we further analyze in case study.

Table 3. Results of human evaluation.

Metric Seq2Seq HRED BART DialogVED Ours

PersonaChat coherence 1.81 3.15 2.92 3.95 4.17

informativeness 2.19 2.23 3.25 3.71 3.62

sensibleness 1.55 2.04 2.31 3.54 4.33

Ubuntu coherence 1.45 2.87 3.32 3.89 4.31

informativeness 1.78 2.21 3.56 4.21 3.97

sensibleness 1.39 2.44 3.11 3.67 4.42

5.3 Ablation Study

We conducted ablation studies to verify the effectiveness of each component in
our model. As shown in Table 2, the ablated models cannot catch up to the com-
plete model, which validates discourse relation-aware module and graph struc-
ture are effective for multi-turn dialogue response generation.

Without auxiliary discourse relation recognition task, the -recognition gets
slightly lower score than the complete model, which indicates that it has facili-
tating effect on modeling context dependence to some extent. The performance
of the -relations lags behind the complete model as shown, which indicates that
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discarding the directed acyclic graph structure and ignoring the dialogue dis-
course relations between historical uterrances have large impact on the overall
performance. The -relation cannot adequately mine the contextual information.

5.4 Effect of Dialogue Discourse Relation

Consistent results are obtained in both automatic and human evaluation, prov-
ing the importance of discourse relation-aware module. It’s worth noting that
we employ a dialogue discourse relation parser [25] to annotate datasets. The
parser’s accuracy of implicit discourse relation recognition is affected by many
factors. And the discourse relation recognition is a multi-label task [8], there
could be more than one relation between two utterances, which would easily
make ambiguities. So the accuracy of the parser is always limited, which can
probably introduce noises when modeling context in the form of DAG with con-
straints on the annotated discourse relations.

5.5 Case Study

Table 4 shows comparisons on PersonaChat of our model and four main baselines.
The sample illustrates that our model generates more context-relevant responses
than baseline models. The result of BART is less relevant to the context. We
suppose that it is because BART is a pure auto-regressive language model which
takes the entire context as a long text input. The generation of DialogVED
looks similar to the golden response. But our model generates more semantically
consistent response and it fits the dialogue discourse relation better.

Table 4. Case analysis on PersonaChat. Continuation repesents the dialogue dis-
course relation between response and the last utterance.

u1: Good morning, I hope you are having a great day so far

u2: Good morning, it’s going pretty well how is your day?

u3: Just getting started really. I am not much of a morning person so coffee coffee

Context u4: I understand that one. I am gonna play a new video game I got yesterday

u5: Oh sweet what did you get?

u6: Destiny 2 I loved the first one

u7: All my people are gamers so I hear a lot about them even though I do not play

u8: My family is the same. What do you do for a living?

u9: I resell jewelry. I just got back from a show where I got new hoop earrings

GOLD That sounds like a rewarding job. I work in marketing. (Continuation)

Seq2Seq That’s true. <unk> is my favorite type of car now

HRED Wow that sounds interesting. I love music

BART Hooprings are really cool I love those

DialogVED That sounds like a lot of fun

Ours That’s cool. What kind of jewelry do you sell?
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6 Conclusion

In this paper, we propose a discourse relation-aware model for the generation of
open-domain multi-turn dialogue. Discourse relation plays an important role in
understanding dialogue history, so we employ a DAGNN to model the context
with constraints on discourse relations. Meanwhile, we introduce an auxiliary
discourse relation recognition task to force the model to consider the contextual
dependence in the representations of context. The experimental results demon-
strate the effectiveness of our method.
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