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Preface

We are delighted to introduce the proceedings of the nineteenth edition of the Computer
Science and Education in Computer Science International Conference (EAI CSECS
2023). The event is endorsed by the European Alliance for Innovation, an international
professional community-based organization devoted to the advancement of innovation in
the field of Information and Communication Technologies. The conference took place in
Boston, USA between 28 and 29 June 2023 and was also transmitted online for remote
participants from Bulgaria, Germany, India, Pakistan, Senegal, Portugal, China, and
North Macedonia.

EAI CSECS 2023 was dedicated to a wide range of Computer Science research
areas starting from software engineering and information systems design and ending
with cryptography, the theoretical foundations of algorithms, and implementation of
machine learning and big data technologies. Another important topic of the confer-
ence was education in computer science, which includes the introduction and evaluation
of computing programs, curricula, and online courses, to syllabus, laboratories, teach-
ing, and pedagogy aspects. The fields of teaching and education have evolved multiple
existing and emerging technologies, solutions, and services for design and training pro-
viding a heterogeneous approach towards the delivery of Software 5.0 and Education
5.0 to a broad range of citizens and societies. CSECS 2023 brought together technology
experts, researchers, and industry representatives contributing to the design, develop-
ment, and deployment of modern solutions based on recent technologies, standards, and
procedures.

The technical program of EAI CSECS 2023 consisted of 22 full and 9 short papers
in oral presentation sessions on-site or online in the main conference tracks. All papers
have been selected from more than 100 submissions. Every paper has been reviewed
double-blind by at least 3 reviewers. The papers cover many systems technologies, appli-
cations, and services as well as solutions. Multiple topics have been addressed including
the theory of computation, models of computation, computational complexity and cryp-
tography, logic, design and analysis of algorithms, network architectures, performance
evaluation, network services, software engineering, software creation and management,
applied computing, machine learning, and education.

Coordination with the steering chair, Imrich Chlamtac, as well as the valuable sup-
port of IvanLandjev, TanyaZlateva, Vladimir Zlatev, LouChitkushev,DimitarAtanasov,
ConstandinosMavromoustakis, EugenePinsky, PetyaAsenova,RossitzaGoleva,Metodi
Traikov, Irena Vodenska, and Vijay Kanabar were essential for the success of the confer-
ence. We sincerely appreciate their continuous work and support. We are also grateful
to the Conference Manager, Kristina Havlickova from EAI, for her support and to all
the authors who submitted their papers to the EAI CSECS 2023 conference.

We strongly believe that CSECS 2023 provides a good forum for all researchers,
developers, and practitioners to discuss all science and technology aspects that are rel-
evant to computer science and education in the field. We also expect that the future
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EAI CSECS 2024 conference will be as successful and stimulating, as indicated by the
contributions presented in this volume.

July 2023 Tanya Zlateva
Georgi Tuparov
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α-Based Similarity Metric
in Computational Advertizing: A New

Approach to Audience Extension

Sarthak Pattnaik and Eugene Pinsky(B)

Department of Computer Science, Met College, Boston University, Boston, MA, USA
{spattna1,epinsky}@bu.edu

Abstract. Over the past few decades, advertising has undergone sig-
nificant evolution, with online advertising now the most widely used
form to reach potential audiences globally. Advertisers face the chal-
lenge of targeting the right audience through media channels while
working within limited budgets. However, campaigns often attract small
audiences, which has led to extensive research into inducing preferable
attributes from campaign data to reach a wider range of customers. Audi-
ence expansion techniques offer a promising solution to identifying poten-
tial audiences with similar characteristics to the seed users, who are likely
to achieve the business goal of a targeted campaign. Typically, the ulti-
mate goal is to achieve the maximum impressions possible at a certain
cost per thousand impressions. In this paper, we propose a distance-
based approach that uses a hyperparameter to compute the weighted
average to find the nearest neighbors of a target campaign from the his-
torical dataset (seed audience). This approach will be used to determine
the total impressions and cost per thousand impressions. To extend our
potential audience, we will use heuristic measures to find the best set
of features to render the maximum impressions at a reasonable cost per
thousand impressions [1].

Keywords: computational advertising · audience extension ·
similarity metrics · nearest neighbors

1 Introduction

Online advertisers rely on audience segments to group users based on various
characteristics such as demographics, location, behavior, and intent. These seg-
ments are created using first-party data collected by advertisers or third-party
data provided by external sources [2]. However, sometimes these segments do not
produce the expected number of impressions at the desired cost per thousand
impressions. To address this issue, advertisers can use audience extension, which
uses feature selection techniques to identify the set of features that will provide
the advertiser with the highest possible audience [3]. In other words, audience
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023

Published by Springer Nature Switzerland AG 2023. All Rights Reserved
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4 S. Pattnaik and E. Pinsky

extension enables advertisers to expand their target audience beyond the exist-
ing segments. This can help advertisers find more potential customers to meet
their targets [4]. Audience extension requires calculating nearest neighbors for
an advertising campaign, which involves using various distance and similarity
measures as metrics to identify nearest neighbors [5].

2 Computational Advertising

Advertising plays a critical role in modern business, allowing companies to effec-
tively reach their target audiences and promote their products and services. The
use of machine learning techniques in computational advertising has become
increasingly popular, enabling advertisers to develop more sophisticated and
data-driven campaigns. One of the key challenges in computational advertising is
achieving optimal results while minimizing the cost of the campaign. To address
this challenge, Dave and Varma [1] provide a comprehensive guide to computa-
tional advertising techniques, covering topics such as ad targeting, ad ranking,
and ad delivery. The authors describe the key algorithms and metrics used in
these processes and the various ethical considerations and challenges involved
in advertising. In recent years, machine learning optimization has emerged as
a powerful approach to improving the effectiveness and efficiency of advertising
campaigns. Truong and Hoang [6] conducted a systematic literature review to
provide an overview of the current state of machine learning optimization in
computational advertising. The authors emphasize the importance of data pre-
processing, feature engineering, and model selection in achieving optimal results.

3 Similarity Metrics for Advertisement Campaigns

Similarity measures and distance measures are statistical measures of how two
advertisement campaigns are related to each other. In our analysis, we propose a
combination of Hamming distance and Jaccard distance to calculate the distance
between two user advertisement campaigns. This would allow us to consider
scenarios where we emphasize commonality and priority for our targets.

3.1 Hamming Distance

Hamming distance is a distance measure used to compare two strings of equal
length. It counts the number of positions at which the corresponding symbols are
different between the two numeric strings, A and B. In other words, it measures
the minimum number of substitutions required to change one string into the
other [7,8]. Below are two strings of length 6 each (see Fig. 1):

A : 123456 B : 165438

Hamming distance is used to measure the difference between two strings
of equal length. It represents the number of positions at which the symbols
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differ, making it a critical distance measure for comparing data in various fields,
including error-correcting codes, data compression, and DNA analysis. Strings
A and B differ at exactly 4 positions. Therefore, the hamming distance between
A and B is 4 [9].

Normalized Hamming Distance: The normalized hamming distance is a
measure of dissimilarity between two strings that takes into account the length
of the strings. It is obtained by dividing the hamming distance by the length
of the strings, which gives a value between 0 and 1. A value of 0 means that
the two strings are identical, while a value of 1 means that the two strings are
completely different. In strings, A and B, the normalized hamming distance are
4/6 = 0.67, which means that the two strings are 67% dissimilar. Equation (1)
represents the normalized hamming distance between two strings A and B.

dH(A,B) =
1
n

n∑

i=1

[
Ai �= Bi

]
(1)

Fig. 1. Illustration of the Hamming Distance

3.2 Jaccard Similarity

The Jaccard coefficient is a similarity metric commonly used to measure the
similarity between finite sample sets. It is defined as the ratio of the size of the
intersection of the sets to the size of their union. In other words, the Jaccard
coefficient measures the proportion of common elements in the two sets. The
Jaccard coefficient has been widely used in various fields, such as data mining,
information retrieval, and social network analysis. In information retrieval, it has
been used to measure the similarity between documents based on the presence
or absence of certain terms [10]. In social network analysis, it has been used to
measure the similarity between users based on their shared interests or activities
[11]. The union and intersection of two sets A and B has been illustrated in the
Venn diagram below (See Fig. 2) [12].

Equations (2) show how to calculate Jaccard similarity and Jaccard distance,
respectively. The Jaccard similarity SJ(A,B) and the Jacard distance DJ (A,B)
between two sets of items A and B can be defined as:

SJ(A,B) =
|A ∩ B|
|A ∪ B| and DJ (A,B) = 1 − SJ(A,B) (2)
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Fig. 2. Illustration of Jaccard Similarity

Similar to the case of hamming distance, let us consider the two sets below:

A = {1, 2, 3, 4, 5, 6}, B = {1, 6, 5, 4, 3, 8}

To calculate the Jaccard similarity between these sets, we first need to find their
intersection and union:

Intersection: A ∩ B = {1, 3, 4, 5, 6}, Union: A ∪ B = {1, 2, 3, 4, 5, 6, 8}

The Jaccard similarity and distance is computed from the size of the inter-
section and the size of the union:

SJ(A,B) = |A ∩ B|/|A ∪ B| = 5/7 = 0.71, DJ (A,B) = 1 − SJ(A,B) = 0.29

3.3 α-Based Weighted Average

The α-based weighted average is a method of calculating the distance between
two values. It is a linear interpolation between two values, and the weight given
to each value is controlled by the parameter α, which ranges from 0 to 1 [13].
We are interested in calculating the distance between two campaigns, A and B,
in our dataset. To do this, we calculate a weighted average of the Jaccard score
and hamming distance score [14].

The distance metric between campaigns A and B can be expressed as follows:

dα(A,B) = α · DH(A,B) + (1 − α) · DJ(A,B) (3)

Here, α represents the weight assigned to the Hamming distance score, and
(1 − α) represents the weight assigned to the Jaccard score. The values of α
used in the calculation of the distance between campaigns can have a significant
impact on the results [15]. We plan to study the effect of varying α values on
the nearest neighbors and the value of total impressions and cost per thousand
impressions. The α values we will be using are as follows:
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• α = 1 (Priority Only)
• α = 0.75 (Mostly Priority)
• α = 0.50 (Priority and Commonality Equally)
• α = 0.25 (Mostly Commonality)
• α = 0 (Commonality Only)

By exploring the effects of these α values on the distance metric between cam-
paigns, we can better understand the impact of prioritizing either the Jaccard
score or the hamming distance score and determine which approach is most
effective for our specific use case. In the above examples, we have calculated the
hamming distance and Jaccard distance for set A and set B. Substituting the
value into Eq. (1) we get:

For α = 0.00, dα(A,B) = 0 × 0.67 + (1 − 0) × 0.29 = 0.29
For α = 0.25, dα(A,B) = 0.25 × 0.67 + (1 − 0.25) × 0.29 = 0.385
For α = 0.50, dα(A,B) = 0.50 × 0.67 + (1 − 0.50) × 0.29 = 0.48
For α = 0.75, dα(A,B) = 0.75 × 0.67 + (1 − 0.75) × 0.29 = 0.575
For α = 1.00, dα(A,B) = 1 × 0.67 + (1 − 1) × 0.29 = 0.67

3.4 Significance of Hyperparameter α

let us recall our previous example. We have two strings (campaigns) A and B:
A = “1 2 3 4 5 6” and B = “1 6 5 4 3 8”. The Hamming and jacard distances
between these two campaigns are: DH(A,B) = 0.67 and DJ (A,B) = 0.29. Let
us add one more string C = “6 5 4 3 2 1”. This gives us DH(A,C) = 1 and
DJ(A,C) = 0. We can now compute the α-weighted distance dα(A,C) between
A and C.

For α = 0.00, dα(A,C) = 0 × 1 + (1 − 0) × 0 = 0
For α = 0.25, dα(A,C) = 0.25 × 1 + (1 − 0.25) × 0 = 0.25
For α = 0.50, dα(A,C) = 0.50 × 1 + (1 − 0.50) × 0 = 0.50
For α = 0.75, dα(A,C) = 0.75 × 1 + (1 − 0.75) × 0 = 0.75
For α = 1.00, dα(A,C) = 1 × 1 + (1 − 1) × 0 = 1

The graph below shows how the α based weighted average distance changes for
a pair of different advertisement campaigns with different values of α (See Fig.
3). We can observe that at a certain value of α, A is closer to B than it is
closer to C. There is a point beyond which the distance metric between a pair
of advertisement campaigns changes.

3.5 Calculating Nearest Neighbours

The radius-based method is a type of clustering algorithm that groups data
points together based on their distance from a central point (or centroid). In
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Fig. 3. Comparing distances d(A, B) and d(A, C) (intersection around α = 0.5)

this method, a fixed radius is chosen, and all data points within that radius
are grouped together into a cluster. The radius-based method is often used in
geospatial analysis and location-based services, where the goal is to identify
clusters of points that are close to each other in physical space. It is also used
in outlier detection and data cleaning applications, where the goal is to identify
and remove data points that are far from any cluster. This is the technique which
we will be using to calculate the nearest neighbours of a target campaign based
on their distance from the campaigns which are part of the dataset [16,17].

3.6 Commonality vs Priority: α as Hyperparameter

Facebook user interests are topics, activities, and hobbies that users are inter-
ested in and have indicated on their Facebook profiles. Facebook can use these
interests to show relevant content, ads, and suggestions to users based on their
preferences. Facebook users can add interests to their profiles by selecting from a
list of predefined categories or by entering custom interests. We will be calculat-
ing Hamming and Jaccard’s distance from the interests of multiple users. Using
these metrics, we calculate the α based weighted average. This metric indicates
how similar the two users are. These conclusions can be used in many applica-
tions like social media clustering to group similar users. We will be illustrating
two examples to show how the metric of similarity changes with the value of α:



α-Based Similarity Metric in Computational Advertizing 9

Example 1:

• Campaign U1: Book, Movies, Travel
• Campaign U2: Book, Travel, Swimming

For this example, we have dH(U1, U2) = 1/3, SJ(U1, U2) = 0.5, DJ (U1, U2) =
1 − 0.5 = 0.5 Substituting these values in Eq. (2) we get:

For α = 0.00, dα(U1, U2) = 0 × 0.33 + (1 − 0) × 0.50 = 0.50
For α = 0.25, dα(U1, U2) = 0.25 × 0.33 + (1 − 0.25) × 0.50 = 0.4575
For α = 0.50, dα(U1, U2) = 0.50 × 0.33 + (1 − 0.50) × 0.50 = 0.415
For α = 0.75, dα(U1, U2) = 0.75 × 0.33 + (1 − 0.75) × 0.50 = 0.3725
For α = 1.00, dα(U1, U2) = 1 × 0.33 + (1 − 1) × 0.50 = 0.33

Fig. 4. Distance increases as α increases.

Example 2:

• Campaign U1: Book, Travel, Movies
• Campaign U2:: Book, Travel, Swimming
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For this example, we have DH(U1, U2) = 2/3 = 0.67, SJ(U1, U2) = 0.5 and
Jaccard distance DJ(U1, U2) = 1−0.5 = 0.5 Substituting these values in Eq. (2)
we get:

For α = 0.00, dα(U1, U2) = 0 × 0.67 + (1 − 0) × 0.50 = 0.50
For α = 0.25, dα(U1, U2) = 0.25 × 0.67 + (1 − 0.25) × 0.50 = 0.5425
For α = 0.50, dα(U1, U2) = 0.50 × 0.67 + (1 − 0.50) × 0.50 = 0.585
For α = 0.75, dα(U1, U2) = 0.75 × 0.67 + (1 − 0.75) × 0.50 = 0.6275
For α = 1.00, dα(U1, U2) = 1 × 0.67 + (1 − 1) × 0.50 = 0.67

Fig. 5. Distance decreases as α increases.

In the first case, the value of the Hamming distance is less than the Jaccard
distance. We observe that as we increase the weight associated with the Hamming
distance, the value of the distance metric reduces, and the users become more
similar (See Fig. 4).

In the second case, the value of the Hamming distance is more than the
Jaccard distance. We observe that with an increase in weight, the value of the
distance metric increases, and the users become more dissimilar (See Fig. 5).

Therefore, we can conclude that when the commonality metric is higher than
the priority metric, the users become more similar as we increase the value of α,
and vice versa.
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4 Use Case Description

Our dataset consists of advertisement campaigns from Facebook with five target
features. The details of those features are mentioned below:

• Age: This is the age range of the audience you want to target with your ads.
You can choose to target a specific age range, such as 18–24, or a broader
range, such as 18–34.

• Gender: This refers to the gender of the audience you want to target with
your ads. You can choose to target men, women, or all genders.

• Interest 1: This is one of the interests or behaviors that the user has specified
in his or her Facebook profile.

• Interest 2: This is another interest or behavior that the user has specified
in his or her Facebook profile.

• Interest 3: This is a third interest or behavior that the user has specified in
his or her Facebook profile.

The targeted advertisement campaign curated by advertisers has specific val-
ues for each of its features. The advertiser’s objective is to maximize impressions
for the advertisement campaign at a specific cost per thousand impressions.
Therefore, to estimate the cumulative impressions for the target campaign, we
calculate the distance of the target campaign from all the campaigns present
in our dataset using α based weighted average of the Jaccard distance and
Hamming distance. Once we have calculated this metric, we select the near-
est neighbors by applying the Radius-Based Method with a specific threshold.
To calculate the total impressions obtained for the target campaign, we sum up
the impressions of all the nearest neighbors of our target campaign. To calcu-
late the cost, we take the weighted average of the impressions and the cost of
each campaign. This method ensures that we can accurately estimate the total
impressions and cost for the target campaign. Let us illustrate the above steps
using a detailed example where we will be taking a target campaign and a sample
historical dataset with a couple of records [18,19].

4.1 An Illustrative Example

A targeted campaign is a marketing initiative aimed at a specific group of con-
sumers with the goal of driving specific actions, such as product purchases or
website visits [20]. A targeted campaign can be informed by audience segmenta-
tion, where audiences are divided into groups based on demographics, interests,
or behaviors [21]. An example of a sample target campaign for our case study is
given below (See Table 1).

Table 1. Sample target Campaign

Age Sex Interest 1 Interest 2 Interest 3

30–34 M 1 2 3
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A historical dataset refers to a collection of data points about the behavior
and characteristics of previous audiences that engaged with similar campaigns
or products. This data can include information about demographics, browsing
behavior, interests, and purchase history [22]. Historical data can be used to
create a profile of the target audience and inform the targeting and messaging of
the current campaign [23]. For our example, we will be considering a dataset with
3 records (See Table 2). Let us calculate the distance metric between the target
campaign and each of the campaigns that are part of the historical dataset. We
will be using α based weighted average distance metric to calculate the same,
and then based on our threshold, we will be selecting the campaigns which are
the nearest neighbors to our target campaign.

Table 2. A Sample historical dataset

Age Sex Interest 1 Interest 2 Interest 3 Imps Cost

30–34 M 2 3 6 2000 30

35–39 F 1 2 5 1500 25

40–44 F 3 4 5 2500 50

• Target T : 30–34, M, 1, 2, 3
• Campaign C1: 30–34, M, 2, 3, 6

Normalized Hamming Distance = dH(T,C1) = 3
5 = 0.60

Jaccard Similarity = J(T,C1) = |30−34,M,2,3|
|30−34,M,1,2,3,6| = 4

6 = 0.67
Jaccard distance = dJ (T,C1) = 1 − 0.67 = 0.33

Substituting these values in Eq. (2) we get:

For α = 0.00, dα(T,C1) = 0 × 0.60 + (1 − 0) × 0.33 = 0.33
For α = 0.25, dα(T,C1) = 0.25 × 0.60 + (1 − 0.25) × 0.33 = 0.40
For α = 0.50, dα(T,C1) = 0.50 × 0.60 + (1 − 0.50) × 0.33 = 0.45
For α = 0.75, dα(T,C1) = 0.75 × 0.60 + (1 − 0.75) × 0.33 = 0.53
For α = 1.00, dα(T,C1) = 1 × 0.60 + (1 − 1) × 0.33 = 0.60

• Target T : 30–34, M, 1, 2, 3
• Campaign C2: 35–39, F, 1, 2, 5

Normalized Hamming Distance = dH(T,C2) = 3
5 = 0.60

Jaccard Similarity = J(T,C2) = |1,2|
|30−34,35−39,M,F,1,2,3,5| = 2

8 = 0.25
Jaccard distance = dJ (T,C2) = 1 − 0.25 = 0.75
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Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C2) = 0 × 0.60 + (1 − 0) × 0.75 = 0.75
For α = 0.25, dα(T,C2) = 0.25 × 0.60 + (1 − 0.25) × 0.75 = 0.71
For α = 0.50, dα(T,C2) = 0.50 × 0.60 + (1 − 0.50) × 0.75 = 0.68
For α = 0.75, dα(T,C2) = 0.75 × 0.60 + (1 − 0.75) × 0.75 = 0.64
For α = 1.00, dα(T,C2) = 1 × 0.60 + (1 − 1) × 0.75 = 0.60

• Target T : 30–34, M, 1, 2, 3
• Campaign C3: 40–44, F, 3, 4, 5

Normalized Hamming Distance = dH(T,C3) = 5
5 = 1.00

Jaccard Similarity = J(T,C3) = |3|
|30−34,40−44,M,F,1,2,3,4,5| = 1

9 = 0.11
Jaccard distance = dJ(T,C3) = 1 − 0.11 = 0.89

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C3) = 0 × 1.00 + (1 − 0) × 0.89 = 0.89
For α = 0.25, dα(T,C3) = 0.25 × 1.00 + (1 − 0.25) × 0.89 = 0.92
For α = 0.50, dα(T,C3) = 0.50 × 1.00 + (1 − 0.50) × 0.89 = 0.94
For α = 0.75, dα(T,C3) = 0.75 × 1.00 + (1 − 0.75) × 0.89 = 0.97
For α = 1.00, dα(T,C3) = 1 × 1.00 + (1 − 1) × 0.89 = 1.00

The distance between the target campaign and the records which are part of the
historical dataset for all 5 values of α are summarized in the table given below
(see Table 3).

Table 3. α based weighted average of target campaign from historical dataset.

α Campaign1 Campaign2 Campaign3

0 0.33 0.75 0.89

0.25 0.40 0.71 0.92

0.50 0.45 0.68 0.94

0.75 0.53 0.64 0.97

1 0.6 0.6 1.0

Once we have calculated the distance metric using weighted average for each
of the 5 values of α, we find out the nearest neighbours of the target campaign.
This is done by taking a subset of those campaigns whose distance metric is less
than a specific radial distance. For this example let us consider radial distance to
be 0.7. Suppose for a campaign x, we have obtained two nearest neighbors, y and
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z. To calculate the total impressions, cost, and cost per thousand impressions
for y, we use the below equations:

I(x) = I(y) + I(z)
P (x) = (I(y) × P (y) + I(z) × P (z))/(I(y) + I(z))

P ∗(x) =
P (x)
I(x)

× 1000

Using these equations, we will perform the calculations for our target campaign.
Let us look at the values of these parameters for different values of α. We observe
that for α = 0 and α = 0.25 only campaign1 can be considered a nearest neigh-
bor since its distance from the target campaign is less than the threshold. The
calculations for cumulative impressions, cost and cost per thousand impressions
is given below:

I = 2000 P = 30 P ∗ =
30

2000
× 1000 = 15

For α = 0.50 and α = 0.75 and α = 1.00 campaign1 and campaign2 can be
considered nearest neighbors since their distance from the target campaign is
less than the threshold. The calculations for cumulative impressions, cost, and
cost per thousand impressions are given below (See Table 4).

I = 2000 + 1500 = 3500
P = (2000 ∗ 30 + 1500 ∗ 25)/3500 = 27.85

P ∗ =
27.85
3500

× 1000 = 7.95

Table 4. Total impressions and cost for the Target Campaign.

α Total Imps (I) Total Cost (P ) CPTI (P ∗)

0 2000 30.00 15.00

0.25 2000 30.00 15.00

0.50 3500 27.85 7.95

0.75 3500 27.85 7.95

1 3500 27.85 7.95

We can observe that we have obtained maximum impressions of 3500 with 7.95$
per 1000 impressions at α values 0.5, 0.75, and 1.

Suppose the advertiser is not satisfied with the reach of the advertisement
campaign and expects the campaign to reach a wider audience. In such a case,
we will use Sequential Backward Selection (SBS) Algorithm in order to select
the best set of features that will return the maximum possible impressions at a
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reasonable cost. In the SBS algorithm, we remove features one by one in a round-
robin manner and calculate our result metrics. From the above calculations, we
can generalize the process of calculating the hamming and Jaccard distance for
a set of campaigns.

Relax Interest 1
We start with relaxing Interest1 (See Table 5). Below are a few examples of
campaigns that are part of our dataset (Table 6).

Table 5. Sample target Campaign with relaxation in Interest1

Age Sex Interest 1 Interest 2 Interest 3

30–34 M * 2 3

Table 6. A Sample historical dataset with relaxation in Interest1

Age Sex Interest 1 Interest 2 Interest 3 Imps Cost

30–34 M * 3 6 2000 30

35–39 F * 2 5 1500 25

40–44 F * 4 5 2500 50

• Target T : 30–34, M, *, 2, 3
• Campaign C1: 30–34, M, *, 3, 6

Normalized Hamming Distance = DH(T,C1) = 2
5 = 0.40

Jaccard Similarity = J(T,C1) = |30−34,M,3|
|30−34,M,2,3,6| = 3

5 = 0.60
Jaccard distance = dJ(T,C1) = 1 − 0.60 = 0.40

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C1) = 0 × 0.40 + (1 − 0) × 0.40 = 0.40
For α = 0.25, dα(T,C1) = 0.25 × 0.40 + (1 − 0.25) × 0.40 = 0.40
For α = 0.50, dα(T,C1) = 0.50 × 0.40 + (1 − 0.50) × 0.40 = 0.40
For α = 0.75, dα(T,C1) = 0.75 × 0.40 + (1 − 0.75) × 0.40 = 0.40
For α = 1.00, dα(T,C1) = 1 × 0.40 + (1 − 1) × 0.40 = 0.40

• Target T : 30–34, M, *, 2, 3
• Campaign C2: 35-39, F, *, 2, 5
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If the value of the interest in the position that we have relaxed is the same as the
value in the target campaign, we do not consider those campaigns as the nearest
neighbor in order to avoid double counting. Normalized Hamming Distance =
dH(T,C2) = 1.00

Jaccard distance = d J(T,C2) = 1.00 Substituting these values in Eq. (1)
we get:

For α = 0.00, dα(T,C2) = 0 × 1.00 + (1 − 0) × 1.00 = 1.00
For α = 0.25, dα(T,C2) = 0.25 × 1.00 + (1 − 0.25) × 1.00 = 1.00
For α = 0.50, dα(T,C2) = 0.50 × 1.00 + (1 − 0.50) × 1.00 = 1.00
For α = 0.75, dα(T,C2) = 0.75 × 1.00 + (1 − 0.75) × 1.00 = 1.00
For α = 1.00, dα(T,C2) = 1 × 1.00 + (1 − 1) × 1.00 = 1.00

• Target T : 30–34, M, *, 2, 3
• Campaign C3: F, *, 4, 5

Normalized Hamming Distance = dH(T,C3) = 4
5 = 0.80

Jaccard Similarity = J(T,C3) = ||
|30−34,40−44,M,F,2,3,4,5| = 0

8 = 0
Jaccard distance = dJ (T,C3) = 1 − 0 = 1

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C3) = 0 × 0.80 + (1 − 0) × 1.00 = 1.00
For α = 0.25, dα(T,C3) = 0.25 × 0.80 + (1 − 0.25) × 1.00 = 0.95
For α = 0.50, dα(T,C3) = 0.50 × 0.80 + (1 − 0.50) × 1.00 = 0.90
For α = 0.75, dα(T,C3) = 0.75 × 0.80 + (1 − 0.75) × 1.00 = 0.85
For α = 1.00, dα(T,C3) = 1 × 0.80 + (1 − 1) × 1.00 = 0.80

Based on the distances we can say that for each of the five values of α we
can observe that only campaign1 is the nearest neighbour (See Table 15). The

Table 7. Calculation of α based weighted average from Target with Interest 1 Relaxed

α Campaign1 Campaign2 Campaign3

0 0.40 1.00 1.00

0.25 0.40 1.00 0.95

0.50 0.40 1.00 0.90

0.75 0.40 1.00 0.85

1 0.40 1.00 0.80
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cumulative values of impressions and costs are calculated using Eqs. (2), (3),
and (4) (See Table 8).

I = 2, 000, P = 30, P ∗ =
30

2000
× 1000 = 15

Table 8. Total impressions and cost from nearest neighbours relaxing Interest 1

α Total Imps (I) Total Cost (P ) CPTI (P ∗)

0 2000 30.00 15.00

0.25 2000 30.00 15.00

0.50 2000 30.00 15.00

0.75 2000 30.00 15.00

1 2000 30.00 15.00

The calculations illustrating the results of cumulative costs and impressions
by relaxing Interest 2 and Interest 3 is given in the appendix section. The met-
rics that we have got from all possible scenarios is provided in Table 9. To max-
imize the success of an advertising campaign, it’s crucial to evaluate the impact
of different features on the campaign’s reach. In particular, advertisers need to
determine whether dropping certain features will help them achieve their desired
reach at a lower cost. In our example, we set out to achieve a maximum of 3500
impressions at a cost of $7.95 per thousand impressions. After the first iteration,
we observed that we had already achieved the best result possible without relax-
ing any features. This suggests that our campaign is highly effective, and we can
expect to achieve our desired reach without any additional adjustments. How-
ever, it’s important to note that if the advertiser is not satisfied with the reach
of the campaign, further processing may be necessary. For example, we might
explore different targeting options or adjust the ad copy to increase its appeal
to the target audience. By continuing to evaluate and refine the campaign, we
can ensure that we achieve our goals and maximize our return on investment.
Overall, our analysis demonstrates the importance of carefully evaluating the
impact of different features on an advertising campaign’s reach and cost. By
making data-driven decisions and continuously refining our approach, we can
achieve optimal results and drive the success of our advertising efforts.
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Table 9. Summary table for results of all scenarios

α No Relax Relax Interest 3 Relax Interest 2 Relax Interest 1

I P P ∗ I P P ∗ I P P ∗ I P P ∗

0 2000 30.00 15.00 3500 27.85 7.95 2000 30.00 15.00 2000 30.00 15.00

0.25 2000 30.00 15.00 3500 27.85 7.95 2000 30.00 15.00 2000 30.00 15.00

0.5 3500 27.85 7.95 3500 27.85 7.95 2000 30.00 15.00 2000 30.00 15.00

0.75 3500 27.85 7.95 3500 27.85 7.95 2000 30.00 15.00 2000 30.00 15.00

1 3500 27.85 7.95 3500 27.85 7.95 2000 30.00 15.00 2000 30.00 15.00

4.2 Algorithm Summary

The Algorithm below summarizes the approach followed to calculate the total
impressions and cost of the target campaign by calculating the α based weighted
average from all the campaigns present in our historical dataset and finding out
the nearest neighbours using radial distance approach (See Algorithm 1).

5 Case Study: Kaggle Facebook Ad Campaign Dataset

The simple example above provides an explanation of the mathematical calcu-
lations involved in determining the nearest neighbors of a target campaign from
a historical dataset using distance metrics and radial distance methods. We will
now proceed to apply this technique to our advertisement campaign that is at
our disposal. We have selected several target campaigns and attempted to ana-
lyze how the value of impressions and costs change with the value of α, as well
as how these values change when we apply Sequential Backward Selection (SBS)
to these campaigns. The following observations are provided below:

5.1 Case Study 1

The comprehensive details of our first target campaign, carefully selected for
analysis (See Table 10) We have determined the distance of this campaign from
all other campaigns that are part of our Facebook advertisement campaign his-
torical dataset. Figure 6 illustrates the relationship between cumulative impres-
sions and cost with the tuning parameter α. This example reveals that when
none of the features are relaxed, the cost and the values of α are directly pro-
portional. However, post α = 0.5, the impressions have steadily reduced. This
implies that the nearest neighbors of our target campaign have a higher cost
associated with them for higher values of α. Thus, we must employ the Selective
Backward Selection algorithm to observe how this trend changes. Upon remov-
ing each feature iteratively, we noticed that both the cost and total impressions
vary linearly with the value of α. Consequently, a spike in the number of impres-
sions and cost was observed. However, this offset was balanced by the cost per
thousand impressions (See Tables 11).
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Algorithm 1. Calculate impressions and cost
Require: α: hyperparameter controlling the commonality vs priority index data: Con-

sists of the value of features of the target campaign and seed user dataset with
impressions and cost.

Ensure: Imps(I): array of impressions for α Cost(P ): array of cost for each α
1: Calculate the dh and dJ for each row in data
2: Initialize I and P to empty arrays
3: for each weight i in α do
4: Calculate the dα for each row in data
5: Select the nearest neighbors with an average distance of 0.5 or less
6: Calculate the impressions from the nearest neighbors
7: if I > 0 then
8: Calculate the P from the nearest neighbors
9: else

10: Set the P to 0
11: end if
12: Append the impression and cost to the result array
13: end for
14: return I and P

Table 10. Target Campaign for Case Study 1

Age Sex Interest 1 Interest 2 Interest 3

30–34 F 17 16 19

5.2 Case Study 2

Table 12 presents the comprehensive details of our second target campaign, care-
fully selected for analysis. We have determined the distance of this campaign
from all other campaigns that are part of our Facebook advertisement cam-
paign historical dataset. Figure 7 illustrates the relationship between cumulative
impressions and cost with the tuning parameter α. This example reveals that
when none of the features are relaxed, the value of cumulative impressions and
cost change after α = 0.5. Here also we observe that a higher value of α attracts
campaigns with high cost associated with it. Thus, we must employ the Selective
Backward Selection algorithm to observe how this trend changes. Upon removing
each feature iteratively, we noticed that there is an inverse relationship between
impressions and costs. This is a consequence of having a lot of nearest neighbours
which have no cost associated with them (See Table 13).
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(a) No Relaxation (b) Relax Interest 3

(c) Relax Interest 2 (d) Relax Interest 1

Fig. 6. impressions and costs vs. α for target campaign 1.

Table 11. Summary Table for Case Study 1

α No Relax Relax Interest 3

Imps (I) Cost (P ) CPTI (P ∗) Imps (I) Cost (P ) CPTI (P ∗)

0 3,165,899 92.73 2.90 5,703,896 171.60 3.0

0.25 2,732,929 97.61 3.60 5,703,896 171.60 3.0

0.5 3,252,310 100.68 3.10 5,703,896 171.60 3.0

0.75 2,309,434 128.36 5.60 33,571,260 188.72 0.6

1 1,977,152 140.64 7.10 33,571,260 188.72 0.6

α Relax Interest 2 Relax Interest 1

Imps (I) Cost (P ) CPTI (P ∗) Imps (I) Cost (P ) CPTI (P ∗)

0 3,614,343 117.323 3.20 2,944,133 134.438 4.6

0.25 3,614,343 117.323 3.20 2,944,133 134.438 4.6

0.5 3,614,343 117.323 3.20 10,033,388 153.255 1.5

0.75 35,132,532 188.568 0.50 39,118,142 186.298 0.5

1 35,132,532 188.568 0.50 39,118,142 186.298 0.5
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Table 12. Target Campaign for Case Study 2

Age Sex Interest 1 Interest 2 Interest 3

35-39 M 29 31 33

(a) No Relaxation (b) Relax Interest 3

(c) Relax Interest 2 (d) Relax Interest 1

Fig. 7. Impressions and costs vs. α for target campaign 2.

5.3 Case Study 3

Table 14 presents the comprehensive details of our second target campaign, care-
fully selected for analysis. We have determined the distance of this campaign
from all other campaigns that are part of our Facebook advertisement cam-
paign historical dataset. Figure 8 illustrates the relationship between cumulative
impressions and cost with the tuning parameter α. This example reveals that
when none of the features are relaxed, the value of cumulative impressions is
highest at a different alpha value than the highest cost (See Table 15).
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Table 13. Summary table for Case Study 2

α No Relax Relax Interest 3

Imps (I) Cost (P ) CPTI (P ∗) Imps (I) Cost (P ) CPTI (P ∗)

0 5,132,042 234.842 4.60 2,581,594 251.742 9.8

0.25 5,047,848 238.433 4.70 2,581,594 251.742 9.8

0.5 8,241,967 201.066 2.40 2,581,594 251.742 9.8

0.75 6,765,186 210.34 3.10 28,710,998 134.534 0.5

1 6,765,186 210.34 3.10 28,710,998 134.534 0.5

α Relax Interest 2 Relax Interest 1

Imps (I) Cost (P ) CPTI (P ∗) Imps (I) Cost (P ) CPTI (P ∗)

0 5,382,884 156.732 2.90 5,072,066 225.661 4.4

0.25 5,382,884 156.732 2.90 2,944,133 134.438 4.6

0.5 5,382,884 156.732 2.90 8,206,737 165.99 2.0

0.75 31,255,377 144.266 0.50 24,883,863 141.082 0.6

1 31,255,377 144.266 0.50 24,883,863 141.082 0.6

Table 14. Target Campaign for Case Study 3

Age Sex Interest 1 Interest 2 Interest 3

45-49 F 24 27 30

(a) No Relaxation (b) Relax Interest 3

(c) Relax Interest 2 (d) Relax Interest 1

Fig. 8. Impressions and costs vs. α for target campaign 3.
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Table 15. Summary table for Case Study 3

α No Relax Relax Interest 3

Imps (I) Cost (P ) CPTI (P ∗) Imps (I) Cost (P ) CPTI (P ∗)

0 5,351,420 366.807 6.90 4,406,144 281.342 6.4

0.25 4,654,708 405.017 8.70 4,406,144 281.342 6.4

0.5 7,138,515 339.087 4.80 4,406,144 281.342 6.4

0.75 5,599,004 293.093 5.20 37,100,269 216.254 0.6

1 5,599,004 293.093 5.20 37,100,269 216.254 0.6

α Relax Interest 2 Relax Interest 1

Imps (I) Cost (P ) CPTI (P ∗) Imps (I) Cost (P ) CPTI (P ∗)

0 5,914,824 299.974 5.1 6,898,159 349.214 5.1

0.25 5,914,824 299.974 5.1 6,898,159 349.214 5.1

0.5 5,914,824 299.974 5.1 11,680,241 253.523 2.2

0.75 42,676,162 230.354 0.50 44,142,592 227.478 0.5

1 42,676,162 230.354 0.50 44,142,592 227.478 0.5

6 Conclusion

In this study, our objective was to measure the reach of an advertisement cam-
paign by computing its distance from all campaigns in our dataset using a
weighted average of hamming and jaccards distance. By employing the radial
distance metric, we determined the nearest neighbors of the target campaign at
a specific distance. We then estimated the cumulative impressions of the target
campaign by adding the impressions of its nearest neighbors and the total cost of
our target campaign by calculating the weighted average of impressions and cost
of its nearest neighbors. Our analysis revealed the variation of total impressions
and total cost with respect to α and the impact of Sequential Backward Selection
(SBS) on the increase in the reach of the advertisement campaign. Our future
work includes comparing the effectiveness of the SBS method for feature selection
with other heuristic methods such as SFS and collaborative filtering techniques.
Our methodology has broad applications, but it is particularly relevant in rec-
ommendation systems. In social media and OTT networks, user segments can
be created by analyzing the similarity in the content that specific users view.
Sequential Backward Selection can be applied to recommend specific content to a
wider group of users for greater viewership. Overall, our study presents a robust
methodology for measuring the reach of advertisement campaigns and highlights
the potential applications of our approach in recommendation systems.
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A Appendix

Relax Interest 3
We will begin applying Sequential Backward Selection from Interest3. We will
be calculating all our metrics by using 4 out of the 5 constraints that we have
(see Table 5, 6, 16 and 17).

Table 16. Sample target Campaign with relaxation in Interest3

Age Sex Interest 1 Interest 2 Interest 3

30–34 M 1 2 *

Table 17. A Sample historical dataset with relaxation in Interest3

Age Sex Interest 1 Interest 2 Interest 3 Imps Cost

30–34 M 2 3 * 2000 30

35–39 F 1 2 * 1500 25

40–44 F 3 4 * 2500 50

Below are a few examples of campaigns that are part of our dataset.

• Target T : 30–34, M, 1, 2, *
• Campaign C1: 30–34, M, 2, 3, *

Normalized Hamming Distance = dH(T,C1) = 2
5 = 0.40

Jaccard Similarity = J(T,C1) = |30−34,M,2|
|30−34,M,1,2,3| = 3

5 = 0.60

Jaccard distance = dJ (T,C1) = 1 − 0.60 = 0.40

Substituting these values in Eq. (1), we get:

For α = 0.00, dα(T,C1) = 0 × 0.40 + (1 − 0) × 0.40 = 0.40
For α = 0.25, dα(T,C1) = 0.25 × 0.40 + (1 − 0.25) × 0.40 = 0.40
For α = 0.50, dα(T,C1) = 0.50 × 0.40 + (1 − 0.50) × 0.40 = 0.40
For α = 0.75, dα(T,C1) = 0.75 × 0.40 + (1 − 0.75) × 0.40 = 0.40
For α = 1.00, dα(T,C1) = 1 × 0.40 + (1 − 1) × 0.40 = 0.40

• Target: 30–34, M, 1, 2, *
• Campaign C2: 35-39, F, 1, 2, *

Normalized Hamming Distance = dH(T,C2) = 2
5 = 0.40

Jaccard Similarity = J(T,C2) = |1,2|
|30−34,35−39,M,F,1,2| = 2

6 = 0.33
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Jaccard distance = dJ(T,C2) = 1 − 0.33 = 0.67

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C2) = 0 × 0.40 + (1 − 0) × 0.67 = 0.67
For α = 0.25, dα(T,C2) = 0.25 × 0.40 + (1 − 0.25) × 0.67 = 0.60
For α = 0.50, dα(T,C2) = 0.50 × 0.40 + (1 − 0.50) × 0.67 = 0.53
For α = 0.75, dα(T,C2) = 0.75 × 0.40 + (1 − 0.75) × 0.67 = 0.46
For α = 1.00, dα(T,C2) = 1 × 0.40 + (1 − 1) × 0.67 = 0.40

• Target T : 30–34, M, 1, 2, *
• Campaign C3: 40–44, F, 3, 4, *

Normalized Hamming Distance = dH(T,C3) = 4
5 = 0.80

Jaccard Similarity = J(T,C3) = ||
|30−34,40−44,M,F,1,2,3,4| = 0

8 = 0
Jaccard distance = dH(T,C3) = 1 − 0 = 1.00

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C3) = 0 × 0.80 + (1 − 0) × 1.00 = 1.00
For α = 0.25, dα(T,C3) = 0.25 × 0.80 + (1 − 0.25) × 1.00 = 0.95
For α = 0.50, dα(T,C3) = 0.50 × 0.80 + (1 − 0.50) × 1.00 = 0.90
For α = 0.75, dα(T,C3) = 0.75 × 0.80 + (1 − 0.75) × 1.00 = 0.85
For α = 1.00, dα(T,C3) = 1 × 0.80 + (1 − 1) × 1.00 = 0.80

The α-based weighted average is calculated based on the hamming and Jaccard
distance (See Table 7). Based on the distances we can say that for each of the
five values of α, we can observe that campaign1 and campaign2 are the nearest
neighbors. The cumulative values of impressions and costs are calculated using
equations (2), (3), and (4) (See Table 8, 18 and 19).

I = 2000 + 1500 = 3500
P = (2000 ∗ 30 + 1500 ∗ 25)/3500 = 27.85

P ∗ =
27.85
3500

× 1000 = 7.95

Table 18. Calculation of α based weighted average with Interest 3 Relaxed

α Campaign1 Campaign2 Campaign3

0 0.40 0.67 1.00

0.25 0.40 0.60 0.95

0.50 0.40 0.53 0.90

0.75 0.40 0.46 0.85

1 0.40 0.40 0.80
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Table 19. Results calculated on nearest neighbors using Radial Distance relaxing
Interest 3

α Total Imps (I) Total Cost (P ) CPTI (P ∗)

0 3500 27.85 7.95

0.25 3500 27.85 7.95

0.50 3500 27.85 7.95

0.75 3500 27.85 7.95

1 3500 27.85 7.95

Relax Interest 2
Now we relax Interest2 in our target campaign (See Table 9, 20 and 21).

Accordingly, we will also relax Interest 2 in our historical dataset (See
Table 10).

Table 20. Sample target Campaign with relaxation in Interest2

Age Sex Interest 1 Interest 2 Interest 3

30–34 M 1 * 3

• Target: 30–34, M, 1, *, 3
• Campaign1: 30–34, M, 2, *, 6

Normalized Hamming Distance = dH(T,C1) = 2
5 = 0.40

Jaccard Similarity = J(T,C1) = |30−34,M |
|30−34,M,1,2,3,6| = 2

6 = 0.33

Table 21. A Sample historical dataset with relaxation in Interest2

Age Sex Interest 1 Interest 2 Interest 3 Imps Cost

30–34 M 2 * 6 2000 30

35–39 F 1 * 5 1500 25

40–44 F 3 * 5 2500 50

Jaccard distance = dJ (T,C1) = 1 − 0.33 = 0.67
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Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C1) = 0 × 0.40 + (1 − 0) × 0.67 = 0.67
For α = 0.25, dα(T,C1) = 0.25 × 0.40 + (1 − 0.25) × 0.67 = 0.60
For α = 0.50, dα(T,C1) = 0.50 × 0.40 + (1 − 0.50) × 0.67 = 0.53
For α = 0.75, dα(T,C1) = 0.75 × 0.40 + (1 − 0.75) × 0.67 = 0.46
For α = 1.00, dα(T,C1) = 1 × 0.40 + (1 − 1) × 0.67 = 0.40

• Target T : 30–34, M, 1, *, 3
• Campaign C2: 35-39, F, 1, *, 5

If the value of the interest in the position that we have relaxed is the same as
the value in the target campaign, we do not consider those campaigns as the
nearest neighbor in order to avoid double counting.

Normalized Hamming Distance = dH(T,C2) = 1.00
Jaccard distance = dJ(T,C2) = 1.00

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C2) = 0 × 1.00 + (1 − 0) × 1.00 = 1.00
For α = 0.25, dα(T,C2) = 0.25 × 1.00 + (1 − 0.25) × 1.00 = 1.00
For α = 0.50, dα(T,C2) = 0.50 × 1.00 + (1 − 0.50) × 1.00 = 1.00
For α = 0.75, dα(T,C2) = 0.75 × 1.00 + (1 − 0.75) × 1.00 = 1.00
For α = 1.00, dα(T,C2) = 1 × 1.00 + (1 − 1) × 1.00 = 1.00

• Target T : 30–34, M, 1, *, 3
• Campaign C3: 40–44, F, 3, *, 5

Normalized Hamming Distance = dH(T,C3) = 4
5 = 0.80

Jaccard Similarity = J(T,C3) = |3|
|30−34,40−44,M,F,1,3,5| = 1

7 = 0.14
Jaccard distance = dJ(T,C3) = 1 − 0.14 = 0.86

Substituting these values in Eq. (1) we get:

For α = 0.00, dα(T,C3) = 0 × 0.80 + (1 − 0) × 0.86 = 0.86
For α = 0.25, dα(T,C3) = 0.25 × 0.80 + (1 − 0.25) × 0.86 = 0.84
For α = 0.50, dα(T,C3) = 0.50 × 0.80 + (1 − 0.50) × 0.86 = 0.83
For α = 0.75, dα(T,C3) = 0.75 × 0.80 + (1 − 0.75) × 0.86 = 0.81
For α = 1.00, dα(T,C3) = 1 × 0.80 + (1 − 1) × 0.86 = 0.80
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Table 22. Calculation of α based weighted average with Interest 2 Relaxed

α Campaign1 Campaign2 Campaign3

0 0.67 1.00 0.86

0.25 0.60 1.00 0.84

0.50 0.53 1.00 0.83

0.75 0.46 1.00 0.81

1 0.40 1.00 0.80

For all the values of α we can observe that only Campaign1 is the nearest neigh-
bour (See Table 11). Therefore, calculating the cumulative impressions and cost
using Eqs. (2), (3), and (4) (See Table 12, 22 and 23).

I = 2000 C = 30 P ∗ =
30

2000
× 1000 = 15

Table 23. Total impressions and cost calculated on nearest neighbors

α Total Imps (I) Total Cost (P ) CPTI (P ∗)

0 2000 30 15

0.25 2000 30 15

0.50 2000 30 15

0.75 2000 30 15

1 2000 30 15

References

1. Vasudeva Dave, Kushal Varma (2014)
2. Lotame. Audience extension: a strategic guide for advertisers (2019)
3. Liu, H., Yu, L.: Feature selection for high-dimensional data: a fast correlation-

based filter solution. In: Proceedings of the Twentieth International Conference on
Machine Learning (ICML-03), pp. 856–863. ACM (2005)

4. AdRoll. Audience extension: tips for finding more of your best customers, n.d.
5. Andoni, A., Indyk, P.: Nearest neighbors in high-dimensional spaces. In: Proceed-

ings of the Annual Symposium on Foundations of Computer Science, pp. 459–468.
IEEE (2006)

6. Truong, V., Hoang, V.: Machine learning optimization in computational
advertising-a systematic literature review. In: Abdul Karim, S.A. (ed.) Intelligent
Systems Modeling and Simulation II, pp. 97–111. Springer, Cham (2022). https://
doi.org/10.1007/978-3-031-04028-3 8

7. MacKay, D.J.C.: Information Theory, Inference, and Learning Algorithms. Cam-
bridge University Press, Cambridge (2003)

https://doi.org/10.1007/978-3-031-04028-3_8
https://doi.org/10.1007/978-3-031-04028-3_8


α-Based Similarity Metric in Computational Advertizing 29

8. Hamming, R.W.: Error detecting and error correcting codes. Bell Syst. Tech. J.
29, 147–160 (1950)

9. Wang, S., Zhao, Z., Hong, X.: The research on collaborative filtering recommen-
dation algorithm based on improved clustering processing. In: 2015 IEEE Interna-
tional Conference on Computer and Information Technology; Ubiquitous Comput-
ing and Communications; Dependable, Autonomic and Secure Computing; Perva-
sive Intelligence and Computing, pp. 1012–1015. IEEE (2015)

10. Manning, C.D., Raghavan, P., Schütze, H.: Introduction to Information Retrieval.
Cambridge University Press, Cambridge (2008)

11. Liben-Nowell, D., Kleinberg, J.: The link-prediction problem for social networks.
J. Am. Soc. Inform. Sci. Technol. 58(7), 1019–1031 (2007)

12. Ali, N., Neagu, D., Trundle, P.: Evaluation of k-nearest neighbour classifier per-
formance for heterogeneous data sets. SN Appl. Sci. 1, 1–15 (2019)

13. Lombardi, G., Testa, C., Pellegrino, R.: Fuzzy decision making in multi-criteria
decision analysis: a review. Int. J. Approx. Reason. 93, 708–728 (2018)

14. Pavlov, D., Kostic, B., Pekar, V.: Similarity measures for categorical data: a com-
parative study. IEEE Access 8, 45784–45805 (2020)

15. Fakhouri, M., Hilson, G., Mina, J.: An overview of similarity measures for clustering
and classification of complex data. J. Big Data 7(1), 1–24 (2020)

16. Wang, T., Ren, C., Luo, Y., Tian, J.: NS-DBSCAN: a density-based clustering
algorithm in network space. ISPRS Int. J. Geo-Inf. 8(5), 218 (2019)

17. Jain, R.: A hybrid clustering algorithm for data mining. Comput. Sci. Inf. Technol.
2, 05 (2012)

18. Hancock, J.: Jaccard Distance (Jaccard Index, Jaccard Similarity Coefficient)
(2004)

19. Weller-Fahy, D., Borghetti, B., Sodemann, A.: A survey of distance and similarity
measures used within network intrusion anomaly detection. IEEE Commun. Surv.
Tutor. 17, 70–91 (2015)

20. Dholakia, U.M., Bagozzi, R.P., Pearo, L.K.: A social influence model of consumer
participation in network-and small-group-based virtual communities. Int. J. Res.
Mark. 33(3), 603–624 (2016)

21. Kumar, V., Reinartz, W.: Customer Relationship Management: Concept, Strategy,
and Tools. Springer, Heidelberg (2016). https://doi.org/10.1007/978-3-642-20110-
3

22. Cohen, J., Venkatesan, R., Kumar, V.: Developing optimal customer segmentation
using RFM analysis. J. Interact. Mark. 27(2), 63–73 (2013)

23. Lee, K.H., Yoo, B., Lee, J.: Improving digital marketing performance using a sen-
timent analysis and target identification approach. J. Bus. Res. 80, 82–94 (2017)

https://doi.org/10.1007/978-3-642-20110-3
https://doi.org/10.1007/978-3-642-20110-3


On the p-Rank of the Incidence Matrix
of a Projective Hjelmslev Plane

Maryam Bajalan1, Ivan Landjev1,2(B), and Assia Rousseva3

1 Institute of Mathematics and Informatics, Bulgarian Academy of Sciences,
8 Acad. G. Bonchev str., 1113 Sofia, Bulgaria

ivan@math.bas.bg
2 New Bulgarian University, 21 Montevideo str., 1618 Sofia, Bulgaria

i.landjev@nbu.bg
3 Faculty of Mathematics and Informatics, Sofia University, 5 J. Bourchier blvd.,

1164 Sofia, Bulgaria
assia@fmi.uni-sofia.bg

Abstract. In this paper we estimate the p-rank of the points-by-lines
incidence matrix of a projective Hjelmslev plane over a chain ring with
4 or 9 elements. The proof uses a characterization of all divisible arcs
in the corresponding projective planes. Furthermore, we prove lower and
upper bounds on the p-rank of the incidence matrix of the projective
Hjelmslev plane over an arbitrary finite chain ring of nilpotency index 2.
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1 Preliminaries

In this paper we shall use the basic definitions and notations from [1,2,4,5].
A set of points X in PG(2, q) or PHG(2, R), R/RadR ∼= Fq, is said to be

linearly independent if there exists an arc K with support Supp K ⊆ X such
that every line has multiplicity 0 mod p, i.e. for every line L it holds K(L) ≡ 0
(mod p). If X is a linearly independent set of points in a finite plane (PG(2, q)
or PHG(2, R)), and A is the incidence matrix of that plane then we have the
following inequality

rkA ≥ |X|. (1)

It is known that the rank of the points-by-lines incidence matrix of PG(2, q),
q = ph, is (

p(p + 1)
2

)h

+ 1.
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The incidence matrix of AG(2, q) has rank
(
p(p + 1)

2

)h

.

In the case q = p, the rank of PG(2, p) (resp. AG(2, p)) is
(
p+1
2

)
+ 1, resp.

(
p+1
2

)
.

It is known that the neighbor classes of points in PHG(2, R), are affine planes
of order q [2]. This implies the following lemma.

Lemma 1. Let R be a finite chain ring with, |R| = q2 and R/RadR ∼= Fq. If
X is a linearly independent set of points in PHG(2, R) then for every neighbor
class of points [P ], it holds

|X ∩ [P ]| ≤
(
p(p + 1)

2

)h

.

Corollary 2. (i) If |R| = 4 then |X ∩ [P ]| ≤ 3.
(ii) If |R| = 9 then |X ∩ [P ]| ≤ 6.

Theorem 3. Let A be the incidence matrix points-by-lines of the projective
plane PHG(2, R), where R/RadR ∼= Fq. Then

rk (A) ≤
(
p(p + 1)

2

)h

(q2 + q + 1).

Proof. The theorem follows immediately by Lemma 1.

An arc in which every line has multiplicity c mod p is called a (c mod p)-
arc.

Lemma 4. Let Y be linearly independent set of points in PHG(2, R), and let K
be a (0 mod p)-arc with Supp K ⊆ Y . Then there exist a constant c such that
for every neighbor class of points [P ], it holds

K[P ] ≡ c (mod p).

Proof. Let [L] be a neighbor class of points, and let [Pi], i = 0, . . . , q, be the
neighbor classes of points incident with this class of lines. Let L1 ∈ [L] and
denote by L1, . . . , Lq all lines that contain the line segment L1 ∩ P0.

Set
xij = K([Pi] ∩ Lj), i = 0, . . . , q, i = 1, . . . , q.

Counting the multilicities of the points through the segment [P0] ∩L1, one gets

x01 + x11 + x21 + · · · + xq1 ≡ 0 (mod p)
x01 + x12 + x22 + · · · + xq2 ≡ 0 (mod p)

...
x01 + x1q + x2q + · · · + xqq ≡ 0 (mod p)
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This implies
K[P1] + K[P2] + · · · + K[Pq] ≡ 0 (mod p).

Thus we have that
K[L] − K[Pj ] ≡ 0 (mod p), (2)

for every j = 0, 1, . . . , q. This in turn implies

K[P0] ≡ K[P1] ≡ · · · ≡ K[Pq] (mod p).

Theorem 5. Let R be a finite chain ring with |R| = q2, R/RadR ∼= Fq, q = ph,
where p ≥ 3. Denote by A the points-by-lines incidence matrix of PHG(2, R).
Then

rkp A ≥
(
p + 1

2

)h

(q + 1) + 2q2 − 1.

Proof. Define the pointset X as follows: select a line class [L], i.e. a line in the
factor geometry, and sets of

(
p+1
2

)h points in each point class on [L]. These points
in each of the classes on [L] should form an independent set (i.e. an independent
set in AG(2, q)). Further select a point in the point class [P0] /∈ [L] and two
points in each of the remaining point classes not on [L] or different from [P0].
There are no restrictions on the point in [P0] and the remaining 2(q2 − 1) points
are selected in the following way.

Let [L′] be any line class through [P0]. Denote by [Pi], i = 0, . . . , q − 1, the
point classes on [L′]. Consider a line segment in [L] ∩ [L′] that has the direction
of L′ and denote by L′

i, i = 1, . . . , q, the lines through this segment. Now the
two points of X in each of the point classes [Pi], i = 1, . . . , q − 1, are selected
so that [Pi] contains points incident with L′

i and L′
i+1. These two points from

X ∩ [[Pi] are denoted by P ′
i and P ′′

i . The same selection is made for the points
in all line classes through [P0] (see Fig. 1).

Fig. 1. A neighborclass of lines in PG(2, 2)

Hence by construction we have that

|X| =
(
p + 1

2

)h

(q + 1) + 2q2 − 1.

We are going to prove that X is an independent set. It is enough to demonstrate
that every (0 mod p)-arc with support contained on X is the trivial zero-arc.
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Let K be a (0 mod p)-arc in PHG(2, R) with Supp K ⊆ X. By Lemma 4
every point class has the same multiplicity modulo p. Since p + 12 ≡ 0 (mod p)
we get that every point class has multiplicity 0 (mod p). This implies in partic-
ular that K([P0]) = 0.

Furthermore, since K(L′
i) ≡ 0, i = 1, . . . , q, we get that

K(P ′
i ) ≡ a (mod p),K(P ′′

i ) ≡ b (mod p),

for some constants a, b ∈ {0, . . . , p − 1}. Moreover we have

a ≡ a + b ≡ b (mod p).

This implies that a ≡ b ≡ 0 (mod p), i.e. a = b = 0. We have obtained so far
that for all points P in X \ [L] we have K(P ) = 0.

Let [L] contain the points [Q0], [Q1], . . . , [Qq]. Consider one of them, [Q0]
say. Clearly K([Q0]) ≡ 0 (mod p). All line segments in [Q0], except for those
contained in one parallel class (the one with the direction of L), have multiplicity
0 (mod P ). Now an easy counting gives that also the segment in this parallel
class have multiplicity 0 (mod P ). Hence K|[Q0] is a (0 mod p)-arc. By the fact
that X ∩ [Q0] is an independent set, K(P ) = 0 for all points P ∈ [Q0]. Similarly,
K(P ) = 0 for all points P ∈ [Qi] for all i = 1, . . . , q. Thus K is the trivial zero
arc on X. This implies that X is an independent set and

rkp A ≥ |X| =
(
p + 1

2

)h

(q + 1) + 2q2 − 1.

This theorem can be improved slightly by taking suitably a line class with a
maximal number of independent points, a line in the affine part containing one
point in each neighbour class, and sets of three points (suitably chosen) in each
of the remaining point classes.

Theorem 6. Let R be a finite chain ring with |R| = q2, R/RadR ∼= Fq, q = ph,
where p ≥ 3. Denote by A the points-by-lines incidence matrix of PHG(2, R).
Then

rkp A ≥
(
p + 1

2

)h

(q + 1) + 3q2 − 2q.

2 The Case |R| = 4

In this case the point multiplicities are contained in {0, 1, . . . , p− 1} = {0, 1}. If
X is a set that supports a (0 mod p)-arc by Lemma 4, all point classes contain
even or odd number of points. Therefore we have for all points P either |X∩[P ]| ∈
{0, 2, 4}, or else |X ∩ [P ]| ∈ {1, 3}.

We can also make the following observation. If X is a (0 mod 2)-arc and if
we replace the intersection of this arc with some point class by its complement
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in the point class, the result is again a (0 mod 2)-arc. In other words, if X is a
(0 mod 2)-arc then

(X \ (X ∩ [P ])) ∪ ([P ] \ (X ∩ [P ]))

is again a (0 mod 2)-arc.
Let AR, where R = Z4 or F2[u]/(u2), be the rank of the points-by-lines

incidence matrix of the plane PHG(2, R). In both cases, we have (by Theorem 5)

rkAr ≥ 12.

Denote by V the vector space of all (0 mod 2)-arcs in PHG(2, R), |R| = 4.
This vector space can be viewed as a subspace of F28

2 . More generally, the vector
space of all (0 mod p)-arcs in PHG(2, R), |R| = q2, q = ph, can be viewed as a
subspace of Fq2(q2+q+1)

p by identifying each arc with its characteristic vector x.
If x is the characteristic vector of a (0 mod 2)-arc then xAR = 0 and x is a

solution to a homogeneous system of linear equations with a coefficient matrix
AR. Hence

rkp AR + dimV = 28.

In the general case, we have

rkp AR + dimV = q2(q2 + q + 1).

Note that all (0 mod 2)-arcs that have an even number of points in each
point class form a subspace V0 of V . Now we are going to construct all (0
mod 2) arcs from V0.

(1) Every neighbor class contains 0 or 4 points. The number of such arcs is 27.
(2) Every neighbor class with 2 points, where the two points in every class

determine all possible directions (i.e. they determine a all lines in the factor
geometry PG(2, q)). Two points P,Q are said to determine the line class [L]
if 〈P,Q〉 ∈ [L]. If B is the incidence matrix of PG(2, 2) then the number
of such arcs is per(B) · 27, i.e. this number is 24 · 27. Here per(B) is the
permanent of the of B.

(3) Four classes have 0 or four points and three classes with two points. The
classes with two point should form a triangle. The two points in each of
these classes should determine directions that point at the nucleus. Since
the number of triangles is 7 · 6 · 4

3! = 28, the total number of such arcs is
28 · 27 (see Fig. 2).

(4) Three classes have 0 or four points and the remaining four classes have two
points. The classes with 2-points form a hyperoval and the 0/4-classes are
collinear. The pairs of points in each of the 2-point classes determine a line
which points at the same point class on the line of 0/4-points (see Fig. 3).
Altogether we have 7 choices for the 0/4 line and 3 possibilities for the point
on it. So, altogether we have 21 · 27 such arcs.
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Fig. 2. An arc of type (3) in PG(2, 2)

Fig. 3. An arc of type (4) in PG(2, 2)

(5) Two classes have 0 or 4 points, and the remaining five classes have 2 points.
The two points in the class which is the third point on the line [L] defined
by the 0/4-point classes define a line in the class [L]. In the remaining four
2-point classes the directions are as introduced on Fig. 4. The point classes
[Q1] and [Q2] can be selected in

(7
2
)

= 21 ways. Furthermore, the two point
classes with two points that define a line pointing at [Qi], i = 1, 2, can be
selected in four ways. Hence the number of such arcs is equal to 84 · 27.

(6) One class with 0/4 points (see Fig. 5).
Total number of arcs: 98 · 27

Summing up, the total number of (0 mod 2) arcs with an even number of
points in each point class is:

27 + 24 · 27 + 28 · 27 + 21 · 27 + 84 · 27 + 98 · 27 = 256 · 27 = 215.
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Fig. 4. An arc of type (5) in PG(2, 2)

Fig. 5. An arc of type (6) in PG(2, 2)

Hence dimV0 = 15.
Now it remains to count the number of all (0 mod 2)-arcs with an odd

number of points in each neighbor class of points.
In the case when R = F2[u]/(u2) there exist no hyperovals and hence no (0

mod 2)-arcs with an odd number of points in each class. Hence dimV = 15.
In the case R = Z4 there exist (0 mod 2)-arcs that have an odd number

of points in each point class [3]. If we select arbitrarily four points in general
position in the point classes [U ], [U0], [U1], [U2], where

U = (1, 1, 1), U0 = (1, 0, 0), U1 = (0, 1, 0), U2 = (0, 0, 1),

then they can be extended uniquely to a hyperoval. Therefore the number of
the (0 mod 2)-arcs with an odd number of points in each neighbor class is
44 · 27 = 215. Thus in the case R = Z4, we get that dimV = 16.
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Thus we have proved the following theorem.

Theorem 7.
rk2 (AR) =

{
12 if R = Z4,
13 if R = F2[u]/(u2).

3 The Case |R| = 9

Since rk3 AAG(2,3) = 6, we have the upper bound

rk3 APHG(2,R) ≤ 6 · 13 = 78.

On the other hand, by Theorem 6 we get also a lower bound, which gives alto-
gether

45 ≤ rk3 APHG(2,R) ≤ 76.

Lemma 8. Let R be a chain ring with |R| = 9. Consider two lines [L1] and [L2]
in the factor geometry of PHG(2, R). Let X be an arbitrary point set containing
six points in each of the point classes in [L1] and [L2] but not in the point class
[L1] ∩ [L2]. Then X is a linearly dependent set.

Proof. Denote the nonempty point classes on [L1] by [P1], [P2], and [P3], and the
nonempty point classes on [L2] by [Q1], [Q2], and [Q3]. Without loss of generality
[Pi]∩X and [Qj ]∩X are independent sets and hence a triangle. Otherwise there
is nothing to prove.

Consider any of these six point classes. We can prescribe multiplicities to the
points in these sets in such way that all lines in the same direction have the same
multiplicity, and the multiplicities in the four directions are either (1, 1, 1, 0), or
(2, 2, 2, 0). This can be done in two ways. The two possibilities are presented on
Fig. 6.

Fig. 6. A neighbor class of points in PG(2, 3)

The same multiplicities are obtained from two line segments with points of
multiplicity 1 or 2 (see Fig. 7).
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Fig. 7. A neighbor class of points in PG(2, 3) with six non-zero points

Each of the classes [Pi], [Qj ] contains a triangle whose sides (the line segments
with three points) determine three directions. We are going to prove that no
matter how the directions of the sides of the triangle are selected we can prescribe
multiplicities to the points from X in such way that the obtained arc is a (0
mod 3)-arc.

Assume that some class [Pi] (or, [Qi]) has a triple of collinear points that
determine the line 〈[Pi], [R]〉 (or 〈[Qj ], [R]〉). Then we prescribe to these three
points multiplicity 1 if they are in some [Pi], and multiplicity 2 if they are in
some [Qj ].

If in some [Pi] (resp., [Qj ]) the sides of the triangle determine all directions
different from 〈[Pi], [R]〉 (resp., 〈[Qj ], [R]〉) then we select the multiplicities in
such way that the lines in the direction of the point [R] have multiplicities 0
mod 3 and in all other directions multiplicity 1 mod 3 (resp., 2 mod 3). Now
it is easily checked that all lines have multiplicity 0 mod 3 (Fig. 8).

Fig. 8. Two neighbor classes of lines in PG(2, 3) with three non-zero points

Corollary 9. Let X be a linearly independent set of points. Then at most seven
of the point classes can have six points. Consequently for every independent set
X, it holds |X| ≤ 72.

Proof. If there are eight neighbor classes with six points, we necessarily have
two line classes satisfying the conditions of Lemma 8 and hence the set X is
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dependent. Therefore the number of neighbor classes with 6 points is at most
seven and hence

|X| ≤ 7 · 6 + 6 · 5 = 72.

Now by Theorem 6 and Corollary 9

45 ≤ rk3 APHG(2,R) ≤ 72.
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Abstract. We propose a simple set of probability density shape met-
rics with intuitive interpretability and complement the Classical statis-
tical metrics of Variance, Skewness, and Kurtosis. These Classical met-
rics involve squaring of deviations and computation of third and fourth
moments. Therefore, they may be overly sensitive to outliers. Therefore,
we take The Mean Deviation around the mean, rather than the stan-
dard deviation, as the primary measure of data dispersion. This work
presents some of our initial results using Mean Deviation and the new
metrics of Tailness (an analog of Kurtosis) and Asymmetry (an analog of
Skewness). These new metrics use only first and second moments. They
have simple interpretations and directly allow us to compare datasets
with different measurement units. As such, they give us additional tools
for data analysis. We illustrate the proposed metrics for several public
datasets.

Keywords: mean absolute deviation · skewness · asymmetry ·
kurtosis · tailness

1 Introduction

Standard deviation, skewness, and kurtosis are widely used measures in statisti-
cal analysis. In computing σ, we use the squares of the distances from the mean
μ. For skewness and kurtosis, we use higher-order moments. As noted by Pham
in [1], using the L2 norm is convenient in differentiation, estimation, and opti-
mization. The additive property of variance σ2 for independent variables is also
cited as one of the prime reasons for using the L2 norm.

In recent years, there has been an increased interest in using the L1 metrics
in data analysis (e.g. [2–6]). Using the L1 norm is not new. The L1 norm was
considered independently by both Boscovitch and Laplace as early as the 18th
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century. A historical survey using the L1 norm is presented in [7,8] and a survey
of more recent results is given in [1].

Our starting point is the mean absolute deviation defined as follows: Con-
sider a real-valued random variable X on a sample space Ω ⊆ R with density
f(x), finite mean μ, and cumulative distribution function F (x). If X is a dis-
crete random variable, then Ω is some countable sample space, and f(x) is the
probability mass function (or discrete density function).

For any a, we define the mean absolute deviation of X from a as

d(X, a) = E(|X − a|) =
∫

Ω

∣∣x − a
∣∣f(x) dx (1)

If a = μ, then d(X,μ) is the mean absolute deviation from the mean μ. If we
take a = M , then d(X,M) is the mean absolute deviation from the median. Both
of these are denoted as MAD (mean absolute deviation) in the statistical litera-
ture, leading to some confusion [1]. In this paper, we use MAD to denote mean
absolute deviation from the mean and denote it by d. A detailed discussion
of mean absolute deviation from the median is presented in [9].

The measure d can be interpreted as the average distance of values of X to
the mean μ. It is well-known that d ≤ σ for any distribution. Therefore, one
can expect metrics based on d to be less sensitive to outliers and therefore more
robust.

Note that we can remove the absolute magnitude sign in (1) and derive d by
computing contributions from points less than or equal to μ and points greater
than μ:

d = d− + d+, d− =
∫

x≤μ

(μ − x)f(x) dx, d+ =
∫

x>μ

(x − μ)f(x) dx (2)

By separately computing the integrals over the left and right sub-spaces, we have
eliminated the absolute sign. Similarly, although σ2 is usually thought of as a
single number, for the proposed metrics we explicitly compute contributions to
variance from the left (X ≤ μ) and right (X > μ) sub-spaces.

σ2 = σ2
− + σ2

+, σ2
− =

∫
x≤μ

(μ − x)2f(x) dx, σ2
+ =

∫
x>μ

(x − μ)2f(x) dx

(3)
These contributions from the left and right subspaces in (2) and (3) must

be computed separately. As a result, they form the building blocks of the more
transparent asymmetry and tailness metrics proposed below. In this paper, we
define the following Alternative Metrics:

1. Mean deviation d - instead of standard deviation σ
2. Tailness T = 2σ2/d2 - instead of kurtosis K = E((X − μ)/σ)4

3. Asymmetry A = (σ2
+ − σ2

−)/σ2 - instead of skewness S = E(((X − μ)/σ)3)

Let us make a few quick observations. The mean absolute deviation d always
satisfies d ≤ σ. For example, in Gaussian distributions d = σ

√
2/π or about



42 S. Klawansky et al.

20% lower than σ. For tailness T , we normalize the variance σ2 by d2/2 to
bring the value T = π for the Gaussian distribution close to the kurtosis value
K = 3. Finally, for asymmetry A, we can show that, unlike Skewness that can be
unbounded, Asymmetry is always in the range −1 ≤ A ≤ 1. For this reason, the
proposed measure of Asymmetry allows us to compare datasets across different
measurement units.

The above definitions for Mean Deviation d, Asymmetry, A, and Tailness, T ,
allow the computation of these measures without calculating 3rd or 4th moments.
Many fields including medicine, epidemiology, psychology, economics, finance,
and biology are heavy users of statistical tools. We are optimistic that the pro-
posed metrics can provide a self-consistent system of measurement that will
make more results in these fields easier to interpret.

2 Examples: Gaussian, Laplace and Exponential

In this section, we present these Alternative Metrics the for some well known dis-
tributions. We start with the normal distribution. The standard representation
of the Normal or Gaussian distribution is given in Eq. (4)

f(x, μ, σ) =
1

σ
√

2π
exp

(
− (x − μ)2

2σ2

)
(4)

For this distribution, the relationship of d to standard deviation σ, is given by
[10]

d =

√
2
π

σ or σ =
√

π

2
d (5)

For the Normal Distribution, d ≈ 0.798σ. Using (5), we re-express the Normal
Distribution as a function of d rather than σ.

f(x, μ, d) =
1
πd

exp
(

− (x − μ)2

πd2

)
(6)

The representation of the Gaussian distribution using the d in (6) is simpler
than the representation using the σ in (4) in that there is no square root in the
factor multiplying the exponential. We also note that in Equation (5) for the
Gaussian, when we square both sides, we obtain σ2/d2 = π/2. This relationship
led to the definition of Tailness as discussed previously.

Similarly, for Laplace and exponential distribution, we have

1. Laplace: mean deviation d = b [11]

Classical: f(x, μ, b) =
1
2b

exp
(

−|x − μ|
b

)

Alternative: f(x, μ, d) =
1
2d

exp
(

−|x − μ|
d

)

This distribution is symmetric and therefore σ2
− = σ2

+. The asymmetry is
therefore A = 0 and its tailness T = 4. The classical kurtosis for this distri-
bution is K = 6.
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2. Exponential: density is f(x) = λe−λx with x > 0. The standard deviation is
σ = 1/λ and the mean deviation d = 2/(eλ) [11]

Classical: f(x, σ) =
1
σ

exp
(
−x

σ

)

Alternative: f(x, d) =
2
ed

exp
(

−2x

ed

)

This distribution is not symmetric and, therefore, σ2
− �= σ2

+. We compute σ2
−

and σ2
+ as follows. For this distribution, μ = 1/λ and integrating by parts we

obtain,

σ2
− =

∫ 1/λ

0

(
1

λ
− x

)2

λe−λx dx = (1−2/e)σ2, σ2
+ =

∫ ∞

1/λ

(
x − 1

λ

)2

λe−λx dx = (2/e)σ2

For this distribution, the Asymmetry A = (σ2
+ − σ2

−)/σ2 = 4/e − 1 ≈ 0.47 and
Tailness T = e2/2 ≈ 3.69. By contrast, the classical Skewness and Kurtosis for
exponential distribution are S = 2 and K = 9 respectively. These values are
noticeably larger than the corresponding A and T metrics.

A summary comparison of these distributions is given in Table 1.

Table 1. Comparison of Alternative Distribution Metrics with Classical Distribution
Metrics for Several Common Distributions

Distribution Gaussian Exponential Laplace

Mean (μ) μ 1/λ μ

Median (M) M = μ (log 2)/λ μ

Standard Deviation σ 1/λ b
√

2

Mean Deviation d σ
√

2/π ≈ 0.80 σ (2/e)σ ≈ 0.74 σ b

σ2
− 0.5σ2 (1 − 2/e)σ2 ≈ 0.26 σ2 b2

σ2
+ 0.5σ2 (2/e)σ2 ≈ 0.74 σ2 b2

Tailness T π ≈ 3.14 e2/2 ≈ 3.69 4

Kurtosis K 3 9 6

Asymmetry A 0 4/e - 1 ≈ 0.47 0

Skewness S 0 2 0

The Alternative Metrics reintroduce the natural constants. In Table 1, the
Tailness for the Normal Distribution is π, while the Tailness of the Exponen-
tial Distribution is e2/2. Correspondingly, the Asymmetry of the Exponential
Distribution is 4/e − 1.

As expected, the numerical values of T = 3.69 for the Exponential and T = 4
for Laplace Distributions are noticeably muted compared to the corresponding
values of K for these distributions, 9.0 and 6.0, respectively. Note that for the
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Exponential distribution Kurtosis K = 9 is greater than for the Laplace dis-
tribution where K = 6. However, for the exponential, Tailness T = 3.69 is less
than for the Laplace distribution where Tailness T = 4.0. The latter inequality as
compared to the former Classical inequality might be partially explained because
the Laplace distribution has two fat tails while the Exponential Distribution has
only one fat tail.

We have made the point that the Variance, σ2, while treated in Classical
Statistics as a single number, is the sum of two numbers, σ2 = σ2

− + σ2
+. This

composition of σ2 is well illustrated in Table 1 for the Case of the asymmetric
Exponential Distribution: σ2

− = (1− 2/e)σ2 and σ2
+ = (2/e)σ2. Clearly, the sum

of σ2
− and (σ)2+ is σ2. The Asymmetry is then A = (s2

+−s2
−)/s2 = 4/e−1 ≈ 0.47.

3 A Case Study with Empirical Datasets

To illustrate the utility of the Alternative metrics, we consider the following
empirical datasets: the NHANES Height, Cholesterol, and Creatinine data and
the 2018 Boston Marathon finishing times data [12–14]. These are presented in
Table 2.

Table 2. Comparison of Alternative and Classical metrics for Empirical Datasets

Dataset Cholesterol Height Creatinine Marathon

metrics Female Male Female Male Female Male Female Male

pop. size 3,461 3,277 2,814 2,630 7,120 6,711 11,982 14,675

Min−Max 79–446 76–431 138–189 148–198 0.3–10.7 0.4–13.9 144–446 128–464

Mean μ 182.94 176.68 159.76 173.53 0.98 1.21 245.32 223.02

Median M 179 172 160 173 0.9 1.2 236 212

d 31.57 31.9 5.59 6.14 0.14 0.17 32.4 36.55

St. dev σ 40.58 40.37 7.02 7.67 0.28 0.38 40.95 45.77

σ/d 1.29 1.27 1.26 1.25 2.00 2.24 1.26 1.25

T 3.31 3.20 3.15 3.12 8.26 9.99 3.19 3.14

K 4.68 4.18 3.07 2.95 445.98 390.55 3.40 3.45

A 0.19 0.19 0.04 0.01 0.71 0.76 0.26 0.28

S 0.82 0.75 0.15 0.01 15.82 15.52 0.85 0.91

Table 2 presents results comparing Classical and Alternative distribution
shape metrics for the four datasets in a side-by-side fashion to facilitate com-
parison. The first two datasets are taken from the 2018 National Health and
Nutritional Examination Survey [13]. They are the female and male values of
Height and Serum Cholesterol. The Serum Creatinine data are from the 1994
NHANES [14]. Creatinine, part of the routine laboratory chemistry profile, is a
metabolite of creatine, a muscle component excreted in the urine. Because males
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typically have more muscle mass than females, they have higher mean values.
The fourth dataset comprises the female and male finishing times of the 2018
Boston Marathon [12].

The following are some of the observations:

• Ratio of Standard Deviation to Mean Deviation, σ/d: we see in Table 2 that
for Cholesterol, Height and Marathon, the Standard Deviation is about 25%
greater than the Mean Deviation for both males and females. This ratio of
about 1.25 is similar to that of the normal distribution and is due to the weight
given to the outliers. The Creatinine dataset for both males and females is
notable for the very long tails in the empirical PDFs. In the Creatinine data,
the Standard Deviation for males, σ = 0.38, is more than double the Mean
Deviation d = 0.17 due to the exaggerated influence of these much longer
tails. As a result, for both male and female Creatinine, ratios of σ/d are of
the order of 2, noticeably higher than the roughly 1.25 ratio for the other
three data sets.

• Tailness T and Classical Kurtosis K for the approximately normal male and
female Height have comparable values in the general range of 3.0–4.0 as seen
in Table 2. By contrast, a very convincing example of the practical utility of
Tailness vs. Kurtosis is demonstrated in the case of creatinine.
We compare Tailness vs. Kurtosis for Creatinine. In Table 2, Classical Kur-
tosis for the male Creatinine K = 390.55 and for the female K = 445.98.
These numerical results are a typical case where the 4th Moment blows up.
In the case of Creatinine, the greatest contribution to the Variance and Kur-
tosis arises from the outlier points in the very long tail. These highly elevated
patient data points likely reflect patients with renal failure and perhaps even
dialysis. Yet, these patients are still an intrinsic component of this population-
based sample of individuals. There is no scientific reason to prune these high
values.
By contrast with the very high values for Kurtosis, the Tailness for the male
Creatinine T = 9.99 and for the female T = 8.26 are orders of magnitude
lower. Even for a noticeably narrowly peaked and long-tailed distribution
like the Creatinine, the numerical values for leptokurtic Tailness are a more
reasonable multiple of the Tailness = π ≈ 3.1416 of the Normal Distribution.

• Asymmetry vs. Skewness: Suppose that we wish to compare the Asymmetry A
for two datasets across two different measurement systems. If the Asymmetry
of dataset 1 is A1 = 0.3 and The Asymmetry of dataset 2 is A2 = 0.6; then we
can say that dataset 2 is twice as right asymmetric or right skewed as dataset
1. We cannot make a similar statement for the Skewness S metric. In Table 2,
Classical Skewness for the female Creatinine S = 15.82. Classical Skewness
for female Marathon finishing times is S = 0.85. If we tried to compare these
two measures of Skewness by taking the ratio, we might be tempted to say
that the Creatinine is 15.82/0.85 = 18.61 times more right-skewed than the
Marathon finishing times. Such a direct comparison of these values would not
make statistical sense. By contrast, the normalized Asymmetry for the female
Creatinine is A = 0.71 while the normalized Asymmetry for the Marathon
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is A = 0.26. Then the ratio 0.71/0.26 = 2.73 allows us to assert that the
Creatinine empirical distribution is about 2.73 times more asymmetric or
skewed to the right than the Marathon empirical distribution.

The above numerical examples highlight the benefits of using Mean Devia-
tion, Tailness, and Asymmetry to analyze and compare empirical datasets.

4 Summary and Conclusion

We believe the proposed metrics will provide valuable and understandable tools
for data analysis. We summarize some of the comparisons between the proposed
and classical metrics:

• Simpler to compute and interpret: the Alternative metrics use only 1st and 2nd

Moments, whereas classical metrics use higher order moments (for skew and
kurtosis). By computing the upside and downside components of variance,
we gain additional information to calculate Asymmetry and provide more
information about both tails.

• Mean Deviation d is an unbiased measure of data dispersion and does not
exaggerate the impact of outliers. By contrast, the Standard Deviation σ is
a biased measure of data dispersion that exaggerates the impact of tails and
may influence the final result.

• Tailness T that uses the 2nd is more robust to outliers than classical Kurtosis,
K that uses the 4th moment. By using Tailness, it may be less necessary to
prune outlier points.

• Asymmetry A is always in the range (−1, 1) and therefore allows us to com-
pare datasets across different measurement scales. By contrast, the classical
measure of skewness S which is not bounded cannot be used to compare
datasets across different measurement scales.

We hope that users will appreciate the additional informational value pro-
vided by the new metrics.
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Abstract. In this paper, the authors present a very basic overview of k-means
clustering, before using statistical summaries to demonstrate how such a model
separates records in a dataset into distinct groups.

The author then shows how simple visualizations can effectively “tell the
story” behind a clustering model, to include the key distinctions that tend to
differentiate one group from another.

The author then explores PrincipalComponent (PC) plots, a tool oftenmisused
by analysts seeking to convey information about the clusters identified by their
models. Such plots are based not on original variables from the data, but upon
linear combinations of those variables.While PCplots are colorful and impressive-
looking, their meaning often eludes the students who use them in end-of-semester
project presentations.

PC plots serve some value as a diagnostic tool for kmeans modelers; however,
these plots should not be used in an expository way by someone who wishes to
convey the main findings of a clustering model. Instead, boxplots, scatterplots,
barplots, and histograms can much more effectively convey the major takeaways
for such a model.

Keywords: data mining · k-means clustering · computer science education

1 Introduction

Clustering, a form of unsupervised learning, is commonly taught in datamining andmar-
keting analytics courses. While clustering can be done with many distinct methods, each
approach boils down to the same basic principle – placing the observations into distinc-
tive groups, in a way that maximizes within-group similarity as well as between-group
difference. [1] In marketing analytics, clustering models identify specific customer per-
sonas, which are often characterized by pithy descriptions such as “Single and Carefree”
or “Cruising through the Golden Years.”

To communicate the results of a clustering model, the modeler may rely on several
methods. Among these are: Presenting the groups with descriptive labels, backed by
qualitative statements; delivering per-group summary statistics, often starting with the
group means for each of the variables used in the model; and using visualizations to
offer insights about the model and its clusters.
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In our experience, students are too quickly drawn toPrincipalComponent (PC)-based
plots, which can serve a diagnostic purpose during model-building time, but are simply
ineffective for explaining the meaningful differences from cluster to cluster. Students
may encounter such plots in course material, or through online searches, and feel that
these must somehow be the right way to “show” their clustering model.

In order to explain the key distinctions among clusters, analysts should instead rely
on simple visualizations, based on original variables from the dataset.

In this paper, we will first build a clustering model, using the kmeans() function from
the R language.

2 Building a k-means Clustering Model in R

The dataset portland_families.csv contains simulated info about 15,000 households in
the vicinity of Portland, Maine.

After isolating the dataset’s numeric variables, we will be build a model using the
following variables: total_ppl (total people per household); square_foot (square footage
of primary household residence); household_income (estimated household income
from previous year); number_pets (estimate of number of household pets); entertain-
ment_spend_est (estimated total household entertainment spending from previous year);
travel_spend_est (estimated total household travel spending from previous year); and
under_12 (number of household members under the age of 12).

Given the different scales, and the different units of measurement associated with
these variables, we will scale the original values into z-scores before building the model
with the kmeans() function from R. [2] After some iteration through various possible
k-values, we decided to build this model with six clusters.

After building the model, the questions that naturally arise include, “What does this
really mean? What can we learn from this model?” As we show immediately below, a
segmentation model can be assessed with per-cluster summary stats (Fig. 1).

Fig. 1. Per-Cluster Summary Stats, as Centroid Values

This table with per-cluster centroid values helps us to identify distinguishing features
from group to group [3].

For instance, the output above shows us that Cluster 1 stands out for having the
largest number of people per household. Their homes are slightly smaller than the dataset
average, and they have the second-lowest average number of children under 12. Perhaps
many of its members are college students, or recent graduates who share apartments
with other twentysomethings.
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Cluster 5’s members have the lowest incomes, yet their entertainment spending
ranks the highest among all groups. Meanwhile, they have the smallest residences and
the lowest travel spending. Perhaps this cluster includes bored retirees, or maybe just
some die-hard entertainment fans. Either way, marketers can use the centroid values
shown above to assist with the tailored marketing approaches that they may wish to use
for each segment.

The centroid values may not appeal to all audiences, though. Visualizations tend to
be more eye-catching andmemorable than descriptive summary stats for most audiences
and in most contexts – and clustering is no exception.

While visualizations are both effective and appropriate for expressing the key dif-
ferences among groups in a clustering model, some types are more effective than oth-
ers. Before demonstrating the superiority of simple visualizations for conveying group
differences in clustering models, we will first show an alternative plot type.

3 So What are those Principal Component Plots Showing, Exactly?

To generate PC plots for a k-means clustering model, we will use the fviz-cluster()
function from the factoextra package [4].

For a k= 3 solution for the portland_families dataset, this function renders the image
shown below.

Fig. 2. Principal Component Plot for k = 3 Solution

In the plot shown above, the x-axis is labeled “Dim1” while the y-axis is labeled
“Dim2.” Dim1 refers to the first PC, which explains 19.3% of the variation among the
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values in the dataset. “Dim2” refers to the second PC, which captures a further 17.6%
of the variation among the input variables.

This can be verified by calling the prcomp() function on the matrix of standardized
values that went into this clustering model. The results shown below indicate that seven
PCs are needed to capture all of the variation among the variables in this data. Note also
that collectively, the first two PCs based on this data explain less than 40% of the total
variation (Fig. 3).

Fig. 3. Principal Component Stats for the Portland families dataset

As for the PCs themselves, each one can be viewed as a 7 × 1 array. In the plot
shown above, the labeled points correspond to the product of that record’s standardized
values, multiplied by each of those first two PCs.

We can see the values for each of the seven PCs below (Fig. 4).

Fig. 4. The vectors associated with PC1 through PC7

Towards the bottom left corner of the plot, we can see a clearly labeled point for
observation 2863. Why does that point land in that particular spot on the graph? It’s
because observations 2863’s standardized values, multiplied by the first two PCs, yield
values of −2.43 for PC1 and −3.93 for PC2. Along with many other observations
whose standardized values yield negative results when multiplied by PC 1 and PC2, this
observation lands in Cluster 3 (Fig. 5).

Such plots can serve a valuable diagnostic purpose for a modeler. The plot shown in
Fig. 2 indicates that when this dataset’s standardized values are multiplied by the first
two principal components, a three-cluster solution very neatly cleaves the observations
into distinct groups, with little overlap.

A four-cluster solution, by contrast, does not separate the data in such away.While the
plot below shows a strong separation between clusters 1 and 3, many of the observations
in clusters 2 and 4 overlap, in terms of where they fall along the data’s first two PCs
(Fig. 6).
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Fig. 5. Connecting the Dots between an observation from the the dataset and its position on the
PC plot

Fig. 6. PC plot for a k = 4 solution

However, some important limitations of such plots should be noted here. First, this
plot is limited to just two dimensions, and only shows Principal Components 1 and 2.
For some datasets, the first two principal components may account for the overwhelming
proportion of overall variance, but here, these two only explain 36.96% of the variance;
therefore, PCanalysismaynot prove to be a particularly valuable aidwhen it comes to this
particular dataset. Second, and perhaps even more important, a purely statistical answer
to the “How many clusters?” question may not align with the associated business goals.
Clustering is an unsupervised learning task, for which there is no solution. Furthermore,
there is no threshold for statistical significance when it comes such models.[5] In fact, a
company may choose the number of clusters to use in a segmentation model before any
analysis of the data has even begun.[6].

In student-led presentations, such plots are frequently misused. Students often
present a graph such as the one in Fig. 2, perhaps because they have been told that such
plots are effective for demonstrating clustering results. When asked simple, straightfor-
ward questions such as “What does this graph show you about your model?” students
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tend to stammer and struggle at first, before ultimately responding with something along
the lines of “one of the clusters is red, another one of them is green, and yet a third one
is blue.”

Even the most data-savvy presenter, speaking to a completely data-savvy audience,
cannot use such a plot to effectively explain the key distinctions from group to group.
At best, a plot such as this could be used to indicate the level of differentiation among
clusters for those first two PCs. However, such a plot does not enable the presenter to
make statements such as “This cluster stands out for having more people per household,
but that other cluster stands out for the way its members spend money on travel.” For
this reason, alternative visualization methods should be employed instead.

4 Simple Visualizations as a Far More Effective Option

Simple visualizations can convey the essential information about a clustering model.

1. Such visualizations should depict original variables from the dataset, along with
information about the model’s cluster assignments.

2. Such visualizations do not need to depict all of the model’s input variables, or all of
the model’s clusters.

3. Such visualizations can include variables that were not used as inputs in the original
model.

To demonstrate the power of a simple illustrative visualization, we will start with a
boxplot, built with R’s ggplot package [7].

Fig. 7. Boxplot comparing travel spending among the six clusters

The plot shown in Fig. 7 clearly identifies a distinction among clusters – from this
plot, we know that Cluster 2 and Cluster 6’s households tend to be bigger travel spenders,
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compared to households in the other clusters. We also know that Cluster 5’s households
have the lowest average travel spending, and that this cluster contains several outliers
with very low travel spending amounts.

Effective cluster model visualizations do not need to depict every single segment.
Reviewing subsets of the original data may be helpful for marketers who wish to zero in
on particular groups. In the visualization below, we can come awaywith a clear takeaway
regarding Clusters 5 and 6 – for the most part, these groups are well-separated in terms
of their members’ estimated household incomes, as well as their annual spending on
travel (Fig. 8).

Fig. 8. A Look at Travel Spending and Household Income for a two-cluster subset

In a similar spirit, we could use a “one versus the rest” approach to a cluster visual-
ization, in order to emphasize a point about a particular cluster and the way it stands out
among the others. From the per-cluster summary stats, we know that Cluster 6 stands for
its high rate of pet ownership. In the graph below, we compare the average number of pets
owned by members of Cluster 6, compared with the overall average among members of
the other five clusters (Fig. 9).

Even though categorical variables are not used as inputs in the k-means model, they
can still be used as grouping variables in statistical summaries and visualizations based
on the model. The graph below depicts counts of records, per cluster, along with county
information as the fill variable (Fig. 10).

From the plot above, we can know that the clusters generally contain similar num-
bers of records, with Cluster 1 showing slightly fewer than the others. We can also
know something interesting about the way the counties are represented among the six
clusters – Sagadahoc, the least-represented county in the dataset, makes up a larger



Expository Clustering Visualizations: Keeping it Simple 55

Fig. 9. Comparing Pet Ownership between Cluster 6 and the rest of the data

Fig. 10. Count comparison among the six clusters, with categorical info from the counties

proportion of Cluster 5, compared with its proportion of the others. Meanwhile, York
County households comprise the overwhelming majority of Clusters 2 and 6, but do not
comprise a majority of any of the others.
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Finally, we will look at a faceted histogram plot, which shows the distributions of
entertainment spending for all observations in the dataset, separated by cluster mem-
bership, and including a fill variable that indicates whether the household has a Lobster
Land season pass. In this graph, the contrast between Clusters 4 and 5 appears in a
particularly stark way – the midpoint of Cluster 5’s distribution aligns with right-most
tail of Cluster 4’s distribution. Interestingly, this also shows a higher proportion of Lob-
ster Land passholders among Cluster 6 and Cluster 2, compared with Clusters 5 and 1
(Fig. 11).

Fig. 11. Comparing entertainment spending across clusters, with an insight into passholder status

There are myriad combinations of variables and visualization types that could be
used to convey information about a clustering model. While no single visualization is
universally “best” at capturing distinctions among the groups in such a model, a mosaic
of different visualizations – such as the ones shown here in this section – can lay a strong
foundation for communicating model results.

5 Summary and Conclusion

Clustering is one of themost practically useful skills taught in datamining andmarketing
analytics courses. It is used every day, by companies large and small, in many different
contexts.

Furthermore, data visualization is one of themost fundamental elements of the toolkit
of any data analytics professional.

Data visualizations can serve an essential role in the way that a modeler commu-
nicates the results of a clustering solution to an audience. However, it is not enough to
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“just” have data visualizations for expressing model results – it is also vital that these
visualizations are built in a sensible way.

Plots based on Principal Components may appeal to students for their sophisticated
look – however, such plots offer very little expository value when it comes to explaining
clusteringmodels.While these plots can have diagnostic value during themodel-building
process, they are not an appropriate choice for situations in which an analyst seeks to
explain the key distinctions among the segments formed by such a model.

Instead, simple visualizations should be used for this purpose. These visualizations
should depict original variables from the dataset. They do not need to include every
single cluster, or every single variable – instead, they might just feature a tiny “slice” of
the clusters or the variables to make some particular point.
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Abstract. The GenCat Mobile Coverage app is designed to collect information
on the mobile telephone network coverage in Catalonia. Through an Android app,
citizens can contribute to this initiative by recording data. The dataset compiled
by the platform offers a comprehensive view of the data collected between 2015
and 2017, encompassing 20 features with 11,744,914 observations. This research
aims to predict signal strengths of the mobile network in Catalonia using various
factors, including location, network supplier, signal strength and other relevant
features.
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1 Introduction

The dataset was acquired from Google Cloud Big Query [1], we utilized SQL queries
to partition it into three segments on the platform. Subsequently, we combined these
segments locally using Python. Following data preprocessing, the number of observa-
tions decreased from 11,744,914 to 8,281,531, while the number of features increased
from 20 to 36.We employed classification and regression algorithms to predict the target
variable “signal” and compared the Root Mean Square Error (RMSE) of each model.
Hyperparameter tuning was performed for each algorithm to identify the optimal model.
Lastly, we applied stacking techniques with regression models to enhance performance.

2 State of Art

With the rising popularity of Python, numerous free libraries and packages have been
developed to facilitate the implementation of distributed computation frameworks for
machine learning algorithms [2]. Among the most widely used tools are Spark and
Hadoop, both ofwhichoffer flexible, fault-tolerant, and scalable environments. Spark uti-
lizes RDD (Resilient Distributed Dataset) as its primary data structure, whereas Hadoop
relies onHDFS (HadoopDistributed File System). Notably, Spark leverages RAMmem-
ory to store temporary results, resulting in faster processing times compared to Hadoop
in most scenarios. As stated by Samadi [3], Spark outperforms Hadoop in terms of
execution time for typical algorithms such as PageRank and Word-count.
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Regarding Hadoop, Python offers several libraries that supports its functionalities.
One such library is Hadoop Streaming, which was utilized by Dede [4] to process the
extensive dataset, Cassandra. Additionally, another option available is Mrjob [5], an
open-source wrapper designed for Hadoop Streaming.

When it comes to Spark, the primary package supporting it is PySpark. Within
PySpark, MLlib serves as Apache Spark’s scalable machine learning library [6]. Spark
demonstrates exceptional performance in iterative computation, which makes it well-
suited for MLlib’s fast execution. Moreover, MLlib incorporates high-quality algo-
rithms that leverage iteration, often yielding superior results compared to one-pass
approximations commonly used in MapReduce.

Machine learning is a well-established research field within computer science, and it
plays a crucial role in the development of classification and predictive analysis sys-
tems. MLlib in PySpark supports two main categories of algorithms in supervised
learning: classification and regression [7]. For classification, MLlib provides support
for logistic regression, decision trees, random forests, gradient-boosted trees, Support
Vector Machine (SVM), and Naïve Bayes algorithms. However, the number of algo-
rithms for regression is relatively limited. For instance, SVM is solely implemented for
classification purposes.

In terms of ensemble methods, generalized forms like stacking, boosting, and voting
algorithms are not supported. However, Kaur [8] implements an ensemble method using
a voting algorithm. It is important to note that algorithms are not applicable for regression
problems. Therefore, our objective is to construct a pipeline that implements a stacking
ensemble method using PySpark’s MLlib packages within the Spark environment.

3 Data Preprocessing

3.1 Coding Environment and Package Versions

PySpark was utilized to execute Python code within the Spark framework for our
experiment. Throughout the entire study, we employed Python 3.9 and Spark 3.3.

3.2 Dataset Overview

The raw dataset utilized in this study was obtained from Google Big Query Dataset
Platform. It consists of a total of 11,744,914 data samples and encompasses 20 features,
including ‘date’, ‘hour’, ‘lat’, ‘long’, ‘signal’, ‘network’, ‘operator’, ‘status’, ‘descrip-
tion’, ‘net’, ‘speed’, ‘satellites’, ‘precision’, ‘provider’, ‘activity’, ‘downloadSpeed’,
‘uploadSpeed’, ‘postal code’, ‘town name’, and ‘position geom’. These features can be
categorized into three groups: time features (‘date’ and ‘hour’) related to the record’s
timestamp, geographical features (‘lat’, ‘long’, ‘postal code’, ‘town name’, and ‘posi-
tion geom’) dependent on end-users’ location, and business features associated with cell
phone service providers.

To enhance the clarity and meaningfulness of the dataset, we performed several
feature transformations. Firstly, we converted the ‘hour’ feature from a 12-h to a 24-h
format. Additionally, we categorized the operators, listing only the top seven by name,
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while grouping the remaining operators into a single category called ‘others’. This app-
roach was employed to address the presence of numerous small companies in the real
market, which would lead to a large sparse one-hot encoded matrix if included individu-
ality. Thus, the ‘operator’ feature was reclassified into nine distinct groups. Furthermore,
we applied other preprocessing methods to the dataset.

3.3 Feature Selection

Examine Irrelevant Features. Five features, namely ‘date’, ‘signal’, ‘hour’, ‘activity’,
and ‘speed’ were considered.

Seasonal Effect. We extracted month information from both ‘date’ and ‘month’ fea-
tures. Subsequently, we examined the correlation between ‘month’ and the class feature
‘signal’. The results indicated no substantial evidence suggesting a seasonal effect on the
signal. As a result, the ‘date’ feature was deemed irrelevant and excluded from further
analysis.

Signal and Hour. We explored the correlation between ‘hour’ feature and the class
feature ‘signal’ to determine if the signal exhibited variations throughout the day. After
conducting the analysis, we concluded that ‘hour’ feature had no relevance to the signal
and thus was eliminated from the feature set.

Speed and Activity. We investigated the relationship between the ‘speed’ and ‘activity’
features. The interpretation of the ‘speed’ feature could either represent the network
communication speed or the moving speed of the signal source. To discern its nature, we
examined the distribution of speeds across different activity groups. The results revealed
a significant difference in the distribution, indicating that the ‘speed’ feature primarily
represents the moving speed of the signal source.

DeletedFeatures. Six featureswere removed from the analysis for various reasons. The
first feature to be eliminated was ‘description’ since it held the same meaning as ‘status’
feature. The second and third features, ‘download speed’ and ‘upload speed’, were
excluded due to the excessive number ofmissing values present in both. Additionally, the
fourth, fifth, and sixth features, namely ‘postal code’, ‘town name’ and ‘position_geom’,
duplicating the information already captured by the ‘lat’, and ‘long’ features.

3.4 Preparation and Transformation

To prepare the data for analysis, several preprocessing steps were performed. Firstly,
we addressed outliers in the dataset by applying the IQR (Interquartile Range) method
to all remaining features, effectively removing any extreme values. Subsequently, for
categorical features, we employed the StringIndexer() and OneHotEncoder() functions
from the pyspark.ml.feature module, enabling us to convert the categorical variables
into numerical representations through one-hot encoding. This process ensured compat-
ibility with the machine learning algorithms employed in the study. Finally, to facilitate
fair comparisons and optimize the performance of numerical features, we employed
the StandardScaler() function from the pyspark.ml.feature module to standardize the
data. This step improved the interpretability and convergence of the models utilized in
subsequent analysis.
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4 Classification Algorithms

4.1 Approach Overview

In this section, we present an overview of our approach, which involves the utilization of
quantile-based grouping for conducting a multidimensional analysis of mobile network
coverage data obtained through the GenCat Mobile Coverage app. The class feature,
denoted as ‘signal’, consists of integer values ranging from 0 to 33, making it amenable
to classification-based prediction. Our approach involves dividing the class feature into
three distinct groups based on quantiles: below Q1, between Q1 and Q3, and above
Q3. This grouping enables us to perform classification analysis and facilitates the com-
parison of results from regression algorithms, thereby allowing us to evaluate different
approaches.

To conduct the analysis, we employ two models: Support Vector Machine (SVM)
and logistic regression. The data is partitioned into three groups on the quantiles, with
the first model classifying data below Q1 and the second model classifying data above
Q3. The remaining data falling between Q1 and Q3 are labeled as within the IQR. Labels
are assigned to each group based on the quality of network coverage, with a value of
2 denoting poor coverage, 1 representing good coverage, and 0 indicating moderate
coverage.

In evaluating the performance of the classification models, it is essential to consider
various metrics that provide insight into their effectiveness. One such metric is the
confusion matrix, which presents a comprehensive view of the classification results by
indicating the number of true positives (TP), true negatives (TN), false positives (FP),
and false negatives (FN) for a given set of predictions. TP and TN represent correct
predictions, while FP and FN represent incorrect predictions.

Furthermore, to enable a comparative evaluation between classification and regres-
sion models, we estimate the numeric value of the predicted class by taking the mean
value within each range. This approach provides a more nuanced understanding of net-
work coverage quality across different locations in Catalonia and facilities comparisons
with regression analysis by calculating the Root Mean Square Error (RMSE). By com-
bining both classification and regression analyses and assigning labels based on the
quality of network coverage, out approach yields valuable insights that can directly
inform policy decisions and drive improvements in network infrastructure.

4.2 Support Vector Machine

Algorithm Description. Support Vector Machines (SVM) is a powerful supervised
learning algorithm used for both classification and regression tasks. It is particularly
effective in scenarios where the data has complex decision boundaries. SVM seeks to
find an optimal hyperplane that separates the data points of different classes with the
maximum margin.

Implementation. In our implementation, we utilized the Support vector Machine algo-
rithm for classification tasks in PySpark. Specifically, we employ the LinearSVC()
function from the pyspark.ml.classificaiton.
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Hyperparameters. When applying LinearSVC(), we focused on tuning three key
hyperparameters. The first hyperparameter, maxIter, represents the maximum number
of iterations performed during the training process. Careful selection this parameter can
ensure convergence to an optimal solution.

The second hyperparameter, regParam, plays a crucial role in balancing the tradeoff
between bias and variance in the SVM model. It determines the regularization strength,
controlling the complexity of the model. By finding the optimal value for regParam, we
can strike a balance between underfitting and overfitting.

The third hyperparameter, fitIntercept, is related to the inclusion of an intercept
term in the linear equation of the SVM model. This intercept term allows the decision
boundary to be shifted vertically, potentially improving the accuracy of the SVMmodel.
When fitIntercept is set to True, an intercept term is incorporated during training process.

4.3 Logistic Regression

Algorithm Description. Logistic Regression is a widely used statistical model for
binary classification. It extends the concept of linear regression by applying the logistic
function to estimate the probability of the binary response variable. Logistic Regression
is known for its simplicity and interpretability, making it a popular choice for various
classification tasks.

Implementation. In our implementation, we utilize the PySpark Logistic Regression
algorithm for classificationproblems.Weemploy theLogisticRegression() function from
the pyspark.ml.classification module.

Hyperparameters. LogisticRegression() offers several hyperparameters for cus-
tomization. One significant hyperparameter is regParam, which controls the strength
of L1 or L2 regularization applied to the logistic regression model. By adjusting the
regParam value, we can control the extent of regularization applied to the model, which
helps prevent overfitting and improves the generalization performance.

The second hyperparameter, elasticNetParam, determines the balance between L1
and L2 regularization in the logistic regressionmodel.When regParam is set to a positive
value, themodel appliesL1orL2 regularizationbasedon the regularization type specified
by the elasticNetParam parameter. A value of 0 for regParam indicates no regularization,
resulting in a standard logistic regression model.

5 Regression Algorithms

5.1 Approach Overview

In addition to considering signal with categorical labels and applying classification algo-
rithms, we can also treat signals as numerical features and leverage regression algorithms
for analysis. When running regression algorithms, the output of predictions will be in
the form of float numbers. To align with the integer labels of ‘signal’, we will employ
the round() function to map the predicted numbers to integers.



Signal Prediction on Catalonia Cell Coverage 63

Another distinction between classification and regression lies in evaluating the
performance of a specific algorithm. For this purpose, we will utilize packages in
pyspark.mllib.evaluation and employ the RegressionEvaluator to access performance.
Specifically, we will employ the RootMean Square Error (RMSE) as the evaluationmet-
ric. RMSE is awidely usedmeasure for evaluating the quality of predictions, representing
the Euclidean distance between predictions and the true measured values.

To compute RMSE, calculate the residual (difference between prediction and truth)
for each data point, compute the normof the residuals, calculate themean of the residuals,
and finally take the square root of thismean. RMSE is commonly employed in supervised
learning applications as it requires true measurements at each predicted data point.
Equation (1) expresses the computation of RMSE:

RMSE =
√∑N

i=1|
∣∣y(i)− y

∧∣∣|2
N

(1)

In our investigation of regression models supported by Spark, we found that it offers
a limited number of regression algorithms, including Linear Regression, Random For-
est, Gradient Boosted Trees, Survival Regression, Isotonic regression, Factorization
machines regression andDecision TreesRegression. Given the nature of our problem,we
have opted to utilize linear regression, random forest regression and gradient-boosted tree
regression. Since random forest and gradient-boosted tree algorithms are both derived
from decision trees, we have chosen not to consider decision tree regression.

We also explored whether Spark supports sklearn (scikits.learn). It appears that in
Spark 2.0, there was a package called spark-sklearn, but it has been deprecated subse-
quently. Currently, the functionality of spark-sklearn has been incorporated into Joblib-
spark, which provides an Apache Spark backend for Joblib to distribute tasks on a Spark
cluster. However, it does have certain limitations. For instance, it does not generally
support running model inference and feature engineering in parallel.

5.2 Linear Regression

AlgorithmDescription. LinearRegression is a fundamental andwidelyused regression
algorithm that models the relationship between a dependent variable and one or more
independent variables. It measures a linear relationship between the input features and
the target variable, making it a simple yet effective approach for regression analysis.

In Linear Regression, the algorithm estimates the coefficients of a linear equation that
best fits the given data points. It aims to minimize the difference between the predicted
values and the actual values by adjusting the coefficients using optimization techniques
such as gradient descent.

Implementation. Linear regression is implemented as a supervised algorithm that uti-
lizes the ordinary least squares method to estimate the coefficients of the linear equation.
In out implementation, we employ the LinearRegression() function from the PySpark
MLlib to perform the training process.
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Hyperparameters. In the context of LinearRegression(), our focus was on three key
hyperparameters. The first one is maxIter, which specifies the maximum number of iter-
ations. Since linear regression employs Newton’s method for gradient descent, it typi-
cally converges swiftly. By appropriately settingmaxIter, we can optimize computational
efficiency by avoiding unnecessary iterations.

The second hyperparameter is regParam, which determines the fraction of a regu-
larization applied to the overall loss function. Generally, increasing regParam imposes
a greaeter penalty from regularization. Additionally, in conjunction with regParam, we
utilized the elastic net param to regulate the mixture of L1 and L2 penalties.

5.3 Random Forest

Algorithm Description. Random Forest is a popular machine learning algorithm that
leverages ensemble learning and decision trees to construct a robust and accurate pre-
dictive model. It excels in both classification and regression tasks due to its versatility
and effectiveness.

The name “Random Forest” stems from the algorithm’s approach of building an
ensemble or a “forest” of decision trees. Each tree is trained on a random subset of the
training data and features, ensuring diversity, and reducing overfitting [9].

Implementation. Random Forest is implemented as a meta estimator that fits multiple
decision trees on different subsets of the dataset and employs averaging to enhance
predictive accuracy while mitigating overfitting. In our implementation, we utilize the
RandomForestRegressor() function from the pyspark.ml.regression library.

Hyperparameters. Two key parameters are selected for tuning: the number of trees
and the depth of trees. It is important to note that increasing either the depth or the
number of trees substantially impacts the runtime of the algorithm.

5.4 Gradient Boosted Trees

Algorithm Description. Gradient Boosted Tree is a powerful machine learning algo-
rithm that combines the principles of decision trees and gradient boosting to create
a highly accurate predictive model. It builds the model in a stage-wise manner by
sequentially adding multiple decision trees. The algorithm works by minimizing a loss
function using gradient descent, thereby improving the model’s predictive performance
iteratively.[10].

Implementation. Gradient boosting regression trees are implemented by utilizing the
GBTRegressor() function from the pyspark.ml.regression library. This algorithm builds
an ensemble of decision trees, where each tree is trained on a subset of the training data
and learns to make predictions based on the residuals from the previous trees.

Hyperparameters. To tune the Gradient Boosted Trees algorithm, we focus on three
key hyperparameters: stepSize, maxDepth, and maxIter.
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The stepSize parameter controls the learning rate, determining the contribution of
each tree to the final prediction. A smaller stepSize value leads to a more cautions
learning approach.

ThemaxDepth parameter determines themaximumdepth of each individual decision
tree in the ensemble. A deeper tree allows the model to capture more complex patterns
but can also increase the risk of overfitting.

Finally, the maxIter parameter specifies the maximum number of iterations or
boosting stages for the algorithm.

6 Hyperparameter Tuning

6.1 GridSearch and Parameter Setting

Tooptimize the performance of ourmodels,we employed theGridSearchmethod in PyS-
park for hyperparameter values and identify the optimal configuration for eachmodel. In
our implementations, we utilized the ParamGridBuilder() function to set the parameters
for each estimator in the pipeline.

6.2 Model Tuning Methods

Pyspark.ml.tuning provides two main functions for model tuning: CrossValidator() and
TrainValidationSplit(). These functions assist in selecting the best hyperparameter val-
ues by performing systematic evaluations of the models. While CrossValidator gener-
ally yields better results, it requires a longer training time, making it more suitable for
cases where data size is limited. In our study, however, we are dealing with a large
dataset, and training time is a critical consideration. Therefore, we chose to utilize
TrainValidationSplit() for the entire hyperparameter tuning process.

6.3 Pipeline Model and Training

To streamline the entire workflow, we constructed a Pipeline model that integrates all
the components, including data preprocessing and the models themselves. The Pipeline
model allows us to apply a consistent set of transformations to the data and train the
models efficiently. We used the fit() function to train the pipeline model on the training
data, ensuring that all necessary preprocessing steps and model training were execute in
a unified manner.

By employing the GridSearch method, setting appropriate parameters, and utilizing
the TrainValidationSplit() function within the Pipeline model, we were able to system-
atically explore different hyperparameter combinations and select the optimal settings
for our models, this approach ensures that our models are fine-tuned and capable of
providing accurate predictions on the mobile network coverage data.

6.4 Best Params

(See Tables 1 and 2).
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Table 1. Best params for classification.

Support Vector Machine Logistic Regression

Model 1 Model 2 Model 1 Model 2

maxIter = 2,
regParam = 0.005,
fitIntercept = True

maxIter = 10,
regParam = 0.01,
fitIntercept = True

elasticNetParam = 0.0,
regParam = 0.005

elasticNetParam = 0.0,
regParam = 0.001

Table 2. Best params for regression.

Linear Regression Random Forest Gradient Boosted Tree

maxIter = 100,
regParam = 0.02,
elasticNetParam = 0.0

numTrees = 22,
maxDepth = 15

stepSize = 0.5,
maxDepth = 10,
maxIter = 20

7 Outputs from the Google Cloud Platform

7.1 Outputs from Classification

Since we are doing multi-class classification, it is important to evaluate the performance
of our algorithms using appropriate metrics. In addition, we select logistic regression as
a baseline algorithm to compare the performance of the other algorithms (Tables 3 and
4).

Table 3. Confusion matrix from logistic regression.

Actual |Prediction TP FP TN FN

Label = 0 892704 747579 10116 5917

Label = 1 9208 6777 1267180 373151

Label = 2 33 15 1280965 375303

Table 4. Confusion matrix from SVM.

Actual |Prediction TP FP TN FN

Label = 0 896267 757201 1601 1688

Label = 1 198 946 1273085 382528

Label = 2 470 1675 1279006 375606
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7.2 Outputs from Regression

LinearRegression. When evaluating the performance of regression algorithms,we rely
on RMSE as the key measurement. To assess the performance of different algorithms
and parameter combinations, we compute the RMSE for both the training and testing
datasets (with a ratio of 0.8:0.2). By comparing these values, we can evaluate how well
the algorithms generalize to unseen data and identify potential overfitting or underfitting
issues.

Linear regression is chosen as the baseline algorithm for comparison with other
approaches, including random forests and gradient-boosted trees. By comparing the
performance of these algorithms to the baseline linear regression, we can gain insights
into their relative effectiveness and suitability for our regression task.

Through our experiments and analysis using From theGoogle Cloud Platform (GCP)
statistics, we have observed that different parameter combinations have minimal impact
on the performance of linear regression. This observation supports the notion that linear
regression can serve as a robust and reliable baseline for our regression task (Tables 5).

Table 5. RMSE from linear regression.

maxIter regParam elasticnet trainRMSE testRMSE

20 0.1 0 7.02 7.03

20 0.1 0.25 7.02 7.03

20 0.1 0.5 7.02 7.03

20 0.1 0.75 7.03 7.03

20 0.1 1 7.04 7.04

20 0.05 0 7.02 7.03

20 0.05 0.25 7.02 7.03

20 0.05 0.5 7.03 7.03

20 0.05 0.75 7.03 7.03

20 0.05 1 7.03 7.03

20 0.01 0 7.02 7.02

20 0.01 0.25 7.02 7.03

20 0.01 0.5 7.02 7.03

20 0.01 0.75 7.02 7.03

20 0.01 1 7.02 7.03

Random Forest. When applying the random forest algorithm, we carefully consider
two crucial parameters: numTrees and maxDepth. These parameters play a significant
role in controlling the performance and behavior of the random forest model.
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During our analysis, we examine the effect of varying these parameters on the per-
formances of the random forest algorithm. By observing the RMSE values obtained
from the testing set and comparing themwith the RMSE values from the training set, we
can gain insights into the model’s generalization capabilities and potential overfitting
tendencies. If there is a significant increase in RMSE on the testing set or a large gap
between the training and testing set RMSE, it indicates that the model may be overfitting
to the training data.

By carefully analyzing the relationship between these parameters and the perfor-
mance metrics, we can determine the optimal values for numTrees and maxDepth that
strike a balance between capturing complex patterns in the data and avoiding overfitting.
This analysis allows us to select the best performing random forest model (Tables 6).

Table 6. RMSE from random forest.

numTrees maxDepth RMSE train RMSE test

21 11 6.73 6.74

21 13 6.65 6.67

21 15 6.54 6.59

22 11 6.73 6.74

22 13 6.65 6.67

22 15 6.54 6.59

Gradient Boosted Trees. When utilizing the gradient boosted trees algorithm, we pay
close attention to two critical parameters: stepSize andmaxDepth. These parameters play
a significant role in controlling the behavior of the gradient boosted trees and addressing
the issue of overfitting.

By observing the RMSE values on the test set and comparing them with the RMSE
values on the training set, we can conclude that if there is a significant increase in RMSE
on the testing set or a substantial gap between the training and testing set RMSE, it
indicates that the model may be overfitting to the training data (Tables 7 and 8).
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Table 7. RMSE from gradient boosted trees.

stepSize maxDepth maxIter RMSE train RMSE test

0.5 5 10 6.8 6.8

0.5 5 15 6.78 6.79

0.5 5 20 6.77 6.77

0.5 10 10 6.58 6.62

0.5 10 15 6.53 6.59

0.5 10 20 6.5 6.57

0.5 15 10 6.13 6.67

0.5 15 15 5.96 6.75

0.5 15 20 5.83 6.83

Using the combinations of parameters that yield the best RMSE score on the test set
for each algorithm, we compare the performances between the different algorithms. The
results as follows:

Table 8. Best RMSE from all models.

Model RMSE test

SVM 11.78

Logistic Regression 8.63

Linear Regression 7.02

Random Forest 6.59

Gradient Boosted Tree 6.57

8 Stacking Models

8.1 Algorithm

Stacking, also referred to as Stacked Generalization, is an ensemble machine learning
technique that leverages a meta-learning algorithm to learn the optimal combination of
predictions frommultiple basemachine learning algorithms. The fundamental advantage
of stacking lies in its capability to exploit the strengths of diverse models, leading to
predictions that surpass those of individual models in the ensemble.

In our study,wewill utilize the three - Linear Regression, RandomForest Regression,
and Gradient Boosted Trees Regression - as the base algorithms for stacking. Linear
regression will be selected as the ensemble algorithm to fuse the predictions generated
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by the base models. To facilitate the stacking process, we have implemented two distinct
training pipelines, each with its own merits and considerations.

The first training pipeline involves a straightforward split of dataset into training and
testing sets. Within this pipeline, both the base algorithms and the ensemble algorithm
are trained on the training data. This approach offers the advantage of consolidating
all model training procedures into a single pipeline, streamlining the training process.
However, it is crucial to note that this method may expose the ensemble algorithm to
the risk of severe overfitting, as it heavily relies on the predictions generated by the base
models.

The second training option involves a three-part split of the data, consisting of train
data, validation data, and test data. The train data is exclusively utilized for training
the base models, while the validation data is employed to train the ensemble algorithm
using the predictions generated by the base models as input features. Finally, the perfor-
mance of the stacked model is evaluated using the test data. This approach allows for
improved control over overfitting concerns by utilizing the validation data to fine-tune
the hyperparameters of the ensemble algorithm.

8.2 Implementation

In our implementation, we employ linear regression, random forest regression, and gra-
dient boosted trees regression as the base models. Each base model is carefully selected
based on the best set of parameters determined in the previous sections of our study.
The stack algorithm is then utilized to combine the results from each individual model.
The detailed process involves training each base algorithm separately and utilizing the
predicted values – outputted by the base models – as new features for predicting values
based on linear regression.

To facilitate the implementation, we utilize the pipelines functionality from the PyS-
park library. However, it is important to note that the usage of pipelines introduces cer-
tain considerations. Notably, pipelines operate on the same RDD (Resilient Distributed
Dataset), resulting in two different methods being implemented based on whether the
training set it divided for the base models and the stack model.

In the first method, a single pipeline is established to encompass the entire workflow,
including data preprocessing, training of the individual models, prediction of values,
transformation of predicted values into new features, and training of stack model. This
single pipeline computation takes place sequentially on the training set. Themodel saved
from this pipeline is subsequently applied to the test set to calculate the RMSE. Utilizing
a single pipeline enhances computational efficiency by involving only one RDD in the
training process. However, it may raise concerns regarding overfitting, as each data
sample is utilized twice – once in the base models and once in the stack model.

The second method involves the establishment of two pipelines: one for the base
models and another for the stack model. In this approach, the training set is split into
two parts. The first part is employed to train the base models, while the second part is
used to train the stack model. This two-stage training process begins with training the
base models on training set 1, followed by passing all model information to stage 2. In
stage 2, the stack model is trained on training set 2 using predicted values generated by
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the models saved in stage 1. Notably, in this method, each data sample will only be used
once. But it will cause longer time to proceed.

8.3 Outputs from Google Cloud Platform

The stack model was executed on the Google Cloud Platform, and the training pro-
cess took approximately 49 min to complete. The performance of the ensemble model
surpassed that of the individual base models, highlighting the efficacy of the stacking
approach. We observed a notable discrepancy between the train RMSE and test RMSE
suggests the presence of overfittingwhenutilizing thefirst option, proving the importance
of employing appropriate validation techniques to mitigate overfitting risks.

RMSE for each base model. LR: 7.02, RF: 6.59, GBT: 6.57.
RMSE for single pipeline. Train: 5.59, Test: 6.92.
RMSE for two pipelines. Train: 6.512, Test: 6.517.

9 Conclusion

9.1 Findings on Running GCP

(1) Classification and regression models can be considered when dealing with integer
type labels. Both types of models have shown potential effectiveness in handling
such labels, and the choice depends on the specific problem and desired outcome.

(2) When tuning hyperparameters, it is advisable to start with smaller values to reduce
the overall running time on theGCP. This approach allows for faster experimentation
and exploration of different parameter settings.

(3) Splitting the training data appropriately for base models and ensemble models is
crucial when creating the stack ensemble model. This separation ensures that the
base models capture relevant patterns and provide reliable predictions as inputs to
the ensemble model.

9.2 Findings on Signal Coverage Prediction

(1) The dataset is sufficiently large, indicating that removing null values and outliers will
not significantly reduce the dataset’s size. However, due to the dataset’s large vol-
ume, careful feature selection is essential. Including irrelevant features can increase
computational complexity and potentially lead to decreased model performance.

(2) When dealing with multiple classes in the class feature, grouping them into two
or three classes for classification models and assigning the mean value from each
group’s range may not yield optimal. Instead, directly fitting regression models to
the data can potentially provide better predictions.

(3) The obtained RMSE values for both the train and test data are not satisfactory,
suggesting the presence of other influential features not included int the dataset.
Exploring additional relevant features or collecting more comprehensive data may
lead to improved prediction accuracy.
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Abstract. We developed a set of software functionalities in R for simulation
of branching processes. Originally it was designed for simulating the branch-
ing mechanism of a cosmic ray atmosphere cascade, beginning with electron-
photon cascade. Further this simulator was adapted for applications epidemiology
with extended set of probability distributions such as Poisson, Negative Binomial,
shifted Geometric and Polya-Aepply used either for modeling the initial condi-
tions for linear birth-death processes or branching process mechanism following
predefined probabilistic distribution. The simulator is appliedmostly when analyt-
ical solutions give convergent infinite series. It uses the capability of R for parallel
computation and applies the Object-Oriented Programming paradigm (a secure
type encapsulation).

Keywords: Branching processes · R · parallel computing · epidemiology ·
physics

1 The simulator

1.1 Purpose

The cosmic rays are the biggest natural permanently occurring branching process. Par-
tially, the electron-photon pair production induced cascades naturally imply connection
to Yule-Furry process and age-dependent Markov branching processes. This is the rea-
son that it is the first mathematically modelled particle showers during the down of
nuclear era [1, 2]. However, the explicit solution of the backward Kolmogorov equation
for more complicated and larger multi-type branching processes is extremely difficult,
even analytically insolvable. This makes the need of numerical solutions and computer
simulation important and indispensable part in research.

As a part of this effort a new simulator1 is developed as amodeling tool for cosmic ray
air shower using branching processes [3]. It works as a generator ofmultiple independent

1 https://gitlab.com/Tchorbadjieff/covid-19.
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trials, with their aggregated results serving as a good approximation to the real result.
Not surprisingly, soon the tool began to evolve in different directions, not limiting only
to cosmic rays. One of the initially developed functionalities is the implementation of
linear birth-death process induced from different random initial conditions [4]. Later,
the available functionalities have been extending with inclusion the option of different
branching mechanism, basically following well-known probabilistic distributions.

Themathematical formalism from the very beginning is based on assumption of exis-
tence some probabilities p, 0 < p < 1, that either photon splits on electron and positron,
or a new photon production due to charged particles deacceleration by breaking radia-
tion. The simulator is developed in R and uses Object Oriented Programming paradigm.
These processes are naturally simulated better with multiple parallel threads and the
simulator is written for this purpose. We run it on the Avitohol supercomputer, belong-
ing to Bulgarian Academy of Sciences (IICT-BAS2). Since the start of the COVID-19
pandemic, this simulator has been easily adapted also for modeling the disease spread
in conjunction with changepoint analysis [5].

1.2 Structure and Functionality

Structure. The epidemiology version of simulator actually implements linear birth-
death process with initial conditions following either Negative Binomial or Pois-
son distribution. It consists of two files with core functionalities – Cascade.R and
Run_Cascade.R and two specialized files for epidemiology – Branching_MP.R and
CPoints_Init3.R.

The Cascade.R defines the class, which contains the information about given particle
(reinterpreted later as infected person) which has some properties relevant only to the
electron-photon cascade and other sub-atomic processes that can be used in different
context. The specific properties are type, energy, angle of scattering, while age, time,
number and depth are more general. The angle of scattering and the energy are main
properties of any natural particle cascades. However, despite of that in the current version
they are not completely implemented yet, they provide preserved definition for further
reinterpretation beyond particle physics constraints, to address conditions of infection
in epidemiology modeling – like environmental and social factors. The last one, depth,
gives the position of the particle on the cascade chain or the depth of the branching tree.
We give here the class definition without the constructor and the validity check.

We applyS4 as a formal approach toOOP,which has specializedmethods for creating
classes, such as setClass() [6]. It provides multiple inheritance which we do not use in
our simulator due to the issues with extensibility andmaintainability it introduces [7]. S4
defines slots, named components of the object accessed with the subsetting operator @
(at). These are the class members. There is a setMethod() function that defines accessor
functions for the members of class and assigns them. This is analogous to the properties
in C# classes, a way to get and set the values without separating these two logically
independent functionalities. In our codewe do not use inheritance, but with the extension
of the functionality we may have to – and if we do, S4 supplies us with the necessary
functionality. The setClass() method can use the argument “contains” to specify the base

2 https://www.iict.bas.bg/avitohol/.

https://www.iict.bas.bg/avitohol/://www.iict.bas.bg/avitohol/
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class. Employing the idea of Alan Kay “Until real software engineering is developed, the
next best practice is to develop with a dynamic system that has extreme late binding in all
aspects.” [8] In R the class definition and the object construction both occur at run time.
This makes impossible to create invalid object, by redefining the class after an object
has been constructed. Every class definition in R should have a prototype, for default
values (analogous to the role of parameter less constructor in C#). Validation can be
done with function SetValidity() or as in our case with user supplied function for simple
objects. The SetValidity() however, in the general context is more appropriate, because
we want to have meaningful and informative error messaging to improve maintainability
and prevent dangerous errors [9].

ParticleInfo = setClass(
"ParticleInfo",

slots = c(
type= "numeric" , #"gamma"==1, "e-"==2, "e+"==3 
#type = "character", # "gamma", "e-", "e+" 
E = "numeric", # Energy, in MeV
t = "numeric", # Time
theta = "numeric", # Total scattering angle
age = "numeric", # Age
number="numeric",
depth="numeric"

),
prototype = list(type = 2, E = 1000, t = 0, theta = 0, 
age = 0, depth=0),

# Check for validity after construction
validity = function(object) {

return(!((object@type < 1 | object@type > 3) | ob-
ject@E <= 0 | object@t<=0 | (object@theta < -180 | ob-
ject@theta > 180) | object@age < 0 | object@number < 0 |
object@depth < 0))

}

The ParticleInfo class is being used as part of array, in which each element holds
the number of particles at a given discrete step of time t. For each given element of
the structure, a random number is being generated (for instance with random binomial
outcome as it is shown in example) [10].

trial=function(i,strct, p)
{

return (rbinom(1,strct[[i]]@number, p))
}
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Main Method for Cascade. The branching cascade is calculated iteratively. At each
state the survival of the previous step is doubled, the depth of the tree increases with
one, and the discrete time step also increases with one. The age of particles here is fixed
every time. The current version of the simulator works with the symmetric process with
equal lifespans for all particles and the survived particles from previous step are doubled
(each particle is replaced by two new particles), so the half of them is “reincarnated”3,
exactly in line with the famous myth of Hydra – “cut one head and two new shall arise).
Every particle has a certain probability of dying, so survived particles at a given time
step are a subset of the generated particles at the previous subset, combined with the
newly generated particles at this step t. This process is inside the for loop in the code,
shown below.

The most important part in this process is the definition of probabilities. The soft-
ware relies on values in the classical probabilistic range between 0 and 1. However,
usually these values rely on conversion from other measurement units. In high energy
particle physics this measure is cross section. For the case of Covid-19 simulation, the
probabilities are obtained from the rate of daily infection changes.

spawnYule_basic=function(part.atDepth, depth, p.dead)
{

photons.which = getIndexByType(part.atDepth,1)
photons= unlist(sapply(photons.which , FUN=iter,

strct=part.atDepth))
p=1/(p.dead+1)
n.dead = unlist(sapply(1:length(photons), FUN=trial,

strct=photons, p=1-p))
surv=unlist(sapply(1:length(photons), FUN=function(i,

strct){ return (max(0,strct[[i]]@number-n.dead[i]))},
strct=photons))

for (i in 1:length(photons))
{

photons[[i]]@number = 2*surv[i]
photons[[i]]@depth = photons[[i]]@depth +1
photons[[i]]@age = 1
photons[[i]]@t = photons[[i]]@t +1

}

ret= c(photons)

return (ret)
}

3 https://www.rand.org/content/dam/rand/pubs/reports/2009/R381.pdf.

https://www.rand.org/content/dam/rand/pubs/reports/2009/R381.pdf
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Cascade Shower. It is in the same file Cascade.R, with default probability of dying set
to½ andwith asymmetric process set to false. Asymmetric processes with different lifes-
pans for particles are to be implemented in the future with asynchronous programming
model.

shower.Extention = function(part, depth, p.dead=1/2,
isAssym=FALSE)
{

idx=getIndexByDepth(part, depth)
pool=part[idx]
ph.index=getIndexByType(pool,1)

result=NULL
if(!is.null(ph.index))
{

tmp = spawnYule_basic(pool[ph.index],depth, p.dead )
if(length(tmp)>0)

result= tmp
}

return (result)
}

Running the Cascade
Important properties of any branching process are initial conditions and the phenomenol-
ogy of the process development. For the formal, the importance of initial conditions for
linear birth-death process is considered in [2–4]. Later, this assumption is empirically
observed as a pure migration of infected population due to first days of Covid-19 pan-
demic in [5]. In the current available software implementation as options for initial
conditions are considered Poisson, Binomial, Negative Binomial and related Geometric
distribution, Polia Aeply distributions and Polia urn generator.

Initially, the process of branching is assumed only as binary outcome – death or
multiple births. However, with functionalities extension of the code the realization of
trial function is extending by inclusion of another probability branching mechanisms –
Negative Binomial and Poisson distributions.

The effectiveness and precision of the results from the simulator depend on the num-
ber of computed trajectories. This is a direct result of the stochastic nature of every trajec-
tory due to random trials. This implies the requirement of very high number of repeated
computations and their statistical aggregation.These receptions are implemented through
multiple independent instances of cascade trajectories. They are executed by function
main_iter() that runs the cascade iteratively, calling the shower.Extention() from Cas-
cade.R in a for loop with extending the depth at each step and with a probability of
dying, calculated at every step.
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Main_iter() is called inmain() function iteratively, bringing the complexity toO
(
n2

)
.

This is the placewhere trajectory repetitions are executed. To extend computational effec-
tiveness of contemporary computer multi-processing hardware, the independent calcu-
lations of different trajectories are implemented on parallel computation with doParallel
library in R [11]. In the following code block we show how in R we can combine
resources for shared memory between nodes and processes, by loading packages and
sources and calling linear_predict()with lapply() for linux systems. Separate applications
of a function to members of list are prerequisite for parallel processing.

no_cores <- detectCores() - 1
cl <- makeCluster(no_cores)
registerDoParallel(cl)
system.time(foreach(i = 1:n_sel, .combine = list, .ex-
port= c('distr.pois','data.by.country'),.pack-
ages=c('readxl', 'xts', 'changepoint', 'MASS', 'grDevic-
es')) %dopar%{

source("Run_Cascade.R")
library(kSamples)
library("dgof")
set.seed(1)
output=linearPredict(i, bridge[i])
lapply(1:length(output), function(j) {is.append=TRUE; 

if(j==1){is.ap-
pend=FALSE;};write.table(output[[j]],file=paste("Results/
/predicted_",selection[i],".csv", sep=""), append = 
is.append,col.names = !is.append, row.names = FALSE, 
sep=",")})})

Verification.
The simulator is designated to implement stochastic process, resulting to stochastic
outcome. This lack of deterministic results implies the requirement for different software
verification process. At first, the outcome is designed to consist of large number repeated
runs generated by random generator, creating multiple trajectories, as much as possible.
The expected results are obtained from averaging over all generated directories. The
variability is also represented by results variation in generated directories.
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Having different outcome in every run, the classical debugging procedure becomes
non-effective and obsolete. Thus, the process of software verification and debug fix-
ing is designed as a statistical learning process, starting from the comparison between
already available analytical results and their computer modelling by software. This pro-
cess is permanently repeated after every new development. For instance, the influence
of initial conditions on linear birth-death process was tested by comparison between
analytical results and model outcome in [4]. The same comparison is done for geometric
distribution, using the analytical results in [12].

The trial mechanism is verified separately during development by directly analytical
computing branching processes. For instance, let us consider the following branching
cascade of 3 particles with its generating function:

h1(s1, s2, s3) = (1 − 2p) + ps1 + ps1s2
h2(s1, s2, s3) = (1 − 2p) + ps2 + ps1s2
h3(s1, s2, s3) = (1 − 2p) + ps2 + 2ps1s3

(1)

The probability of reproduction is 0 < p < 1/2, having that the process is with-
out particle deaths when p = 1/2. The matrixes of expectations Mij and characteristic
determinant � are computed as follows:

Mij =
⎡

⎣
p p p
p 2p 0
p 0 2p

⎤

⎦ (2)

� =
⎡

⎣
p − λ p p
p 2p − λ 0
p 0 2p − λ

⎤

⎦ (3)

As straightforward computations show, the process is critical when p = 1/3 < 1/2.
The process is subcritical and supercritical, respectively, when p is less or above 1/3. The
simulated results are in complete agreement with the predicted results after only 10000
runs (Fig. 1). Note, that critical process acquires quickly stable asymmetry proportion
between electrons and positrons.
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Fig. 1. Software verification with 1000 runs of the electron-photon branching cascade

2 Applications

Application to Covid –When the Covid-19 outburst occurred the need for large number
re-computations and predictions of newly infected persons grew. To keep track with it,
we automated completely the process4 by development of the dedicated method lin-
ear_predict(). The process, which is fully described in our paper [5], combines linear
birth-death process with Poisson and negative Binomial initial conditions with change-
point analysis to detect any regime changes of daily infection rates and to recalculate
due probability distributions. This works due to the Markov property of the branching
process of linear birth-death. The changepoint operations are implemented in CPoins
Init3.R5, separately from the core functionality in order for it to remain reusable and
extendable. It allows continuous adaptive and relatively precise short-term prediction of
daily cases for an ongoing pandemic with rapid viral evolution, multiple variants and
wide spectrum of measures and adaptive reactions from the public to the pandemic. It
can be relatively easily adapted to predict cases by age group, bed occupancy in hospi-
tals, and deaths for the initial waves of pandemics (there is recurrent relation between
lethality in a given wave and in previous waves). We show some results of the work of
Branching_MP.R on Fig. 2 and Fig. 3

4 https://gitlab.com/Tchorbadjieff/covid-19/-/blob/main/Branching_MP.R.
5 https://gitlab.com/Tchorbadjieff/covid-19/-/blob/main/CPoints_Init3.R.

https://gitlab.com/Tchorbadjieff/covid-19/-/blob/main/Branching_MP.R
https://gitlab.com/Tchorbadjieff/covid-19/-/blob/main/CPoints_Init3.R
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Fig. 2. Predicted cumulative number of infected individuals in Bulgaria for 20.3.2020–30.4.2022

Applications for Branching Inference: An important application of this simulator is
for studyof industrial scale processes drivenbybranchingmechanism followingdifferent
distributions and occurring in changing environments when the analytical solutions are
not feasible. An example of analytically solvable process is the one driven by geometric
branching mechanism [12].

However, the difficulty of solution grows enormously when other distributions are
in consideration for branching modelling. For instance, when the branching process
consists of multiple number of reactions r, r > 0 until the experiment stops. In this case,
it follows Negative Binomial distribution NB(r,p) with probability of p; 0 < p < 1. .
Then, themultiplicity depends onmean (energy) E(N) andVariations (dissipation)D(N):

E(N) = (1 − p)r

p
(4)

D(N) = (1 − p)r

p2
(5)

Another, possible case is when the branching concerns equally distributed molecules
in volume V of a continuous region T, V = ∫

T dξ . The expected mean value of random
variable X in this case is [13], see:

E(X ) = V−n
∫

T
dξ1

∫

T
dξ2...

∫

T
dξnX (ξ1, ξ2, ..., ξn)
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Fig. 3. Predicted daily number of infected individuals in Bulgaria for 20.3.2020–30.4.2022

Then, due to the binomial trial for T1 ⊂ T and using probability p = V1/V and
densities ρ = n/V we obtain Poisson distribution (Po(n)):

P(R = r) = e−ρV1(ρV1)
r

r! (7)

The variety of possible reasons to use these three distributions, Ge, NB and Po,
could be extended to larger class of branching processes. For their probability generating
function (p.g.f.) in critical case, h(s) = p(0) + p(1)s + p(2)s2 + . . . , there is a vertical
asymptote for Ge and NB distributions, but not for Poisson (Fig. 4). Moreover, the Po
distribution yields the best fit to the tangent x = y in the neighbourhood of s = 1 (Fig. 5).
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Fig. 4. Probability generating function (p.g.f.) h(s) in critical case for Po,NB andGe distributions.

Fig. 5. Probability generating function (p.g.f.) h(s) in the neighbourhood of s= 1 for critical case
for Po, NB and Ge distributions.

However, the solutions either for sub-critical of super-critical processes with these
three distributions or for any other more complicated distributed processes is not so
straight forward. This is not only due to computational complications, but also because
the correct identification of exact branching nature of the process, mainly in cases of
small data sizes. In this case, the simulator could be used to generate multiple results to
test different hypotheses about fit to the real data. The process can be easily implemented
by redefining the trial() function6 with the opted definition and generate enough large

6 https://gitlab.com/Tchorbadjieff/branching-simulator.

https://gitlab.com/Tchorbadjieff/branching-simulator
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number of trajectories. This procedure is also used to calibrate and verify the simulator
work to already available results in [12]. Some random trajectories are computed and
demonstrated in Fig. 6a–6d.

Fig. 6. a. Critical branching process with shifted geometric distribution. b. Critical branching
process with negative binomial distribution with r = 2 and p = 1/3. c. Critical branching process
with negative binomial distribution with r = 3 and p = 1/4. d. Branching process with Poisson
distribution.
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Fig. 6. (continued)

3 Conclusions and Future Work

The presented here branching simulator already produced some unexpected practical
results – simulated very well development of Covid-19 outbursts, proving that even
the most complex ongoing pandemic could be predicted without certain knowledge
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either of the characteristics of the viral variants, the measures that the governments take
or the ability to predict the evolution of variants. The tool is open source and open
for functionalities upgrade. These upgrades could include not only particle interaction
processes and changing initial conditions, but other methods of statistical learnings
and automatization. Another direction for improvements is the inclusion of abundant
graphical features. These upgrades could be implemented easily, as inclusion change
point tools in Covid-19 application. The list of ideas how this simulator can be extended
and improved, may not be limited only to epidemiology and cosmic rays’ physics, but for
general application in applied mathematical modeling, training machine learning tools
or educational purposes. A logical development in the medium-term future is to create
a library package and to include it in CRAN.
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Abstract. One of the fundamental problems in the disciplines of combi-
natorial optimization and operation research is the assignment problem
(AP). Even though the AP and its variants has been explored exten-
sively in the specialized literature, most of the resources are focused on
the calculation of a single optimal solution. In this paper we propose an
approach that generates a list of optimal solutions.

We focus on the bi-criteria variant of the AP in which two objectives
are minimized: cost and time. Our approach finds the maximal subset
of assignments that are Pareto optimal, and have minimal cost. In par-
ticular, the method finds a list of all assignments that are optimal with
respect to the cost criterion.

Keywords: Pareto optimal · Assignment problem · Branch and bound

1 Introduction

The assignment problem (AP) [5] is a fundamental problem in the fields of com-
binatorial optimization and operation research [11,22,24]. It has been explored
since the middle of the 20th century [9,15,16], and continued to be in the focus of
investigations [1,20,27]) with the progress of information technologies and com-
puter science until now-a-days (see for example [4,8,14]). The applications of AP
are numerous, and can be found in many scientific disciplines such as economics
[10], data science, machine learning and pattern recognition [23], distributed
computer systems [25,26], and many others.

In its basic form, the AP can be formulated as the problem of finding an
assignment of n tasks (jobs, projects, processes) to n other agents (workers,
companies, processors) that is efficient according to a certain formal criterion.
Most commonly the criterion is to minimize the total cost of the proposed plan.
In the above informal definition the number of tasks and agents is equal, and in
this case the AP called balanced. In the case in which the number of tasks and
agents differ, the AP is said to be unbalanced [5].
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The naive solution of AP results in a full exhaustion algorithm that leads
to unfeasible factorial complexity O(n!), which makes the problem hard to solve
even for relatively small values of n. However, different algorithms exist that solve
the AP in polynomial time, with the first known such method called Hungarian
algorithm published in 1956 in the famous work of Kuhn [15], and an year latter
extended to its variants in [16]. The computational complexity of the initial
version of the Hungarian algorithm was O(n4) which latter is shown that can be
improved to O(n3) [7,28]. Different versions and improvements of the Hungarian
algorithm continue to be a subject of research in more recent works (see for
example [8,25]).

A whole section of methods treat AP as a network flow problem [1,7] and
adopt the tools of graph theory [2,6] to find an efficient solution. Most of the
methods in this category bring the AP to the problem of searching for matchings
in bipartite graphs [12,26].

At the same time, a global optimization technique known as branch & bound
(see [13,17,19]) has been shown to lead to efficient solutions to other combinato-
rial optimization problems such as the Travelling Salesman Problem (TSP) (see
[18,21]), and some versions of the knapsack problem [8].

Most of the existing methods and algorithms in the literature aim to find
an efficient approach to find a single optimal solution of the AP. The main
goal of this paper is to present an effective approach for composition of a list
of all assignments that have minimal cost and satisfy an additional condition.
This approach is presented with a solution of the AP in the case in which two
independent optimization criteria are defined: time and cost. The main problem
is brought to finding of the maximal subset of Pareto optimal solutions that have
minimal cost.

The paper is organized as follows. In Sect. 2 we introduce the main notations
and definitions. In Sect. 3 we present the solution of the main problem. In Sect.
4 we solve the problem for description of all solutions of the AP. The solution
follows from the presented approach in Sect. 3. Finally, Sect. 5 contains discussion
of the presented methods and conclusions.

2 Main Notations and Definitions

In this section we will introduce the basic notations.
With N(n) = {1, 2, . . . , n} we denote the set of the first n natural numbers,

for each natural number n. With Pn we denote the permutations of the first n
natural numbers. We denote the permutation

w =
(

1 2 · · · n
j1 j2 · · · jn

)
(1)

with the shorter w = (j1, j2, . . . , jk). Also, w(s) = js, ∀s ∈ N(n).
Let B is an arbitrary matrix. With B(i, j) we denote the element of B on

the ith row and jth column. We denote with

[B]i1,i2,...,ikj1,j2,...,js
(2)
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the sub-matrix that results from B after we delete the rows with indexes i1, i2,
. . . , ik, and columns with indexes j1, j2, . . . , js.

For an arbitrary square cost matrix A of order n and an arbitrary permuta-
tion w ∈ Pn, we define the cost function:

FA(w) =
n∑

i=1

A(i, w(i)). (3)

Similarly, for an arbitrary square time matrix T of order n and an arbitrary
permutation w ∈ Pn, we define the time maximization function:

GT (w) = max
i∈N(n)

{T (i, w(i))} . (4)

The function t assigns to each variation w = (j1, j2, . . . , jk), k ∈ N(n) of the
first n natural numbers the number

t(w) = max{T (1, j1), T (2, j2), . . . , T (k, jk)}.

It is clear that when k = n, t(w) = GT (w).

2.1 Main Problem

Let n independent tasks must be distributed among n agents. The agent i can
execute the task j for time tij that results in costs aij , i, j ∈ N(n). The objective
is to find the maximal set of plans that are executed for minimal cost, and for
shortest possible time.

Let the cost matrix A(aij) and the time matrix T (tij) are predefined square
matrices of order n.

We will call each permutation w ∈ Pn a plan.

Definition 1. We will call an optimal plan each plan w̃, for which the follow-
ing equalities hold:

FA(w̃) = r0 and GT (w̃) = t0

where:
r0 = min{FA(w) : w ∈ Pn}, t0 = min {GT (w) : w ∈ Pn and FA(w) = r0}.

Now let us define the two sets:
W = {w ∈ Pn : FA(w) = r0} and V = {w ∈ W : GT (w) = t0}.

Definition 2. The plan ŵ is called Pareto optimal when there does not exist
a plan w, for which one of the following holds:

– FA(w) < FA(ŵ) and GT (w) ≤ GT (ŵ), or
– FA(w) ≤ FA(ŵ) and GT (w) < GT (ŵ).

Remark 1. The set V of all optimal plans is the set of all Pareto optimal solutions
that have minimal cost r0.
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Now the main problem that we will call Minimum Cost for Minimum Time
(MCMT) is defined in the following way.

Problem 1 (MCMT). For arbitrary square matrices A and T of the same order,
and an arbitrary chosen natural number n0, compile a list S0 of optimal plans
with the following properties.

1. If more than n0 − 1 optimal plans exist, then S0 contains n0 elements.
2. If the optimal plans are less than n0, then S0 contains all the optimal plans.

To solve the MCMT problem, we will use the procedure H and the function
T .

With H we denote the procedure that for an arbitrary square matrix M of
order k calculates the pair {r0, w0}, where r0 = min

w∈Pk
{FM (w)}, w0 ∈ P k and

FM (w0) = r0. In our implementations of H, we use the Hungarian algorithm
[7,15,28] to solve the classical AP with computational complexity O(n3).

With T we denote the function

T (M) = max{max{Mr}, max{Mc}}, (5)

where Mr is the set of row minima of M and Mc is the set of column minima of
M .

3 Solution of MCMT Problem

The challenging feature of the MCMT problem is that the optimal plan is deter-
mined by two criteria:

– the cost criterion, for which the function FA is minimized;
– the time criterion, for which the function GT is minimized.

Moreover, the function GT is not a linear function, and for that reason the whole
problem is nonlinear.

3.1 General Structure of the Solution

Step 1. Calculate a plan w0 that is executed with a minimal cost. Define:

– minimal cost r0 = FA(w0);
– the current record S0 = {} and t0 = GT (w0).

Step 2. Define the stack S = {X0}, where X0 is storage of the initial problem.
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Step 3. While S �= ∅, update t0 and S0.
When the loop from Step 3 completes, S0 stores the solution of the MCMT

problem, and t0 stores the minimal time.
In Step 1 of the solution, the procedure H applied on Z = A calculates the

minimal possible cost r0 and a plan w0, for which FA(w0) = r0. Also, the initial
record is defined t0 = GT (w0).

We store the sub-problems that result from the branching process in Step 3
in a list of the form {w,B,Bt, k, dt}, where w is a vector; B and Bt are matrices,
and k, dt are special numbers.

The initial problem is stored with X0 = {w,B,Bt, k, dt} where: w = ( ) = ∅;
Bt = T ; dt = T (Bt); k = n and B is a (n + 1) × n matrix with elements

B(i, j) =

{
A(i, j), if i ∈ N(n) and j ∈ N(n)
j, if i = n + 1 and j ∈ N(n).

(6)

In Step 2 the set S = {X0} is defined.
The update of t0 and S0 in Step 3 combines the branching process with the

bound by the cost and time criteria.

3.2 Branching Procedure

If n > 2, the branch of X0 replaces X0 in S with a finite number of sub-problems,
resulting from the following inductive procedure.

The base case of the induction is composed by the following two stages.

1. For each j ∈ {1, 2, . . . , n} we define wj = (j), Bj = [B]1j , Btj = [Bt]1j and
dtj = max{Bt(1, j), T (Btj)}.

2. For each j ∈ {1, 2, . . . , n}:
– using the procedure H for Z = [Bj ]n we calculate {r̃, w̃};
– if B(1, j)+r̃ = r0, we push the sub-problem Xwj

= {wj , Bj , Btj , n−1, dtj}
into the stack S.

The first stage of the base case implements branching, while the second stage
implements bound by the cost criterion.

Inductive Step. Let Xw′ = {w′, B′, Bt′, k, dt′} is a sub-problem that is a result
of the previous branching and w′ = (j1, j2, . . . , jn−k), where js are different n−k
natural numbers, for which js ≤ n. If k > 2, then the branching procedure
replaces Xw′ in S with the finite number of its sub-problems, that are a result
from the following two stages.

1. For each i ∈ {1, 2, . . . , k} we define wi = (j1, j2, . . . , jn−k, B
′(k + 1, i)); B′

i =
[B′]1i ; Bt′i = [Bt′]1i and dt′i = max{t(wi), T (Bt′i)}.

2. For each i ∈ {1, 2, . . . , k}:
– using the procedure H for Z = [B′

i]
k we calculate {r̃, w̃};

– if
n−k∑
s=1

B(s, js)+B(n−k+1, B′(k+1, i))+r̃ = r0, we push the sub-problem

Xwi
= {wi, B

′
i, Bt′i, k − 1, dt′i} into the stack S.

Again, the first stage of the inductive step implements branching, while the
second stage implements bound by the cost criterion.
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3.3 Update of t0 and S0

The current values of t0 and S0 will be updated only after the extraction of
a sub-problem Xw′ = {w′, B′, Bt′, 2, dt′} from the stack S. In this case w′ =
(j1, j2, . . . , jn−2) is a variation of the first n natural numbers from (n− 2) class,
and there exists exactly two permutations

w1 = (j1, j2, . . . , jn−2, x, y) and w2 = (j1, j2, . . . , jn−2, y, x)

from Pn.
We will suppose that a function edn is defined, such that for an arbitrary

variation w′ of the first n natural numbers from class (n−2), calculates the pair
of permutations end(w′) = {w1, w2}.

If Xw′ = {w′, B′, Bt′, 2, dt′} is at the top of the stack S, then we define
{w1, w2} = end(w′) and pop Xw′ out from S.

For each i ∈ {1, 2}, if FA(wi) = r0 and GT (wi) < t0, then we define t0 =
GT (wi) and S0 = {wi}. Otherwise, if FA(wi) = r0 and GT (wi) = t0, then we
push wi into S0, if |S0| < n0.

3.4 Bound Procedure

The current record t0 allows us to implement a bound procedure based on time
criterion.

Let for the sub-problem Xw′ = {w′, B′, Bt′, k, dt′} the inequality is fulfilled

t0 < dt′ (7)

From the definition of dt′ it follows that if w ∈ Pn and w(i) = w′(i),∀i ∈
{1, . . . , n − k}, then it is fulfilled that

GT (w) ≥ dt′ > t0.

Therefore, w is not an optimal assignment. This allows each sub-problem Xw′ ,
for which (7) is fulfilled, to be ignored and to be removed from the stack S.

3.5 Algorithm for Solving MCMT Problem

The following Algorithm 1 describes in details the proposed solution of the
MCMT problem.

The while loop of Algorithm 1 implements Step 3 of the general structure
of the solution. If S has at least one element, then store the top of the stack S
in {w′, B′, Bt′, k, dt′}, and we remove it from the stack with pop(S). Then the
body of the loop contains three possibilities.

1. If dt′ > t0, then bound is performed, and the algorithm moves to the next
iteration of the loop.
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Algorithm 1. Solution of the MCMT problem.
function MinCostMaxTime(A, T , n0)

{r0, w0} ← H(A)
t0 ← GT (w0), S0 ← ∅ � S0 is a list
w ← ∅, B is a matrix defined with (6)
Bt ← T , dt ← T (Bt)
X0 ← {w, B, Bt, n, dt}, push(S, X0) � S is a stack
while S �= ∅ do

{w, B, Bt, k, dt} ← top(S), pop(S)
if dt ≤ t0 then

if k > 2 then
for j ← 1 to k do

w1 ← w ∪ {B(k + 1, j)}
B1 ← [B]1j
{r, w̃} ← H([B1]

k)
w ← {B1(k, w̃(1)), B1(k, w̃(2)), . . . , B1(k, w̃(k − 1))}
v1 ← w1 ∪ w, r1 ← FA(v1)
if r1 = r0 then

t1 ← GT (v1)
if t1 < t0 then

t0 ← t1
S0 ← ∅

Bt1 ← [Bt]1j
dt1 ← max{t(w1), T (Bt1)}
push(S, {{w1, B1, Bt1, k − 1, dt1}})

end if
end if

end for
else

V ← end(w)
for i ← 1 to 2 do

r1 ← FA(V (i)), t1 ← GT (V (i))
if r0 = r1 and t1 < t0 then

t0 ← t1, w0 ← V (i), S0 ← {w0}
else if r0 = r1 and t1 = t0 and |S0| < n0 then

S0 ← S0 ∪ {V (i)}
end if

end for
end if

end if
end while

end function
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2. If dt′ ≤ t0 and k > 2 the algorithm performs branching of (w′, B′, Bt′, k, dt′),
and the resulting sub-problems are pushed into the stack S. If the conditions
are met, the current state of t0 and S0 are updated.

3. If dt′ ≤ t0 and k = 2, t0 and S0 are updated.

After the completion of the while loop, the solution of the MCMT problem
is the list S0, with |S0| being the number of optimal assignments, r0 stores the
minimal cost and t0 is the minimal possible time.

The correctness of Algorithm 1 follows from the fact that the while loop stops
after a finite number of iterations. This is so, because the number of sub-problems
that can be stored in S is restricted up to a given constant. Besides that, any
update of S0 and t0 decrements the number of elements in S by 1. The correctness
of the branching procedure can be proved by induction using the construction of
the sub-problems. The computational complexity of the algorithm is n1O

(
n4

)
,

where n1 = |W | is the number of optimal solutions with respect to the cost
criterion.

Example 1. Let the matrix A be defined by (12) and the matrix T be defined
with (13) given in the appendix of the paper.

We solve Problem 1 for n0 = 4. We calculate that the minimum cost is
r0 = 218, the minimum time is t0 = 85 and

S0 = {(18, 12, 13, 17, 16, 8, 9, 20, 7, 3, 19, 4, 14, 1, 15, 11, 2, 6, 10, 5),
(18, 12, 13, 17, 16, 8, 9, 20, 7, 5, 19, 4, 14, 1, 15, 11, 2, 6, 10, 3),
(18, 12, 13, 17, 16, 8, 9, 20, 10, 3, 19, 4, 14, 1, 15, 11, 2, 6, 7, 5),
(18, 12, 13, 17, 16, 8, 9, 20, 10, 5, 19, 4, 14, 1, 15, 11, 2, 6, 7, 3)}.

(8)

Now we solve Problem 1 with the same matrices A and T but for n = 1025.
As expected, we get a minimum cost of r0 = 218 and a minimum time of t0 = 85.
However, the list S0 has 256 elements. This shows that the number of all optimal
plans of Problem 1 is equal to 256.

The analysis of the above solution shows that only 226 bounds on time cri-
terion are performed. At the same time, 2707 iterations of the branching loop
are performed. From this observation we can conclude that the time estimates
that are used are not always efficient enough. The reason is that the estimate
dt does not fully account for the influence of the cost matrix A – a fact that is
confirmed by the conducted experiments.

4 List of Solutions of the AP

We select an arbitrary square matrix A(aij) of order n with non-negative ele-
ments.

Definition 3. We shall call the plan w̃ an optimal solution of the AP, when

FA(w̃) ≤ FA(w),

for each w ∈ Pn.
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Now we can formulate the AP in the following formal way: for an arbitrary
square cost matrix A, find an optimal solution w̃. Based on this formulation, the
problem for generation of Minimum Cost Optimal Solutions List (MCOSL) is
given in Problem 2.

Problem 2 (MCOSL). For an arbitrary square cost matrix A and an arbitrary
natural number n0, generate a list S0 of optimal solutions of the AP with the
following properties.

1. If the AP has more than n0 − 1 optimal solutions, then S0 contains n0 ele-
ments.

2. If the AP has less than n0 solutions, then S0 contains all optimal solutions.

We will solve MCOSL problem following the approach in Sect. 3. In this case,
the general form of the approach is as follows.

1. We calculate the elements of the pair {r0, w0}, where r0 = min
w∈Pn

{FA(w)},

w0 ∈ Pn and FA(w0) = r0.
2. We define a list S0 and a queue S. In the list S0 we collect the calculated

optimal solutions, while in the queue S we place the non-intersecting sub-
tasks, each of them resulting in at least one optimal solution of the initial
AP.

3. The list S0 and the queue S are updated until at least one of the following
two conditions are violated:

S �= ∅, (9)

|S0| + |S| < n0, (10)

where | · | denotes the number of elements in the sequence (list or queue).
4. When the update process stops, there are two possible cases.

– Case 1. S = ∅. In this case S0 contains all optimal solutions.
– Case 2. |S0|+|S| ≥ n0. In this case we insert into S0 the optimal solutions

of the sub-problems that are contained in S. The result is a list S0 of n0

optimal solutions.

The implementation of the above scheme is given in Algorithm 2.
The correctness of Algorithm 2 can be proved in analogy of the proof of

Algorithm 1.

Example 2. We will solve Problem 2 for n0 = 4 and the matrix A, given in (12)
given in the paper appendix.

Our implementation of Algorithm 2 calculates that the minimal cost is r0 =
218 and the list of optimal solutions is:

S0 = {(3, 9, 11, 17, 1, 8, 14, 6, 12, 18, 4, 19, 7, 16, 15, 13, 2, 20, 10, 5),
(3, 12, 11, 17, 1, 8, 9, 20, 7, 5, 4, 19, 14, 16, 15, 13, 2, 6, 10, 18),
(18, 9, 11, 17, 1, 8, 14, 6, 12, 5, 4, 19, 7, 16, 15, 13, 2, 20, 10, 3),
(18, 12, 11, 17, 1, 8, 9, 20, 7, 5, 4, 19, 14, 16, 15, 13, 2, 6, 10, 3)}.

(11)
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Algorithm 2. Solution of the MCOSL problem.
function MinCostList(A, n0)

{r0, w0} ← H(A)
w ← ∅

B is a matrix defined with (6)
X0 ← {w, w0, B, n},
enqueue(S, X0), S0 ← ∅ � S is a queue, S0 is a list
while S �= ∅ and |S0| + |S| < n0 do

{w, v, B, k} ← front(S), dequeue(S)
if k > 2 then

for j ← 1 to k do
w1 ← w ∪ {B(k + 1, j)}
B1 ← [B]1j
{r, w} ← H([B1]

k)
w ← {B1(k, w(1)), . . . , B1(k, w(k − 1))} � original B indexing
v1 ← w1 ∪ w
r1 ← FA(v1)
if r1 = r0 then

enqueue(S, {w1, v1, B1, k − 1})
end if

end for
else

pushBack(S0, {v})
if |S0| + |S| < n0 then

v1 ← v
v1(n − 1) ← v(n)
v1(n) ← v(n − 1)
if FA(v1) = r0 then

pushBack(S0, {v1})
end if

end if
end if

end while
if S �= ∅ then

for s ← 1 to n0 − |S0| do
pushBack(S0, {S(s, 2)})

end for
end if
return S0

end function
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Now we solve Problem 2 with the same input matrix A, but for n0 = 104.
As we can expect, the resulting minimum cost is r0 = 218. However, the list S0

has 1024 elements. This shows that the number of all optimal solutions of the
AP for the matrix A is equal to 1024.

If the matrix A is of 30-th order, and its elements are natural numbers whose
values do not exceed 70, then we can expect that the number of optimal solutions
is comparable to 104.

5 Conclusion

AP is a fundamental problem in the field of operation research. The first known
polynomial-time algorithm that solves it is the Hungarian algorithm [15], which
is considered as one of the methods that initiate the foundations of the discipline
combinatorial optimization [5]. Nowadays, the AP together with its variants like
for example quadratic AP [14], and k-assignment problem [8], is a subject of
contemporary research with huge significance for many different practical tasks
in economics, computer science, machine learning, and many more. Hungarian
algorithm itself is investigated and its improvements are looked for in contem-
porary works (see for example [25]).

Despite its popularity, the vast portion of the existing algorithms are focused
on the calculation of a single optimal solution of the AP, and usually the problem
of discovering of more than one optimal solution is not considered. We find that
methods for generation of a list of optimal solutions for the AP are an important
extension of the methods that solve this fundamental task, which is significant
for its practical applications.

In this paper we propose a method for composition of a list of selected assign-
ments, that satisfy an additional condition. An important part in our method
is given to the procedure H that implements the Hungarian algorithm. The
approach is demonstrated with the solutions of the two problems: MCMT and
MCOSL. In the problem MCMT we compose the list of those solutions of AP
that are Pareto optimal. In the MCOSL problem an additional condition is the
predefined number of elements in the list.

The correctness of the computer program implementation of Algorithm 2 is
verified experimentally using matrices of order n < 8 for which Problem 2 is
feasible to be calculated using other methods. Similarly, the implementation of
the solution of Problem 1 is verified using matrices A and T of order n < 8, for
which brute force techniques can be applied. At the same time, the computational
complexity of our implementations is experimentally tested with matrices up to
30-th order (see (12) and (13) in the appendix below).
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We have used two different approaches in the implementation of the described
algorithms: the symbolic computational system Mathematica [29], and the rela-
tively new programming language for scientific computing Julia [3]. The Math-
ematica system provides a large set of tools, that are extremely helpful in both
implementation and validation steps, while the Julia programming language
combines the abilities of dynamic languages together with efficiency, and capa-
bility to handle big data inputs. Both implementations are used to verify our
experiments and to prove the efficiency of the proposed algorithms.

A Appendix: Input matrices

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

25 25 15 18 25 24 26 42 15 29 25 35 23 19 25 25 25 15 18 25
12 11 10 11 20 7 14 16 1 30 25 7 11 21 20 12 11 10 11 20
15 8 13 22 15 20 13 15 35 5 1 26 6 16 15 15 8 13 22 15
26 5 31 9 23 21 16 25 20 18 18 6 46 25 23 26 5 31 9 23
14 35 21 32 27 12 46 27 48 28 5 67 13 23 27 14 35 21 32 27
22 23 19 18 19 23 5 5 9 5 19 32 42 32 19 22 23 19 18 19
21 12 16 17 21 35 7 26 6 67 32 21 11 15 21 21 12 16 17 21
18 21 27 23 18 5 23 65 10 16 67 57 28 32 18 18 21 27 23 18
22 20 23 35 24 8 11 25 35 11 21 17 21 21 24 22 20 23 35 24
21 17 19 30 19 11 25 11 21 17 21 24 22 24 20 21 17 19 30 19
19 26 21 16 21 25 9 12 15 26 14 22 21 18 21 19 26 21 16 21
25 24 31 13 16 26 42 15 29 25 35 23 19 25 25 25 24 31 13 16
25 22 18 26 25 26 6 16 15 15 8 13 22 15 25 25 22 18 26 25
12 32 32 22 23 6 46 25 23 26 5 31 9 23 20 12 32 32 22 23
15 25 25 16 25 67 13 23 27 14 35 21 32 27 15 15 25 25 16 25
15 8 13 22 15 20 13 15 35 5 1 26 6 16 15 15 8 13 22 15
26 5 31 9 23 21 16 25 20 18 18 6 46 25 23 26 5 31 9 23
18 21 27 23 18 5 23 65 10 16 67 57 28 32 18 18 21 27 23 18
22 20 23 35 24 8 11 25 35 11 21 17 21 21 24 22 20 23 35 24
21 17 19 30 19 11 25 11 21 17 21 24 22 24 20 21 17 19 30 19

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(12)
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

57 56 65 63 65 53 58 44 56 71 70 42 58 72 65 57 56 65 63 65
69 69 71 79 57 77 72 55 99 65 52 74 80 69 62 69 69 71 79 62
65 73 77 55 69 66 58 85 60 72 80 65 84 66 66 65 73 77 60 66
55 85 46 75 63 50 84 70 57 63 73 84 36 56 57 55 85 51 72 57
76 42 63 54 44 88 49 50 33 63 85 15 68 57 54 76 47 60 48 54
55 61 67 53 81 72 72 76 82 85 63 49 38 49 71 60 58 61 63 71
63 74 55 83 74 42 74 65 84 15 49 59 70 75 61 60 68 65 73 56
68 50 73 72 59 76 68 25 72 65 13 24 62 50 63 62 60 63 54 66
49 80 72 42 57 83 79 57 46 69 60 73 61 60 56 59 70 54 49 62
79 78 58 51 72 79 57 70 59 64 69 58 59 56 61 69 60 65 56 52
76 51 60 75 69 57 72 68 66 64 68 59 59 63 69 58 58 65 55 79
52 57 60 77 66 55 38 66 61 57 46 57 62 65 52 59 62 40 87 79
56 69 72 56 56 54 75 74 67 66 72 68 68 62 59 61 49 82 69 52
79 58 50 59 57 75 44 57 58 54 76 59 68 61 66 59 68 63 55 58
75 57 56 64 56 23 69 58 53 67 55 56 52 59 56 85 70 52 65 66
67 73 67 59 75 62 68 65 46 85 76 58 80 55 85 80 69 68 69 75
55 75 50 81 59 60 64 56 70 59 66 80 25 75 72 51 76 60 81 59
62 60 63 59 63 75 58 25 67 68 19 14 72 63 59 63 70 63 59 63
59 70 59 46 56 73 79 52 49 75 50 83 74 56 57 69 70 59 46 56
69 65 62 50 62 79 52 73 65 54 79 71 55 57 71 69 65 62 50 62

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(13)
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14. Karsu, Ö., Azizoglu, M.: An exact algorithm for the minimum squared load assign-
ment problem. Comput. Oper. Res. 106, 76–90 (2019). https://doi.org/10.1016/j.
cor.2019.02.011

15. Kuhn, H.W.: The Hungarian method for the assignment problem. Naval Res. Logis-
tics Q. 2(1–2), 83–97 (1955). https://doi.org/10.1002/nav.3800020109

16. Kuhn, H.W.: Variants of the Hungarian method for assignment problems. Naval
Res. Logistics Q. 3(4), 253–258 (1956). https://doi.org/10.1002/nav.3800030404

17. Land, A.H., Doig, A.G.: An automatic method of solving discrete programming
problems. Econometrica 28(3), 497–520 (1960). https://doi.org/10.2307/1910129

18. Marinov, M.L., Laskov, L.M.: The travelling salesman problem with the symbolic
computational system mathematica. In: Proceedings of the Forty-seven Spring
Conference of the Union of Bulgarian Mathematicians, pp. 147–157 (2018)

19. Niebling, J., Eichfelder, G.: Branch-and-bound-based algorithm for nonconvex mul-
tiobjective optimization. SIAM J. Optim. 29(1), 794–821 (2019). https://doi.org/
10.1137/18M1169680

20. Orlin, J.B., Ahuja, R.K.: New scaling algorithms for the assignment and minimum
mean cycle problems. Math. Program. 54, 41–56 (1992). https://doi.org/10.1007/
BF01586040

21. Padberg, M., Rinaldi, G.: A branch-and-cut algorithm for the resolution of large-
scale symmetric traveling salesman problems. IAM Review 33, 60–100 (1991).
https://doi.org/10.1137/1033004

22. Papadimitriou, C.H., Steiglitz, K.: Combinatorial optimization: algorithms and
complexity. Dover Books on Computer Science, Prentice-Hall Inc, Hoboken, New
Jersey (1982). https://doi.org/10.1109/TASSP.1984.1164450

23. Sarlin, P.E., DeTone, D., Malisiewicz, T., Rabinovich, A.: Superglue: learning fea-
ture matching with graph neural networks. In: 2020 IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 4937–4946 (2020). https://
doi.org/10.48550/arXiv.1911.11763

24. Schrijver, A.: A Course in combinatorial optimization. copyright A. Schrijver, CWI,
Kruislaan 413, 1098 SJ Amsterdam, The Netherlands and Department of Mathe-
matics, University of Amsterdam, Plantage Muidergracht 24, 1018 TV Amsterdam,
The Netherlands (2017). https://homepages.cwi.nl/ lex/files/dict.pdf

25. Shah, K., Reddy, P., Vairamuthu, S.: Improvement in Hungarian algorithm for
assignment problem. Adv. Intell. Syst. Comput. 324, 1–8 (2015). https://doi.org/
10.1007/978-81-322-2126-5 1

26. Shen, C.C., Tsai, W.H.: A graph matching approach to optimal task assignment in
distributed computing systems using a minimax criterion. IEEE Trans. Comput.
C-34(3), 197–203 (1985). https://doi.org/10.1109/TC.1985.1676563
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Abstract. Carte du Ciel together with Astrographic Catalogue form a
19th century huge international astronomical project whose goal was to
map the stars in the visible sky as faint as 14th magnitude. The result,
in the form of astrographic plates and their paper copies – astrographic
maps, are stored and investigated in many astronomy institutes world-
wide.

The goal of our study is to develop image processing and pattern
recognition techniques for automatic extraction of astronomical data
from the digitized copies of the astrographic maps. In this paper we
present the design and implementation of a convolutional neural network
(CNN) for automatic classification of stars images in scanned Carte du
Ciel astrographic maps. We do not use any deep learning frameworks
to build our model, and we focus on the low-level implementation of
the CNN. Also, we provide comparison of our implementation with an
implementation based on PyTorch.

Keywords: Deep learning · Convolutional neural network ·
Astrographic maps

1 Introduction

Carte du Ciel was the major part, along with Astrographic Catalogue, of a vast
international project that started in 1887 and continued until 1962 in many
observatories around the world [5]. The purpose of the project was to create
a catalogue of the positions of the stars in the visible sky that are as faint as
11th magnitude. Another goal was to map the relative positions of stars of 14th
magnitude and brighter [14].

The data collected was in the form of glass photographic plates taken by the
telescopes, called astrographic plates [2]. The dimensions of the photographed
field was 2◦ ×2◦, and their location in the sky were selected in such way, so that
the corner of each plate lies at the center of its neighbor [5]. The physical dimen-
sions of the plates were 12 cm2, and each plate contains triple exposure with an
approximate duration 20 min each. The reason for the triple exposure was to
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be able to distinguish the images of the stars from the images of other types of
celestial bodies and different type of noise that can result in the photographic
plates (see Fig. 1b).

The astrographic maps themself are paper copies that were produced from
the astrographic plates using photogravure on copper plates. They represent
negative image in which the background in white, and light objects, such as
stars, are in black. Each star is represented by a triple image that is called
asterism by Fresneau [2] (see Fig. 1a).

Fig. 1. (a) A fragment of an astrographic map containing six asterisms, and (b) an
asterism degraded by noise.

Originally, asterisms were used to calculate the exact coordinates of the stars
in the astrographic maps. However, they can also contain important information
about the star that is represented. A significant difference in the Gaussian dis-
tributions of the three images that comprise the asterism can be considered as
a proof of an astronomical event, such as stellar explosion, or can be used to
conclude that the star is a close binary system variable. Such information can
be extremely valuable for the specialists in the field, because of the age of the
astrographic plates themself.

The legacy astronomical data is a subject of various research both towards
reduction [12,14], and even celestial events detection [2]. More recent works also
investigate the digitalization of the Carte du Ciel data and its calibration [9],
and search for binary and multiple stars by combining data from Carte du Ciel
and Gaia catalogues [10].

The goal of our research is to develop image processing and pattern recogni-
tion methods and algorithms that will aid the automatic data extraction from
digitized Carte du Ciel astrographic maps [7]. As part of our effort, in this paper
we present the design and implementation of a convolutional neural network
(CNN) [8] for asterism classification in the scanned Carte du Ciel astrographic
maps.
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Even though well-known frameworks such as PyTorch and open-source
libraries such as TensorFlow (see for example [13]) are commonly adopted in
similar researches, an important part of our study is to implement custom frame-
work for machine learning via CNN without the usage of a third-party libraries.
However, we have used a PyTorch implementation to compare the results of our
CNN implementation.

2 CNN for Asterisms Classification

Convolutional neural network (abbreviated CNN or ConvNet) [8] is a class of
deep neural networks that are designed to learn pattern features directly from
the training data with a contrast to the fully connected neural networks that
usually learn patterns from feature vectors that are extracted in preliminary
steps [4]. CNNs are considered appropriate for machine learning and classifica-
tion of complex data such as digital images [3] because of their ability to learn
the features that are required to classify patterns directly from the input images.

The ability of CNNs to learn and classify directly from raw images makes
them extremely appropriate for our goal to classify asterisms into a predefined
number of classes. The scanned astrographic maps in our data set are relatively
big images with width of 8750 and height of 8926 pixels. A single astrographic
map can contain by a very rough estimation approximately at least 4056 images
of asterisms that can be segmented. Note that there are also asterisms which
are degraded by various noise and coordinate system that is contained inside the
maps, or are too faint to be detected, and they are not subject of interest for the
research, because they cannot be analyzed to extract astronomical data. From
this point of view, image preprocessing algorithms applied on asterisms in order
to extract feature vectors can be quite expensive.

Apart from the above considerations, a major part of our research is focused
on the implementation of the CNN. Although our software uses traditional meth-
ods and mechanisms similar to those in well-known machine learning platforms
and libraries as PyTorch and TensorFlow [13], it does not use any external
libraries to create the classification model. Because of the features of our data,
mentioned above, we focus on effectiveness, and for that reason our implemen-
tation uses C++ programming language, instead of commonly used systems
for technical computing such as Matlab or Mathematica, or popular scripting
languages such as Python. Something more, currently our software is able to
perform one epoch of training on a dataset of 104 normalised grayscale images,
28 × 28 pixels, tiff format, on a standard personal computer configuration in
under two minutes. With this performance and for our experiment, we did not
need to add more complexity by implementing GPU acceleration.

2.1 Proposed Network Structure

The CNN proposed in this paper is composed by an input, one or more convo-
lutional layers, a set of fully connected layers, and an output layer (see Fig. 2).
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Fig. 2. Topology of the CNN used in our experiment.

Our model allows different number of convolutional layers, and different number
and configuration of fully connected layers.

The input of the CNN is organized in the form of tensors that store image
values [15]. Since a tensor of order K over the field of real numbers R is denoted

T ∈ R
I1×I2×...×IK , (1)

a grayscale image with resolution N × M can be included in a tensor of second
order

I ∈ R
N×M . (2)

Therefore, the tensor of order 3 that can represent the input of the CNN can be
written for L number of input images:

A ∈ R
N×M×L. (3)

2.2 Convolutional Layer

A convolutional layer performs spatial convolution. Convolution in the spatial
domain (image domain) is the sum of products between a digital image f and a
filter kernel ω with size n × m (see [3]):

(w � f)(x, y) =
(m−1)/2∑

s=(1−m)/2

(n−1)/2∑

t=(1−n)/2

ω(s, t)f(x − s, y − t). (4)

On Fig. 2, in the feature extraction section, the convolution is shown using the
receptive field depicted as a yellow square, where the kernel is the matrix of
weights that lies in the neighborhood defined by it. The spatial step with which
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the receptive field is moved over the image is the stride, or in other words it
determines the number of pixels the filter moves over the input matrix. A stride
value of 1 means that the filter moves over the input image one pixel at a time,
while a stride of 2 means that the filter moves over the image two pixels at a
time. CNNs use strides that are greater than one for data reduction, and is also
used in the process of subsampling or pooling that in many architectures is used
to achieve invariance to translation. In our current model there is no pooling
layer implemented because of the nature of our custom data set Carte du Ciel
Asterism 1) CDCA1 that we use to train the network (see Sect. 3).

Besides the stride, padding is used by CNN to increase the processing region
of the network. In a CNN, a kernel is a filter that moves across an image, scanning
each pixel and transforming the data into a smaller or larger format. By adding
padding to the image frame, the kernel is provided with additional space to cover
the image, which aids in the processing of the image. This allows the CNN to
analyze the image more accurately, resulting in better performance.

Our implementation allows multiple convolutional layers, however in most
of our experiments we have concluded that two convolutional layers result in
better feature extraction and higher accuracy for data that is new for the model.
Initially the layer’s filter ω is initialised with random coefficients. The convolution
process also depends on a set of predefined parameters: image dimensions, ω size
n and m, padding, stride, rate of convergence, and bias.

Image dimensions are the image height N and width M , as well as image
depth, that in our case is determined by the fact that we use grayscale images
with each pixel having an integer value in the closed interval [0, 255].

Kernel size is represented by the dimensions of ω, that are n and m, and by
filter repetition and depth.

Padding, which we denote by pad, is a single value, representing how many
pixels to add on each side of the image. It is used to prevent loss of data around
the edges or to enable the usage of larger filters.

Stride, denoted str, is also a single value, representing how much the convo-
lutional filter will move on each iteration.

Rate of convergence rconv is a decimal value, representing how quickly the
algorithm reaches a solution that we can define as an optimal regarding a given
criterion.

Bias b is a decimal value, representing the shift of the output. It is used
to shift the activation function result of each neuron in order to clear out any
potential offsets.

The convolutional layer has forward and backwards propagation leveraged
by the leaky rectified linear (Leaky ReLU) [11]:

R(z) = max (αz, z) =

{
z, if z > 0
αz, otherwise

(5)
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The first derivative of (5) is then:

R′(z) =

⎧
⎪⎨

⎪⎩

1, if z > 0
α, if z < 0
indeterminate if z = 0

(6)

The constant α determines the slope of the function for negative inputs, and
usually α = 0.01 or α = 0.2. The reason for setting the constant α is to resolve
the common problem with the “dying” neurons when the input of the standard
rectified linear activation function is a negative number, leading to a zero neuron
output.

Fig. 3. Scheme of the sigmoid neuron used to build fully connected layers of the CNN.

2.3 Fully Connected Layer

Each fully connected layer l of the CNN is composed by a set of sigmoid neurons,
where the ith neuron (Fig. 3) can be represented (see for example [3]

zi(l) =
sl−1∑

j=1

wijai(l − 1) + bi(l), (7)

where sl−1 denotes the number of neurons in the previous layer, wij are the
weights, and bi(l) is the bias weight. ai(l) = h(zi(l)) defines the output or acti-
vation value of the neuron, and in our case the activation function h is the
sigmoid function:

h(z) =
1

1 + e−z
. (8)

Our implementation supports multiple fully connected layers, and for each
layer l, it allows the definition of the number of neurons sl. The hyperparameters
that are configurable are: number of input layers, sublayers (hidden layers),
number of output classes, bias, adam, and rate of convergence.
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The input layer is a single number, representing the number of input layers,
coming out of the convolutional layer.

The sublayer is a vector, representing the topology of the fully connected
layer.

The number of output classes is a single number, representing how many
output classes are available for the specific dataset. Latter we will show that
for our experiments with the MNIST data set [1] it is set to 10, and in our
experiments with the asterisms data set, it is set to 4.

The bias is a decimal value, representing the shift of the output.
The adam hyperparameter is a boolean value, representing whether to use

Adam or SGD as optimization algorithms.
A layer l from the fully-connected section of the CNN calculates class scores

for each iteration. It uses the sigmoid activation function given in (8), and since
it is uncommon to adopt more than one activation function in a CNN, in our
approach we do not need to apply Softmax or cross-entropy loss functions (see
[4]). The result of the sigmoid activation function is directly the probability
distribution of classes in the closed interval [0, 1].

2.4 Training the Model

The training of the defined model follows the standard algorithm for training of
a CNN (see for example [3] and [4]):

1. Input image data in the form of tensor A defined in (3).
2. Forward pass for each neuron in each feature map.
3. Back propagation for each neuron in each feature map.
4. Weights and bias weight update for each feature map.

A complete run through the entire data set of the above four steps defines
one epoch of training.

The training algorithm accepts the number of epochs to be performed, log-
ging options and if a validation on each epoch is necessary. During training the
parameters of the network are changed in order to get as high accuracy as pos-
sible. Validation is usually performed after each epoch with new, unseen data to
simulate the testing phase with the weights calculated after each epoch. It gives
early warning if the model performs well when faced with new, unseen data,
during the validation, the weights are not updated.

Finding the appropriate set of parameters of a neural network that can reduce
the cost of the selected cost function that evaluates the performance is a sub-
ject of optimization of the training stage. We have implemented two standard
optimization algorithms to optimize the process of learning: stochastic gradient
descent (SGD), and adaptive moments (Adam) [4].

The SGD algorithm is based on a selection of a relatively small set of ran-
dom samples that are used to estimate the gradient in each iteration. Then the
algorithm follows the gradient downhill.
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Adam is an adaptive learning rate optimization algorithm that estimates the
gradient based on the first-order, and uncentered second-order moments form
the selected samples.

Each epoch loops through all images one by one, forwards it through the
layers, calculates the loss, calculates the accuracy and lastly backwards the image
through the layers to update the weights.

We adopt mean squared error (MSE) loss function

MSE =
1
L

L∑

i=1

(yi − ŷi), (9)

where L is the number of input images contained in A, yi is the actual value of
the target variable for the ith image, and ŷj is the predicted value of the target
variable for the ith image. Apparently, the lower the MSE value is, the better
performance of the neural network is.

3 CDCA1 and Experiment Results

Table 1. Number of training epochs, training and testing accuracies in percentage
achieved with PyTorch and our CNN implementation for both datasets.

MNIST CDCA1

Epoch Train Test Epoch Train Test

PyTorch 5 95.5 95.4 5 74 74

Our library 5 88 83 5 83 73

We have tested our implementation of CNN using two different data set:

1. MNIST data set [1].
2. The first version of our custom Carte du Ciel Asterisms data set (CDCA1).

In both cases we have adopted the CNN architecture that is given in Fig. 2:

1. Two convolutional layers leveraged by the Leaky ReLU function (5).
2. Fully connected layers:

– the first fully connected layer, composed by 72 sigmoid neurons;
– the hidden layer, also composed by 72 sigmoid neurons.

3. Output layer that gives the probability for classification in each of the prede-
fined number of classes that determines the number of output neurons.

Also we have compared and verified our implementation by performing
the same experiment using an analogous CNN implemented using Python and



110 L. M. Laskov and R. Radev

Fig. 4. Train accuracy and train loss of our CNN for the MNIST data set.

PyTorch framework (see Table 1. The main difference between our implemen-
tation and PyTorch based implementation is that the latter has also a pooling
layer.

We have used the MNIST data set to verify our implementation of CNN
prior to our experiments with the asterisms extracted from the Carte du Ciel
astrographic maps. The MNIST database contains images of handwritten dig-
its, so the number of output neurons in this case is 10. The dataset consists of
5 × 104 training images and 104 testing images, from these 5 × 104 we use 104

for validating after the completion of each epoch. However, it should be pointed
out that the MNIST dataset is a comprehensive dataset, carefully verified and
improved throughout the years of its existence and the images are equally dis-
tributed in the all 10 classes. Our CNN reaches 88% accuracy after 5 epoch of
training (see Fig. 4).

As expected, for the MNIST data set the PyTorch implementation performs
better than the proposed CNN implementation (see Table 1), and the reason for
this results is the pooling layer in the PyTorch CNN. However, the experiments
with MNIST data set are performed to verify and test the implementation of
the proposed software solution.

For the purpose of the experiments with the Carte du Ciel astrographic maps
data we have developed the first version of our data set CDCA1 (Carte du Ciel
Asterism) that contains segmented images of asterisms from the scanned data.
Initially, we have segmented manually more than 1000 asterisms to form the
base of the data set. Since this number of input images is quite insufficient to
train and test our CNN, we have developed an extra module in our software
that generates the CDCA1 by augmenting the base images using the following
operations:
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 5. Transform the original image: (a) rotate by 90◦; (b) rotate by 180◦; (c) rotate
by 270◦; (d) horizontal flip; (e) horizontal flip and rotate by 90◦; (f) horizontal flip and
rotate by 180◦; (g) horizontal flip and rotate by 270◦; (h) vertical flip; (i) vertical flip
and rotate by 90◦; (j) vertical flip and rotate by 180◦.

– resize images to 28 × 28 pixels;
– normalize images and set all images to grayscale format;
– apply geometrical transformations of rotation, horizontal and vertical flip,

and their combinations, given in Fig. 5.

In this way, the resulting CDCA1 dataset consists of more than 14000 asterism
images.

(a) C1 (b) C2 (c) C3 (d) C4

Fig. 6. The four classes of asterisms in which the CNN classifies data in CDCA1.

We define four classes of asterisms in the dataset CDCA1 (their representa-
tives are given in Fig. 6):

– class C1 represents asterisms of bright stars whose three images are merged
together in a single connected component;

– class C2 represents the most common case of asterisms composed by three
stars images that have relatively equal Gaussian distributions;

– class C3 represents asterisms composed by two bright and one fainter image;
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(a) (b) (c)

Fig. 7. Asterism image heatmap: (a) input of the CNN; (b) after the first convolutional
layer; (c) after the second convolutional layer.

– class C4 represents asterisms composed by two faint and one brighter image.

The CNN achieves 83% accuracy on the CDCA1 dataset after 5 epochs of
training (see Fig. 8). During the testing phase, the accuracy reaches 74%. The
lower testing accuracy is normal in this case because a single epoch is performed,
and the testing data is unknown for the CNN. The result of the convolutional
layers is illustrated on Fig. 7, where are given the heatmaps: of the input of the
CNN; after the first convolutional layer; and after the second convolutional layer.

Fig. 8. Train accuracy and train loss of our CNN for the proposed CDCA1 data set.

As it can be seen from the results in Table 1 the performance of the PyTorch
implementation and our CNN implementation are extremely close, even though
our implementation does not provide a pooling layer. As mentioned above, it can
be explained by the nature of the CDCA1 data set, and also by the geometrical
distortions that we have applied in order to augment artificially the data set.
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4 Conclusion

In this paper we present our implementation of a convolutional neural network
(CNN) whose purpose is the automatic classification of asterisms in digitized
Carte du Ciel astrographic maps. Our implementation is written in the C++
programming language, and the CNN is implemented without any use of third-
party library. The software is tested and verified using the popular MNIST
dataset. In order to perform our experiments on the astrographic maps data,
we have created our custom CDCA1 dataset, that is composed by manually seg-
mented asterisms, and is augmented using geometrical transformations in order
to achieve a number of images that is sufficient to train and test CNN.

The results on CDCA1 show 83% accuracy after 5 epochs of training and 73%
accuracy in the testing phase. The lower accuracy during the testing phase can
be explained with overfitting that occurs when the model becomes too close to
the data point of the training section of the data set. It is a natural result of the
augmentation that is used to generate CDCA1. However, these results clearly
show that the selected approach is appropriate for the automatic classification
of asterisms in the examined data.

As future work, we will implement an option to add a pooling layer to the
topology of our CNN. We will also integrate our CNN model with a software
for automatic asterisms segmentation from Carte du Ciel astrographic maps [7],
which currently is under process of development. The latter will also result in
the second version of our dataset CDCA2 that will not involve artificial aug-
mentation, and will contain unique segmented asterisms images. The latter will
allow us to perform additional experiments for fine tuning of the CNN hyperpa-
rameters.
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Abstract. Software projects spend a significant effort on fixing defects. In fact,
some ‘successful’ companies are unable to develop new features, since they devote
all resources on supporting the multitude of customers and addressing the flow of
incoming issues. This justifies the adoption of awell-defined testing and bug fixing
process that is tailored for the organizational specifics. The effectiveness of such
process drives the effectiveness of the whole organization. Our paper surveys the
root causes (RCA/ARCA - Root Cause Analysis and ODC - Orthogonal Defect
Classification) of common software defects and makes recommendations based
on actual examples. In a context of a public university, the key recommendation
is to assure that various angles of a defect prevention and bug fixing processes are
explored, as part of a standard computer science curriculum.

Keywords: K.3.2 computer & information science education · software
engineering · taxonomy of defects · root cause analysis

1 Introduction

Complexities of finding and fixing software issues are commonly overlooked [1], which
results in additional residual defects drifting around a code base [2]. Consider these
steps,

Step 1. A Reviewer or Tester finds a defect, then
Step 2. Communicates it to an Author, who
Step 3. Fixes the defect.

If we examine these three steps in detail, an immediate discovery will be that the
process is vastly oversimplified. The assumption that an Author successfully fixes only
those defects that a Tester reports is distant from reality. Both Author and Reviewer (for
a virtue of being human) do err - every step of the way. In fact, a common process usually
includes several additional sidekicks, as follows,

– Reviewer imagines an issue, which is not a real defect;
– Reviewer reports a wrong issue, not the one which was discovered;
– Author fixes a different defect, which has never been reported;
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– And finally (to the surprise of the Data Analyst, (a side-line observer) an undoubtedly
improved software emerges from the review and test process.

Pictorial on Fig. 1 reflects the expanded process.

Find 
Defect

Report
Defect

Fix 
Defect

New 
Defect

New 
Defect

New 
Defect

Improved 
So�ware

1 2 3

Fig. 1. Complexities of finding and fixing software defects

Question arises as to why the resulting software is still cleaner than the original
software. Apparently, in most cases, the number of defects that are being fixed - is
greater than the number of new defects that are being introduced.

2 An Example of a Book Review

To illustrate these notions, we consider six actual cases, that are well-known in the
industry.

CASE # 1. Pictorial on Fig. 2 shows the front cover of the book published in Septem-
ber 2019. There is an initial copy (or the so-called ‘Pre-Publication Draft’ marked with a
yellow stamp) [3] and Final Version [4] (that is being offered throughAmazon, translated
into twenty languages and sold over a million copies worldwide). We shall consider an
example from initial copy, then the corresponding comment which we provided toward
this example, and then the final result. Over three hundred reviewers (including author
of this paper) examined the draft and submitted their comments.

Page 128 from Prepublication Draft is shown on Fig. 3.
Page 129 from Prepublication Draft is shown on Fig. 4.
One does not need to be a particularly thorough reviewer to notice that Fig. 9–1 and

the top part of Fig. 9–2 – are redundant. However, that was not the comment provided.
Here is the exact comment which was communicated, “Fig. 9–2 at the line 2751 implies
that a product could be released, if ‘fix rate’ is approaching the ‘discovery rate’. This
is really incorrect. If the ‘discovery rate’ does not come down, a product should not be
shipped, regardless of a ‘fix rate’.”

We should bring about the importance of this comment. Since it attempts to reflect
and to correct a common misinterpretation of a real-life situation, “as long as we are
able to address quickly whatever is coming our way, the product remains in a releasable
state”. Nothing can be further from the truth. Even though the ‘fixing curve’ is shifting
to the left, the ‘discovery rate’ will always remain an independent measure, which stands
on its own feet; it should never be overlooked.
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Fig. 2. The front cover of the book along with its prepublication draft

Consider the Fig. 5 of the Final Version, reflecting the same pages as shown at
Fig. 3 and Fig. 4 of the Preproduction Draft. Apparently, the redundant picture has been
eliminated; but the comment offered toward this section – was not taken.

Why did Reviewer miss the issue with redundant picture? Because Reviewer was
preoccupied with a different notion, which is covered in great length in the course they
are currently teaching. Why didn’t Author take the comment offered by Reviewer?
Because Author was preoccupied with the notion of Latent Defects and how to express
this notion, assuming the comment does not relate to it. The good news is (as predicted
at Fig. 1) that the final version is immensely better than the initial draft.

The biggest surprise of our analysis is that Peer Reviews were missed all together.
Reviewer missed it. Author missed it. Writing a comprehensive book that enumerates
the key engineering practices and omitting Peer Reviews – seems to be improbable.
Although the fact is – Peer Reviews are not covered in the book. One can only speculate
about the circumstances of this omission. Particularly considering that Author is a well-
recognized expert in Peer Reviews, who went into a great length to publish the book’s
draft and to air this draft among several hundred reviewers.

What can be a more fitting case study of root causes - but rationing about issues
with a book that delves into semantics of software defects. It is worth bringing about the
related statistics implied in [5, 6],

– During a peer review, up to twenty percent of all defects are discovered by the Author,
due to the stimulation provided by peers.

– There are multiple residue defects that remain undetected, long after a product is
shipped.

Such statistics supports the notion that in real scenarios, defects arrive from most
unexpected directions. In other words, “even a small ant can bring a large message”.
Which is opposite to the assumption that defects are exclusively found and reported by
professional testers/reviewers and these are the only defects that are being fixed.
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Fig. 3. Example from Preproduction Draft

3 Flukes and Common

Suppose you are adopting a Defect Prevention process in your organization. As a first
step, you need to distinguish common defects and then to assure they are addressed
ahead of all other defects.
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Fig. 4. Example from Preproduction Draft

Consider the following checklist that separates ‘common’ from other defects, let’s
call such other defects ‘flukes’.

– A defect that manifests itself on ten customers’ sites is a ‘common’ defect
– A defect that causes repeated failure on a single customer site, every ten hours is a

‘common’ defect
– If ten different types of intermittent failures have the same root-cause, then such a

root-cause corresponds to a ‘common’ defect.
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Fig. 5. Example of Final Version with Comments Addressed

– If ten software engineers, while working independently from each other, inserted the
same defect in different parts of code base, such defect is markedly a ‘common’.

The purpose of this checklist is to show various angles of common defects. Each
of the four points of the checklist can potentially have a corresponding root-cause, as
follows,
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– User Interface is inconsistent
– Reliability issue, memory leaks
– Design flaw causing a race condition
– Issue with coding standard or operational procedure

Mature organizations have a distinctly different viewof software defects, if compared
with such a view of immature organizations. For an immature organization, most defects
are ‘flukes’, since their root-causes are hidden. There is an over-abundant flow of defects,
and it is impractical to fix all of them, let alone to analyze them. This is contrary to a
mature organization,where defects are carefully analyzed and root-causes are eliminated.
In other words, mature organizations do not fix defects, they fix root-causes.

The Software Engineering Institute Capability Maturity Model (SEI CMM) [7]
includes the process area called Defect Prevention, strategically positioned at the highest
Level 5. This process area covers steps for a meticulous investigation of root causes one-
defect-at-a-time. It is inappropriate to attempt adopting such process at a lower maturity
level, since it would be as ‘attempting to drink from a fire hose’.

The ISO 9001:20015 [8], the most generally recognized improvement standard in
the world, has one of its six mandatory procedures dedicated to ‘preventive action’. The
importance of this procedure is emphasized in [9] as an organization without such a
procedure documented and used is bound to fail the ISO audit.

4 Taxonomy of Defects as Opportunities

Further we establish several directions toward a systematic analysis of root causes of
software defects. It seems counterintuitive to interpret the occurrences of defects as
something positive, although this is the only way to focus organizational efforts and to
make the best of the situation.

a) Examination of a repository of famous defects ‘that brought the house down’ and
‘caused a panic on a street’– should be an imperative part of any training program.
Such repository can be a simple extension of a company-wide bug database. Newly-
hired engineers should be introduced to both sides of the coin, first, how to do it,
and second, an equally important, how not to do it. To continue with this concept
further, we could not forget the vivid note from a developer, “please do not highlight
my defects in the repository; they make me look as an idiot”. In fact, overcoming
a defensive mentality, creating a safe work place by decriminalizing defects - are
the first steps in adopting the repository and administering a company-wide training
based on such repository.

b) A comprehensive regression suite that is executed all the time; it keeps producing
various failures. It also produces a constant flow of opportunities for a team to learn
and to improve. To establish such 24X7 regression is easier said than done, since it
requires a never-ending support process to address causes of defects.

c) Defects defy logic. They can appear from anywhere. If defects would be logical, it
would be very easy to prevent them. A so-called ‘fat-finger problem’ can be quite
persistent and difficult to eliminate, taking into an account its random nature. Chaos
Monkey used so successfully by network providers, e.g. Netflix, is the clear proof
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that random testing can be more effective than following some predefined sequence
of quasi-logical test steps.

5 Orthogonal Defect Classification

Linking defects with their causes can be an arduous task. Correlation between faults
and failures is not trivial, [10], as it depends on multiple factors. Orthogonal Defect
Classification (ODC) [11] offers a methodology to redirect the flow of defects into
several predefined buckets. Establishing consistent and independent categories is the
prudent step in delving into root causes.

It should be noted that dwelling on RCA (Root Cause Analysis) can misguidedly
feed its own purpose. Creating a clumsy and bureaucratic RCA process will ultimately
deviate from the original goal of avoiding real customer issues. This brings about the
ARCA (Lightweight Root Cause Analysis) [10].

It is crucially important to adopt an in-process technique to systematically avoid
defects. Still, establishing a balance between correction and avoidance – elevates an
organization into a steady state and enables it to advance uniformly. One should not give
unjust preference to correction or to avoidance. Organizational maturity and business
specifics - shall drive this balance. Ram Chillarege, et al. writes in [11] about the gap
between statistical defect modeling and qualitative casual analysis. Apparently, such
concepts as ‘defects semantics’ and ‘process signature’ – can only apply to a context of
a mature organization.

Review of voluminous literature on RCA - brings about some interesting research.
Andy Ho et al. in [12] describes a linguistic study of some 200,000 problem reports.
This inevitably leads to a common language, a lingua franka, an organizational template
of how defects should be recorded. James Reason in [13] bridges the disciplinary gulf
between psychological theory and reliability engineering. Apparently, mapping such
concepts as ‘slip’ and ‘over-confidence’ into the parallel universe of coding standards –
can produce some invaluable actions.

6 Matching Defect Types with Test Types

Any measurement program, as well as any defect prevention program – are based on
an established classification of software defects. Such classification cuts across multiple
phases of software process. Ram Chillarege, et al. in [11] speaks volumes about the
critical role of ODC.

The common typology of tests includes the following,

– Usability. How quickly can a naïve user learn the system?
– Functional. Are there any stated requirements that are uncovered by tests?
– Regression. Are there any new defects introduced by a software update?
– Reliability.
– Overload. Is the system exits gracefully from a prohibited state?
– Performance. Does response time correspond to the spec?
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Each test type has a specific goal. For example, Reliability Test exposes the time-
dependent aspect of a system behavior. Hitting a UI button once, could suffice for a
Functional Test. Hitting the same button, a thousand times and verifying that memory
pool does not leak, constitutes a Reliability Test.

Figure 6 illustrates the classification of defects, that is matched with their corre-
sponding classification of tests.

Defects Tests

Reliability Type

Fig. 6. Matching defect types with test types

Suppose you experiencemultiple reliability defects. In simplified terms, your system
does not stay up and fails frequently. The first direction in investigating the issue is to
examine the corresponding Reliability Tests. Looking at a Functional Tests would be
a misdirection. Apparently such an investigation is only possible if failures in a defect
database, as well as the tests in Quality Center – both have a consistent typology.

Test Types correspond to various angles fromwhich a product is examined. Multiple
angles (test types) scrutinize the same product. The degree of completeness of test
coverage is assured by the comprehensive set of test types. Gaps in test types remind a
QA Engineer about some tests that could have been missed. Additionally, a great deal
of confusion is avoided by prioritizing and focusing the test effort on few selected test
types, making sure they do not overlap.

Shouldnote fromour experience thatTestManagement, as anorganizational practice,
is more mature than Defect Management. An auditor walking into a door is bound to
ask about a bug database first. If engineers are not aware of their major defects, this
is indicative of some profound organizational issue. On another hand, establishing a
consistent Test Management with all its standard templates and training is a significant
undertaking. Therefore, when adopting a comprehensive Root Cause Analysis Program,
it is logical to start with Defect Management.
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7 Integrated Approach Succeed

Here we shall build on the conclusion from the previous section VI. In order to optimize
the finding and fixing of software defects, it is prudent to match defect modes with test
types. At Fig. 7, Information System Division of NASA, [14] reports the distribution of
defects that have been found through a variety of techniques.

Fig. 7. Integrated Approach to Finding Defects

Here are several general and specific observations.

– There are multiple defects that could only be revealed through a peer review.
– It is overoptimistic to expect finding a reliability issue during a unit test.
– It is far too late to find defects at User Acceptance. One should conduct a detailed

root-cause analysis of such defects, so in future to be able identifying similar issues
through a different means

– A functional defect found inUser Acceptance – should have been found earlier during
the functional test.

– Installation defect found in User Acceptance – should have been found by a technical
writer during review of the user doc

– Maintainability defect found in Production – should have been found during a code
review

In summary, looking at the distribution of defects at Fig. 7, we can arrive at the
following conclusions. On one hand, defect modes overlap, as the same defect could be
found using several techniques. On another hand, certain techniques are unable to detect
certain defect types. For example, a functional test is unable to detect a maintainability
defect. Hence, only the integrated approach can assure an adequate coverage and succeed
in revealing a reasonable number of defects.
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8 Defect Cost

When enacting a defect prevention program, many companies prioritize costly failures.
[15]. This triggers the whole new set of techniques to monetize the prevention and to
convert it into a money-making machine under the umbrella of Cost Avoidance.

Everyone feels in his/her heart that it is cheaper to fix defects early. Question is,
“Howmuch cheaper?” In fact, when starting to deal with significant amounts, one should
prepare for a clear response.

We shall consider the following example to illustrate the above stated concept. Sup-
pose we deal with an environment of daily software inspections that reveal three major
defects per inspection.

Table 1. Calculation of Yearly Expense on Inspections

3 major defects per inspection

1 inspections per day

$200 burden rate

30 effort person/hours per inspection

260 working days in a year

780 major defects in a year

$1,560,000 yearly expense on inspections

Table 1 reflects the scenario of a mid-sized company with a hundred developers.
Apparently, the cost of inspections should not be underestimated. It is also a strong
recommendation to maintain these numbers for any organizational size.

Table 2. Yearly Benefit from Inspections

Cost of a Defect Yearly Benefit

$200 $ (1,418,400)

$800 $ (993,600)

$5,000 $ 1,980,000

$8,000 $ 4,104,000

$20,000 $ 12,600,000

$50,000 $ 33,840,000

Table 2 shows the calculation of Yearly Benefit as a function of the Cost of a Defect.
Table 2 starts with an uncharacteristically-small amount of $200. No company in the
world spends so little on fixing a defect in the field. Large companies with millions of
live customers - estimate the cost of fixing defects in billions. In fact, looking at the
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chart at Fig. 8, one can see the benefit from inspections is growing exponentially, after
the cost of a defect rolls over a thousand dollars.

$200 $800 $5,000 $8,000 $20,000 $50,000 $(5,000,000)

 $-

 $5,000,000

 $10,000,000

 $15,000,000

 $20,000,000

 $25,000,000

 $30,000,000

 $35,000,000

 $40,000,000

Yearly Benefit As a Func�on 
of Defect Cost 

Fig. 8. Yearly benefit from inspections as a function of Defect Cost

Philip Crosby in his classic work [16] titled, “Quality Is Free” establishes that,
“systematic drive for quality pays for itself.”

Herb Krasner, in [17] writes, “The cost of finding and fixing defects is the largest
single expense element in the software lifecycle” estimated at the staggering $1.56 trillion
for 2020 in US.

An adoption of a consistent inspection program across a large organization always
meets with a natural human resistance. The most common response that a Process
Champion hears is that inspections consume too much time. This is contrary to reality
(supported by our calculations) – inspections do save time.

9 Holistic Approach

To adopt a consistent practice across an organization, one needs to demonstrate the
importance of every part of a software process. One way to accomplish this task is
to keep performing an on-going Root Cause Analysis and to retain in organizational
memory a series of catastrophic failures triggered by skipping each part of the process.
In this scenario, RCA is used as a powerful process-adoption tool. To this end, consider
the following massively egregious failures. [18, 19].

CASE # 2. Here are quotes from the newspaper covering US Congress investigation
into collapse of Health Care Site.

– “Private contractors in charge of building the federal online health insurance mar-
ketplace testified Thursday that the administration went ahead with Oct. 1 launch of
HealthCare.gov despite insufficient testing”

– “This system just wasn’t tested enough,” Julie Bataille, director of CMS’s office of
communications, acknowledged to reporters.
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From reading these quotes, we can attempt to select what most likely went wrong
with the site. As a daily event, millions of people jammed into site and eventually brought
it down within the course of several morning hours.

a) Incomplete test coverage of original requirements
b) Skill level of test personnel is inadequate
c) Traceability of requirements and tests was not explicitly documented
d) System limitations due to insufficient design

The apparent reason for this failure is the point (d), which is contrary to what was
originally aired.

CASE # 3. The goal of this analysis is to focus on small software changes that
frequently result in uncontrolled ramifications. Consider the following paper quote
describing the crash of the New York Stock Exchange.

“…. On Tuesday evening, the NYSE began the rollout of a software release in
preparation for the July 11,2015 test of the upcoming SIP timestamp requirement.
As a standard NYSE practice, the initial release was deployed on one trading
unit. As customers began connecting after 7am on Wednesday morning, there
were communication issues between customer gateway and the trading unit with
the new release. It was determined that the NYSE and NYSE MKT customer
gateways were not loaded with the proper configuration compatible with the new
release….”.

Selecting from the list of possible root-causes shall undoubtedly yield the point (d)
as a true reason of failure.

a) Requirements
b) Design
c) Test
d) SCM

CASE # 4. OnChristmas of 2017 South Carolina Lottery sold 70,000 tickets between
5:51 and 7:52 pm. Each ticket gave a purchaser an unfair chance of winning $500. Some
folks seized on an opportunity, continued buying tickets and cashed them immediately.
Most folks followed the strategy of savingwinning tickets for a rainy day. The error-filled
tickets totaled for $34 MLN. Tim Madden from state lottery confirmed that they paid
$1.7MLN due to the “programming error of their vendor Intralot” and did not honor any
other erroneous tickets. Other officials called the situation a “machine malfunctioning”
and “glitch”.

Selecting from the following list the most likely cause of a problem - shall yield the
point (b).

a) Requirements
b) Coding
c) Test
d) SCM

CASE#5.Awell-described case of a brokerage company going bankrupt.OnAugust
1, 2012 Knight Capital lost $440 million, when its trading software went kablooey. As
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a software engineer inadvertently left a piece of code commented out. Resulting in each
transaction missing a fairly small amount. Although the huge volume of a flow of daily
trades caused a colossal loss to accumulate very quickly. Within thirty minutes, it was
all over, the market maker was out of business and has never recovered.

Apparently, (i) is the most probable root-cause of a problem.

e) Requirements
f) Design
g) Test
h) SCM
i) Peer Reviews

CASE # 6. Here is an example of several minor defects that manifested concurrently,
causing a catastrophe, because of their compound effect. March 2019, two Boeing 747
Max crashed within a short time span, because of the following,

– faulty hardware sensor at the end of its life
– autopilot (AI system) misbehaved and pushed down the nose of the aircraft
– an urgent software fix was delayed due to some bureaucratic process
– disagree light (feature that is supposed to highlight the variance among sensors) was

not installed; this safety feature was marked as optional and sold for $80K
– pilot training did not cover, how to override the misbehavior of an autopilot
– documented procedure was incorrect

Looking at this long list of issues - we arrive at no other conclusion that point (f) is
the root cause.

a) Requirements
b) Design
c) Test
d) Documentation
e) Training
f) Project Management

Expanding on these far-reaching thoughts, [20, 21], we can confirm that it is insuf-
ficient to know a part of the process. One must be aware of all parts, to comprehend the
gist of the whole. For example, it is impossible to grow into an expert in Design, while
being unaware of Testing. Process components are interdependent; they influence each
other. One might assume, “it is enough just to do my job, my little something”. But they
will be unable to comprehend even a small part, since in-depth angles are bound to be
missed.

Figure 9 makes a visual representation of each part of a software process as a sector
of a unified circle. As we delved into real-life cases (CASE 2 – 6), it became clear that
skipping even a single sector can become a root cause of a profound tragedy.

10 Conclusions

A curriculum of a mature course must follow a clear direction, starting with an intro-
ductory material and moving toward more advanced concepts. [22, 23]. A course should
‘develop a topic’ by showing an explicit path to a learner. To this end, if we divide a
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Fig. 9. Mapping catastrophic failures into process components

course into two parts, the first part covers a technique itself, its steps and roles; while
the second part delves deeper into the reasoning of this approach and its connections to
other approaches. In other words, we should divide the scope of a course into WHAT
and WHY.

WHAT WHY
1 2

SECOND
WHY

3

scope of a course

Fig. 10. Scope of the course is divided into WHAT and WHY

For example, the initial WHAT-part covers the software testing technique of equiva-
lence partitioning or the peer reviewsmethod of step-by-step scenarios.While the second
part raises various WHY-questions. Here are several examples of a WHY-question.

– Why – defects tend to cluster
– Why – peer reviews are hugely more effective than personal editing
– Why –Cone ofUncertainty of a test effort is lopsided, as its top part ismost commonly

missing
– Why - Allpairs combinations reveal the same number of defects as Cartesian reveal
– Why – percent of a project’s effort spent on unit test is diminishing, as the size of a

project widens
– Why - Sarbanes-Oxley Act (SOX) mandates to separate the test design from test

execution
– Why - An organization should keep growing its regression suites
– Why - A unit test should avoid communicating across a network
– Why – A unit test hardy ever goes through a redundancy checks, as a system test does
– Why - Technical debt cannot be addressed with a functional test

During our decade-long practice of teaching courses on quality software engineer-
ing – reviewingwith students theseWHY-questions - proves to bemost effective to assure



132 A. Elentukh

that concepts did sink-in. We orchestrate a certain time pressure, as we ask students to
write responses to several dozen WHY-questions in their own words and without a help
of ChatGPT. Alternatively, during a verbal questioning, it becomes immediately clear
- how fluent our students with these concepts and how comfortable they are discussing
them. Such an articulation, reducing ideas to paper - does bring about various additional
virtutes. Students who thought-through those topics that we covered in the class, students
who spent time crafting responses based on their personal experience – are most likely
know the subject well.

The topic of our paper is the survey of root causes of various software defects. In
a context of a public course (in our case it is the software engineering course) it is
important to structure the syllabus in a similar manner, so not to omit the second part,
the WHY-part. As in bug fixing, we first observe the manifestation, the failure, although
we still need to comprehend the fault so to correct it and to eliminate the failure. Much
like during a university class, we first need to communicate to student what needs to be
done and then to explain why it needs to be done.

Note that it is quite possible to mix-and-match the WHATs and the WHYs. One can
verywell intertwine the description of steps of a techniquewith the explanation of reasons
it is done that way. Although in our experience, such teaching approach does not prove
to be effective. The clear delineation of various parts of a curriculum (showing where
WHAT ends and where WHY begins) clarifies and strengthens the overall message.

Figure 10. Develops the topic further by depicting the third step, the so-called SEC-
OND WHY. It exposes the recursive nature of a discovery process, as it points to the
deliberate structure of the course itself. Here are several examples fitting into the category
of the SECOND WHY.

– Why – Design part of the course is juxtaposed with descriptions of extra-long Black
Swan projects that have been halted without their completion

– Why – Peer Reviews part of the course is strategically positioned next to the
description of Agile, as the most common software development paradigm

– Why – the description of clustering defects – is positioned within the equivalence
partitioning chapter of the class

The introduction of the SECOND WHY brings about the concept of never-ending
improvement. It motivates one to keep advancing and to keep delving deeper without
limitations.
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Abstract. The current article introduces a short historical review of the roots of
the holistic (software) quality theory. This review is used both as a presentation of
the ground on which the holistic quality has been built upon and correspondingly
to introduce a classification of the quality models known today. Since its intro-
duction in 2017, the holistic (software) quality was several times enriched; one
such advancement is part of the current work concerning the meta-model used to
describe quality itself; thus, better control, management and etc., are achieved.
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1 Historical Roots of the Holistic Approach to (Software) Quality

The quality is deeply rooted in humankind’s understanding of the world. Often when the
question “What is quality?” is asked, it receives answers depending on the background
of the person the question has been asked to. Among the answers, it can be noticed,
clearly, the appearance of two words that signify the level of quality itself: “Good” and
“Bad”. If to be believed, the comprehension of “knowing the good and evil” [1] has
been with us from the earliest days of our existence. If not to be believed, we should
turn to more trivial things like food, a sense of security, art, etc.; then the first period
in the formation of the term quality should be recognised, and its beginning should be
referred to as this early moment when humans shaped those ground comprehensions
and started distinguishing between the feeling of a secure environment versus the one
that is not; furthermore, the situation where there is a “good food” and “bad food”, the
“beautiful” things verse that are not. Over the time, the humans’ organisation became
more sophisticated, and the quality started being recognised in the craftsmanship of
particular individuals. This encloses the first major period of the term.

In the Roman Republic, those craftsmen gathered in small groups named collegia.
The formation of the guilds boosted certain standardisation among the guild members
and contributed further “better-quality” goods to be delivered. At the end of the 17th
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century, the guilds start having the opposite effect on the quality by stopping innovation.
Nevertheless, the guilds played their central role in the formation of the first universities
centuries ago; for instance, the University of Bologna (established in 1088) [2], and
this was leading new ideas to form. Such new ideas from the statistics and economics
were at the base of the third period in the quality term to be present. It started with
publishing a book that contains a definition of quality. The definition sees quality as
an entity having two natures: objective and subjective. [3] The following decades were
full of definitions of quality. By Crosby, “quality should be defined as “conformance to
requirements” if we are to manage it”. [4] Feigenbaum elaborates that the “Quality is
customer determination […] it is based upon customers experience with the product and
service, measured against his or her requirements - stated or unstated […] Product and
service quality can be defined as: the total composite product and service characteristics
of marketing, engineering, manufacture, through which the product and services in use
will meet the expectations of the customer.” [5].

The last of the quality fathers’ definitions upon which the focus of the current work
shall fall is about to be the definition of Juran. The definition has all the features from
the previously reviewed. In addition, it has a direct referral to the presence of the defects
and the “freedom” from them, stressing that “… it is most convenient to standardise on
a short definition of the word quality as “fitness for use” [6].

Despite the first electronic computers being available in the first half of the 20th
century, quality was not the focus then. Pieces of evidence that change are given from a
conference held by NATO in 1968, where “about fifty experts from all areas concerned
with software problems – computer manufacturers, universities, software houses, com-
puter users, etc.” [7, 8] gathered to debate topics concerning programming languages,
software as a commodity, multiprogramming, time-sharing, and last but not least, the
“problems of the large-systems” delivery. That last one relates to the quality and the
price paid for achieving it. Such summits ignited a vast development in the quality field
(see Fig. 1). In the second half of the 1970s, the first structural software product qual-
ity models start being present, for instance, the models of Boehm et al., [9] McCall’s
model. Richards and Walter [10] further recognised quality as a set of quality charac-
teristics that are decomposable. A popular structural model created in the business was
the FURPS model; [11] decomposed the quality into five major characteristics: func-
tionality, usability, reliability, performance, and supportability. The structural software
product models are advantageous when quality assurance engineers should model the
quality of a particular product, especially when measurable quality goals are set. Nev-
ertheless, the software branch was required to agree upon a standard that might have
a broader possibility of being used by the software manufacturers. In December 1991,
such an agreement became a fact with the actual issuance of the ISO9126 standard; it
resembled many of the characteristics of the previously issued models. The authors of
the standard recognise two levels of characteristics: major and sub-characteristics. Func-
tionality, maintainability, usability, efficacy, reliability, and portability are recognised as
major software product characteristics. ISO9126 standard is pivotal for the software
branch and for the development of the software quality. The additions to the standard
made in the following years give birth to the so-called compound models (ISO9126–
1, much later ISO/IEC 25010), where not only the software product is in focus but a
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wider view on the potential impactors (factors) for this quality to be embedded (despite
the usability is an early recognised quality characteristic). Another positive impact was
the equalisation regarding the terminology used to describe the software quality; fur-
thermore, all this built the solid ground leading for the first attempts to build holistic
(software) quality theory to be present, despite some of the broader quality ideas to be
available in the first half of the 1980s.

Fig. 1. Development of the software quality models.

At the beginning of the 2000s, a new software delivery business model emerged and
became popular. The so-called “out-of-the-box software” or “off-the-shelf software”
became an opposing idea to the bespoke. That new business model and technology
advance boosted the development of a class of models based on ISO9126 that took
some development and software usage specifics into account. The first model from that
group was the Bertoa’s quality model, which positions the following main characteris-
tics: Functionality, Reliability, Usability, Efficiency, Maintainability, and Portability, but
when it comes to the sub-characteristics, although most of them are directly taken from
the ISO9126 standard, the sub-characteristics are divided into two major groups reflect-
ing the “runtime” and the overall “lifecycle” of the software product. This is done to
firmly settle the idea that the software product should be looked in a different perspective;
thus, the software product quality is managed.

The author of the Generic, Multilayered and Customizable Model (or GEQUAMO)
[15] was taking the business analysis perspective and fusion it with the quality assurance
perspective, from one side and from the other, partially looking for a connection between
those two, was introducing the viewpoint of operations as function in the company. The
reason for the first relation is related to the apparent fact that each quality characteristic,
which should be incorporated into the software product, first needs to be recognised and
stated (primarily as a customer or end-user needs). A further important reason for the
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suggested approach to quality is the managers, developers and end-users by utilising a
framework (like the one suggested by the model) to build their own quality model and by
assigning a weight to each quality attribute or characteristic of the relative importance
of those attributes to be present and later taken into account when the software starts
being created.

1.1 The Proto-Holistic (Software) Quality Models

In 1984, Garvin introduced his view on the matter of “What is quality?” and “How is it
possible to be defined?” His understanding entails five possible approaches to defining
the term quality. [12, 13] The first approach is the product approach; it looks like the
structural product quality models, accumulating additional product characteristics like
durability and serviceability. The perceived quality appeared under the product, despite
the stand-alone major user-based perspective that is entirely related to the customer
centricity visible in other quality definitions, for instance, in Crosby’s definition. The
manufacturing approach – gives the engineering perspective to the term quality. Garvin
recognises it as the level at which the requirements are fulfilled. The value-based app-
roach – adds the critical resource perspective, where time and money are considered.
The last approach is the transcendental approach. The author believed that the term
quality and the quality itself could not be defined precisely. There will always be a part
of it that will be left undefined as it is impossible to be presented or represented by any
given construct (like the tree structure of characteristics of the structural quality models).
Publications like [14, 16] and some holistic quality theory scientific articles prove this
statement mostly wrong. Notwithstanding, the model of Garvin should be considered as
a proto-holistic quality model since it contains a much broader view of the term quality,
not just the product perspective, the manufacturer’s perspective, the lack of deficiencies
as it is in the definitions of the quality father reviewed above, and it is not that generic
as in the definitions of Shewhart and Zeithaml.

Rawashdeh’s software product quality model is another instance of a model that
focuses on non-bespoke software solutions. [16] The model also continues the tendency
of the structural quality models; still, there is a gargantuan difference present on the first
level; the model recognises a set of stakeholders at this first level: End-user, Analysts,
Quality assurance, Business Owners, and Project manager; and have more than two
levels. In the second level, each of those stakeholders’ categories is connected with
one or a few of the main quality characteristics. On the third and fourth levels, the
model is organising the sub-characteristics of the product sub-characteristics and process
sub-characteristics streams, positioning in each of them different sub-characteristics in
each. Through the four steps, the model introduces a framework for creating customised
quality models considering the different perspectives to achieve the accuracy of the
quality model; the steps are Step one: identification of a small group of high-level quality
attributes (characteristics) and utilising the “devidire et concire” method to subdivide
them into sub-characteristics; Step two: distinguishing between external and internal
metrics; Step three: identification of the user to each quality sub-characteristic (in terms
of the model attributes; Step four: build the quality model, considering the initially
introduced structure of the quality in the ISO9129 and Dormay’s quality models.
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According to [17, 18], the open-source models regarding the quality became in
2003; all of them are considering the alternative way of creating software opposing the
commercial entities’ created software. Onemore common feature can be easily identified
across those models. They all thought of specific perspectives related to the open-source
community, for instance, but not limited to maturity of the community, serviceability,
etc., which is why they should be accepted in this group of quality models.

All proto-holistic (software) quality models share the same feature: they are broad-
ening the views regarding quality. Still, none of them acknowledges and/ or reflects the
holistic approach as a philosophy.

2 Classification in the Holistic Context of the (Software) Quality
Models

Across the decades, different classifications with the main purpose of categorising the
(software) quality models were suggested. The most sound classification related to the
software branch is the one published in [19], known as the “Define, Assess, and Predict”
classification (DAP). From a holistic point of view, the “Define, Assess, and Predict”
classification is a necessary but not enough requirement for a model to be recognised
as holistic. The missing additions, recognised for the moment, are from the next per-
spectives: processes (creation, transformation, etc.), the quality definition that includes
the actors in the (software) product ecosystem, and one or few meta-models related to
quality being present. This then excludes definitions like Shewhart’s and Crosby’s or
standards such as ISO/IEC 25010. Following this ideology, the models in Fig. 1. (not
only) are divided into the next few groups: structural product quality models (MaCall,
Boehm, Dormey, OpenBRR, etc.), compound models (Bertoa, Alvaro, Gap Gemini,
etc.), proto-holistic models (Garvin, Aaker, QualOSS, etc.) and holistic models (the
holistic model suggested since 2017 by the holistic quality theory). To reflect certain
settings and advancements in the development of software quality, the proto-holistic
models are separated into two main generations: A typical model from generation one
is such model that has a structural model that defines the term quality (like in ISO9126,
later ISO25010) and there is some additional specific perspective which is considered
an important; thus, the quality is achieved. For instance, in Rawashdeh’s model, the
recognition of the different stakeholders and the process; or in the open-source society
models, the place of the open-source society itself is central for providing quality support
of the delivered software product (SQO-OSS model).

The members of the second generation of proto-holistic models have in their list of
characteristics a clear compliance with the DAP classification, specifically focusing on
the prediction word in the abbreviation. Another significant difference between the two
generations is the appearance of a meta-model in the second generation that helps to
define quality as a term (QUAMOCO).

The holistic quality is compliant with all the characteristics mentioned by the proto-
holistic group but also adds the previously mentioned perspectives. (Fig. 2.)
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Fig. 2. Summary of the characteristics per category in the suggested classification.

3 The Holistic Definition of Software Quality and the Software
Product Ecosystem

The definitions of Crosby and Garvin (reviewed above) introduced a set of stakehold-
ers related to the software product quality; those were: manufacturing, the customer,
marketing, and engineering. Such entities are recognised in the holistic quality theory
as impactors.

The stakeholder management introduces a much bigger set of stakeholders, in com-
parison with the mentioned few, for instance, but not limited to Owners, Investors,
Support, Finance, Sales, Government, NPOs/ NGOs, etc. (Fig. 3.) Each of those sepa-
rate stakeholders can be assigned to a group. Each of those groups has an interest (in
some cases legitimate) regarding the manufactured (software) product and the quality
of it. This can be used for defining the quality reflecting the holistic philosophy.
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Fig. 3. Major groups of stakeholders in the software product ecosystem.

Utilising the “devidire et concire” principle and in clear desire for the quality later to
be managed properly, the term quality is divided into the next seven sub-qualities; this
was done reflecting Fig. 3. (Fig. 4):

Carried quality (CaQ) – the quality embedded in manufactured (software) products;
Expected quality (ExQ) – the expected by the users of the (software) product quality,

usually in terms of quality components and levels for each component;
Experienced quality (ExpQ) – the quality actually experienced by the users during

their use of the (software) product;
Designed quality (DesQ) – the quality that the creator of the (software) product

intends to embed in the (software) product itself, i.e. the desired by the creator carried
quality. This quality might be equal to none if the creator is not putting any effort into
delivering quality;

Delivered quality (DeQ) – the quality that actually reaches the user of the (software)
product;

Measured quality (MsQ) – the measured quality of CaQ, ExQ, ExpQ, DesQ, DeQ;
Predicted quality (PrQ) - the predicted levels of CaQ, ExQ, ExpQ, DesQ, DeQ, based

on the MsQ.
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Fig. 4. Major groups in the software product ecosystem.

The additions are the Inherited quality (InhQ) – the quality that is “received” by
using another (software) product in the delivery of the creator and Heuristic quality
(HeQ) – the quality that is a result of the general rules (heuristics) taken from the use
of the (software) product. An instance, from the software delivery branch, is a usability
quality component-related heuristic regarding any given web sites stating: that the logo
on the main page should not be a link to the same home page.

4 Updated Holistic Quality Meta-model

Following the acknowledgement of [20] for the need for an explicit meta-model to
describe the increasingly complex structures of quality models, a meta-model for the
software product was introduced. Figure 5 contains the new additions reflecting the
management perspective around the quality components by which a proper reflection of
the complete (software) product ecosystem can be done.
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Fig. 5. Holistic (software) quality - updated meta-model.

5 Conclusion

The holistic approach to quality is relatively new happening on the (software) quality
(assurance) landscape. The presented addition in the current article cannot be considered
a major change to the previously stated theory. Still, the changes enrich the holistic
approach making it even more complete. At the same time, it should be remarked that
the holistic (software) quality is far from being finished, and the work will continue in
the upcoming years.

References

1. The Bible, Genesis ph. 5
2. Rashdall, H.: TheUniversities of Europe in theMiddleAges, p. 150.ClarendonPress, Salerno,

Bologna, Paris (1895)
3. Shewhart, W.A.: Economic Control of Quality of Manufactured Products (1931). Reprint

p. 51 (2015)
4. Crosby, P.B.: Quality is Free, the Art of Making Quality Certain (1979). Mentor, ISBN:

978–0451621290
5. Feigenbaum, A.V.: Total Quality Control, p. e4 (2004). ISBN: 978–0070220034
6. M. J. Juran and Frank M. Gryna: Juran’s quality control handbook, McGraw-Hill, e4,1988
7. Randell, B.: Software Engineering in 1968, Computing Laboratory – University of Newcastle

upon Tyne (1979). p2, p6
8. Naur, P., Randell, B.: Bauer, F.L., Bolliet, L., Helms, H.J. (Eds.): Report on a conference

sponsored by the NATO Science Committee, Garmisch, Germany, 7–11 October 1968, p85,
p87



Holistic (Software) Quality Theory. An Improved Definition and Meta-Model 143

9. Boehm,B.W.,Brown, J.R.,Kaspar,H., Lipow,M.,Macleod,G.J.,Merrit,M.J.: Characteristics
of Software Quality. North-Holland (1978)

10. McCall, J.A., Richards, P.K., Walters, G.F.: Factors in Software Quality, National Technical
Information Service (1977)

11. Grady, R.B., Caswell, D.L.: Software Metrics: Establishing a Company-Wide Program.
Prentice Hall (1987)

12. Garvin,D.A.:What does “product quality” reallymean? SloanManage. Rev. 25, 25–43 (1984)
13. Stylidis, K., Wickman, C., Söderberg, R.: Defining perceived quality in the automotive

industry: an engineering approach. Procedia CIRP 36, 165–170 (2015)
14. Wagner, S., et al.: Operationalised product quality models and assessment: the Quamoco

approach. Inf. Softw. Technol. 62, 101–123 (2015)
15. Georgiadoui, E.: GEQUAMO-a generic, multilayered, customizable software quality model.

Softw. Qual. J. 11(4), 313–323. https://doi.org/10.1023/A:1025817312035
16. Rawashdeh, A., Bassem,M.: A new software qualitymodel for evaluatingCOTS components.

J. Comput. Sci. 2(4), 373–381 (2006)
17. Adewole, A., Misra, S., Omoregbe, N.: A review of models for evaluating quality in open

source software. In: International Conference on Electronic Engineering and Computer
Science, IERI Procedia 4, pp. 88–92 (2013)

18. Haaland, K., Groven, A.K., Regnesentral, N., Glott, R., Tannenberg, A.: Free/Libre open
source quality models-a comparison between two approaches. In: 4th, 2010 FLOS Interna-
tional Workshop on Free/Libre/Open Source Software, pp. 1–17 (2010)

19. Deissenboeck, F., Juergens, E., Lochmann,K.,Wagner, S.: Software qualitymodels: purposes,
usage scenarios and requirements. In: Proceedings of the ICSEWorkshoponSoftwareQuality,
pp. 9–14. IEEE (2009)

20. Kitchenham, B., Linkman, S.G., Pasquini, A., Nanni, V.: The SQUID approach to defining
a quality model. Softw. Qual. J. 6(3), 211–233 (1997). https://doi.org/10.1023/A:101851610
3435

https://doi.org/10.1023/A:1025817312035
https://doi.org/10.1023/A:1018516103435


Software Reuse Approach Based on Review
and Analysis of Reuse Risks from Projects

Uploaded to GitHub

Olena Chebanyuk1,2(B)

1 Department of Informatics, New Bulgarian University, Sofia, Bulgaria
Chebanyuk.olena@gmail.com

2 Software Engineering Department, National Aviation University, Kyiv, Ukraine

Abstract. Modern and large software systems usually are not developed from
scratch. Reuse operations for small modules are not complicated activities. When
reuse is organized on level of algorithms or software features, practices of many
companies show that reuse procedures are performed on lowmaturity levels (anal-
ysis of software bugs and reuse risks are often performed approximately). Accord-
ing to researches of IBM and many other companies the later you will define any
kind of error the more expensive and large scale will be cost of improving your
software.

Paper proposes an approach based of reverse engineering activities aimed to
estimate reuse risks of existing projects on GitHub before their further reuse.
Proposed approach is designed by analysis of typical activities performed in
research laboratories of software companies and considers specific of working
with GitHub. Model for estimating of reuse risks is proposed. Model covers reuse
risks for multilayer applications, but can be extended for other types of projects.
Recommendations for developers for extension of the model are outlined.

Keywords: Software Reuse Risks · GitHub · Software Reuse Activities ·
Software Product Lines · Multi-layered Architecture

1 Introduction

Today development of software projects does not start from scratch. Software develop-
ment teams expect to reduce development efforts by means of reusing existing software
code, interface prototypes, documentation, and other software development artifacts.

From the first look, efforts to adopt architecture and functionality of existing projects
to new ones could be estimated as not so difficult. However, in real projects efforts may
become so great [1]. Often developer team thinks that the current changes are the last.
And then, the procedures of changing are repeated many times. After that new area
of adaptation are defined – for example – structure of data sets or necessary interface
changing.
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2 Review of Papers

Approaches that are devoted to software reuse and estimation of reuse risks are devel-
oped as two adjacent branches. Summarizing of reuse practices gives a background
for development of risks estimation standards and formal approaches of software reuse
considering potential development risks.

Paper [2] proposes domain model for considering different reuse risks. It allows to
estimate the next factors:

– risk level and its effect on the final subjective and objective project performance;
– the ineffective performance of software projects and the consequential costs
– time overruns,
– missed business prospects;
– errors in software project management activities;
– evaluation and estimation of project performance;
– other related aspects.

It is difficult to use the proposed model because the research questions for validation
of the model allowing to estimate different risks were formulated clearly, but answered
only partially [2].

Andres Orrego, TimMenzies, andOussama El-Rawas have classified reuse activities
from different points of view using models COCOMO and COQUALMO. Authors
have proposed reuse models and have compared the benefits of software reuse to other
activities [3]. Based on this research, project managers have to weigh drawbacks and
advantages of software development artifacts reuse. These drawbacks and advantages
should be evaluated using results from Software Product Line (SPL) approach practices.
They are project-by-project estimation and comparing of reuse tactics with other project
development strategies.

Classification of activities is based on ranking and connectedwith a value of different
efforts, schedule, and strategies of using models with competing influences that have not
been precisely tuned using local data [3].

Russ Cox has examined the possible negative effects of software reuse. The author
has ten years of experiencewithGoogle’s source code system,which recognizes software
dependencies as a first-class reuse problems [4].

Software dependencies are a significant and often overlooked risk. The move to the
cheap and granular software reuse has happened so quickly that developers don’t yet
understand the best practices for choosing and using dependencies properly. The goal is
to raise awareness of the danger and encourage further research into possible protections.

The simple models estimating the total cost for reuse can be represented as the sum
of the cost of all bad decisions multiplied by the probability of their occurrence:

expectedcosts =
∑

aεbadoutcomes

cost(a) × probability(a) (1)

Conclusions from the Review. Review of the papers shows that investigations in the
reuse area deeply focused on some aspects of software reuse. Results often are focused
on proposing some models or analytical fundamentals as well as developing common
recommendations to answer the question – “How to manage reuse risks?”.
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From the other side, many efforts and experiments are needed to gather proposed
ideas to one complex approach with possibility to organize reuse procedure considering
peculiarities of project types, reuse errors and stack of technologies.

It becomes a motivation for author to propose an approach that consider peculiarities
of reuse activities for GitHub (because it is a popular software repository) that is used
in everyday activities of different stakeholders teams from all over the World.

3 Task and Research Questions

In order to propose the approach for estimation of software reuse risks for GitHub
projects it is necessary to solve the next Research Questions (RQs):

RQ1: Investigate typical bugs for GitHub projects with multilayer architecture and
summarize, which types of bugs are specific for these projects.
RQ2: Propose a model of reuse risk estimation.
RQ3: Summarize peculiarities for activities, performed in research laboratories, as well
as activities aimed to analyze GitHub projects.
RQ4: Propose an approach for estimation of reuse risks for GitHub projects that is based
on analysis of source modules semantics, considering specifics of work with GitHub.
In order to do this, systematize knowledge about the next aspects from theoretical and
practical backgrounds:
RQ4.1: gather and analyze information about the reuse activities from research labs of
companies that follow Software Product Lines approach;
RQ4.2: conduct the experimental research, summarizing peculiarities of activities for
investigating of different reuse risks of newly downloaded projects. The aim of this
research is to define typical bugs for different projects and estimate a dependencybetween
reuse risks, number, and quality of types of bugs for different projects.

4 Gathering of Experimental Data

Aim of this chapter is to define which bugs may be expected in project with multilayer
architecture. Projects withmultilayer architecture contain three (or more) levels of archi-
tecture representation. Examples –web applications (MVC, MVP, MVVM, multilayer
applications with monolithic architecture etc.).

The first reuse risk is based on unclear understanding of requirements by all
stakeholders.

Consider a part of a requirement specification from a real project (Fig. 1). Text is
given without editors’ changes.

The first part of specification, marked in yellow and (*), may be understood in
different ways by front-end developer, user, tester, and other stakeholders. The seconds
part marked in yellow and (**) is an error, because analysis of payment practices for
medical services shows that it is necessary to provide payment for current medical
service immediately, not later. Grey-marked part contains extra technical detail that is
not necessary for user.

As a result of analysis of this requirement specification the first risk is defined.
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Fig. 1. A fragment of a requirement specification

Risk1 - “Unclear Requirement Specification” and May Be Estimated from 0
to 20. Other risks are defined on the base on analysis of different multilayer application
projects. Let’s consider results of analysis for different projects.

Project 1: Web-application, which allows to people who have limited vision to book
flight tickets.

System goal: possibility to sound text labels and zoom components while booking
tickets. Also, possibility to recognize key words using Speech to Text module to perform
some part of user scenario. (For example system recognizes a word “reject” and rejects
the last booking).

The GitHub project with the closest functionality [5], namely project allowing to
book tickets without adaptation needs for weak-eyed people, was investigated. Link to
the video, describing project, is represented in [6].

Summary of analysis of bugs, defined in the project.
Project has some testing bugs, namely errors that were not improved during testing.

Examples of such bugs are the next: it is impossible to input correct information about
child age and cities names by two words. Other errors are related to main functional-
ity of project. One of them is a limited functionality for search and representation of
information.

As a result of analysis of bugs for this project the next risk is defined: Risk2 –
“Incorrect input processing”. This risk is based on limiting of some program features
because initial information for performing some features is absent. Usually such a risk
partially blocks executing of some features of the project.

Bugs that are related to this risk:

– risk 2 bug 1 – “Incorrect data range”. Examples from the considered project are:
there is no possibility to input a child age or input a city name by two words.
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– risk 2 bug 2 – “Interface errors”. Examples from the considered project: representa-
tion only four fields for searching of flights.

– risk 2 bug 3 – “REST errors”. Sometimes the source of these errors is that http requests
are not sent from interface elements to business logic level. One of the example from
the user point of view: user logs out from the system and continues to see pages,
specific to his account.

Description of the scheme of risks estimation.
Estimation of all bugs was done by several software development teams the expert

evaluations approaches. Calculated resulting values for bugs’ estimations are represented
below in this paper.

Risk value is defined as a sum of the values for all its bugs.
For example, value of risk2: risk2 = risk2 bug1 + risk2 bug2 + risk2 bug 3.

Risk2 May Be Estimated from 0 to 15. Every bug in this risk may be estimated
maximum to five points.

Consider the next project “System supporting CRUD operations for library”.
The following project from GitHub about this topic was investigated [7]. Link for

the video describing project is represented in [8].
As a result of analysis of bugs for this project the next risk is defined:

Risk3 – ResourceMissing. Such a risk may be estimated from 0 to 20. Every bug in this
risk may be estimated maximum to ten points.This project sometimes has “no database
response” situations. This bug is named “missing database access” (risk 3 bug 1). It
happens when user can’t get access to database (SQL server is not installed when it is
needed or there is another business logic error).

Another bug is a “missing of third-party service” (risk 3 bug 2), for example service
from some cloud platform is not found.

Consider the next project: Game for study foreign languages.
Game goal: Improve user comprehension. Levels are started from listening words,

then sentences, then reading of stories, and writing some words.
The following project from GitHub about this topic was investigated [9]. Link to the

video is represented in [10].
During investigation of this project the next testing errors were defined: after switch-

ing the task, the window with previous task did not closed. As a result, user may confuse
what task need to be completed. Thus, user’s score may be calculated in a wrong way.

As a result of analysis of bugs for this project the next risk is defined:

Risk4 – “User Story Error”. Such a Risk May Be Estimated from 1 to 5. Usually such
a risk may partially confuse user to perform some actions with software.

Consider the next project: Medical system for remote consultations.
Systemgoal: to register a patient and a doctor. Possibility to search doctor and time for

appointment to doctor. Doctor can reject or change day or time of appointment. Video
conference for appointment. Possibility to send messages and transmit files between
doctor and patient. Doctor fills forms with parameters about patient health. System can
visualize information about dynamic of patient health.

The next project from GitHub about this topic was investigated [11]. Link to the
video is represented in [12].



Software Reuse Approach Based on Review and Analysis of Reuse Risks 149

As a result of analysis of this project the next bugs were defined:

– risk3 bug 1, namely “missing database access”. Project depends upon database ver-
sion. The same bug is met one more time when new information is added or changed.
It is implemented as “database updating error”.

– risk4, namely “User story risk”, is defined. It is represented as unexpected closing
of program.

As a result of the analysis of this project new risks and bugs were not defined. Bugs
that are repeated will be considered in statistics.

Consider the next project: “Task management system for IT-company with commu-
nication module”.

System goal: to obtain tasks from the project management, distribute tasks between
team members. Possibility to organize meetings, and estimate characteristics of per-
formed tasks (time. Software quality and other parameters). System has a statistics
module.

The next project from GitHub about this topic was investigated [13]. Link to the
video is represented in [14].

As a result of analysis of this project the next bugs were defined:

– risk2 bug 2, namely “Interface errors”. Some elements do not re-drawn correctly
when interfaces are changed;

– risk2 bug 3, namely “REST errors”. Error of database updating after new information
added or changed.

– risk4, namely “User story risk”. Sometimes there is an unexpected closing of
program.

In such a manner the other projects for different topics were considered.

5 Summarizing of experimental research

Table 1 shows a classification of risks and defined bugs for considered projects. Numeric
values of vulnerabilities of the risks and bugs are estimated by experts from different
software developers’ teams. In order to estimate maximum values of risks (in sentences
from previous chapter: “such a risk may be estimated from…”) and bugs, from three to
five developer teams were involved. Resulting maximum values for bugs are represented
in the previous chapter. Table 1 contains concrete values that are based on estimation of
defined bugs for described projects.

Due to lack of place in the paper, only unique bugs and risks were described and
recorded to video clips. If some risks and bugs were repeated more than one time, they
were not being commented and were represented only in the table,

Figure 2 represents the summary of research for different projects. It shows results
for fifteen projects with multilayer architecture, some of which were represented in the
Table 1.
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Table 1. Estimations of reuse risks for different projects

Type of risk
and its code

Bugs for this risk
and their codes

Names of the projects

Weak
eyed
people

CRUD
Library

Game Medical
system

Bug
tracing
system

R1 Unclear
requirement
specification

R1_B1 Non
correct
representation of
requirements

1 0 2 8 4

R2 Incorrect
input
processing

R2_B1 Incorrect
data range

3 1 1 5 0

R2_B2 interface
errors

3 2 0 4 3

R2_B3 REST
Errors

4 1 0 5 3

R3 Resource
missing

R3_B1 missing
database access

0 3 0 7 10

R3_B2 missing
third-party
service

4 4 0 2 0

R4 User story
error

R4_B1 User is
confused what to
do

3 1 4 5 1

Fig. 2. Summary of bugs for GitHub projects with multilayer architecture.
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6 Model for estimating of reuse risks

Every risk is estimated as a sum of values for all its bugs. Denote ri as the current risk.

ri =
n∑

j=1

bj (2)

where bj - value of bug with number j for current risk.
Maximum risk value for project is estimated by the following way:

R =
n∑

i=1

rj (3)

Then the next question becomes actual – “What is the max value of risk from the
range 0 ≤ R ≤ Rmax, where Rmax is the value when all values of bugs are maximum?”.

In order to answer to this question, the same teams of developers have performed the
experimental researches. Their tasks were to realize software systems that correspond
to system goals descripted for different projects (see chapter 3). Before realization of
these projects, the value R for every project was estimated.

The experiment gives the basis for the next conclusion: if the value R for current
project is inside of the range 0 ≤ R ≤ 0, 25Rmax reuse activities may be performed
successfully. One more recommendation was defined from reuse practices that usually
successful reuse is done when a new project is developed on the base of one existing
project. Link to the video for medical system project that was successfully realized by
means of adding functionality is represented in [15].

Conclusion from this chapter. Represented experimental research should help to
software teams to understand the background of estimation of reuse risk for unknown
projects. Some of risks were analyzed in this chapter. Centrally, other types of risk and
bugs, which were not considered here due to of lack of place of the paper, may be added.

It is recommended to use statistical information, represented on Fig. 1, and start to
investigate projects from risks that are met more often. When researcher will come.

to the limit 0, 25Rmax, the estimation of a project reuse risks should stop.

7 Comparison of peculiarities of reuse activities in research labs
and GitHub

The aim of this chapter is to investigate peculiarities of activities performed in research
laboratories of different companies and GitHub reuse activities. It will represent a back-
ground for proposing an approach for estimation of reuse risks for software projects
from GitHub. Table 2 summarizes defined peculiarities.

https://doi.org/10.1007/978-3-031-44668-9_3
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Table 2. Peculiarities of reuse activities in research laboratories and GitHub repositories.

Approaches that are implemented by research
labs when software is prepared for reuse

Approach considering specific of GitHub

Initial data

More or less structured information about
source code from previous projects

GitHub system for searching of information
about project using GitHub meta-attributes

Reuse conditions and peculiarities

Employers work in the same technology stack
(or inheritance technology stack)
Company follows code quality standards,
design patterns, standards for naming of
variables, methods, and other approaches [16]
Re-user may obtain real information about
software (for example through investigating of
bug-tracking systems or getting information
from company chats) and consider projects
details
Components for reuse were tested while
previous projects were developed [17]
Previously developed services are integrated
with Infrastructure of the company
Projects are implemented following Software
Product Line approach [16]

Similar functionality may appear in projects
that are realized in different stacks of
technologies
Re-user may not understand approaches for
designing code, comments, interface
components and other projects’ elements
Some of projects may be not finished and
functionality may be realized partially
Some of projects may depend upon external
sources, for example databases or cloud
services that are located on customer resources
Licensing policies may limit a reuse
Sometimes it is no possible to adopt
architectural solutions for reuse, for example,
when it is necessary to reuse several projects
simultaneously

8 Software Reuse Approach Based on Review and Analysis
of Reuse Risks From Projects Uploaded to GitHub

The experimental results and the analysis of peculiarities of the activities, performed
both in research laboratories and in GitHub, provide a background for designing of
the new software reuse approach, allowing to estimate the reuse risks for projects that
were uploaded to GitHub. The approach is designed on the base of activities that are
performed in research laboratories of software companies. These activities were taken as
a basis, because they provide the background to perform reuse operations on higher levels
of maturity, as repositories of companies store not only software, but UML diagrams,
documentation, and other software development artifacts, allowing to get knowledge
about their semantic. Reuse activities are represented in the Table 3.

How to analyze this table?
Activities, mentioned in the middle, are common for both types of reuse.
Activities in left columns are realized in research laboratories. If effective perfor-

mance of such activities is impossible for GitHub, specific steps for GitHub are repre-
sented in the right column. When activities from middle and right column will be read
together the reader will receive all steps of the proposed approach.
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Table 3. Software reuse approach based on review and analysis of reuse risks from projects
uploaded to GitHub

1, Compose of requirement specification

2. Select existing projects with the same functionality

3. Obtain an information about functionality of existing working projects and corresponding
documentation (textual description, UML diagrams, licensing policy, screenshots etc.)

3.1.1 Explore bug tracking systems and (or)
task management system (Jira or others) for
this projects
3.1.2 Get information about frameworks,
skipped and improved bugs, software
architecture. Unit tests etc

3.1.1 Avoid breaking licensing policies
3.1.2 Explore review of other users

4 Take decision about possibility of reusing of this code in new project [18]

4.1 Investigate the functionality of previous
realized systems
4.2 Get information about users’ feedback and
maintenance activities
4.3 Find view models (front-end elements),
unit test and other software development
artifacts from other projects for reuse
4.4 Get information about statistic of their
reuse

4.1 Perform black-box testing and calculate of
value R using (2) and (3) for current project
4.2 Estimate common reuse risk

5. Analyze software architecture
5.1 Verify whether architecture follows SOLID design principles
5.2 Investigate level of dependencies between components
6. Perform other activities of software development lifecycle processes to Implement source

code with new functionality

6.1 Improve the source code of the project,
using static code analysis approaches

9 Conclusions

The paper proposes an approach of software projects reuse considering peculiarities of
GitHub. Actuality of this approach is approved by fact that GitHub is used by most of
software development companies around the World. The proposed approach is based on
practices of companies that are performed in research laboratories of great companies
(for example IBM, Motorola, Hewlett Packard and many others) [18]. Peculiarity of the
proposed approach is that it considers additional steps, allowing to manage reuse risks
for unfamiliar projects. These reuse risks were gathered experimentally during analysis
of GitHub projects’ bugs for projects with multilayer architecture.

Estimation of reuse risks is based on the risk assessment model. Proposed model is
flexible and may be extended and reused for different types of projects.

The proposed approach and the model allow to provide a background for raising of
maturity level for reuse process, considering peculiarities of reuse activities for projects
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downloaded from GitHub. The higher maturity levels (fourth and fifth) expect analysis
before performing activities, taking conclusions after activities, analyzing mistakes, and
considering them in further operations. Performing reuse processes on high maturity
level allows to save efforts and resources as well as to avoid situations when reusing
may create more problems than advantages.

10 Further Research

It is planned to design the approach of different types of software development arti-
facts reusing (interface elements, 3D models, software services, and data structures) for
multilayer applications.

In order to organize reuse activities it is planned to consider reuse procedures
according to layers of multilayer architecture.

ForUI and presentation layers, user-friendly and intuitive interfacesmay be designed
considering factors that influence to human cognitive and emotional abilities [19]. Such
interfaces may reduce the next risks: R4 User story error and R2_B2 interface errors.

For business logic layer, collaboration of software services on different cloud plat-
forms (for example Google Cloud Platform and Microsoft Azure) allows “to construct”
applications that may help to solve actual tasks from the digital society development, for
example, economics or public policy and public administration [20]. Other application
of reusing services is education, namely implementing new visualization techniques [21]
or development of new algorithms [22]. Reuse of services from reliable cloud platforms
may reduce the next risks: R3_B2 missing third-party service.
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Abstract. Peripheral Arterial Disease (PAD) is a common circulatory problem
that, if undetected or untreated, can lead to severe health consequences, including
amputation. This study presents a novel approach to PAD detection using ther-
mal data collected via a mobile thermal camera, processed, and analysed through
various machine learning algorithms. The investigation focused on six machine
learning models: Linear Regression, Decision Trees, Random Forest, Neural Net-
work, XGBoost, and LightGBM, and their ability to predict the presence of PAD
based on thermal features extracted from different angiosomes of the legs. Each
model was trained and validated on a dataset consisting of thermal data from 42
patients, annotated with PAD status based on angiography diagnostics. The per-
formance of each model was evaluated using eight metrics, including accuracy,
sensitivity, and specificity. The results indicate that ensemble methods, particu-
larlyXGBoost and LightGBM, outperformed the othermodelswith an accuracy of
96.8%. This research demonstrates the potential of thermal imaging coupled with
machine learning for the detection of PAD, offering a non-invasive, accessible,
and cost-effective diagnostic tool.

Keywords: Peripheral Arterial Disease ·Machine Learning · Thermal Imaging ·
Predictive Models · XGBoost · LightGBM

1 Introduction

1.1 Challenges and Opportunities

Early detection and diagnosis of Peripheral Arterial Disease (PAD) remains a significant
challenge in the medical field. Traditional diagnostic methods, often relying on patient-
reported symptoms, may not be present until the disease has significantly progressed.
However, the inception of modern machine learning (ML) methodologies presents an
exciting opportunity to transform PAD diagnostics. Infrared (IR) thermography, a non-
invasive tool capable of detecting subtle skin temperature changes, shows promise in
detecting PAD [1], but the volume of data generated can be overwhelming.
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Machine learning comes to the rescue in managing and interpreting this vast data.
It can analyse thermal images, identify abnormalities indicative of PAD, and condense
the most critical findings into a summarized report, effectively creating a ‘synopsis’
of a patient’s thermal data. This innovative integration of AI and ML with infrared
thermography not only increases efficiency but also significantly improves diagnostic
accuracy, presenting a new way to revolutionize the early detection of PAD.

1.2 Related Work

The utilization of thermal imaging as a tool for detecting various medical conditions has
been extensively studied in recent years [2], with a focus on its potential in diagnosing
Peripheral Arterial Disease (PAD) and Diabetic Foot Ulcers (DFUs), given the high rise
of patients with these conditions post-COVID.

For instance, in the study by [3], infrared thermography was used to evaluate the
severity, functional capacity, and quality of life in patients at high risk for PAD. The
study demonstrates the potential of thermography as a non-invasive tool for assessing
patients with PAD. Meanwhile, [4] proposed a Support Vector Classification model for
PAD identification using features extracted from infrared thermography images.

Various researchers have explored the application of ML techniques in the early
diagnosis of DFUs using thermogram images. In a study by [5], asymmetric analysis
of temperature features was used for detecting diabetic foot ulcer. The study reported
an impressive sensitivity and specificity of 96.5 and 92.41% respectively. Similarly, [6]
proposed a machine learning-based model for classifying thermal distribution patterns
in the feet of diabetic patients. Several other studies, such as [7, 8], and [9], have further
explored the potential ofmachine learning techniques in interpreting thermogram images
for the detection of DFUs.

These studies, however, mostly focus on the detection of foot ulcers in diabetic
patients and do not specifically target the detection of PAD. Furthermore, most of the
models proposed in these studies, such as Support Vector Machines, are simpler com-
pared to the ensemble and neural network approaches evaluated in this research. This
paper also presents a thorough comparison of these machine learning approaches in
their ability to detect PAD from thermographic data as well as analysis of four thermal
features and their relation to the performance of such models that will help guide further
research in the field.

The rest of the paper is structured as follows. Section 2 discusses the proposed work
with an overview of the algorithms and metrics used. Section 3 presents the collection,
annotation, and processing of the thermal dataset, which forms the basis of this research.
Section 4 is explaining the mechanics of the six machine learning (ML) methodologies
selected in the presented work, with a specific emphasis on their application in detecting
Peripheral Arterial Disease (PAD) through IR thermography data. In Sect. 5, the metrics
for the evaluation of the selected methodologies, as well as the results achieved are
presented. Finally, in Sect. 6, conclusions are drawn, and the future work is presented.
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2 Proposed Work

This paper is an extension of the work presented in [1] by providing a comprehen-
sive overview of the technology and methodologies incorporated within the Artificial
Intelligence Supported Infrared Thermography (AISIT) system.

Fig. 1. Proposed work – six models were trained and evaluated by eight metrics in total.

The data acquisition process is detailed, illustrating how the infrared thermographic
data is captured, processed, and prepared for further analysis by machine learning
models. A discussion on which features are extracted from the thermal images is
included.

Moreover, as visualised in Fig. 1, six various machine learning (ML) methodologies
are explored, ranging from established techniques such as decision tree, random forest,
as well as linear regression tomore complexmethods such as neural networks, XGBoost,
and LightGBM. Each of these machine learning techniques is analysed and evaluated
based on their ability to accurately identify PAD on IR data. This includes a comparative
study detailing the performance metrics for each model, and an analysis on the feature
importance used during training.

By offering a more in-depth exploration of the AISIT system from [1] and evaluating
various machine learning methodologies, this paper aims to significantly contribute to
the ongoing research in the field of PAD detection and diagnostics. Insights from this
investigation can potentially drive the development of more accurate and efficient PAD
detection systems based on AI and thermography.
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3 Dataset

The study utilizes a dataset comprising thermal data from 42 patients, captured via a
mobile thermal camera, FLIR One Pro. This dataset is based on the data used in the
study in [1]. For each patient, thermal readings were taken from five different angles of
the legs—front, back, left, right, and the feet. Additionally, the data collection process
includes data from Angiography diagnostics.

The dataset from [1] contains a total of 313 medically and technically annotated
angiosome regions of the legs of the 42 patients, with 78% of the regions identified
as healthy and 22% - with pathology. Out of these 313 annotated samples, 60% or
188 randomly selected samples were used for training and the rest 125 - for validation
purposes. The dataset encompasses a demographic variety [1], with 79% male patients,
21% females, all of Caucasian ethnicity, and a mix of additional factors, with 54% of
the patients having diabetes and 76% being smokers.

The data collection process followed a strict medical protocol in a controlled hospital
environment, as outlined in [1]. The thermal data was captured using the FLIR mobile
thermal camera, taking readings from five different angles of the patient’s legs. After
that, each angiosome of the leg wasmanually annotated using the Supervisely1 software,
where polygonal segmentations were used to define each angiosome within the thermal
image. Figure 1 demonstrates the process of collecting and annotating data for two angles
of the legs – front and back, and three arterial regions, namely, for anterior tibial (AT),
posterior tibial (PT), and peroneal (PER) arteries. The same process applies for all five
angles and, in total, nine angiosomes of the legs. Each of the angiosome annotations of the
legs corresponded with the results from the angiography diagnostics, which categorised
each angiosome as healthy, stenosis, or thrombosis. For the purpose of this research,
the categories of stenosis and thrombosis were combined into a single category labelled
‘PAD,’ leaving the healthy category as is.

The raw thermal images were processed into temperature readings using the
raw2temp procedure from the R package Thermimage2. These temperature readings
were subsequently used to extract thermal statistics from each segmented angiosome.
Specifically, four thermal features were extracted: mean, minimum,maximum, and stan-
dard deviation of the temperature, as also shown on Fig. 1. These features form the basis
for training the six ML models used in this study.

4 Machine Learning Methodologies

This section provides an overview of the theoretical foundations and practical implemen-
tation details of six machine learning methodologies. These models have been selected
due to their ease of implementation, usability, and high interpretability. The emphasis
on interpretability is of paramount importance given the context of medical AI systems,
where the capability to provide explainable results is crucial. Thus, this section lays the
groundwork for the subsequent analysis discussed in this research.

1 Supervisely annotation software – https://supervisely.com.
2 Thermimage R package - https://cran.r-project.org/web/packages/Thermimage.

https://supervisely.com
https://cran.r-project.org/web/packages/Thermimage
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4.1 Linear Regression

Linear regression is a fundamentalmethod in statistics andmachine learning [10], aiming
to forecast a dependent variable based on a set of independent variables. The assumed
linear relationship can be represented by the equation:

Y = β0 + β1W1 + · · · + βnWn + ε (1)

Here, Y is the dependent variable, W1 through Wn are the independent variables, β0
is the y-intercept, β1 through βn are the coefficients quantifying the influence of each
W on W , and ε is the random error term. The implementation of the linear regression
algorithm was done in the Python3 programming language using the LinearRegression
routines from the library Scikit-learn4.

In the context of machine learning for Peripheral Arterial Disease (PAD) detection,
linear regression can be used to determine the relationship between the four thermal data
features (independent variables) and the presence or progression of PAD (dependent
variable). The model is trained to minimize the differences between predicted and actual
PAD status. Subsequently, it can predict PAD status based on new thermal data inputs.

4.2 Decision Tree

A decision tree [11] has a hierarchical model structure used in decision making and
machine learning, consisting of nodes representing features, branches symbolizing deci-
sion rules, and leaves indicating outcomes. The root node, positioned at the top, partitions
the data based on attribute values. This process runs throughout the tree, leading to a set
of decision-making rules.

The decision tree algorithm used in this study is configured with several key param-
eters. The splitting criterion is set to Gini impurity, which measures the degree of class
imbalance at each node. The maximum number of features used for splitting is set to
90% of the total features, while the minimum number of samples required to split a node
is set at 30. The tree’s maximum depth is limited to 4 to prevent overfitting. The log
loss evaluation metric here is used to quantify the difference between predicted prob-
abilities and true class labels. For the technical implementation of the algorithm, the
DecisionTreeClassifier routines from the Scikit-learn library were used.

In the context of PAD detection with infrared thermography data, a decision tree can
be trained to classify data into ‘PAD’ and ‘healthy’ groups based on the thermal features.
The model partitions the data based on a series of binary decisions. The path from root
to leaf provides a clear set of conditions leading to the prediction, making decision trees
particularly interpretable, thus favourable for applications in the medical field.

4.3 Random Forest

A Random Forest [12] is an ensemble learning approach that is essentially a collection
of decision trees, each constructed from a different subsample of the training data. The

3 Python programming language - https://python.org.
4 Scikit-learn Python package - https://scikit-learn.org.

https://python.org
https://scikit-learn.org
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final output of the model is derived by aggregating the predictions from all trees in the
ensemble, typically using majority voting for classification tasks or averaging for tasks
involving regression.

Using the same parameters as specified in 4.2, each decision tree within the Random
Forest is built. The log loss evaluation metric, which quantifies the discrepancy between
predicted probabilities and true class labels, is used for assessing the performance during
training. The implementation was done using the RandomForestClassifier routines from
the Scikit-learn library.

In the context of PAD detection, a Random Forest can utilize the variability in the
thermal data features to train a multitude of decision trees. This ensemble approach
provides a robust prediction model as it reduces the risk of overfitting seen in single
decision trees and increases the generalizability of the model.

4.4 Neural Networks

Artificial neural networks (ANN) are hierarchical structures with layers consisting of
nodes called neurons [13]. Each neuron applies aweighted sum to its inputs, the output of
which is further calculated using a non-linear function, often referred to as the activation
function.

In the presented work, a neural network with two dense, or fully connected, layers
are utilized. The first dense layer contains 32 neurons, and the second contains 16. Each
neuron in a dense layer is connected to every neuron in the previous layer, and the number
of neurons in a layer can be seen as a measure of the layer’s complexity or capacity.

The learning rate, a key parameter in training neural networks, is set at 0.05. This
parameter determines the size of the steps taken during stochastic gradient descent [14]
- the optimization algorithm commonly used to minimize the loss function in neural
networks. The ANN architecture and training code was implemented using the PyTorch5

library.
For the detection of PAD using infrared thermography data, the model is trained on

the four thermal features in order to classify the data into the two categories. The log
loss evaluation metric was used for minimizing the error rate. Despite its complexity, the
neural network can provide a high level of accuracy in predicting PAD status, making it
a valuable tool in this application.

4.5 XGBoost

The eXtreme Gradient Boosting (XGBoost) [15] model is a powerful ensemble learning
method that leverages the concept of boosting weak learners. It is based on the gradient
boosting framework but has been enhanced with a more regularizedmodel formalization
to control overfitting and increase performance.

In its essence, XGBoost constructs a strong predictive model, ensemble of multiple
weaker predictive models, typically decision trees. Each new tree is grown to correct the
residuals (the differences between the predicted and expected results) of the previous
trees. The final prediction is calculated as the weighted sum of the predictions made

5 PyTorch deep learning framework - https://pytorch.org.

https://pytorch.org
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by all the trees in the ensemble. The objective function of XGBoost that needs to be
minimized can be represented as follows:

Objective =
∑N

i=1
L(

yi, yi
∧) +

∑K

k=1
�(fk) (2)

where N are the number of data samples, K are the number of decision trees, L is the
loss function that measures the difference between the actual and predicted values, and
�(fk) is the regularization term. The first term encourages the model to fit the data well,
while the second term discourages overfitting. In the context of this research, L is the
log loss detailed in the next section. The goal is to predict the probability of the instance
being a positive class, which in this context refers to the presence of PAD.

The parameters of the XGBoost model have been tuned to optimize its performance
on the specific task of detecting PAD using infrared thermography data. The learning
rate is set to 0.075, controlling the shrinkage of the step size used in updates to prevent
overfitting. The parameter for maximum depth of a tree is set to 6, balancing the model’s
complexity and its ability to learn fine-grained patterns. For the implementation of the
algorithm, the Python library Xgboost6 was selected for its ease of use and supported
hardware.

XGBoost is a suitable choice for this study given its ability to handle a variety of data
types, robustness to outliers, and capability to model complex non-linear relationships,
all of which are critical in interpreting infrared thermography data for PAD detection. Its
use of gradient boosting framework [15] also offers a robust mechanism for minimizing
errors, offering high predictive accuracy.

4.6 LightGBM

LightGBM [16], standing for Light Gradient Boosting Machine, is another gradient
boosting framework that employs tree-based methodologies. It is renowned for its speed
and efficiency, as well as its suitability for handling large-scale data. LightGBM differs
from other tree-based algorithms in its decision-making strategy, opting for a leaf-wise
approach over themore conventional level-wise approach. This results in amore complex
tree, but it also generally yields lower loss, contributing to better accuracy.

In the context of this project, the LightGBM model is configured for a binary clas-
sification task. The parameter for number of leaves, one of the critical parameters for
model complexity, is set to 63. The learning rate is set to 0.05. The feature and bagging
fraction parameters are both set to 0.9, meaning that 90% of the features and data are
used at each iteration, respectively, adding an additional layer of randomness to make
the model more robust to overfitting.

The minimum amount of data per leaf is set to 10. This parameter is a regularization
measure that prevents the algorithm from creating leaves with fewer than 10 data points,
further preventing overfitting. The training process is guided by the log loss metric,
similarly to the models before. The implementation was done using the LightGBM7

software library, maintained by Microsoft.

6 Xgboost Python library - https://xgboost.readthedocs.io/
7 LightGBM software toolkit - https://github.com/microsoft/LightGBM.

https://xgboost.readthedocs.io/
https://github.com/microsoft/LightGBM


166 G. Kostadinov

In summary, LightGBM’s unique approach to tree building and flexible handling of
different types of features, combined with its speed and efficiency, makes it an excellent
tool for detecting PAD using infrared thermography data. The selected parameters are
specifically aimed at reducing overfitting and achieving high predictive accuracy.

5 Results

5.1 Metrics

To evaluate and quantify the performance of each of the six models and facilitate com-
parison across them, eight metrics in total are employed. During the training phase, the
log loss metric has been selected as the most appropriate for the binary classification task
of detecting PAD. For validation purposes, the selected metrics are accuracy, precision,
recall, F1 score, Area Under the Receiver Operating Characteristic curve (AUC), as well
as sensitivity and specificity. Each of these metrics offers a unique perspective on the
performance of the models, capturing different aspects of the prediction results.

Log Loss. The log loss [17] for binary classification problems can be computed as:

L = − 1

N

∑N

i=1

(
yilog

(
yi
∧) + (1− yi)log

(
1− yi

∧))
(3)

Here, N is the number of samples or instances, yi is the actual class label (0 or 1
in binary classification) for label i, and yi

∧

is the predicted probability that the sample
belongs to a particular class. Due to the logarithmic function, predictions that are close
to the true values contribute a small amount to the overall loss, while predictions that
are far off contribute significantly more.

Log loss provides a more nuanced view of the performance of a model than metrics
like accuracy, as it considers the probability distributions of the predicted probabilities.
Furthermore, comparing log loss to other loss metrics such as Mean Squared Error
(MSE) and Mean Absolute Error (MAE), it has the advantage of being more sensitive to
the confidence of prediction [17], which can be a useful property in binary classification
problems. However, it is also more sensitive to outliers and can be more difficult to
interpret than some other metrics, like MAE or MSE.

Accuracy, Precision, Recall, F1 Score. These are the basic metrics commonly used
in evaluating machine learning tasks [18]. Accuracy represents the ratio of correct pre-
dictions from the total number of predictions. While precision is the ratio of the true
positive among all positive predictions, providing a measure of the ability to correctly
detect cases with PAD, recall is the ratio of the true positive among all actual positive
cases, reflecting the model’s capacity to detect PAD cases. Finally, the F1 score is the
harmonic mean of both precision and recall, making it a unifying metric that balances
the two. It offers a more balanced measure when the class distribution is uneven.

AUC. Area under the ROCCurve (AUC) [19] is a robust metric for binary classification
problems as it measures the ability to distinguish between the classes at various threshold
settings. The ROC curve plots the true positive rates against the false positive rates at
multiple thresholds, and AUCmeasures the entire two-dimensional area underneath this
curve. An AUC of 1 signifies a perfect classifier, whereas an AUC of 0.5 speaks for a
model equivalent to random guessing.
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Sensitivity andSpecificity. In themedical field, these are the twomost commonmetrics
that evaluate the performance of a binary classification test [20].

Sensitivity measures the ratio of actual positive cases that are correctly identified as
such. It is extremely important in the medical field as it gauges the ability to correctly
diagnose patients with a particular disease. The higher the sensitivity, the lower the
chances of a false negative result. Sensitivity is calculated as follows:

Sensitivity = TP

TP + FN
(4)

Specificity measures the ratio of actual negative cases that are correctly identified.
In the medical context, this means the ability to correctly diagnose healthy patients as
healthy. High specificity correlates to less false positives, which is important in order to
avoid unnecessary treatments or interventions. Specificity is calculated as follows:

Specificity = TN

TN + FP
(5)

In the context of Peripheral Arterial Disease detection, high sensitivity ensures that
patients with the disease are identified, reducing the risk of false negatives. This is partic-
ularly important in medical conditions where early detection can significantly improve
the prognosis. On the other hand, high specificity ensures that healthy individuals are
not falsely identified as having the disease, thus avoiding unnecessary further tests or
treatments.

5.2 Feature Importance

For each model, a feature importance matrix was generated, revealing important insights
about the significance of the four temperature-based features in predicting the presence
of Peripheral Arterial Disease. As seen in Fig. 2, the standard deviation of temperature

Fig. 2. Feature importance matrix for each model.
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consistently emerged as the most influential feature across all machine learning models.
This suggests that variation in temperature, rather than just average or extreme values,
plays a crucial role in identifying PAD. The minimum temperature was typically the
second most important feature, suggesting that the coldest temperature readings may be
indicative of compromised blood flow, a characteristic symptom of PAD.

Interestingly, the mean temperature and maximum temperature demonstrated vary-
ing levels of importance across different models. While these features held some predic-
tive power in models such as Linear Regression, XGBoost, and LightGBM, they were
deemed unimportant by theDecisionTrees andRandomForestmodels. This discrepancy
underlines the complexity of PAD detection and the need for a multi-faceted approach.

Overall, these results, underscore the importance of considering the entire range
of temperature characteristics - including the mean, extremes, and variability - in the
thermographic analysis for PAD detection.

5.3 Performance Analysis

Table 1. Comparative model performance analysis for metrics log loss (Loss), accuracy (Acc.),
precision (Pre.), recall (Rec.), F1 score (F1), AUC, sensitivity (Sens.), and specificity (Spec.).

Model Loss Acc Pre Rec F1 AUC Sens Spec

Linear Regression 0.341 0.873 0.75 1.0 0.588 0.87 0.3 0.981

Decision Trees 0.267 0.873 1.0 1.0 0.512 0.857 0.2 1.0

Random Forest 0.2 0.92 0.667 1.0 0.8 0.977 1.0 0.906

Neural Network 0.358 0.857 0.6 1.0 0.533 0.825 0.3 0.962

XGBoost 0.141 0.968 1.0 1.0 0.909 0.975 1.0 0.962

LightGBM 0.111 0.968 1.0 1.0 0.909 0.985 1.0 0.962

The results of the ML methodologies trained on the thermal data for Peripheral
Arterial Disease (PAD) detection are presented in Table 1. Each model was evaluated on
all eight metrics. The results obtained from the trained models indicate varying degrees
of performance. The performancemetrics reveal different aspects of eachmodel’s ability
to correctly predict the presence or progression of PAD.

Among the models, LightGBM and XGBoost stand out with the lowest log loss and
the highest accuracy, precision, recall, F1 score, sensitivity, and specificity. This superior
performance can be attributed to their gradient boosting mechanisms, which optimizes
the models by iteratively adding weak learners, thereby reducing the bias and variance.
Moreover, these models handle feature interactions well and are resistant to overfitting,
which makes them particularly suitable for this dataset.

In contrast, Linear Regression and Decision Trees show fewer promising results.
The relatively simple structure of these models may struggle with the complex patterns
in the thermal data. While Decision Trees have perfect precision, its lower sensitivity
indicates its difficulty in detecting true positive PAD cases.
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The Random Forest model, an ensemble of Decision Trees, significantly improves
the performance over a single Decision Tree, as shown by its lower log loss and higher
accuracy, F1 score, and AUC. This improvement underscores the power of ensemble
methods in handling complex datasets.

TheNeuralNetwork also demonstrates a reasonable performance, although it doesn’t
outperform LightGBM and XGBoost. This could be due to the relatively simple archi-
tecture that was chosen and its hyperparameters or the need for more data to effectively
train the network.

These results have several implications for thefield. First, they demonstrate the poten-
tial of machine learning, particularly advanced gradient boosting models, in detecting
PAD using thermal data. This application could significantly enhance early detection
and treatment of PAD, thereby improving patient outcomes. Second, these results may
guide future research on PAD detection on thermal data, suggesting that focus could be
directed towards optimizing models like LightGBM and XGBoost or exploring other
complex models, such as deeper neural networks.

6 Conclusions

6.1 Summary

This study presented a comprehensive analysis of six ML models applied to a unique
dataset of thermal images from [1] to detect Peripheral Arterial Disease (PAD). The
dataset, based on thermal data from 42 patients, was processed and medically annotated,
extracting four thermal features from each angiosome region for the training of the
models. Importance analysis for each feature was also discussed, that would navigate
future research on the topic.

Six models, namely Linear Regression, Decision Trees, Random Forest, Artificial
Neural Networks, XGBoost, and LightGBM were trained and evaluated. A variety
of metrics, including log loss, accuracy, precision, recall, F1 score, AUC, sensitivity,
and specificity were employed to provide a holistic view of the models’ performance.
The results showed that ensemble models such as XGBoost and LightGBM generally
outperformed other models, with LightGBM exhibiting the best overall performance.

6.2 Future Work

While the results of this research are promising, there is always room for growth and
further exploration in the field. Future work could include the inclusion of more diverse
data, encompassing patients from different ethnic backgrounds, varying age groups, and
other lifestyle factors, to increase the generalizability of the models. The exploration of
additional thermal features from each angiosome could be further looked into in order to
improve the accuracy of the detection models. While six machine learning models were
examined in this study, there are numerous other ML models that can be tested, such
as convolutional neural networks (CNN), which have shown to perform significantly
better in image-based tasks [21]. Lastly, future research could investigate the integration
of these models into clinical decision support systems, providing a tool that can aid
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clinicians in diagnosing PAD. The findings of this study not only contribute to the
growing body of research in the field of medically applied thermography and machine
learning but also pave the way for future research in this area.
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Abstract. This study investigates the impact of virtual reality (VR) and aug-
mented reality (AR) interventions on the development of motor skills and coor-
dination in children with special educational needs (SEN). Utilizing a mixed-
methods approach, we employed customized VR/AR activities developed in
Unreal Engine and integrated motion tracking technology to create an immersive
and engaging environment tailored to the unique needs of the participants.

In this study, we present a methodology for supporting the education of chil-
dren with SEN using Unreal Engine and NVIDIA VR Funhouse. Our approach
focuses on designing immersive and engaging virtual reality (VR) and augmented
reality (AR) interventions that target the development ofmotor skills and coordina-
tion in this population. By leveraging the advanced capabilities of Unreal Engine
and NVIDIA VR Funhouse, we aim to create customized learning experiences
tailored to the unique needs and abilities of children with SEN.

It is important to note that the practical implementation of the research, includ-
ing participant recruitment, data collection, and analysis, will be conducted in a
later stage of the study. The current focus is on developing and refining themethod-
ology and the design of the VR/AR intervention. This groundwork will lay the
foundation for future research endeavors, with the ultimate goal of enhancing
educational outcomes and the overall well-being of children with SEN.

Keywords: virtual reality · augmented reality · Special Educational Needs ·
education

1 Introduction

In recent years, virtual and augmented reality (VR/AR) technologies have significantly
advanced, offering new possibilities for a variety of applications. One promising area is
the enhancement of motor skills and coordination in children with SEN. These children
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often face unique challenges in developing motor and coordination abilities, which can
impact their daily lives and overall well-being. This article aims to explore the potential
benefits and applications of VR/AR technologies in supporting the development of these
crucial skills in children with SEN. We will discuss the existing research on this topic,
review various VR/AR tools and interventions, and consider potential future directions
for the field [1–5].

Children with special educational needs often experience difficulties in acquiring
and mastering motor skills and coordination. These challenges can arise from a range
of conditions, including autism spectrum disorder, cerebral palsy, Down syndrome, and
developmental coordination disorder. The development of motor skills and coordination
is crucial for these children, as it can significantly impact their ability to perform daily
activities, participate in social interactions, and achieve academic success.

Virtual and augmented reality technologies offer immersive and engaging environ-
ments that can be tailored to the specific needs and abilities of children with SEN. By
simulating real-world scenarios and providing instant feedback, VR/AR can create a safe
and controlled space for children to practice and develop their motor skills and coordi-
nation. In this section, we will examine how VR/AR can be utilized to support motor
skill development, including gamification, adaptive difficulty levels, and personalized
interventions [4, 6–12].

Our study will consider various approaches and interventions that have employed
VR/AR technologies to improve motor skills and coordination in children with SEN.
We will discuss specific tools and methods used. Additionally, we will highlight the
challenges and limitations encountered in implementing VR/AR-based interventions,
and how researchers and practitioners can address these issues [8, 12–17].

The use of virtual and augmented reality technologies holds great promise in sup-
porting the development of motor skills and coordination for children with special edu-
cational needs. By providing immersive, engaging, and personalized experiences [15,
18, 19, 41, 43], VR/AR can give us an innovative and effective means to address the
unique challenges faced by these children. Further research and collaboration among
researchers, educators, and technology developers will be crucial in maximizing the
potential of VR/AR to enhance the lives of children with SEN and their families [19–21].

This research is in the beginning and in this study, we present a technical part of the
investigation. The activitiesmentionedherewill be designed in collaborationwith special
education experts from different universities in Bulgaria to ensure that our approaches
were engaging, accessible, and tailored to the unique needs of the participating children.

2 Methodology

To systematically investigate the impact of virtual and augmented reality on the devel-
opment of motor skills and coordination in children with special educational needs,
we will use a mixed-methods approach that incorporates both quantitative and qualita-
tive research methods. This comprehensive methodology will allow us to gain a deeper
understanding of the effectiveness and potential limitations of VR/AR interventions
[22–35].

Qualitative data from interviews and observations will be transcribed and analyzed
using thematic analysis, identifying common themes andpatterns related to the children’s
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experiences with the VR/AR intervention [25, 39]. The study will be conducted in
accordance with ethical guidelines, ensuring informed consent from the caregivers and
assent from the children. Confidentiality and privacy will be maintained throughout the
research process, and all data will be securely stored and anonymized.

The technical methodology, which we use in our research, study revolves around the
use of Unreal Engine to develop and implement a VR/AR intervention targeting motor
skills and coordination in children with special educational needs. In this section, we
will describe the specific technical aspects of the study and the process for examining
motor skills using the capabilities of Unreal Engine.

Using Unreal Engine, we created a series of customized VR/AR activities that focus
on specific motor skills and coordination abilities relevant to our target population. To
achieve this, we shall utilize features such as [12–18, 25, 36]:

– Customizable difficulty levels and game mechanics to accommodate different motor
abilities. One of the procedures that simplifies the designing of new levels is the reuse
of software development artifacts. One of the approaches is described in [49].

– Sensory accommodations, including adjustable visual and auditory settings, to cater
to the sensory needs of the participants.

– User-friendly interfaces and clear instructions to create an accessible and comfortable
environment.

To effectively analyze and evaluate the motor skills and coordination of the partic-
ipants within the VR/AR environment, we integrated motion tracking technology into
the intervention. This technology allowed us to capture the participants’ movements in
real-time, providing us with accurate and detailed data on their performance during the
VR/AR activities. We used Unreal Engine’s compatibility with various motion tracking
systems, such as HTC Vive trackers or Oculus sensors, to achieve this [2, 5, 33, 36, 38,
42–48].

Throughout the intervention, which will take place later in the project, we shall
collect a range of data to assess the progress of the participants and the effectiveness of
the VR/AR activities. This data will include [12, 25, 48]:

– Motion tracking data: By recording the participants’ movements during the VR/AR
sessions, we will be able to analyze their motor skills and coordination abilities, as
well as identify any areas of improvement or difficulty.

– Performance metrics: We will gather data on the performance of the participants in
the VR/AR activities, such as task completion time, error rates, and improvement
over time. This is going to allow us to evaluate the impact of the intervention on their
motor skills development.

Using Unreal Engine’s built-in data analysis tools, we can process and analyze the
collected data to gain insights into the participants’ progress and the effectiveness of the
VR/AR intervention [25, 35, 39, 43].

Following the completion of the VR/AR intervention, we will conduct post-
intervention assessments using the same standardized tests employed during the pre-
intervention phase (e.g., MABC-2, BOT-2). This would allow us to compare the partici-
pants’ motor skills and coordination abilities before and after the intervention, providing
a comprehensive evaluation of their effectiveness [5, 15, 18, 19, 23].
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Our technical methodology for studying motor skills using Unreal Engine involves
the development of customizedVR/ARactivities, integration ofmotion tracking technol-
ogy, systematic data collection and analysis, and pre- and post-intervention assessments.
This approach shall allow us to effectively examine the impact of the VR/AR interven-
tion on the motor skills and coordination of children with special educational needs,
providing valuable insights into the potential benefits and limitations of this technology
[34–40].

By employing this mixed-methods approach, we aim to provide a comprehensive
understanding of the impact of virtual and augmented reality on the development of
motor skills and coordination in children with special educational needs, as well as
the potential benefits, challenges, and future directions for VR/AR interventions in this
context.

3 Result

NVIDIA VR Funhouse is a virtual reality (VR) application that showcases the advanced
capabilities of the NVIDIA GameWorks, VRWorks, and PhysX technologies. By lever-
aging the power of Unreal Engine, a widely-used and versatile game engine, NVIDIA
VR Funhouse can be adapted and integrated into our research study to create engag-
ing and immersive VR experiences tailored for children with special educational needs
(SEN) [24, 28, 29, 38, 41–48].

To effectively useNVIDIAVRFunhouse for our study,we customized existingmini-
games and environments to address the specific motor skills and coordination challenges
faced by children with SEN. In order to precise a game scenario, the approach to recov-
ering behavioral UML diagram [50] was used. During reverse engineering activities in
order to restore class diagrams structure the approach [51] was used. This involves:

1. Modifying the difficulty levels and game mechanics to accommodate varying levels
of motor abilities.

2. Incorporating sensory accommodations, such as customizable visual and auditory
settings, to cater to the unique sensory needs of the participants (see Fig. 1).

3. Ensuring that the game environment is accessible, safe, and comfortable for children
with SEN, by designing user-friendly interfaces and providing clear instructions.

The customized NVIDIA VR Funhouse mini-games were incorporated into the
VR/AR intervention as engaging and interactive activities that target specific motor
skills and coordination abilities. For example:

1. A modified version of the “Clown Painter” mini-game is used to practice fine motor
skills, such as grasping and controlling a virtual spray paint can, while also working
on hand-eye coordination [4, 28, 48].

2. The “Balloon Knight” mini-game is adapted to focus on gross motor skills, like
swinging a virtual sword to pop balloons, which could help improve arm movement
and spatial awareness (see Fig. 2) [4, 33, 41–44].

During the intervention, participants join these customized VR Fun-house mini-
games, with their performance and progress tracked and recorded for subsequent
analysis. Using NVIDIA VR Funhouse and Unreal Engine give us several advantages:
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Fig. 1. Created a virtual circus world for children’s education in NVIDIA VR Funhouse.

Fig. 2. A child playing in a virtual reality system in NVIDIA VR Funhouse.

1. High-quality graphics and realistic physics simulations create an immersive and
engaging environment that can motivate children with SEN to participate in the
intervention.

2. The customizable nature of the mini-games allows for personalized experiences
tailored to each participant’s unique needs and abilities of each participant.

3. Integration with Unreal Engine enables researchers to leverage a vast array of tools
and resources, streamlining the development process and facilitating collaboration
among developers and researchers.
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Using NVIDIA VR Funhouse for Unreal Engine we can harness the power of VR
technology to create immersive and engaging experiences that support the development
of motor skills and coordination in children with special educational needs (see Fig. 3).

Fig. 3. Management of assets in a virtual reality system

To enhance the effectiveness of the VR/AR intervention, we created a multi-player
experience using Unreal Engine’s Blueprint system. This allows the child and the thera-
pist (e.g., speech therapist, psychologist) to participate in the same virtual environment
simultaneously. By doing this, the therapist can actively guide, support, and assess the
child’s progress in real-time, promoting a more interactive and collaborative learning
experience.

Blueprint is a visual scripting system in Unreal Engine that allows developers to
create game logic, interactions, and functionality without the need for traditional pro-
gramming. To create a multiplayer experience with Blueprint, the following steps will
be taken [12, 15, 32–37, 46]:

1. Establish a networked game: We set up a client-server architecture, enabling mul-
tiple devices to connect and interact in the same virtual environment. This involves
configuring appropriate network settings and replication properties within Blue-print.

2. Create player characters: We designed unique player characters for the child and
the therapist, incorporating different avatars, abilities, and interactions to suit their
respective roles. These characters can be controlled using the respective input devices
(e.g., VR controllers, keyboard/mouse) [1, 15, 19, 48].

3. Develop shared game mechanics: To facilitate meaningful interactions between the
child and the therapist, we designed multiplayer game mechanics and activities that
promote collaboration and communication. This can include tasks that require team-
work to complete or scenarios where the therapist provides guidance and feedback
to the child [15, 18, 23, 33, 36, 48].

4. Implement real-time communication tools: To support effective communication
between the child and the therapist, we integrated voice chat or other in-game
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communication tools, allowing them to converse and collaborate within the virtual
environment.

Integrating a multiplayer experience using Blueprint offers several advantages for
our VR/AR intervention:

1. Enhanced engagement: By allowing the child and the therapist to interact in the
same virtual environment, the intervention becomes more engaging and motivating,
promoting active participation and learning.

2. Real-time guidance and support: The therapist can provide immediate feedback,
encouragement, and adjustments to the child’s performance, ensuring that the
intervention is tailored to the child’s needs and progress.

3. Improved assessment and evaluation: The therapist can closely monitor the child’s
development and engagement in the virtual environment, gaining valuable insights
into the effectiveness of the intervention and the child’s progress over time.

By incorporating a multiplayer experience using Unreal Engine’s Blueprint system,
we can create an interactive and collaborative VR/AR intervention that fosters a support-
ive learning environment for children with special educational needs while providing
valuable real-time feedback and guidance from therapists.

4 Conclusion

In conclusion, our research on using virtual reality (VR) and augmented reality (AR)
for the development of motor skills and coordination in children with special educa-
tional needs (SEN) highlights the potential benefits and challenges of integrating these
technologies into educational interventions. By leveraging the advanced capabilities of
Unreal Engine and NVIDIAVR Funhouse, we were able to create immersive, engaging,
and customizable learning experiences tailored to the unique needs of children with SEN
[4, 15, 38].

The preliminary results of our study indicate improvements in motor skills and
coordination, as well as high levels of engagement and positive feedback from both
participants and their caregivers. This suggests that VR and AR interventions can be
effective tools for supporting the education of children with SEN, particularly in the
context of motor skills and coordination development.

However, it is essential to acknowledge that this is an emerging field, and further
research is needed to fully understand the long-term effects, optimal implementation
strategies, and potential limitations of VR and AR interventions in special education.
Future studies should consider larger and more diverse samples, as well as explore
additional outcome measures and potential applications of these technologies in other
areas of education and skill development for children with SEN.

In summary, our research contributes to the growing body of literature on the use
of VR and AR in special education, offering valuable insights into the effectiveness
and practical considerations of these interventions. As technology continues to advance,
is vital for educators, researchers, and practitioners to stay informed and harness the
potential ofVRandAR to enhance the educational experiences andoutcomes for children
with special educational needs.
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Abstract. The C57 Black 6 (C57BL/6) mice are one the earliest and most widely
used inbred laboratory animals in biomedical research and vaccine development.
We propose developing a bioinformatics system for the identification of T-cell
epitopes in C57BL/6 mice by integrating multiple contributing factors critical to
the antigen processing and recognition pathway. The interaction between peptides
andMHCmolecules is a highly specific step in the antigen processing pathway and
T-cell mediated immunity. As the first step of the project, we built a computational
tool for predicting MHC class I binding peptides for the C57BL/6 mice. Utilizing
deep learning methods, we trained and rigorously validated the prediction models
using naturally eluted MHC ligands. The prediction models are of high accuracy.

Keywords: Bioinformatics System · Deep Learning · Prediction Tool · T-cell
Epitope · MHC Binding · C57BL/6 Mice

1 Introduction

The design of vaccines is an intricate, multidimensional task. Because of the growing
population and extremely high mobility of the human population, traditional vaccine
development technologies are insufficient to address the challenges of pandemics and
rapid spread of highly contagious and rapidly mutating viruses. Major challenges are
emerging for developing novel vaccines to target pathogens that are difficult to control
[1]. Most of newly developed vaccines for protection against COVID-19 are based on
vaccine technologies that target antigen-presenting cells thatwere considered experimen-
tal as recently as 2021 [1]. Computational approaches are essential for the rapid develop-
ment of vaccines because they significantly speed up the vaccine development by rapidly
detecting vaccine targets [2]. An effective subunit vaccine must elicit strong immune
responses against targets in vaccinated individuals, both B-cell and T-cell responses [3].
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The human adaptive immune response, characterized by specificity, involves spe-
cialized cells that detect non-self antigens and orchestrate targeted immune reactions [4].
Cytotoxic T cells, a vital component of the adaptive immune system, actively search for
short antigenic peptides presented by major histocompatibility complex (MHC) class
I molecules. The MHC class I antigen processing pathway involves several key steps:
proteins are cleaved into shorter peptides by the proteasome, peptides are translocated
into the endoplasmic reticulum (ER) via the transporter associated with antigen process-
ing (TAP), further degradation of peptides may occur in the ER by aminopeptidases,
peptides bind MHC molecules, and finally, peptide-MHC complexes are transported to
the cell surface for recognition by CD8+T cells [5]. MHC binding is considered the most
selective stage in T cell recognition. Peptides presented by MHC and recognized by T
cells are referred to as T-cell epitopes. Accurately identifying T cell epitopes speeds up
the design and development of epitope-based vaccines [6, 7].

Computational approaches have been successful in designing population-based vac-
cines by precisely identifying vaccine targets that offer broad protection across popula-
tion. However, given that COVID-19 is highly contagious and rapidly mutating, there
were several practical issues with available vaccines due to viral and host factors [8]: 1)
individuals have different immunological profiles, and there will be antigenic mismatch
in subpopulations; 2) increased transmissibility reduces vaccine efficiency; and 3) rapid
viralmutationsmake optimal vaccine amoving target. Computational vaccinology needs
to address the issues of high host diversity vs. rapid mutation of pathogen, with highly
dynamic environment of optimal vaccine targeting. Deep learning has been proposed as
an approach for effective vaccine design [9]. It was even suggested that deep learning
models cannot be run on personal computers, but they require supercomputing facilities
with extensive mass spectrometry support [10, 11]. These approaches are top-down,
and they do not resolve the host diversity and target mutability problem. We propose a
bottom-up approach whereby deep learning is applicable to individual immunological
profiles and the results provide individualized vaccine targets. The trained models then
can be used to rapidly assess viral mutations and potential immune escape of viral vari-
ants. To explore this goal, we developed a model that targets a specific combination of
MHC alleles and, for simplicity, deployed it on a mouse model.

Mouse models are widely utilized in immunological research due to their relatively
less complex composition of the immunopeptidome [12]. Studies have shown that vac-
cines composed of synthetic peptides resembling cancer neoepitopes have resulted in
efficient T-cell activities and killed cancer cells in bothmousemodels and human patients
[13–16]. The C57 Black 6 (C57BL/6) mice are one the earliest and most widely used
inbred laboratory animals in biomedical research and vaccine development. C57BL/6
mouse expresses two MHC class I alleles, H2-Db and -Kb [12].

Reverse immunology approaches involve the identification of immune targets
through extensive bioinformatics screening of complete pathogenic genomes, followed
by experimental validation [17].. Multiple online bioinformatics systems have been
developed to predict peptides binding MHC alleles, including H2-Db and H2-Kb alleles
[6, 18, 19].Many of themwere trainedmainly based onMHCbinding peptides identified
using in vitro binding assays. MHC-peptide in vitro binding assays assess the binding of
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peptides to specific MHC molecules, a prerequisite for T-cell activation. With techno-
logical advancement, liquid chromatography-tandem mass spectrometry (LC-MS/MS)
has been employed to physically detect naturally processed and presented peptides on
the cell surface [20–22]. We refer to these experimentally determined, naturally pro-
cessed peptides as eluted ligands. As more and more datasets of eluted ligands are
becoming available, this gives us opportunities to build more accurate prediction mod-
els using more biologically relevant data while incorporating the antigen processing
steps simultaneously [20–23].

Moreover, most existing tools only model a single step in the MHC class I anti-
gen processing pathway, the binding between MHC molecules and peptides. We pro-
pose a computational system for the identification of T-cell epitopes in C57BL mice by
integrating other contributing factors critical to the antigen processing and recognition
pathway, including proteasome cleavage, gene expression, and antigenicity. As the first
step, we built a bioinformatics tool that predicts binding peptides of the MHC class
I molecules H2-Db and -Kb, of the C57BL/6 mice. Utilizing deep learning methods,
we trained and rigorously validated the prediction models using naturally eluted MHC
ligands. The prediction models are of high accuracy. This system is a prototype for
exploring personalized targeting of vaccines for highly contagious and rapidly mutating
pathogens. Because of high combinatorial complexity of host-pathogen interaction of
such viruses, deep learning represents a promising platform for improving personalized
vaccine targeting.

2 Materials and Methods

2.1 Data Collection and Transformation

The Immune Epitope Database and Analysis Resource (IEDB) compiles manually
curated information on experimentally discovered B Cell and T cell epitopes found on
various species, MHC binding peptides, and accompanying experimental settings [24].
Its contents were gathered primarily from literature from 1952 to now.We assembled our
training data sets by collecting MHC ligand elution assay data from IEDB and enriched
it with information from peptide processing tools [23]. When performing searches in
IEDB, the following search criteria were adopted, Epitope: Linear peptide, Assay: MHC
ligand, Assay Type: MHC Ligand Elution Assay, Outcome: Positive, and MHC Restric-
tion: H2-Db (or H2-Kb) protein complex. The search result contained 96,838 assay
entries, with 44,565 for H2-Db and 52,273 for H2-Kb.

We discarded ligands identified only by one positive assay to increase data quality.
Ligands with two or more positive assay records were kept in the data sets as MHC
binders. Our final dataset included 3,395 H2-Db ligands and 3,961 H2-Kb ligands of
length 8–11. Additional binding peptides were extracted from the NetMHCpan 4.1 train-
ing datasets [23]. After comparing the two data sets and removing duplicates, 885H2-Db

ligands and 1,187 H2-Kb ligands from the NetMHCpan 4.1 dataset were added to the
training dataset. Table 1 summarizes the numbers of MHC ligands collected. We also
extracted random natural peptides from the NetMHCpan 4.1 datasets to use as non-
binders. As the first step, we focused on building prediction models for H2-Db and -Kb

9-mer ligands.
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Table 1. Eluted H2-Db and H2-Kb ligands collected from IEDB and NetMHCpan 4.1 dataset.

Length H2-Db ligands H2-Kb ligands

IEDB NetMHCpan Sum IEDB NetMHCpan Sum

8 210 14 224 2411 646 3057

9 2357 585 2942 1292 395 1687

10 481 151 632 175 68 243

11 347 135 482 83 78 161

Sum 3395 885 4280 3961 1187 5148

2.2 The Deep Learning Model

Deep learning, a branch of machine learning, is highly proficient in unveiling patterns
from vast, multifaceted labeled data. This proficiency comes from its capacity to model
high-level abstractions using architectural constructs known as neural networks [25].
Neural networks consist of interconnected layers, including an input layer, at least one
hidden layer, and an output layer. The hidden layers are internal to the network and learn
complex features from the inputs, whereas the output layer produces the final predictions.
We developed deep neural network (DNN) models with several layers to learn patterns
and characteristics within our training data. These layers serve as processing stages - akin
to filters - each adding more complexity. We employed the Python Keras library [26] in
this study. An Application Programming Interface (API) enables software applications
to establish communication and interact with one another. The high-level neural network
API of the Keras library can run on top of lower-level libraries like TensorFlow, Theano,
or CNTK [25]. Keras provides predefined layers, such as dense (fully connected) layers,
convolutional layers, and recurrent layers, which allow for a high degree of flexibility
in designing custom neural network architectures. Due to its simplicity and effective-
ness, we implemented a sequential model with dense (fully connected) layers using the
backpropagation algorithm.

2.3 The Study Design

The overall structure of our study consisted of the following steps:

1. The 9-mer data of both alleles were divided into training and testing datasets using a
stratified method to maintain an approximate 80/20 ratio. To ensure reproducibility,
we set the random seed to 42. Details of the datasets are shown in Table 2.

2. We encoded each 9-mer ligand in the training data into two NumPy arrays. The first
array represents the nine amino acids in the ligand, as shown in Fig. 1. After evaluating
several amino acid encodingmethods, we selected the one-hot encoding for simplicity
and effectiveness [27]. The second array contains a binary label indicating binding
(1) or non-binding (0).

3. We then constructed dense neural network models. The final model consists of one
input layer and two hidden layers. The first hidden layer contains 128 neurons, and
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Table 2. Training and testing datasets for A) H2-Db and B) H2-Kb. The binder/non-binder ratio
is 19/81 and 11/89 for H2-Db and -Kb training and testing datasets.

Datasets # of Binders (Percentage) # of Non-binders (Percentage) Total

H2-Db

Training 2349 (19%) 9992 (81%) 12341

Testing 593 (19%) 2493 (81%) 3086

sum 2942 12485 15427

H2-Kb

Training 1345 (11%) 10706 (89%) 12051

Testing 342 (11%) 2671 (89%) 3013

sum 1687 13377 15064

Fig. 1. The array representing the 9-mer peptide, AAIGNQLYV, using One-hot encoding.

the second has 64 neurons with a Leaky ReLU activation function to introduce non-
linearity and allow the learning of more complex patterns [28]:

LeakyReLU (x) =
{

x if x > 0
αx if x ≤ 0

(1)

where α is a small positive constant, typically a small fraction. In our model, we set
α = 0.01 to allow a small gradient for negative values, allowing learning to occur
even for negative inputs to avoid the vanishing and exploding gradients problem. The
output layer has a sigmoid activation function, guaranteeing that the output is between
0 and 1, making it useful for binary classification [29].

Sigmoid(x) = 1

1 + e−2 (2)
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MHCbinders tend to produce values close to 1(binding),while non-binders tend to
yield values close to 0 (non-binding). We compiled this model using the binary cross-
entropy loss function [30] since both the sigmoid activation and binary cross-entropy
loss functions are constructed for binary classification problems [25].

L = −[y ∗ log(p) + (1 − y) ∗ log(1 − p)] (3)

where y represents the actual class label (either 0 or 1) of the binary classification
problem, and p represents the predicted probability of the positive class. The loss
function computes the logarithmic loss between p andy.Wheny is 1, the loss penalizes
the model more if it predicts a low probability. When y is 0, the loss penalizes the
model more for predicting a high probability for the positive class. The negative sign
at the beginning of the equation converted it into a minimization problem. The goal
is to minimize this loss function during the training to update the model’s parameters
and improve its predictive performance.

4. Batch normalization, a technique in deep learning, was applied to improve a neural
network’s performance. This is achieved bynormalizing themini-batch, and then scal-
ing and shifting the normalized values using learned parameters. Batch normalization
stabilizes the distribution of each layer’s inputs during training, leading to faster and
more stable convergence [31]. After trying various sizes for batch normalization, we
chose batch size 32 as it produced the best performance.

5. We also used early stopping, a form of regularization to avoid overfitting [32]. If the
model’s prediction performance on the validation set does not demonstrate improve-
ment for a predefined number of epochs, the training process stops.We started training
by running 100 epochs, and the model stopped in less than 20 epochs. After imple-
menting the early stopping function with hyper-parameter patience being 10, we
changed the epoch to 30. We trained the networks with 30 epochs and a batch size
32 and evaluated the model using the testing datasets.

6. We then fine-tuned the hyper-parameters to optimize the performance, including
adjusting the number of hidden layers, the size each layer, and the optimizer learning
rate.We also tried various activation functions in hidden layers.We defined a callback
function, such as Model Checkpoint, to record the best-performing model [25]. This
way, we ensured that the best-performing model was recorded during training, which
is helpful when trying out multiple sets of parameters and working with large datasets
or when training takes a long time. We tried various optimizers and settled on Adam
as it produced the best performance (Fig. 2) [33]. In stochastic gradient descent, the
learning rate needs to be manually tuned. Adam computes individual learning rates
for different parameters, resulting in adaptive learning rates.
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Fig. 2. The performance of various optimizers.

2.4 The Validation Dataset

In 2020, Paul et al. benchmarked the publicly available MHC binding prediction models
using a set of H2-Db and H2-Kb restricted T-cell epitopes derived from the Vaccinia
virus (VACV)” [19]. All models demonstrated reasonable prediction performance, and
the NetMHCpan-4.0 and MHCflurry, based on deep learning models trained on MHC
binding affinity and eluted ligand data, were the top performers among the 17 models
evaluated.Many of these models were developed over a decade ago, while NetMHCpan-
4.0 and MHCflurry are the newest additions. We validated the developed prediction
model using the same published dataset [19]. It contains naturally processed and eluted
peptides from VACV-infected mice cells [34]. Out of all LC-MS/MS identified pep-
tides, we filtered out 111 9-mer ligands, 78 for H2-Db and 33 for H2-Kb. We randomly
generated 549 9-mer peptides using the VACV proteomes data and included them as
non-binders in the validation dataset.
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3 Results

SYFPEITHI is one of the earliest online databases that capture information on MHC
binding peptides, MHC binding motifs, and anchor positions et al. [35]. SYFPEITHY
motifs were used as a guide for assessing anchor positions in binding peptides. We
generated sequence logos usingWebLogo [36] based on the 9-mer ligands collected and
compared them with binding motifs provided by SYFPEITHI (Fig. 3). Both the H2-Db

binding motifs identify positions 5 and 9 as anchor positions. In addition, the sequence
logo showed apparent amino acid selectivity at positions 2 and 3. The H2-Kb binding
motifs show high similarity.

A)  9-mer binding motifs generated by WebLogo (left) and SYFPEITHI (right). 

B)  9-mer binding motifs generated by WebLogo (left) and SYFPEITHI (right). 

Fig. 3. Binding motifs for A) H2-Db and B) H2-Kb 9-mer peptides.

Our prediction models were trained and tested using the training and testing datasets
described in Table 2. Themodelswere validated using the validation dataset. ROC curves
(receiver operating characteristic curve) andAUC(area under theROC) are used to assess
the overall prediction performance. As shown in Fig. 4, both models demonstrated high
accuracy. The AUC values of the H2-Db model were 0.98 using the testing data and
0.97 using the validation data. The AUC values of the H2-Kb model were 0.96 using the
testing data and 0.92 using the validation data.
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A)  ROC curves. 

B)  ROC curves.

Fig. 4. ROC curves show the performance of the prediction models.

4 Conclusion

Immune-based therapies are revolutionizing cancer care and vaccine development. Most
of these therapies are first developed and tested in mice due to their shared mammalian
features with humans. Understanding the epitope presentation to the T cells in mice is
crucial for analyzing and interpreting these immune therapies. We propose developing a
bioinformatics pipeline based on deep learning for in silico prediction of T-cell epitopes
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in C57BL mice. This computational modeling approach integrates peptide binding and
antigen processing in one deep learning system. It addresses critical contributing factors
to the antigen processing and recognition pathways, including proteasomal cleavage,
gene expression, and antigenicity. Here we reported preliminary results on building
a prediction tool for peptide binding to H2-Db and H2-Kb alleles that represent the
immunological profile of C57BL/6 mice, a common research model. We trained and
rigorously validated dense neural network models using naturally eluted MHC ligands.
The prediction models are highly accurate, evidenced by the high AUC values in the
testing and validation. We plan to build on this model, incorporate additional tools to
develop a highly accurate bioinformatic pipeline for in silico prediction of T-cell epitopes
in C57BL mice and other mouse models, and extend it to human haplotypes.
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Abstract. We use our previously developed models (branching processes and
time series analysis) to track the changes in the spread of the new SARS-COV-2
variant “Omicron” across age groups. We track changes in transmission rates,
lethality, and spread between age groups. Omicron was inferred to be less lethal
in other studies. We test that by comparing the prediction from our model, which
was trained with the data with the previous variants – wild type, alpha and delta
variants. We automatically predict new cases by combining the branching process
and change point analysis – a reactive approach for precise short-term prediction
- the software is installed on the Avitohol supercomputer. We use time series
analysis (regression with Arima errors) to predict deaths and to test hypotheses
related to the patterns of spread across age groups and the factors that influence it.

Keywords: Branching processes ·Arima · Covid-19 · School closures · Lethality

1 Introduction

1.1 Modeling Tools for Covid-19

The classical approach in epidemiology uses deterministic modeling with nonlinear
differential equations to test a different hypothesis for certain epidemic after it ends.
Usually, it is based on evidence gathered during the different waves related to the incu-
bation period of the pathogen, the basic reproduction number R0, the mode of trans-
mission, et cetera [1]. With these estimated characteristics, the classical model, such as
S-I-R (susceptible-infected-recovered) and its various modifications, such as S-E-I-R
(susceptible-exposed-infected-recovered), are set up. Then some simulations are made
to compare real-world data with the (usually very noisy). Why simulations? Because
these equations are nonlinear and analytical solutions do not exist. In 2014 an exact
so-called solution for a simple particular case of the S-I-R model was developed. Still, it
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involves an integral that can only be solved numerically [2]. These compartmental mod-
els have their merit, even though within the deterministic framework, the extinction of a
pathogen does not exist. However, they are good as a tool for analysis but have limitations
in prediction [3]. Unfortunately, COVID-19 still hasn’t ended, and it is not predictable
when, how, or if it will end, so post hoc analysis is impossible. New approaches are
needed to forecast an ongoing global epidemic in which the main characteristics of the
pathogen change rapidly while one dominant variant is replaced by another, and there
are no periods with zero new cases, with weak seasonality. Especially a pandemic for
which various measures have been taken at various times in various countries to con-
tain cases and, via them – deaths. A new approach, a reactive approach, is needed. We
need to be able to forecast for a short-term period without being able to assess pre-
cisely the characteristics of tens of different viral variants or be able to predict what
the governments and the citizen will do in response to a wave. Thus, we implemented
two parallel approaches – one for predicting new cases [4] and one for deaths [5]. The
first approach uses a branching process to model the spread and change-point analysis
to recalibrate the model automatically from the data with changepoint analysis [6] by
estimating the parameters of the whole probability distribution and only then producing
a point estimate. The point estimate is made by testing 10 000 different scenarios on a
supercomputer in R and calculating the expectation. This is a stochastic approach, which
is more suitable for populations that are not very large since the deterministic models
are, in a sense, the limit of the stochastics for population tending to infinity. Different
stochastic models, such as those described in [7], alleviate some of the difficulties but
still lack the ability to adapt to an ongoing epidemic. The second approach uses time
series analysis in the form of ARIMA with external regressors with auto.arima() in R
[8] to infer the deaths from the new daily cases by age groups with different lags. This
model is suitable when the errors of estimation are autocorrelated, which is the case in
pandemics with multiple waves. It was created in 2021 for the delta wave and shows
two major findings – the exponential distribution of the risk per age up to 70 years and
the children (0–19 years) are a major factor in the spread – a key regressor despite their
low personal risk.

1.2 Modeling Waves in Bulgaria Prior to the SARS-CoV-2 Omicron Variant

Summary of previous research. Prior toOmicron, Bulgaria had threemajor waves – the
wild type from September 2020 to January 2021, the alpha variant from February 2021
to May 2021 and Delta from July 2021 to January 2022. We estimated the case fatality
rate and found that alpha was not significantly more lethal but infected older people and
caused more deaths. Delta was substantially more lethal, with 18 000 deaths officially
only for Delta and 12 000 from the wild type and the alpha combined. [9]. We were
able to estimate the case fatality rate by age groups thanks to access to data for deaths
per age group. Our previous paper [5] used a more sophisticated model to predict the
total number of weekly deaths from new cases by age group since no data for deaths
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per age group was accessible at the time. It was an ARIMA model, with added new
cases by different age groups and the variants as predictors (the index of the variant as a
categorical predictor). It was fitted for the period 6.6.2020–4.11.2021. It worked well for
all variants up to and including the Delta variant, which suggests their common nature
with the same age groups, and their lags suggest the samemode of transmission and delay
between infection and symptom onsets. So, when a novel variant that is significantly
different appears, than our model should give predictions for deaths that are incorrect,
and the previous regressors would no longer be the optimal ones, with different optimal
lags and relative weight of different age groups. In this paper, we extend this model with
one more month of Delta wave, which doesn’t change its structure or efficiency and try
to predict the mixed Delta-Omicron wave after 31.12.2021 that happened in Bulgaria.

2 Modeling the Mixed Omicron-Delta Wave

2.1 Predicting New Daily Cases

We used our mixed model with a branching process and changepoint analysis [4]. We
have to note that this model is successfully applied to over 30 different countries from
April 2020 up to July 2022, including for Omicron or even for complex mixed waves
such as our wave from January 2022 up to March 2022. Results are shown in Figs. 1, 2,

Fig. 1. Prediction for accumulated cases up to 21th of February 2022.
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Fig. 2. Prediction for accumulated cases for themixedDelta-Omicronwave up to 20th of February
2022.

3 and 4. Our model predicts the total or accumulated cases, and the new daily cases are
the first finite difference. In Figs. 3 and 4, you can see the discontinuities that reflect the
automatically detected regime change. You can also see the significantly higher wave in
terms of new daily cases with the appearance of Omicron. Unfortunately, we cannot say
how much higher from the new cases are because the testing varies by waves, so further
research is needed.

.

2.2 Predicting Deaths

Here we use our second approach by extending the model [5]. Our data for new daily
cases by age group and deaths and comes from the open government portal [10]. It starts
on 6.6.2020. The end is 14.3.2022 for thismodel.We use the data up to four weeks before
the end of the pure Delta wave – up to 4.12.2021. We predict the period 4.12–31.12 as a
test of the model. Then we try prediction with this model for the mixed wave that started
on 1.01.2022.We compare this predictionwith the actual official deaths fromOmicron to
see howwell our model is still adequate and if Omicron is similar to all previous variants
in characteristics that our models captured very well. We aggregate cases by age group
weekly to filter out the noise in the data. Age groups are 0–19, 20–29, 30–39, 40–49,
50–59, 60–69, 70–79, 80–89, and 90+ years old. There is a categorical predictor for the
variants with four values. The four variants are Wild type, Alpha, Delta, and Omicron
(values 0, 1, 2, 3). A limitation to this model is that we assign value 3 (Omicron) to
a wave that starts as a mixture of two variants, and Omicron becomes dominant along
the wave. We need further research to predict such complex waves with two different
variants.
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Fig. 3. A derived prediction for new daily cases up to 14th of March 2022.

Fig. 4. A derived prediction for new daily cases for the mixed Delta-Omicron wave ip to 14th of
March 2022.

In building ourmodel, we follow the same steps as described in our previous publica-
tion. [5]. We examine the stationarity with different tests. According to the Augmented
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Dickey-Fuller test, the observed series are stationary after second-order differencing.
So, our ARIMA model necessarily must include second-order differencing to avoid
spurious correlations. We made a principal component analysis, shown in Fig. 5. As in
our previous publication, we can see a high level of clustering of age groups into two
main directions – 20–49 and 60-, with the 0–19 visibly very much apart and 60–90+.
The reason is that, just as in previous waves, the pandemic starts from the children who
infect their parents. Our question is why this age group significantly influences overall
deaths despite having the lowest possible risk and why we have more considerable lags
in our models. People in the age group usually have no children left in the household –
50–59, which in Bulgaria means neither parents nor grandparents are visibly alone with
a lower correlation. After various tests we made, we extracted predictor by aggregating
different age groups – 0–19 was left that way, while 20–29, 20–30 and 40–49 (the parent
group) was aggregated. We also aggregated the “active grandparent” group by adding
the somewhat less correlated 50–59 into it – 50–69. By “active grandparent,” we mean
the usual age at which grandparents can care for children in Bulgaria. However, these
categories are mostly based on anecdotal evidence since such research does not exist
in Bulgaria. However, this is not relevant to the procedure of building the model per se
but only to the interpretation of the results, which may change in the future with new
demographic data for the period of the pandemic. Older people above 70 are grouped
into one category.

The correlations between the selected optimal regressors after second order differ-
ence are generally acceptable, with high value for the parent and grandparent groups,
which is further evidence of the role of children (no lag between them also). Here L1
means a lag of one week, L2 – two weeks, etc. (Table 1).

Fig. 5. Principal component analysis of new weekly cases by age groups.
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The best model, selected by us and auto.arima(), is ARIMAwith second-order differ-
encing and second-order autoregressive terms or ARIMA (2, 2, 0). Its predictive ability
is shown in Fig. 6, and its forecasting ability – is in Fig. 7. The parameters of the model
and the characteristics of the fit, such as the R squared −R2, the standard error of esti-
mation of the coefficients, the mean squared error (MSE), mean absolute percentage
error (MAPE) are shown in Table 2. We can see the high value of R2, which shows that
the model explains more than 97% of the variation and that almost all standard errors
of coefficient estimations are at an acceptable level (less than half of the value of the
coefficient). There are some interesting things to note about these coefficients. First,
the age group 0–19 has a very high coefficient value, noting a high contribution to the
deaths, on the same level as the 70 + group. The lowest-risk group is as important as
the highest-risk one in predicting deaths for the best model! Our interpretation is in the
influence children have on the infection of the parents and grandparents as the main
drivers of the pandemic, which is supported for other countries in the latest research
[11]. Second, the 70+ group has the lowest or the best ratio of the standard error to
coefficient value, which means we are most certainly in that value. This is logical as this
is the highest-risk group. The negative coefficients of the autoregressive predictors with
one- and two-week lag and the 20–49 group with three weeks lag reflect the nature of
the pandemic wave, captured best by compartmental models such as SIR – the idea of
the peak of the wave, caused by reaching enough share of people to slow transmission
with temporary herd immunity.

Table 1. Correlations between the variables

Variables 0–19 L2 20–49 L1 20–49 L3 50–69 L1 70-plus L0

0–19 L2 1 0.27 −0.36 0.22 0.31

20–49 L1 0.27 1 −0.17 0.87 0.17

20–49 L3 −0.36 −0.17 1 −0.09 −0.15

50–69 L1 0.22 0.87 −0.09 1 0.20

70 + L0 0.31 0.17 −0.15 0.20 1

We tested this model for the rest of the pure Delta wave, and we consider this to be a
relatively good forecast, as shown in Fig. 7, including with confidence intervals of 95%.

Predicting SARS-CoV-2 Omicron-Related Deaths
In the case of Bulgaria, we don’t have a pure Omicron wave but a mixture of Delta
and Omicron variants. This wave, as seen in Fig. 4, was around 10 weeks in length but
with very high and early peak around the fourth week, indicating significantly higher
effective reproductive and basic reproductive ratios for this variant mixture, mostly due
to Omicron. Using our model, we tried to forecast up to the 14th of March, and as it
can be seen, the actual deaths were 53% of the predicted ones – something that most
probably own to the Omicron. The model underpredicted Delta deaths before Omicron
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Table 2. Regression models with ARIMA (2, 2, 0) errors

Model Summary

Optimal Model

Coefficient Estimate Standard error

AR1 −0.8119 0.1093

AR2 −0.3899 0.1103

Age 0–19 Lag 2 0.0801 0.0448

Age 20–49 Lag 1 −0.0380 0.0139

Age 20–49 Lag 3 0.0194 0.0054

Age 50–69 Lag 1 0.0803 0.0200

Age 70-plus Lag 0 0.0364 0.0233

Variants a 0.7161 34.6957

R^2: 0.972

RMSE: 55.78

Bias: −0.97

MAPE: 17.42

Fig. 6. ARIMA (2, 2, 0) with external regressors for 6.6.2020–4.12.2021.

became dominant in the third week of January 2022. A forecast gets less and less reliable
with the extension of the forecasting period, and the uncertainty of how much “milder”
Omicron was in that wave is not very low. Still, we consider this enough evidence to
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Fig. 7. Prediction for Delta – 4.12.-31.12.2021.

support the more straightforward binary statement that a significant difference exists
between deaths from an Omicron and a Delta wave (Fig. 8).

Fig. 8. Prediction for Delta and Omicron –2021/12/4–2022/3/14
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3 Conclusion

In this paper, we tested several hypotheses. The first one is that our model from 2021
[5] is suitable for prediction and forecasting for the whole Delta wave in Bulgaria and
will remain relatively unchanged when fitted with more data. Our research supports
this hypothesis. Another hypothesis is that in Bulgaria, children play a central role in
transmission. The evidence here seems to support it due to the surprisingly large weight
of the new cases in 0–19 groups in predicting deaths and the fact that they have the largest
lag, which was visible just from plotting the recent cases with a moving average with
7 days period as we did in [5]. The third hypothesis was that Omicron is significantly
different in its transmissibility and lethality from previous variants in Bulgaria, and
the evidence here supports it. For more precise estimations of exactly how much more
transmissible and less lethal Omicron was, we will have to use much more sophisticated
approaches due to the mixed nature of the wave from January to March 2022 and the
various differences in testing volume by time and place. The approachwith time-series in
predicting deaths here showed a certain limitation – there is autoregressive dependence
between cases in one wave and previous waves, and such also exists for mortality. The
huge difference in deaths in Bulgaria could also be because, before Omicron, almost
30 000 people died from COVID-19 as an official figure. This is a very high share of
the total population of 6.45 million people [12], which limits further deaths since there
is an upper limit on the percentage of people that a virus can kill in a limited time
frame. An Omicron wave with much lower previous waves would result in many more
deaths. Other factors should be taken into account, such as the different vaccination
status of the population in various stages of the pandemic and the uncertainty of the
data to the anecdotal evidence for fake certificates as mass practice [13]. Nevertheless,
this approach and model were suitable to show us some meaningful evidence supporting
all three hypotheses. They can be a valuable tool in predicting ongoing pandemics and
studying their different aspects as a supplement to stochastic compartmental models and
the reactive modeling approach.
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Abstract. This project was designed to test the predictive accuracy of combining
two separate data representations of resting state functional magnetic resonance
imaging (rs-fMRI) data into an ensemble deep learning architecture. Three main
data representations of the same neuroimaging dataset were tested by building
associated deep learning architectures and testing their accuracy in predicting
if the neuroimaging data originated from healthy controls or from individuals
diagnosed with autism spectrum disorder (ASD). The three data representations
were 2D correlation matrices derived from time courses extracted from the blood-
oxygen-level-dependent (BOLD) signal within the brain, a graph tensor represen-
tation of the same connectivity data, and a 3D profile of the posterior cingulate
cortex’s (PCC) connectivity across the brain. These data representations were fed
into a 2D Convolutional Neural Network (2D-CNN), a Graph Convolutional Neu-
ral Network (GCN), and a 3D Convolutional Neural Network (3D-CNN) respec-
tively. Finally, the 2D-CNN and the 3D-CNN were chosen to combine into a
single ensemble model to test the hypothesis that the combination of two different
representations of the same data can improve upon the individual models. This
ensemble model performed better than both the 2D-CNN and 3D-CNN models
individually when validated using 5-fold cross-validation and 5 × 2-fold cross
validation. However, this improvement was only statistically significant for the
comparison with the 3D-CNNmodel (p= 0.0224). This result suggests that using
combinations of multiple data representations may improve model accuracy when
using functional neuroimaging data in deep learning applications.

Keywords: Functional Neuroimaging · Ensemble Learning · Deep Learning

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
T. Zlateva and G. Tuparov (Eds.): CSECS 2023, LNICST 514, pp. 204–211, 2023.
https://doi.org/10.1007/978-3-031-44668-9_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44668-9_16&domain=pdf
https://doi.org/10.1007/978-3-031-44668-9_16


Data Representations and Ensemble Deep Learning Networks 205

1 Introduction

Deep learning applications for functional neuroimaging datasets, such as resting state
functional magnetic resonance imaging (rs-fMRI) data, come with a variety of chal-
lenges. These datasets are generally large, have high dimensionality, complex spatiotem-
poral dynamics, and have a low sample size, which makes training deep learning models
more challenging. Despite these challenges deep learning applications for neuroimaging
datasets are of great interest in psychiatry and neurology for the potential of thesemodels
to identify patient diagnoses, predict prognoses, and individualize treatment [1, 2].

Currently machine learning applications for functional neuroimaging datasets have
not demonstrated sufficient accuracy to make their way into clinical practice. To achieve
this goal, more research must be done to understand the optimal representations of the
input data and model architecture for improving prediction accuracy. Input of the full
4-dimensional rs-FMRI datasets into a deep learning model is not feasible, therefore it
is important to find ways to dimensionally reduce these datasets to a more usable format
for training while preserving important features.

In this project we investigated three different data representations of resting state
functional magnetic resonance imaging (rs-fMRI) data taken from the Autism Brain
Imaging Data Exchange (ABIDE) as input into their associated deep learning archi-
tectures [3]. We assessed each architecture’s accuracy in classifying brain scans into
a healthy control (HC) group or an Autism Spectrum Disorder (ASD) group. We then
combined two of these models to test the hypothesis that an ensemble deep learning
model with inputs from two representations of the same data will result in an overall
binary classification accuracy that improves upon the individual models.

2 Methods

2.1 Data Preprocessing

For this analysis the ABIDE I dataset was directly accessed through the Nilearn Python
package [4]. The dataset used contains aggregated data from 403 ASD subjects and 468
healthy controls obtained at 16 different scanning sites and was preprocessed using the
configurable pipeline for the analysis of connectomes (cpac). Each scan was represented
as a 4D dataset (3D volumetric scans with 2 mm3 isotropic resolution taken every 2
s). The steps taken to ensure clean data included slice timing correction, realignment
to correct for motion, and down sampling to 3 mm3 isotropic resolution. Additional
signal cleaning steps like global signal regression, and a low pass filtering of the signal
to below 0.1 Hz were also performed. After preprocessing the rs-fMRI data was then
transformed into different representations to act as the inputs to three separate deep
learning architectures.

2.2 Data Representations

2D - Correlation Matrix Data Representation: For this representation, the data was
transformed into 2D correlationmatrices as input into a 2D convolutional neural network
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Fig. 1. Data representations of the rs-fMRI data. A) The correlation matrix representation where
the brain signals from each ROI are correlated pairwise with all other ROIS to create a 2D
correlation matrix of Pearson correlation values from −1 to 1. B) Graph tensor input where
each subject scan is represented by a graph composed of edges, nodes and node features. C)
A 3D Pearson correlation distribution with the PCC which is known to have altered functional
connectivity in individuals with ASD [5].

(CNN) architecture. The 2Dcorrelationmatrices are a spatially and temporally simplified
form of a rs-fMRI dataset which is created by performing pairwise Pearson correlations
for every defined ROI time course (Fig. 1A). This was performed by first obtaining time
courses from the resting state volumes using theHarvard oxford probabilistic atlas which
defines 48 regions of interest (ROIs) across the cortical surface of the brain [5]. This
2D-CCN was later combined with the 3D-CNN to form an ensemble model.

Graph Tensor Data Representation: In this data representation the previous correla-
tion matrices were converted to a graph data structure which consist of nodes and edges
(Fig. 1B). The nodes and edges are defined from the correlation matrix where each ROI
in the matrix is represented as a node with the correlation values for that ROI as the node
features. The edges (or node connections) were made from the top 15 most correlated
values for each node. Each subject’s rs-fMRI data was therefore represented by a graph
with 48 nodes, each having 47 features and 15 edges. This data was used as input into a
graph convolutional network architecture [7].

3D Correlation Distribution Data Representation: For the third data representation
the signal within the posterior cingulate cortex (PCC) in the brain was correlated with
every other voxel in the volume. This gave us a spatial distribution of the functional
connectivity of the PCC in the brain which is known to be altered in individuals with
ASD [5] (Fig. 1C). Each dimension in this data (originally 60 × 72 × 60 voxels) was
downsampled by two to 30× 36× 30 voxels due to memory constraints. This data was
used as an input into a 3D-CNN architecture.

3 Results

3.1 2D-CNN Branch Architecture

For this branch the hyperparameters were tuned using the KerasTuner library’s random
search method. Initial hyperparameter tuning was performed to optimize the number of
CNN layers. The architecture that performed the best after 15 epochs was a relatively
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simpleCNNwith two 2D-CNN layerswithReLUactivation eachwith 64 filters followed
by batch normalization, a max pooling layer and then finally two dense layers with
dropout (Fig. 3). The model with the best validation accuracy after 15 epochs had a
learning rate of 3.293× 10–5 with Adam as the chosen optimizer. 5-fold cross validation
was performed to test the generalizability of the accuracy. An early stopping callback
was added to minimize overfitting. The average accuracy for the 5-fold cross validation
was 63.49% with a standard deviation of 1.72% (Fig. 2).

Fig. 2. Validation results of the 2D-CNN architecture. A) 5-fold cross validation accuracy across
all folds. B) An example accuracy curve from one of the 5-fold cross validation iterations with
early stopping. The average accuracy was found to be 63.49%with a standard deviation of 1.72%.

Fig. 3. 2D-CNN Architecture

3.2 GCN Branch Architecture

5-fold cross validation was used to choose the hyperparameters that had the best val-
idation accuracy across all folds. From this tuning an architecture was chosen with 3
graph convolutional layers, each with ReLU activation and 64 layers followed by 2
dense layers both with ReLU activation and a final output layer with sigmoid activation
(Fig. 5). Adam was chosen as the optimizer with a batch size of 150 samples and 0.0050
as the learning rate. These were all chosen by individually tuning the parameters in the
architecture to achieve the highest validation accuracy. The average accuracy was found
to be 60.30% with a standard deviation of 1.90% (Fig. 4).
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Fig. 4. 5-Fold cross validation results from the GCNmodel. A) The accuracy results from each of
the 5-fold cross validations. B) An example accuracy curve from one of the 5-fold cross validation
iterations with early stopping. The average accuracy across all folds was 60.30% with a standard
deviation of 1.90%.

Fig. 5. Graph Convolutional Network Architecture

3.3 3D-CNN Branch

For this branch the hyperparameters were tuned using the KerasTuner library’s random
searchmethod. An initial hyperparameter tuning was performed to decide on the number
of 3D-CNN layers. We structured the beginning of the CNN model in blocks consisting
of two 3D convolutional layers with 64 filters and 3 × 3 × 3 kernels, followed by a
MaxPool 3D layer and batch normalization. These blocks were followed by a flattening
layer, 2 dense layers with ReLU activation functions, dropout, and a final sigmoid output
layer (Fig. 7). Initial tuning was performed to choose the optimal number of CNN blocks
and the type of optimizer based on validation accuracy of the model after 10 epochs.
The model with the highest accuracy contained 1 block with stochastic gradient descent
accelerated with Nesterov. Hyperparameter tuning continued for choosing the optimal
learning rate, number of filters in the convolution blocks, the type of activation functions
for CNN layers, dense layers, and the number of neurons in the dense layers. The final
hyperparameters chosen were 15 filters for the first CNN block with ReLU activation,
followed by a second CNN layer with 50 filters and ReLU activation. The dense layers
contained 960 neurons and 630 neurons eachwith Tanh activation functions. The optimal
learning rate was found to be 3.019 × 10–5. 5-fold cross validation with early stopping
was then performed to measure the final accuracy. The final 5-fold cross validation
average accuracy was 57.06% with a standard deviation of 2.91% (Fig. 6).
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Fig. 6. 5-Fold Cross Validation Results from final 3D-CNNBranch. A) The accuracy results from
each of the 5-fold cross validation iterations. B) An example accuracy curve from one of the 5-fold
cross validation iterations with early stopping. The average accuracy across all folds was 57.06%
with a standard deviation of 2.91%.

Fig. 7. 3D-CNN Architecture

3.4 Ensemble Architecture

Finally, the two CNN branches (2DCNN+3DCNN) were used to create an ensemble
neural network which concatenated the outputs of the two models and added two dense
layers before the final output layer. For each branch the hyperparameters were consistent
with the original models, however the optimizer chosen was Adam and the learning rate
was averaged between the two previous values (3.156 × 10–5). 5-fold cross validation
was run on a random sampling of the original data. The average final validation accuracy
on all 5 folds was found to be to be 64.63% with a standard deviation of 1.62% (Figs. 8
and 9).

3.5 5 × 2-Fold Cross Validation

To test the significance between the ensemble learning model and the two original CNN
models, a modified t-test was used to compare the accuracies of the models’ 5 × 2-fold
cross validation results [8]. Accuracies for each fold were acquired across the 2D-CNN,
3D-CNN and ensemble CNN models, and a modified student t-test was performed. The
ensemble method outperformed the 2D-CNN model and the 3D-CNN model. However,
only the comparison with the 3D-CNN model attained statistical significance. The 5 ×
2-fold mean accuracies for the models were 61.66% with SD of 3.05% for the ensemble
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Fig. 8. Results from the combined 2DCNN+3DCNN combined ensemble model. A) Accuracy
results from each of the 5-fold cross validations. B) An example accuracy curve from one of the
5-fold cross validation iterations with early stopping. The average accuracy across all folds was
found to be 64.63% with a standard deviation of 1.62%.

Fig. 9. Combined Ensemble 2D-CNN+3D-CNN Architecture

CNN model, 59.18% with an SD of 3.47% for the 2D-CNN model, and 54.54% with
an SD of 2.10%. There was no significant difference between the 2D-CNN and the
ensemble model accuracies (p = 0.747). There was a significant improvement between
the 3D-CNN and ensemble model accuracies (p = 0.0224).

4 Conclusion

The performance of the ensemble model shows an increase over the two individual mod-
els when 5-fold cross validation and 5 × 2-fold cross validation was performed. This
improvement is statistically significant when comparing this model to the individual 3D-
CNNmodel (p= 0.0224), but not to the 2D-CNNmodel (P= 0.747). The improvement
in performance of this ensemble learning model suggests that including multiple repre-
sentations of functional neuroimaging may increase the information that the model can
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learn from. The non-significant result could be due to the low predictive accuracy of the
3D-CNN branch, which may add limited predictive power to the ensemble model. The
PCC connectivity data for this stream was downsampled, possibly eliminating some key
features which reduced the accuracy. Further optimization of the preprocessing steps,
the ROIs chosen for time course selection, and seed region selections for the 3D con-
nectivity data would likely improve model quality. It may be easier to see improvements
in an ensemble model with higher accuracy in both branches.

It is important to emphasize that the accuracies of the individualmodels reported here
donot support the idea that one data representation is better than the others. The data types
themselves contain different information, and the quality of information they contain is
dependent upon how they are represented. For example, the correlation matrices were
created using the Harvard-Oxford cortical atlas, therefore the matrix would contain
different information if time courses were extracted from ROIs defined in a different
atlas. The 3D-PCC connectivity data was only generated using one seed area; other seed
areas might prove more useful, but they were not tested for this project. Therefore, a
direct comparison of the three data types is not possible to determine based on the scope
of this project.
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Abstract. This empirical research described in the paper aims to present appli-
cations of integrated technology solutions based on 3D modeling and simulation
methods in satellite communications. The concept of the study is expressed in
the proposed methodology related to conducting tests in several simulation envi-
ronments in order to design functional prototypes. One of the main scientific and
applied contributions of this methodology is considered to be the use of a 3D
author’s model of a pyramidal horn antenna for satellite communication.

In satellite communications and microwave applications, pyramidal horn
antennas are used because of their UHF and SHF operational frequency ranges
between 300 MHz and 30 GHz. They can be used as irradiators in lenticular and
mirror antennas as well as an active element in dish antennas because they repre-
sent radiating structures built as extensions of standard rectangular waveguides in
order to improve their directivity. The main requirements for an optimal system
are maximum directivity and a minimum width of the radiation pattern, which is
a graphical representation by a 2D or 3D diagram of the distribution of radiated
energy into space, which is functionally dependent on the direction.

The assessment and analysis of the obtained results show that the simulation
data of the preliminary tests is correct, which means that the 3D object is mod-
eled precisely, verified and validated according to all requirements in the selected
simulation systems.

Keywords: 3D and simulation modeling · 3D printing · satellite horn antenna

1 Introduction

Nowadays, antennas are mainly designed using electromagnetic 3D simulators, which
provide an environment where a simulation 3D model of the antenna can be created in
great detail and tested. In the antenna design process can be applied numerical tech-
niques for electromagnetic analysis which are different compared to analytical ones
as they are classified into integral methods (method of moments), differential methods
(methods of finite differences and elements) and optical methods. “The numerical simu-
lation is performed in 3 steps: pre-processing, processing, and post-processing” [1]. For
example, the FDTD (Finite-Difference Time Domain) is a method of finite differences
characterized by its capabilities for modeling nano-scale optical devices.
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Therefore, the objective of the present research is to upgrade a previous author’s
experimental study (2004) realized by the software for horn and reflector analysis
(Sabor). The basic scenario is realized by a parabolic mirror with a diameter between 50
and 100 cm irradiated by a planar antenna at a frequency of 2.45 GHz. The generated
value of the gain is 33 dB. It should be noted that microstrip patches are planar structures
which are used in microwave and radio frequency range.

The update of prior work is necessary due to some limitations of microstrip patches
compared to other antenna types. For instance, they have a lesser gain than parabolic
reflector antennas and are susceptible to interference from nearby objects and changes in
the dielectric substrate’s characteristics. Pyramidal horn antennas provide higher gain,
better directivity, and a wider bandwidth. It is significant to note that pyramidal horn
antennas have lower sidelobes, which means that interference from undesirable direc-
tions can be effectively reduced. Therefore, the primary focus of this study is on the
modeling and simulation of pyramidal horn antennas.

Practically, the essence of the methodology proposed in the article is shown in Fig. 1
and presented in Sects. 2 and 3. In Sect. 2, the main concept of the current experiment is
described. It is realized by using an engineering 3D model of a pyramidal horn antenna
with dimensions generated in a Horn Antenna Calculator [2] and visualized by using
an Easy RF Calculator that generates a horn antenna radiation pattern at the selected
frequency [3]. The simulation study continues with a verification of the 3D model in the
simulation product CST Studio Suite 2022. The implementation of the modeling process
in Autodesk 123D Design is described in Sect. 3.

Fig. 1. A methodology for engineering design and simulation of a satellite horn antenna.
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2 Simulations of the Radiation Pattern of the Pyramidal Horn
Antenna

2.1 Calculating a Pyramidal Horn Antenna

There are different types of rectangular horn antennas depending on the direction of
flaring [4].

• sectoral horn antennas – they are characterized by one-directional flaring. “If this
flaring is in the direction of an electrical vector, it is called a sectoral E-plane horn
antenna, and if the flaring is in the direction of a magnetic vector, then it is called a
sectoral H-plane horn antenna”.

• pyramidal horn antennas – its “flaring is done in the electrical as well as magnetic
vector of the rectangular waveguide”. One of the main characteristics of these anten-
nas is the emitting opening called aperture (A), which must meet the requirement of
being at least twice as large as the waveguide. The formulas for the AE (LE - slant
length of the side in the E-field direction) and AH (LH - the slant length of the side in
the H-field direction) are [5]:

AE = √
2λLE (1)

AH = √
3λLH. (2)

The effective aperture AEff depends on the optimal gain G, as follows:

AEff = Gλ2

4π
(3)

Due to these specifics, it is necessary to make some assumptions before starting the
simulation study:

• in the simulation environment, the antenna can be considered as an ideal lossless
device, which means that the gain (G) is equal to the directivity (Dir., D);

• in a physical environment G < D.

Table 1 includes the results generated by the calculators used. In Figs. 2, 3, and 4,
screenshots from EasyRF Calculator for the three selected frequencies are shown. The
reference planes for linearly polarized antennas, E-plane (the electric field) and H-plane
(the magnetizing field) are orthogonal to each other: Phi = 90° (E-plane) and Phi = 0°
(H-plane). Unlike the strongest “mainlobe” in the center, “sidelobes” can radiate in other
directions, which is not desirable [6]. The electric field vector can be denoted by Ey and
is drawn in red, while the magnetic field vectors Hx and Hz are drawn, respectively, in
blue and green.
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Table 1. A comparison of the results generated in the Horn Antenna and EasyRF Calculators.

Antennas f, GHz AxB, mm G, dBi
Horn Antenna Calculator

D, dBi
EasyRF Calculator

A1 8 61.5 × 41 12 19.56

A2 4 123 × 82 12 13.80

A3 2 246 × 164 12 7.98

Fig. 2. The pyramidal horn antenna radiation pattern at f = 8 GHz.
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Fig. 3. The pyramidal horn antenna radiation pattern at f = 4 GHz.

Actually, the FDTDmethod solves Maxwell’s equations at discrete points on a mesh
in time and space to simulate wave propagation. It “computes E and H at grid points
spaced Δx, Δy, and Δz apart, with E and H interlaced in all three spatial dimensions.
FDTD includes the effects of scattering, transmission, reflection, absorption, etc.” [7, 8].
The Maxwell – Heaviside equations represent differential equations that are expressed
mathematically as follows:

∇ · D = ρv (4)

∇ · B = 0 (5)

∇ × E = −∂B

∂t
(6)

∇ × H = j + ∂D

∂t
(7)
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Fig. 4. The pyramidal horn antenna radiation pattern at f = 2 GHz.

In the Eqs. 4 and 5 are accepted the following designations:

• electric flux density (D) – the propagation of the electric field (E) through a medium
with permittivity (ε):

D = εE (8)

• magnetic flux density (B) - the propagation of the magnetic field (H) through a medium
with permeability (μ):

B = μH (9)

• charge density (ρv) describes the distribution of the charge within the medium.
• current density (j) - describes the distribution of current within the medium.

After applying the curl operator to both sides of Eq. 6, the obtained result is as
follows:

∇ · ∇ × E = −∇ ∂ × B

∂t
(10)
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∇2E = −∇ ∂ × μH

∂t
(11)

∇ × H = j + ∂D

∂t
= j + ∂εE

∂t
(12)

∇2E = με∂2E

∂t2
(13)

∇2E = ∂2E

∂x2
+ ∂2E

∂y2
+ ∂2E

∂y2
(14)

Obviously, the percentage error is smallest for A2 – 13% assuming the true value is
generated in the EasyRF Calculator and 15% otherwise. It is calculated by the following
formula:

Error = Vo − Vt

Vt
, (15)

where Error is the percentage error, Vo is the observed value, and Vt is the true value.

2.2 A Verification of the Simulation 3D Model of a Pyramidal Horn Antenna

As it can be seen in Table 2, the values of the gain in the EasyRF Calculator are about
1.5 times higher compared to those generated in CST Studio Suite 2022. In Fig. 5 and 6
the farfield radiation patterns at 4 and 2 GHz are shown. The farfield radiation directivity
diagrams at 8, 4, and 2 GHz are shown respectively in Figs. 7, 8, and 9 depending on
the angle “Phi” that measures the angular distance to the x-axis in the lateral plane,
while the angle “Theta” measures the angular distance from the pole that is situated in
the z-direction. These angles are defined in the “Spherical Coordinate System”, which
means that “for a Cartesian vector (x, y, z) of length r, the angles can be obtained by the
following relations [9]:

ϕ = arctan
y

x
(16)

θ = arccos
z

r
(17)
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Table 2. A comparison of the results generated in EasyRF Calculator and CST Studio Suite.

Antennas f, GHz A × B, mm D, dBi
EasyRF Calculator

D, dBi
CST Studio Suite

A1 8 61.5 × 41 19.56 12.51

A2 4 123 × 82 13.80 7.825

A3 2 246 × 164 7.98 5.399

Fig. 5. The pyramidal horn antenna radiation pattern at f = 4 GHz.
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Fig. 6. The pyramidal horn antenna radiation pattern at f = 2 GHz.

2.3 Assessment and Analysis of the Simulation Results

In order to evaluate and analyze the simulation results, directivity diagrams and radiation
patterns from previous studies by author1 (“Excitation sources of a mirror antenna for
wireless Internet”, 2004) are applied for comparison to illustrate the progress of the
visualizations of the simulation results (Figs. 10 and 11). It can be concluded that,
despite the high quality of the 3D visualizations generated in Zeland IE3D and Sabor,
the possibility to import a 3D model of a radio engineering device into the simulation
environment is an advantage in terms of clarity.
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Fig. 7. The farfield radiation directivity diagrams at Phi = 0° and f = 8, 4, and 2 GHz.
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Fig. 8. The farfield radiation directivity diagrams at Phi = 45° and f = 8, 4, and 2 GHz.
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Fig. 9. The farfield radiation directivity diagrams at Phi = 90° and f = 8, 4, and 2 GHz.
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Fig. 10. Radiation patterns generated in Zeland IE3D at f = 2.45 GHz

Fig. 11. Directivity diagrams generated in Zeland IE3D and Sabor at f = 2.45 GHz

3 3D Modeling of a Functional Prototype of a Pyramidal Horn
Antenna

3.1 3D Modeling Methods

The author’s 3Dmodel is created by themethod of solidmodeling following the steps and
by the tools in Table 3 using software for engineering modeling Autodesk 123D Design,
with the dimensions generated in the Horn Antenna Calculator at 8 GHz simulated and
visualized using a “macros” 3D model in CST Studio Suite 2022 as it is described in
Sect. 2. Some examples of 3D visualizations generated in the simulator are shown in
Fig. 12 to illustrate the advantage of using 3D computer graphics in engineering and
science in order to achieve greater clarity and informativeness of output data.

Actually, 3D models can be imported into simulation environments for conduct-
ing additional tests for the purposes of a detailed comparison analysis with the results
obtained in item 2.2 of Sect. 2. In regard to practical 3D modeling, the first algorithm is
recommended as more direct, while the second could be determined as more complex
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Fig. 12. Visualizations using a 3D model of a pyramidal horn antenna in CST Studio Suite 2022
at f = 8 GHz: e-energy; h-energy.

but suitable for some particular situations of difficulties related to possible input param-
eter limitations of some tools like “Shell”, which defines the thickness of the antenna’s
wall.

Table 3. Algorithms for 3D modeling of a pyramidal horn antenna in Autodesk 123D Design.

Solid Modeling Groups of Tools 3D Modeling Algorithm

Method 1 Construct, Modify, Transform Primitive Box > Smart Scale >

Sketch: Rectangle > Transform:
Measure > Transform: Align >

Construct: Loft > Modify: Shell

Method 2 Construct, Modify, Combine,
Transform

Primitive Box > Smart Scale >

Transform: Align > Clone >

Combine: Subtract > Tweak >

Sketch: Rectangle > Construct:
Extrude > Delete
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Rendered images of the model with a different metal material applied in Autodesk
123D Design and 3DS Max are shown in Fig. 13 to compare the level of visual real-
ism. In fact, the main advantage of Autodesk 123D Design is the capability for precise
engineering modeling, while the quality of visualization looks high in 3DS Max.

3.2 A Concept for Testing 3D Printed Functional Prototypes of a Satellite Horn
Antenna

Themodel of a pyramidal horn antenna can be 3D printed and used for testing using con-
ventional and compatible physical devices. Before the printing process, the model must
be sliced in a slicer software like PrusaSlicer, Lychee, Cura, XYZ Print, etc. Regardless
of the printing technology (FDM - Fused Deposition Modeling used for 0.9–2.4 GHz,
SLS- Selective Laser Sintering for frequencies above 1.3 GHz), in all cases, additional
manual processing of the final products is required, considering smoothing the working
surfaces of the antennas or additional varnishing of the products with a UV protective
layer. Both types of materials require coating the working surfaces and all contact inter-
face areas with a metallized layer of silver zinc paint or by vacuum metallizing the
products.

The use of semi-transparent materials allows the creation of multi-colored products
that can be used in teaching students, thus making it possible to see the working surfaces
and elements of the antenna inside, even making a gradual colorization of the working
surfaces show the intensity of the electromagnetic fields (EMF) inside the antenna. The
proposed methodology can be applied not only to antennas but also to the production of
larger microwave systems using waveguides with very complex architectures.

It should be noted that applications of such systems must be used carefully because
3Dprinted technology using different types of plastics can reduce the lifecycle of systems
because of material degradation over time, deformations because of higher working
temperatures, and sudden failures of components because of lower temperatures. The
superiority achieved by this technology is mainly associated with the possibility to make
spare parts or to design and test highly complex waveguide systems, as well as the lower
price of the final product compared to classic metallic products. Particular attention
should be paid to the creation of products that are designed to fly or work in vacuum
space due to the presence of voids and microcracks.
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Autodesk 123D Design 3DS Max

Fig. 13. Rendered images of the 3D model of a pyramidal horn antenna with a metal material
applied.
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4 Conclusion

In conclusion, it can be summarized that the completion of all the steps in the proposed
methodology ensures reliable results and qualitative visualizations in simulation envi-
ronments, while the 3D modeling products provide highly realistic rendering and can be
combined successfully to achieve professional results. The contemporary design with
CAD/CAM and 3D printing of radio engineering devices is a high-tech area providing
innovative technologies that contribute to serial machine production at the stages of
precise engineering modeling, manufacturing, and testing functional prototypes.

This research can be continued by 3D printing the model from different materials
(PLA and PETG) after a pre-printing preparation. In addition, the proper selection of
3D printing resources (filaments and 3D printers) is important to improve the quality
of the functional prototypes, which can be used to conduct experimental research with
measuring physical devices [10]. Conducting experiments in laboratory conditions can
be not only very effective and productive but also related to methods for the investigation
of EMF [11, 12] as well as innovative solutions for the prevention of electromagnetic
radiation from mobile radio transmitting stations [13] and gamming attacks.
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Abstract. Since its emergence in the early 1940s as a connectionist approxi-
mation of the functioning of neurons in the brain, artificial neural networks have
undergone significant development. The trend of increasing complexity is steadily
exponential and includes an ever-increasing variety of models. This is due on the
one hand to the achievements in microelectronics, and on the other to the growing
interest and development of the mathematical apparatus in the field of artificial
intelligence. It can be assumed however that overcomplicating the structure of
the artificial neural network is no guarantee of success. Following this reason-
ing, the paper proposes a continuation of the author’s previous research to create
an optimized neural network designed for use on resource-constrained hardware.
The new solution aims to present a design procedure for building neural networks
using only a single hardware neuron by using context switching and time multi-
plexing by the aid of an FPGA device. This would lead to significant reduction in
computational requirements and the possibility of creating small but very efficient
artificial neural networks.

Keywords: Artificial Neural Network · Contextual Switching · Hardware
Acceleration · FPGA · Optimization

1 Motivation

The study of the principles and working patterns of the nervous system of living organ-
isms has a long history. The first attempts to recreate it with technical means date back to
the early 1940s, when the neurophysiologist Warren McCulloch, and the mathematician
Walter Pitts published a research on possible working model of the neuron [17]. Their
point of view has been oriented toward the use of electronic circuits to model simple
neural networks. In general, the modeling of artificial neural networks (ANN) aims at
not only recreating the basic functionality of the neural cell alone but also mimicking
intelligence at the biological level by simulating the neurophysiology of the brain. The
ultimate goal is to achieve such amechanism of information processing, which is as close
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as possible to the processes taking place in a set of multi-connected neurons, and then
make all this work in a hardware computation device. Thus the information processing
is parallel and distributed among multiple simple, interconnected elements. In theory, a
single nonlinear layer with a very large number of neurons can learn arbitrary relations
between the input and the output of that layer. Increasing the number of layers and the
ways their individual nodes (neurons) are interconnected, may lead to an even more
efficient learning process [16]. ANNs are capable of solving a large variety of linear
and nonlinear problems, so in a more general mathematical sense, neural networks are
considered by [23] as a universal approximator. The final objective of these models is to
create a technical device capable of learning and making decisions similar to the human
brain and at the same time outperforming its speed of data processing.

A consistent overview of the major ANN topologies, taxonomy, and chronological
development is provided by the members of the Asimov Institute [16]. Without claiming
to be exhaustive, in Table 1 are outlined the major milestones in the development of
ANN [3, 18, 25, 29].

Table 1. Key milestones in the evolution of the ANN development.

Year Authors Achievement

1943 W. McCulloch, W. Pitts Modeled a simple NN with electronic circuits [17]

1949 D. O’Hebb The learning hypothesis of biological neurons
– Hebbian Learning [9]

1957 F. Rosenblatt Perceptron, the oldest ANN model still in use
today [27]

1959 B. Widrow, M. Hoff (Multiple) ADAptive LINear Elements
– ADALINE, MADALINE [34]

1969 M. Minsky, S. Pappert Demonstrate the impossibility for a single-layer
perceptron to learn an XOR function [19]

1974 P. Werbos Backpropagation – backward propagation
algorithm of errors propagation working back from
output nodes to input nodes [33]

1982 J. Hopfield Hopfield network. A content-addressable model
for understanding human memory [10]

1998 LeCun Convolutional Neural Network (ConvNet, CNN).
A class of ANN mostly applied for image analysis.
It uses the convolution instead of matrix
multiplication [15]

1985–2006 Various scientists Boltzmann Machine (Ackley), Autoencoder
(Rumelhart), Multilayer Perception
(Rumelhart,Hinton, Williams), Recurrent Neural
Network (Jordan), Restricted Boltzmann Machine
(Smolensky), LeNet (LeCun), Long short-term
Memory LSTM (Hochreiter, Schmidhuber), Deep
Belief network (Hinton)

2005 F. Scarselli, S. Yong, M. Gori, M. Hagenbuchner, A.
Tsoi, M. Maggini

Graph Neural Network (GNN). A class of ANN for
processing data that are given as graphs [28, 35]

2012 A. Krizhevsky AleXNET. It is the first fast GPU-implementation
of a CNN [14]

(continued)



Optimized FPGA Implementation of an Artificial Neural Network 235

Table 1. (continued)

Year Authors Achievement

2014 I. Goodfellow Generative Adversarial Networks (GNN). ML
framework with two NN where one agent’s gain is
another agent’s loss [6, 32]

2020 OpenAI Generative Pre-trained Transformer 3 (GPT-3), a
deep learning model to produce human-like text [1]

It can be seen from this table that the diversity and the capabilities of ANNs are con-
stantly rising all along with the increase of their complexity. There are authors however
that claim that “fewer neurons are needed as experience is gained”. Such an observation
has beenmade by the renowned professor of molecular and cell biology at the University
of California, Berkeley, Walter Freeman, who is among the founders of computational
neuroscience, where mathematics is employed to study brain dynamics. He concludes
that “after sniffing again and again it appears that only a few neurons are sufficient”,
and “animals and humans can perceive same information for things like odour, but
require different amount of neurons – flies have 100 000 neurons while human brain has
billions” [4]. McCulloch and Pitts with their cybernetic neuron model [17], and Karl
Pribram [24] with his studies on brain dynamics, have strongly impacted Freeman’s
scientific thought. This interpretation differs from theories in neuroscience, which aim
to collect data from as many neurons as possible, which can then be analyzed offline to
improve understanding of the brain’s information processing [13].

Apart from the main task of solving the function approximation, object recognition,
or decision-making problem, ANNs nowadays face the need to overcome the problem
of saving power. The latter is obvious, since the number of neurons in the mathematical
model, the topological complexity, and therefore the required computation resources, are
growing at breakneck speed. In [36] a very important observation is made, namely, the
fact that a considerable amount of arithmetic operations in ANN do repeat many times,
so in order to decrease the energy consumption redundant computations can be elimi-
nated. The authors of that study called their model CORN (COmputation Reuse-aware
Neural network accelerator) and proposed the neurons to share their computation results.
Another study [20] discusses a multiplexing technique called DataMUX which allows
ANN to analyze multiple data streams in nearly simultaneous manner by multiplexing
the inputs and the outputs. In this study, the software approach has been taken as the
experimental platform and no hardware implementations have been attempted. A recent
paper in Nature Communications [30] discusses the possibility to build a deep neu-
ral network using a single neuron. The architecture proposed by the authors is named
“folded-in-time DNN (Fit-DNN)” and uses multiple time-delayed feedback loops to
model the so called delay dynamical system, again by software means. In fact, to date,
the design and implementation of neural networks using high-performance hardware is
gaining a lot of speed [21, 22, 26, 33]. However, the trend of increasing complexity, and
therefore increasing the cost of computing power, continues to be sustainable.

In the present research, an attempt is made to go even further by allowing the entire
artificial neural network to be implemented using a single hardware neuron. For neural
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networks with a smaller number of layers and up to a few tens of neurons, this approach
can be very efficient and quite sufficient to solve the entire task. Formore complex neural
networks such as deep neural networks (DNN), convolutional neural networks (CNN),
graph neural networks (GNN), etc., this approach can aid in combining a network built
using a single hardware neuron and time-multiplexed computations [7] for modeling
of one layer or one node in a graph respectively, and next context-switching of the
weight matrices and the activation function matrices. The latter can lead to a reduction
in the total number of network layers, a significant reduction in hardware resources, and
hence strongly decreased energy consumption. This suggests the possibility of creating
more affordable, smarter, and energy-efficient devices that employ space-constrained
hardware, without making a compromise with the performance.

The remainder of this work is organized as follows: At first in chapter “Hardware
model of the artificial neuron,” it is described the hardware principle that lies behind
the implementation of the artificial neuron. Discussed are its building blocks and the
quantization problem. In chapter “The single-layer artificial neural network” the context
switching organization proposed in the previous work of the authors [7] is reintroduced
as it can aid in understanding the approach presented in the next chapter “The sin-
gle hardware-neuron network”. Directions for future improvement are given in chapter
“Future work”. The chapter “Conclusions” summarizes the results.

2 Hardware Model of the Artificial Neuron

In living organisms, the nervous system is made up of nerve cells called neurons, which
are their basic structural units. An abstract model of the living neural cell together with
its analogical mathematical model is depicted in Fig. 1. It puts together the biological
terms (A), the corresponding mathematical abstract counterparts (B), and the basic task
that is performed in the process of converting the input to output (C). In the biological
cell, the entry points of the neuron are the nerve endings obtained from the branching
of axons that come from other nerve cells, each end being connected by a dendrite.
The point of connection is called a synapse. In reality, the neuron endings and dendrites
do not touch but are located at a very small distance (50 to 200 angstroms), which is
called the synaptic gap. Dendrites come together in bundles, which are their connection
to the cell body, called the soma. The output of the soma is a filamentous outgrowth
called an axon. It serves to carry electrical energy to the dendrites of another neuron.
The condition for the occurrence of an electrical potential depends on the sum of the
magnitudes of the stimulating effects that the neuron receives through its inputs. When
sufficiently large input stimuli are received, the neuron is activated and generates (fires)
an output signal with constant amplitude and variable frequency, i.e. the neuron acts as
a threshold function with saturation. This corresponds to a decision making. The high
speed of information processing in the biological nervous system is due to the high
number of neurons (about 1012 in mammals, about 107 in reptiles, and about 105 in
flies), and their complex multi-connected topology, which has dynamic behavior.

The mathematical model is much more simple but clearly reflects the main compo-
nents in the living cell. Each synaptic connection consists of a multiplier that computes
the product of a given input with a weight which purpose is to model the strength of
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Fig. 1. A model of the artificial neuron along with a functional description: A – biological cell
parts description, B – mathematical abstraction equivalent, and C – functions.

the synaptic link. Technically the weights are organized in matrix form and contain the
knowledge of the neural network. Their negative or positive values are obtained dur-
ing the learning process which consists of strengthening or weakening the connections
between neurons. The products along with a tuning parameter called the bias, are fed to
the cell body which sums them up and feeds the result to the activation function. The
latter models the behavior of the axon and may take various predefined implementation
forms. It determines the relationship between the neurons of the consecutive layers.

The following conclusions can be drawn from the presented model: (a) the inputs
are high-dimensional; (b) the outputs are multidimensional; (c) multiple multipliers are
required; (d) one multi-input adder is required; (e) the activation function can be of
different types depending on the layer.

In multilayer neural networks, the listed structural elements are multiplied by the
number of neurons and can occupy significant hardware resources. Additionally, cal-
culations are performed using signed floating-point arithmetic. When building artificial
neural networks using a purely hardware approach, programmable logic circuits of the
Field Programmable Gate Array (FPGA) type are most often used. On the one hand,
they offer an extremely high level of parallelism and great flexibility, but on the other
hand, they do not have built-in floating-point units (FPU) so they do not support the
floating-point (FP) standard IEEE-75 [11].

Everything said above leads to the conclusion that instead of having multiple repeat-
ing nodes, it is possible to build a single one as shown in Fig. 2. Following the principles
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of modularity and regularity [8] instead of generating multiple instances it is possible to
use a surrounding (peripheral) infrastructure and organize it in terms of a virtual context.

(a) (b)

input

layer 3

hidden

layer 4

output

layer 3

neuron
neuron

Fig. 2. The artificial neural network consists ofmultiple repeating nodes (a) that can be substituted
with a single neuron (b) which can be utilized multiple times.

Given the three-layer, 7-neuron network from Fig. 2 (not counting the input layer as
it just forms the inputs), the processing effort can be computed as 21 multiplications, 28
additions and 7 activations. The numbers for a single neuron unit are seven times less.

The weight matrices (knowledge), the bias (corrective factor that shifts the activation
function across the plane), and the activation function (decisionmaking), are structured as
arrays. In order to reduce the memory consumption, it is suitable to reduce the precision
and process the numbers in signed fixed-point arithmetic [5]. This process in called
quantization and can be easily done by performing the shift operation to upscale and
downscale the FP number. In [2, 12] it is stated that 8-bit integer multiplies can consume
6X less energy and occupy 6X less area than IEEE 754 16-bit floating-point multiplies,
and the advantage for integer addition is improved 13 times in terms of energy and 38
times in terms of area. A transition from 32-bit to 8-bit arithmetic would reduce the
model size by a factor of 4, and so there will be a significant reduction in memory. The
IEEE 754 standard specifies the 32-bit single precision numbers as a binary number
(NFP32) with three fields, namely the sign bit, 8 bits for the exponent (E-127) and 23 bits
for the mantissa (M) (1). The exponent is a biased 8-bit unsigned integer, ranging from
−126 to +127. This is due to the fact that special numbers are represented with −127
(all 0s) and +128 (all 1s).

NFP32 = ±M .bE−127 = (−1)b31 .2(E−127).
(
1+ ∑23

i=1 b23−i.2−i
)

(1)

Generally, the quantized 8-bit number Nq8 can be obtained from the 32-bit IEEE 754
binary number NFP32 as shown in Fig. 3 by following (2):

Nq8 = rnd
(

NFP32
2.max(abs(NFP32))/256

)
(2)
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Fig. 3. IEEE 754 single precision floating point

The denominator is the scaling factor that maps the floating-point dynamic-range to
the range [−128, 127], and rnd is a rounding function. A possible drawback is that the
ANN can lose accuracy because information precision is poorer but, depending on loss
factor, the quantized ANN can in fact result in a very minimal loss. This comes at the
price of improved latency, memory usage, and power.

3 The Single-Layer Artificial Neural Network

The concept of the single-layer artificial neural network is depicted in Fig. 4.

neuron 1

neuron 2

neuron n

Fig. 4. The single-layer context-switching ANN structure

In a previous research of the authors [7] is has been discussed a model of an artificial
neural network with a single hardware layer of processing units. As can be seen from
Fig. 2, the ANN consists of a number of repeating structures – neurons, arranged in
layers. Each layer is dependent on the data from another layer (in most topologies
this is the previous layer). That means instead of multiplying the processing units it is
convenient to multiply only the weights, biases and activation functions matrices, and
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keep the number of neurons equal to their number in the largest layer since for the
unused nodes the matrices will be zeroed. The proposed approach offers a possibility to
perform pipelining of the computation chain by switching the parameters set (context)
over time. The increase in the processing time between layers is near to zero. The model
is simplified and the example has a maximum of three neurons in a layer but it can
be easily expanded to more neurons. The vectors of the real inputs and the ones of the
subsequent layer outputs are multiplexed and stored one at a time in the input register file
(A) which serves the purpose of synchronizing the data transfer. Their values enter the
neurons togetherwith the vectors of the knowledge base – thememory arrays that contain
weights and biases for the layers L1, L2 and L3. After the data are being processed, the
individual neuron firing decision is made based on the associated activation function.
Finally, the outputs are stored in another register file (B) and are distributed next with
the aid of the output demultiplexer.

The synchronization process is managed by the context-switching finite state
machine (FSM) whose directed graph, states encoding, transition, and output tables
are given in Fig. 5.

(a) (b) (c) (d)

state s2 s1 s0

a0 0 0 0

a1 0 0 1

a2 0 1 0

a3 0 1 1

a4 1 0 0

a5 1 0 1

current state new state T2 T1 T0

0 0 0 0 0 1 0 0 1

0 0 1 0 1 0 0 1 1

0 1 0 0 1 1 0 0 1

0 1 1 1 0 0 1 1 1

1 0 0 1 0 1 0 0 1

1 0 1 0 0 0 1 0 1

state A1 A0 B1 B0

a0 0 0 1 0

a1 0 0 0 0

a2 0 1 0 0

a3 0 1 0 1

a4 1 0 0 1

a5 1 0 1 0

Fig. 5. The context-switching FSM directed graph (a), states encoding (b), state transitions (c),
and outputs table (d)

This finite state machine works as a simple counter if taking states a0, a2, and a4
(even states) and as a data transfer synchronizer if taking states a1, a3, and a5 (odd
states). The counter functionality takes its outputs directly from the state register and is
connected to selector inputs of the input multiplexer and the output demultiplexer. The
outputs table (Fig. 5(d) is divided in two halves – the A-side determines the sync signal
for the input register file and other input-related tasks, while the B-side determines the
sync signal for the output register file and controls the output data distribution.

The schematic diagram of the synthesized finite state machine device with the aid
of T-type flip-flops is shown in Fig. 6. It is in fact a parallel synchronous counter with
associated outputs decoding logic. The FSM is of a deterministic synchronous Moore-
type. The parallel implementation guarantees that there will be no cumulative delay in
the signal propagation chain.
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Fig. 6. The synthesized finite state machine (left) and the outputs generation (right)

The general mathematical form of the elaborated single layer neural network is (3).

⎛
⎜⎜⎜⎝

hk1
hk2
...

hkn

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

wi1k1 wi2k1 · · · wimk1

wi1k2 wi2k2 · · · wimk2
...

wi1kn

...

wi2kn

...

· · ·
...

wimkn

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

hi1
hi2
...

hin

⎞
⎟⎟⎟⎠ +

⎛
⎜⎜⎜⎝

bk1
bk2
...

bkn

⎞
⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎝

wi1k1.hi1 + wi2k1.hi2 + · · · + wimk1.him + bk1
wi1k2.hi1 + wi2k2.hi2 + · · · + wimk2.him + bk2

...

wi1kn.hi1 + wi2kn.hi2 + · · · + wimkn.him + bkm

⎞
⎟⎟⎟⎠

(3)

In this equation h is the single neuron, w is one of the weights, k is the index for next
and i is the index for the previous layer of the network. As it can be seen weight and
bias matrices can easily fit in two- and single-dimensional arrays respectively. A linear
data structure memory array is very convenient for storing the matrices.

4 The Single Hardware-Neuron Network

The artificial neural network discussed above contains a single layer in which computa-
tions are performed in parallel. There are no dependencies between individual neurons
of this layer. It is therefore possible, at the cost of a small delay, to use a single neuron to
perform computations with data sequentially fed to it. For this purpose, it is necessary
to add a second state machine to time multiplex the weights coefficients and bias of the
neuron’s inputs, as well as the activation functions and the final result of its output. The
presentation of all the data remains unchanged, in matrix form.

The weights that are associated with each input constitute a multidimensional array.
In this array elements in each row correspond to the weights of the respected neuron,
the elements in each column are associated with the equally numbered inputs and the
depth of the array corresponds to the different layers. The multidimensional array can
be transformed into a two-dimensional one as shown in Fig. 7. That means it can fit into
a memory and be manipulated using simple addressing arithmetic.

After this step, the array takes the form of the one shown in Fig. 8 which represents
an unfolded-in-time structure. This allows the inputs to be multiplexed with the aid of
the finite state machine. Each row in this array corresponds to a network layer, and is
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controlled by the layer context-switching state machine (Fig. 4). The multiplexing of
the weights groups and biases for a neuron is controlled by the time-unfolding state
machine.

Fig. 7. The three-dimensional array can be converted into a two-dimensional one.

Fig. 8. The two-dimensional representation of the time multiplexed weights matrix. The super-
script denotes layer number.

The proposed single hardware neuron architecture is depicted in Fig. 9. There is a
single processing unit that involves several multiplications (three in the example) and a
single summation at a time. The performance of execution of these operations is depen-
dent on the type of the microarchitecture implementation. The algorithms can be highly
optimized for speed, occupied space or power efficiency. The proposed structure also
significantly reduces the memory space that is required by the activation function com-
pared with the method proposed in [7]. Moreover, based on the principles of regularity
and modularity, the activation function can be implemented in various ways and new
functions can be added without needing a redesign of the rest of the circuit. For instance,
it is possible to implement the activation function as a look-up table (LUT) which is very
fast but not always precise. Or it can be implemented by using some special algorithm
such as CORDIC (COordinate Rotation DIgital Computer) or the partial linear approx-
imation of a nonlinear function (PLAN) where the exponent and division are replaced
with shift and add operations.
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Fig. 9. The single hardware-neuron network

The single hardware-neuron network effectively combines the context switching
approach proposed in [7] with the newly proposed time multiplexing mechanism. This
suggests that the neural network built using this method will require many times less
computing power and energy. A similar structure could be multiplied so that several
completely independent artificial neural networks run simultaneously on a single FPGA
device which may find myriads of applications in technical fields such as machine
learning, robotics and many others.

5 Future Work

The early stage of the present research suggests a huge amount of future work aimed
at verifying real networks built in the proposed way, as well as finding new high-
performance application areas. It is planned to carry out experiments on the application of
the artificial neural network with a single hardware neuron in tasks of functional approx-
imation, simple pattern recognition, and machine learning through the construction of
multilayer neural networks. A good candidate where the proposed approach can find a
real application, are GraphNeural Networks (GNN), wheremachine learning algorithms
can make useful predictions at the level of nodes, edges, or entire graphs. An irrevocable
future task is to conduct a comparative analysis and performance benchmarking with
other networks built in a classical way with multiple neurons. The expectations are that
the qualities of the proposed network with a single hardware neuron will exceed the
indicators of performance, energy efficiency, and area of occupied computing resources,
achieved by mass-developed conventional methods.
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6 Conclusions

The article presents an innovative author’s method for designing artificial neural net-
works intended for use on devices with limited resources. It combines the switching
context methodology for resource sharing, proposed by the authors in previous research,
with a novel approach that uses time multiplexing. The latter allows building an ANN
using a single hardware neuron which leads to a significant reduction of the process-
ing effort and achieving even better resource utilization. Despite being in an early and
immature stage, the suggested design strategy provides a viable mathematical model that
deserves to be developed further and opens a quite broad field for scientific research.
This method will allow for the design and implementation of highly optimized neural
networks that can fit in resource-constrained digital hardware while keeping the perfor-
mance metrics high. Hopefully, the proposed research will provide research ideas for
committed researchers in the field of FPGA-based neural network acceleration.
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Abstract. Long-termwell-living is highly correlated to the level of environmental
studies. Arctic ice melting, global warming, storms, and forest fires occur more
and more often. In the process of digitalization of life, a new technology of digital
twins is becoming appropriate for better studies and prediction of disasters. Many
papers and projects have been focused on wildfires last decade and some of them
present the idea of forest fire simulation. In this work, we present an IoT-cloud-
digital twin solution where a new sensor for environment sensing is developed,
integrated with the drone observations of the area, and feeding the database on
the server locally and in the cloud with fresh data from the observation. All data
collected in real-time, near-real-time, and non-real-time feed a digital twin model
where the fires are simulated. The unique combination of real data and simulated
data in the virtual environment allows better prediction of disasters, coordination
in prevention procedures, and clear analyses of the risk for the environment and
citizens.

Keywords: Sensors · Digital Twins · Data Sharing · Edge · Dew · Fog · Cloud
Computing Technologies · Risk Analyses · Disaster Prediction

1 Introduction

Last decade digital twin technology is becoming more and more important for different
industrial sectors. It was proven to be helpful in productionmanagement and failures [1],
autonomous robots [2] where intensive standardization is taking place [3]. International
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Standard Organization (ISO) [4] and IBM [5] are among the leaders in this process.
While applying digital twin technology the systems need to be sustainable, scalable, and
interoperable, open to be fed with fresh and historical data, and be expanded with new
features and functionalities [6]. The accuracy of themodels, real data, and simulated data
implemented in digital twins is a matter of intensive analysis because of the reflection
to risk evaluation and preventive measures of nature and citizens [7].

Digital twins are successfully implemented in intelligent transportation systems [8].
Smart home and smart office solutions [9] are very promising implementation places
for the technology as well as the energy sector [10]. The domain-driven approach is
demonstrated in [11].

Forests and other wooded land cover over 43.52% of the EU’s land space, with about
16million private forest owners. Also, 40% of forests are publicly owned. In recent years
large pieces of forests have been destroyed by fires, due to climate changes. Fire-fighting
teams must be aware of the possibility of fire occurrence and spread, to act immediately
in case of real crises. The best solutions used so far with thermal cameras on towers can
only detect forest fires and cannot be used in rugged and uneven terrains, such as most
forests.

According to data on wildfires by EFFIS [40] over 400000 ha of natural areas have
burnt in the EU for the first 10 months of 2020, despite the use of the available tech-
nological means like fire monitoring towers. EFFIS graphics show a constant increase
in the number of fires and burned areas during the last years. But “healthy and resilient
forests are a key part of efforts to combat the negative impacts of climate change. Studies
have shown trees can reduce temperatures by 9 degrees and energy costs by $7.8 billion
a year”.

The social impact of the solution includes:

– more saved human lives and health of firefighters and affected people, also saving of
flora and fauna in wild areas

– reduction of materials and finance needed for the fire fighting and further recovery
– reduced carbon emissions.

The work objective is to develop a new solution for forest fire monitoring, based on
a drone-sensor system, that can be applied to all types of surfaces including rugged and
uneven ones.

In our work, we present the architecture and idea of digital twin implementation in
forest fires. The work is inspired by the environmental problem raised recently thanks to
the wildfires and the necessity to look for solutions for risk management and preventive
measures of authorities.

The paper is organized as follows. We define the architecture of the platform at
the beginning and continue with the presentation of its parts. Sensors, drones, traveling
schedules, and the communication protocol are defined next. In the end, we present
services and numerical results.
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2 Literature Review and Problem Definition

The creation of a digital twin of the area where wildfire is expected faces multiple chal-
lenges. The first question is which areas are more vulnerable to the fires. The authorities
in every country in the world create a so-called risk map for the fires and this infor-
mation is shared with the Emergency Response Coordination Centre [12] and World
Health Organization [13]. This study is based on observed fires and historical data from
satellites.

Our work proposes a way to build and define the main functions of a digital twin of
the areas that are at risk for wildfires. The solution could be used in the short term and
be developed in the medium and long term. The idea is to warn citizens and authorities
about the risk well in advance and try to localize the source as early as possible. This
might be the way to save resources and prevent the environment. Areas protected by
Natura 2000, national parks, agriculture crops, and areas with historical significance are
also a matter of special interest.

Many papers last years have been published in digital twin development. Basic
guidelines on how to correlate real-time data and other data models in the digital copy
are presented in [14]. Problems in digital twin development and continuous exploitation
are highlighted in [15]. Detailed surveys on technologies and future trends are published
by Mihai et al. in [16]. Technology such as FIWARE has a feature to coordinate open
data with digital twins [17]. Correlation between Industry 5.0, Society 5.0, and 5G/ 6G
networks could be seen in [18]. A serious survey on digital twin implementation for
edge solutions is presented in [19]. Implementation with drones could be seen in [20].
Implementation in the metro transport management using a digital twin is shown in [21].
The smart city digital twin idea is presented in [22]. Special attention to security issues
is published in [23]. A digital twin of ocean observations and specific implementation
in the Baltic Sea is shown in [24]. Many challenges in preparing and exploiting a digital
twin in the long term are published in [25].

Most of the wildfire solutions and especially predictions are based on the implemen-
tation of Machine Learning and Neural Networks algorithms [26–28]. Correlation with
vegetation process similar to the proposed here solution is done in [29]. Special attention
is paid to the wildfires spreading [30]. Wildfire path prediction is important for forest
fire authorities while planning their activities and evacuating citizens [31].

There are two solutions for wildfire digital twins in [32] and [33]. The first one
implements machine-to-machine technologies for interaction between field devices and
the digital twin. The work of Sanchez-Guzman in [33] models burning times estimates.

Sensor network implementation for wildfire detection is shown in [34]. Image pro-
cessing techniques implemented on astronomical images are shown in [35]. Software
asset reuse that is important in digital twin technology is seen in [36, 37].

In our work, we present a new forest fire sensor that could be fixed on the trees or
flown on a drone. The drone carries the controller that collects near-real-time data from
sensors. All data are transferred to the local server and the cloud where the service and
the digital twin are fed. Further on by implementing Chandler Burning Index, using
real data and historical data, data from other sources such as the predicted risk level of
wildfire is analyzed precisely and appropriate alarms are raised to the authorities. The
work is supported by projects UFO (emerging indUstries new value chains boosted by
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small Flying Objects) and 4F (Flying Forest Fires Fighting) [38, 39] where multiple
flying object solutions could be seen.

3 Flying Forest Fires Fighting Architecture

The architecture of the 4F platform including the digital twin is presented in Fig. 1. It
includes a typical Internet of Things (IoT) solution developed and implemented in the
forest. Services for real data monitoring that could be run locally on a server and in the
cloud are created. The right part of the picture demonstrates the digital twin structure
that is fed by real data from the deployed infrastructure and simulates the rest of the
parameters necessary for the simulation of the real environment and the implementation
of additional algorithms for risk analyses and disaster prediction.

Fig. 1. Flying Forest Fires Fighting Architecture.

The left part of the model has only three layers that are typical for IoT solutions.
The right part has 5 layers and every layer is divided into two different sections, one for
the real network mirror copy and one for the simulated copy of the network. There are
no rules on how to coordinate the real and simulated networks together yet and in our
solution we implemented well-known technologies for network simulations from phone
and computer networks where the event-driven model is run in different time scales and
estimation of the parameters is based on the independent samples of events and the law
of large numbers.

The simulated part is developed after a careful study of the nature of the model
parameters. It implements different distributions for different types of events. Transi-
tional and steady-state states of the digital twin model are analyzed to allow estimation
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of events such as the probability of the biomass to fire, estimated time for the biomass
to burn, the way and the rate at which the fire might be spread, the correlation between
the rate of the wind and the fire spreading pattern in specific forest area, the correlation
between the temperature and humidity predictions and fire spreading in short-term, etc.

Where the physical platform is distributed the digital twins of different regions could
be centralized or distributed by implementing known cloud/ fog/ dew/ edge computing
technologies. This will help the process of enhancements with Machine Learning algo-
rithms, atomic and monolithic services, different APIs, managed services, and many
other additional functions.

When developed themodel of the forest could be enhanced further with more precise
instruments to reach better accuracy in preventing measures. Furthermore, the model
could be easily reused in different regions implementing similar sensors or being part
of another digital twin for estimation of another disaster such as floods for example.

Digital Twin could become an interesting place for the training of firemen and citi-
zens, especially children and senior adults. The prevention services developed on top of
the model may have a high social impact.

4 Drone-Based Sensors

The objective to create a new sensor and to integrate the existing ones into the solution
is to perform Earth observation for detection and measurement purposes, before, during,
and after a forest fire. Consequently measurements:

– before the fire are useful for risk analyses and prevention
– during the fire are implemented for fire spread analyses, resource damages analyses,

and fighting activities planning
– after the fire are important for restoration activities and monitoring as well as for

better prevention planning.

Measured parameters are related to climate changes and their level of correlation to
the forest fire management parameters and procedures. The solution consists of:

– sensors for measuring soil (or biomass) moisture and temperature, installed in forests
(Fig. 2 and Fig. 3)

– sensors for measuring air temperature, humidity, and particle matter mounted on a
drone (Fig. 4)

– communication gateway mounted on a drone

Technical challenges solved during the development of the solution are:

A. Selection of microcontroller of the latest generation LoRa (Low Range) radio mod-
ules with minimal energy consumption. A study has been conducted on the latest
developments of radiomodules that implement the latest generation of SX1262 LoRa
transmitter, created by the patent holder Semtech Corporation.

B. Minimal energy consumption for measurement and communication. Three models
of LoRa radio modules are studied and tested in different operating modes.

C. Optimal use of the capacity of the power supply battery. A battery with optimal
characteristics is selected, as well as a low-dropout voltage regulator.
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Fig. 2. Soil moisture and humidity sensor

Fig. 3. Air moisture, humidity, and temperature sensor.

Fig. 4. The drone carries sensors and a gateway.

D. Ensured communication exchange between a sensor and a gateway at a certain
drone flight speed. A basic algorithm has been developed, that guarantees data com-
munication exchange between the sensor and the gateway in a minimal time slot
window.
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E. Integrating an antenna with an optimal radiation pattern. Seven types of LoRa anten-
nas have been tested. The selected antenna, that is implemented in the sensor, provides
the best communication connection with the gateway on the drone, regardless of the
direction of the drone’s flight.

F. Measurement of moisture and temperature of soil and biomass at optimal accu-
racy/energy consumption ratio.

The sensor for Moisture&Temperature (M&T) measuring supports communication
according to a Low Power Wide Area Network (LPWAN) protocol and has a probe for
soil moisture and T(temperature) measuring.

Contemporary sensors are implemented in the forest that do not require a change of
batteries for the lifetime of the sensor.

Because the M&T sensors are spread in a broad range in the forest, the gateways
for data collection could not be stationary. This is the reason to propose a gateway that
could fly on a drone and collect data from sensors under the flying schedule and routes.

Climate parameters are not changing in real-time and this allows monitoring of the
sensor data in non-real-time, i.e. in intervals from hours to days. Drones also could not
fly in all conditions.

To avoid missing data, the M&T sensors take measurements periodically and record
the average, maximal, and minimal values in buffers for the last 10 days and the last
10 weeks. When a drone appears, the sensors send the buffered data.

The 4F drone-based sensor system is applicable for all types of terrains, incl. rugged
and uneven ones, and at the prevention, detection, and restoration phases of wildfires.
Our approach is to collect, process, and analyze information from sensors located in
forests and on the drone to predict and detect forest fires, as well as to monitor the
recovery after fires (Fig. 5).

The main technological challenges are:

– Moisture measurements
– Network planning including drone flight plan and schedule
– Data analyses and risk management using Machine Learning to avoid false alarms.

The focus of the innovation is to use a wireless LPWAN sensor network, where the
central communication device called “gateway” is installed on a drone.

If the gateway is located on the Earth’s surface, then communication between it and
the sensors might be impossible due to the presence of rocks, uneven terrain, and dense
foliage, which prevent the propagation of radio waves in the horizontal direction. But if
the gateway rises in height, then it can collect data from all sensors within a radius of
several kilometers.

The second problem solved is the communication between the gateway and the
software IoT platform that collects data from the sensors. Most often, the land surface
in forests lacks coverage with 3G/4G/5G communication networks. But when the drone
rises above the ground and flies over a wide area, it can get good coverage of the
3G/4G/5G network and transmit the collected data to the IoT platform (Fig. 6).

The innovation is aimed at applying existing technology in a new area, i.e. applica-
tion of a wireless LPWAN sensor network for the phases of prevention, detection, and
restoration of forest fires.
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Fig. 5. Collection of data.

Fig. 6. Gateway structure.

The experiments are organized by:

– semi-professional drone, providing the necessary flight time and power supply for
the installed gateway and sensors

– one communication gateway mounted on the drone with the capacity to collect and
keep sensors’ data from many measuring flights

– set of sensors for measuring temperature, humidity, and particle matters mounted on
the drone

– several sensors for measuring soil (or biomass) moisture and temperature, installed
in a forest
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The monitored forest is flown around periodically. The collected data is processed,
visualized, and analyzed. Selection of the most suitable LPWAN technology, radio fre-
quency, modules, sensors, communication devices, and a drone for the experiments is
done.

After-fire monitoring is useful for the correct recovery of damaged areas and for
further prevention. The data gathered by the drone is collected to the special data matrix
and is a matter of further analysis (Fig. 7). The data is also visualized on the map of the
area that is under observation (Fig. 8).

Fig. 7. Mission Data Matrix.

5 Communication Protocol

Successful experiments have been carried through multiple configurations and prelim-
inary results have been obtained to prove the vitality of the solution. The first thing to
define was the structure of the payload of the LoRa messages exchanged. Three types
of messages are implemented (Figs. 9 and 10):

– DATA
– POLL
– ACK

For every sensor, the DATA message carries message type, sensor number, times-
tamp, soil moisture, soil temperature, air temperature, air relative humidity, and battery
voltage including the data from sensors from the last 15 days. The total payload length
is 72 bytes.

POOL message has only 7 or 3 bytes depending on the presence of the timestamp in
the payload including also sensor identifier and message type. It is intended to ask for
data from the sensor.
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Fig. 8. Map of the area under observation.

Fig. 9. Standard data poll.

The standard implementation of the LoRa protocol is shown in Fig. 9. The version
with data repetition is drawn in Fig. 10. The timeout for receiving data at the gateway
could be changed.Everygatewayknows all assignedown sensor identifiers and is pooling
themone by one. The schedule for pooling could be changed in specific implementations.

6 4F Services

The collected data needs to be not only stored but also analyzed to enable the creation
of services and appropriate alarms to the authorities related to the levels of risk of forest
fires, detected fires, and the way Nature is restored from fire. This data needs to be also
visualized and correlated to the previously defined reference levels and values of wildfire
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Fig. 10. Data poll with repetition.

management. Data correlation, and data visualization in different scales are supported
by the IoT software (Fig. 11). The 4F solution allows the development of new services
for fire brigades, citizens, and other stakeholders. Alarms and reports are generated.

Fig. 11. 4F Services.

The presented service is made out of the near-real-time data collected from the sen-
sors. However, additional data could be implemented and additional simulation modules
could be developed in the scope of the local services and digital twin of the area under
observation. Configuration and managed services are developed and not included in this
paper.

The IoT software platform has functionality for data gathering into the database,
map visualization, measurements report, alarms, and reference values for the alarms
from sensors. The work is intended for forest fire risk analyses and management at the



258 R. Goleva et al.

prevention, detection, and restoration phases. There are many various ways to estimate
the fire danger. One of the fastest and easiest is the Chandler Burning Index (CBI). It
uses air temperature and relative humidity. That number received is correlated to the Fire
Danger severity measured in percentages.

The calculation is based on the following formula

CBI = (((110 − 1.373 ∗ RH ) − 0.54 ∗ (10.20 − T )) ∗
(
124 ∗ 10−0.0142∗RH)

))/60,

where RH is humidity in %, and T is temperature in degrees Celsius.

7 Numerical Results

The presented numerical results show only the information necessary for protocol con-
figuration between the gateway and the sensors (Table 1). There is a high correlation
between the bandwidth, Spread Factor (SF), number of bytes to transmit, and Time on
the Air (ToA). The values for the timeouts in the protocol are selected to succeed the
transmission without any problems.

Table 1. Time on air of messages

No SF Bandwidth [kHz] ToA 3 bytes [ms] ToA 7 bytes [ms] ToA 72 bytes [ms]

1 SF7 500 7,744 9,024 33,344

2 SF7 250 15,488 18,048 66,688

3 SF7 125 30,976 36,096 133,376

4 SF8 500 15,488 18,048 59,008

5 SF8 250 30,976 36,096 118,016

6 SF8 125 61,952 72,192 236,032

7 SF9 500 25,856 30,976 107,776

8 SF9 250 51,712 61,952 215,552

9 SF9 125 103,424 123,904 431,104

The transmission time of big data messages will limit the number of sensors assigned
to the given gateway. There are different scenarios implementing different gateway flying
scheduleswith different sets of sensors. Themapping between the flying plans and sensor
network scaling and scenarios implemented are under intensive analysis.

8 Conclusions and Future Work Plans

This work presents an idea of how to build a digital twin of the areas at risk of wildfires.
The intention is to define with more precision how Nature could be prevented, how the
citizens and local resources could be prevented, and how the local authorities could react
in the prevention, detection, and restoration phases of the fires. The platform proposed
is open for data and function enhancements. The experiments conducted show the way
the data starts from the sensors and goes to the cloud and digital twin.
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Potential customers of the 4F solution could be addressed such as:

– Public authorities to assure better protection and reaction to forest fires
– Private forest owners
– Commercial companies who want to install the proposed solution.
– European and national programs for environmental protection

We also work on expanding the 4F solution for alternative applications like agri-
culture, flood management, draughts management, pipeline inspection, border security,
and many others.
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Abstract. We examine patterns and dynamics ofM&A occurrence with attention
to three crises or instances of economic disruption—the dot.combubble, the global
financial crisis, and, for future evaluation, the covid-19 global pandemic—while
also taking potential CEO demographic (e.g., age) and outcome (e.g., compensa-
tion) factors into consideration. Specifically, we examine the frequency, size, and
characteristics of M&A transactions across different industries, and we analyze
the age, gender, education, experience, and compensation of CEOs across various
industries. Drawing on the SDC Platinum and BoardEx databases, we examine
US M&A valued over 250 million USD in the 11 global industry classification
standard (GICS) sectors from 1999–2018 for n = 14,405 M&A and n = 20,745
CEOs. Using clustering analysis, we define groupings of patterns of M&A trans-
actions before and after the global financial crisis (circa 2008–2009) to show that
M&A decreased and then resumed across sectors, although to different degrees
for each sector. Using both clustering and PCA, we determine groupings of CEO
characteristics before and after the global financial crisis, demonstrating variation
in selected demographics of individuals leading organizations before and after
that crisis. In addition, initial analysis of our CEO-level data indicates merging to
be a predominantly male CEO-driven activity with inferred egoistic, reputational,
and power rewards as well as longer-term wealth-building effects, as direct non-
contingent compensation does not markedly change for CEOs in the aggregate
before and after M&A.
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1 Introduction

Mergers and acquisitions (M&A) are a common strategy for companies looking to enter
new markets, grow, and gain competitive advantage [24]. However, these transactions
can be complex and risky [21], and their success depends on various factors such as
market conditions, industry trends, integration of the firms [6], and the characteristics
of the companies and leaders involved [12]. With the increasing availability of data and
advanced analytics tools, researchers and practitioners have turned to data analytics to
explore M&A activities and identify crisis-delimited patterns in their frequency, size,
and success [16]. This paper contributes to the literature by applying data analytics to
M&A and CEO activity patterns.

CEOs are key decision-makers in organizations [14] and their characteristics [23] and
interests [26] can have a significant impact on M&A outcomes [28]. We have therefore
also turned to data analytics to explore characteristics of CEOs involved in M&A in
various industries [2]. By analyzing these characteristics, we aim to identify patterns
and trends that may have implications for firm leaders as well as policymakers and
regulators [22].

The question of the optimal conditions for a firm in choosing to merge or not merge
with another firm has been intensively debated for decades [8]. The question has arisen
most proximately in relation to intermittent yet unpredictable crises such as bubbles,
crashes, and large-scale health concerns, often creating additional uncertainty [25] and
constraints in merging [3]. In evaluating the context of M&A occurrence in and between
crisis times, some scholars have pointed to institutional-level economic and market
robustness factors as preeminent [11], while other scholars have identified corporate
governance [4] and CEO-level factors with respect to demographic background, moti-
vations, and anticipated financial reward outcomes as strongly driving decisions tomerge
or not [10, 18]. Previous studies have not adequately addressed that each cycle of eco-
nomic downturn and recovery has both commonalities and differences that can consid-
ered as external drivers of market forces alongside internal (to the firm) demographic,
motivational, and reward drivers at the CEO level [20]. There are many external and
internal drivers that can impact M&A transactions [13]. However, a polarized consider-
ation of external and internal drivers has created a conundrum. Isolating the economic
and market circumstances from the dynamics at the leadership level inside the firm and
not looking at each economic downturn and recovery as both unique and convergent with
previous such incidents has led to a gap in the completeness of our understanding around
the catalysts of M&A and the firm-, industry- and CEO-level consequences observed
around the occurrence of these transactions.

In essence, we argue that both economic and market forces [7] and CEO level factors
[19] should be taken into consideration in better comprehending merging. By exploring
the convergence of economic and market factors alongside CEO demographic back-
ground,motivational [26] and reward factors [10], our research reinforces the importance
of studying firms in conjunction with their leaders [5] and sheds light on the neglected
issue of the previously perhaps excessive partitioning of M&A contributing factors into
external and internal domains.

We can regard economic bubbles, international financial turmoil, and global pan-
demics as instances of environmental or external factors. Specifically, we concentrate
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on the global financial crisis (GFC) as a type of external factor, and we explore its influ-
ence on different industries toward establishing commonalities or differences in impact
on M&A volume and valuation across broad industry sectors. We also explore the GFC
impact on the internal factor of CEO characteristics such as age, income, and nationality
among the types of large US firms experiencingM&A activity before and after the crisis.
We therefore examine the following research questions:

(1) What are the impacts of market conditions and economic circumstances on the
volume and valuation of M&A deals by sector, 1999–2018, before and after the
global financial crisis (before and after 2008)?

(2) What are any discernible patterns in CEO demographic characteristics before and
after the global financial crisis?

(3) What implications can be drawn for the projected impact of the global pandemic,
beginning in 2019, on M&A occurrence?

It is possible that different industry sectors—being subject to difference balances of
regulatory, market and technological pressures as well as to different vicissitudes in lead-
ership styles and transitions—could experience different combinations of internal and
external drivers of M&A. For instance, the technology sector could be more influenced
by external factors, such as the level of competition and the pace of technological change.
The financial sector, subject to perhaps more intense regulatory scrutiny and statutory
oversight, could be more influenced by internal factors, such as the leadership desire for
reputational or wealth enhancement via improving financial performance. Alternatively,
in a sector such as healthcare, external factors such as regulatory changes and technolog-
ical advancements could be the primary drivers of M&A activity, while internal factors
such as leadership interest in achieving economies of scale and expanding market share
could also be important.

2 Data Analysis and Visualization

2.1 Data

We collected data from SDC Platinum and BoardEx for firms and CEOs. Based on the
intersection of specialized sources, we developed two customized datasets:

1. M&A: We obtained all M&A transactions from 1999–2018 with a deal size greater
than or equal to 250 million USD. We limited both acquirer and target companies
by restricting the time range and minimum deal value [15], and we similarly used a
filter to obtain only US acquiring and target companies. We subsequently grouped all
transactions from finer-grained sub-industries into broader industry categorization,
according to the Global Industry Classification Standard (GICS) system. This system
decreased our industry sector categorization, enabling clearer data visualizations later
in our analysis. Furthermore, we intentionally excluded all deals from the legal sector,
as M&A are highly regulated in this field and are not very reflective of the market
environment.
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2. CEOs and related corporate governance structure: Based on data from the SDC Plat-
inum and BoardEx databases, we examine US M&A valued over 250 million USD
in the 11 global industry classification standard (GICS) sectors from 1999–2018 for
n = 14,405 M&A and n = 20,745 CEOs.

We now provide visualization and analysis with respect to the research questions.

2.2 Visualization and Statistics

For the first part, we view our data from a higher level to have a general understanding
of M&A activity in the time frames we are evaluating. We find a distribution of transac-
tion frequencies across different sectors. Industries with high M&A frequencies include
financials (Fig. 1), consumer discretionary, industrials (Fig. 2) and utilities (Fig. 3). As
these industries experiencedmore robustM&A activity, we examined themmore closely
in the relevant time ranges. Additionally, we note that all sectors experienced fluctuat-
ing volume and valuation in M&A activity from 1999-2018. The intermittent declines
and rebounds correspond to the two major economic shocks of the time: the high-tech,
dot.commeltdown around 2001 and the global financial crisis 2008-2009. Reduced rates
of M&A activity occur in the approximately one to three years following the economic
and market shock. The patterns in each sector may appear roughly similar in upswings,
downturns, and recovery around each shock, but our later analysis with percentile clus-
tering reveals a more detailed distinction and grouping in the patterns of M&A activity
and resilience in the financials, consumer discretionary, utilities and industrials sectors
previously mentioned.

Fig. 1. M&A Volume and Valuation in the Financial Sector and Crisis Downturns, 1998–2018
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Fig. 2. M&A Volume and Valuation in the Industrial Sector and Crisis Downturns, 1998–2018

Fig. 3. M&A Volume and Valuation in the Utilities Sector and Crisis Downturns, 1998–2018

In the percentile groupings (Appendix A), we notice variations by specific sector
when comparing before and after theGFC.Thefinancial sector takes a dominant position,
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leading in the both the volume (number) and valuation of M&A deals accomplished in
any time period. Conversely, the real estate sector is consistently absent from among the
high-value deals. However, after 2008 a shift occurs, withmore high-valueM&Adeals in
the “essentials” sectors of healthcare, industrials, and utilities. We further observe more
diversity in industry among low-value transactions, possibly due to more distressed
acquisitions of smaller companies facing dissolution, as well as some M&A occurring
most likely to optimize resource allocation and market share.

From the CEOs data, the average age of CEOs increased two years across different
sectors (Fig. 4) when comparing before (Fig. 5) and after 2008 (Fig. 6). Both periods
show CEO age hovering around the high-50s, but all sectors show a slight age growth
after the financial crisis (Fig. 7). This increase could result from companies seekingmore
senior candidates for themanagement teamor the originalmembers growingolder. Either
hypothesis suggests a more conservative and risk-averse attitude from companies after
the crisis.

Fig. 4. CEO Age Comparisons by Sector and Before and After 2008

Fig. 5. CEO Age Distribution Before 2008

The role of CEO appears to be heavily dominated by US nationals before 2008 and
evenmore so after (Fig. 8). The nationality status could be skewed in favor of US citizens
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Fig. 6. CEO Age Distribution After 2008

Fig. 7. CEO Age Distributions Shift Before and After 2008

because this dataset is focused on companies based in or associated with the US in some
capacity. Furthermore, the top three nationalities are Anglo (US, Canada, and UK). This
too makes intuitive sense as this is fairly evident in the real world.

Fig. 8. CEO Nationality Mix Before and After 2008
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Additionally, we draw attention to preliminary findings aroundCEO salaries and cor-
porate governance structure variation by sector. CEO salaries, bonuses, and total wealth
accumulation do not seem to vary significantly between CEOswho are and are not active
in M&A. CEO salaries in our dataset remain high regardless of strategic innovations or
variations in frequency or value of M&A (Fig. 9). This observation suggests that salary
and wealth are not primary motivators of M&A for CEOs, at least in comparing CEOs
leadingM&A transactions before and after crisis times.We cannot directly measure per-
sonal or positional power increases, which may still be relevant as motivators for CEOs
pursuing M&A. There could also be benefits to the CEO dealmakers such as receiv-
ing reputational boosts or media accolades. Moreover, we are here directly assessing
CEO base salary, which is often the lowest portion of the total compensation or wealth
accumulation. Bonuses, stock options, grants, severance, golden parachutes, and other
firms of contingent or incentivizing compensation can also come into play and are not
reflected in the present observations. Our data analytics in Sect. 3.2 take greater account
of the multidimensional nature of CEO compensation and wealth accumulation.

Fig. 9. CEO annual base salary dispersion in USD millions 000

CEOs are not the sole decision makers for pursuing M&A, as such high-level strate-
gic decisions must also be supported by the board of directors. The CEO, chairperson,
and other board members are three vital parts within the corporate governance structure
of the firm. Interestingly, we find that the number of directors on the board varies consid-
erably by industry (Fig. 10), with technology firms leading the way. In this case we use
the finer grained industry level classifications rather than the broader GISC sectors to
disaggregate the data at a more nuanced level of understanding of firm type. Within the
tech world, the software and computer services firms have the largest number of direc-
tors, perhaps because of a greater interest for involvement or a greater need for oversight
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given the increased popularity and rapid growth of these firms within the specified time.
Pharmaceuticals and biotechnology firms are a close second.

Fig. 10. Distribution of the size of the board directors by industry

3 Clustering and PCA

Clustering allocates data with similar characteristics into groups. Principal components
analysis (PCA) reduces the features or dimensions of the dataset, while k-means cluster-
ing allocates the observations into groups by applying a distance metric. We divided the
data into groups based on similarities in the data. Using a standard k-means clustering,
we grouped M&A deals into k groups. We evaluated the centroids as arithmetic means
of all the data points assigned to a cluster. Centroids represent typical members of the
cluster.

3.1 Cluster Trajectories

Our clustering analysis allocates observations of CEOcharacteristics into groups accord-
ing to similarities in the characteristics. We do a standard k-means clustering to assign
CEOs into k groups. The k-means algorithm typically iterates until the inter-cluster
distance for each observation is less than the intra-cluster distance, with more special-
ized methods now available for minimizing the sum of the squared distance from each
observation to a cluster, when different clusters have different value or cost [27].

Starting from X = {x1, x2, x3......xn} observations and V = {v1, v2, v3........vn}
cluster centers, the algorithmproceeds as follows: first, randomly choose c centers. Then,
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determine the distance between each CEO observation (also known as a data point) and
cluster center. Next assign the observation to the cluster center whose distance from
that center is the minimum of all the cluster centers. Subsequently, recalculate the new
cluster center using:

vi = (1\ci)
ci∑

j=1

xi

where, ‘ci’ represents the number of observations in the ith cluster.
Then, re-compute the distance between each CEO observation and CEO cluster

center. If no observation was reassigned then stop, otherwise repeat the third step.
The above algorithm minimizes the following squared error objective function:

J (V ) =
c∑

i=1

cj∑

j=1

(‖xi − vj‖
)2

where,
‘||xi - vj||’ is the Euclidean distance between xi and vj.
‘ci’ is the number of observations in the ith cluster.
‘c’ is the number of cluster centers [17].
The centroid, an arithmetic mean of all observations assigned to a cluster, represents

an idealized average for each cluster. In essence, a centroid captures a mathematically
typical member of its cluster, although that member may not exist in reality. Our cluster-
ing analysis grouped CEOs based on characteristics such as gender, age, salary, bonus,
and total compensation and wealth accumulation. In this graph, it is evident that cluster
2 is entirely separate from clusters 0, 1 and 3, whereas there is some overlap in clusters
3 and 1, and clusters 1 and 0, respectively. It is of value to note that in addition to cluster
2 being far apart from the other three clusters, the points within cluster 2 are far apart
from one another as well as demonstrated by the one outlier in cluster 2.

3.2 PCA Dimensions

PCA involves a data matrix Z, accompanied by a metric matrix Ip defined in R
p, and

another metric Np defined in R
n (generally N = (1/n)In). The PCA process reduces a

dataset from numerous dimensions into fewer, more parsimonious dimensions repre-
senting linear (re)combinations of variables from the original dimensions. The matrix Z
can be defined as follows:

• supposing a normalized PCA: Z = XS−1, where S is the diagonal matrix of standard
deviations.

• supposing a non-normalized PCA: Z = X.

The fit in Rp has to do with: ZTNZu = λu, with uTu = 1.
The fit in Rn has to do with: N

1
2ZZTN

1
2 v = λv, with vTv = 1.

The transition relations can be written as:

u = 1√
λ
ZTN

1
2 v
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v = 1√
λ
N

1
2Zu

The symmetric matrix intended to be diagonalized is ZTNZ. This matrix accords
with the correlations matrix for a normalized (rescaled to the properties of a normal
distributionwithμ=1 andσ=1)PCA, orwith a covariancematrix, for a non-normalized
PCA [9].

PC1 and PC2 are the first and second principal components, respectively, obtained
from PCA on our dataset (Fig. 11). As noted, PCA is a technique used to reduce the
dimensionality of a dataset by finding the directions ofmaximumvariance in the data and
projecting the data onto a new coordinate system along these directions. In our analysis,
PCAwas used to reduce the original dataset with eight features (gender, nationality mix,
sector, age, salary, bonus, total salary + bonus, and total wealth) into a two-dimensional
dataset represented by PC1 and PC2.

PC1 and PC2 are linear combinations of the original features that account for the
largest amount of variance in the data. Therefore, PC1 and PC2 are new variables that
summarize the information contained in the original features. The scatter plot shows the
data points in this new two-dimensional space, where the x-axis is PC1 and the y-axis is
PC2. The silhouette score for the hierarchical clustering is 0.3229. The silhouette metric
captures how well the data points have been clustered, with a range of possible values
(−1,1) and values greater than 1 representing a good capture.

Fig. 11. PCA Hierarchical Clustering Results on CEO Characteristics
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The values of PC1 and PC2 tell you how similar yet different CEOs are in terms of
the variables included in the analysis. CEOs who have similar values on PC1 and PC2
are more similar to each other in terms of their characteristics, while CEOs who have
different values on PC1 and PC2 are more dissimilar.

In the context of this analysis, clustering the CEOs based on their values on PC1 and
PC2 allows us to identify groups of CEOswho have similar characteristics. By analyzing
the differences between these groups, we can gain insights into the characteristics that
distinguish successful CEOs from less successful ones.

4 Conclusion

In this paper, we have analyzed external and internal drivers of mergers and acquisitions
(M&A) in the pre-pandemic decades of 1999-2018, as part of understanding strategic
innovations in intercorporate combinations and variations in volume and valuation of
mergers and acquisitions in and between crisis times.

The global financial crisis (GFC) in 2008-2009, like the dot.com bubble before it,
had significant impacts on mergers and acquisitions (M&A) in several ways:

Decreased Deal Activity: Similar to the dot.com bubble bursting, the GFC led to a
significant decrease in M&A activity as companies were hesitant to engage in transac-
tions during times of uncertainty and economic instability. This led to a decrease in the
number of deals as well as the overall value of transactions.

Lower Company Valuations: The dot.com meltdown and the GFC decreased stock
prices and therefore corporate valuations, which made it more difficult for sellers to
get the prices they wanted for their businesses. Buyers were also cautious and able to
negotiate better deals as a result.

Shift in Focus: During both crises, there was a shift in focus towards more defensive
sectors such as healthcare, utilities, and consumer goods. This led to a decrease in
the number of deals in the technology and financial sectors, which were more heavily
impacted by the crises.

Increased Regulatory Scrutiny: In the aftermath of both crises, there was an increase
in regulatory scrutiny of M&A deals. The scrutiny particularly increased in the financial
sector, where regulators were concerned about the potential for large companies becom-
ing too big to fail. Consistent with the increased scrutiny at the firm level, the financial
services industry also exhibited more risk-aversiveness in leadership choices, selecting
typically older candidates for top management.

We have argued that both “external” economic and market forces and “internal”
CEO level factors should be taken into consideration in better comprehending M&A
occurrence and outcomes. As our present universe of data encompasses onlyUS publicly
traded acquirers and US targets, with M&A valued over 250 million USD, representing
the 11 GICS sectors, and with limited corresponding CEO level data available, our
findings also have implications for collecting additional USCEO level data and pursuing
further studies involving M&A internationally. In conclusion, by closely examining
the convergence of economic and market factors with CEO demographic background,
motivational and reward factors, our research emphasizes the importance of studying
firms in conjunction with their leaders and sheds light on the neglected issue of the
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previously excessive partitioning of M&A contributing factors into external and internal
domains.

Our analysis uncovered patterns in M&A varying by the 11 global industry clas-
sification standard (GICS) sectors and by cycles of economic downturn and recovery.
Using clustering analysis on M&A from SDC Platinum, with transactions valued over
250 million USD with publicly-traded US acquiring firms and publicly-traded or pri-
vately held US target firms, we determine similarities and differences in M&A activity
by GICS sector and across economic eras. The economic cycles include two major
market shocks: the high-tech dot.com meltdown around 2001 and the global financial
crisis in 2008-2009. We find that the distributions of M&A by GICS sectors can be
grouped into three major patterns, reflecting upsurges, downturns, and resilience for
recovery even following major market upheavals. Additionally, combining CEO-level
data from BoardEx with firm-level SDC Platinum transactions, we have preliminary
findings regarding CEO demographic background and reward drivers of M&A trans-
actions. We focus on the period before covid-19, and implications of our research are
to consider the impact of the covid-19 pandemic on current and future M&A activity
in various regions of the world [1], given current circumstances of global economic
retrenchment and the associated decline in M&A. These findings and methods can be
generalized into questions on other aspects of M&A as well. We aim to address such
questions in our subsequent research.

Acknowledgements. The authors thank Kathleen Berger of the Pardee Library Information Ser-
vices, Frederick S. PardeeManagement Library, Boston University and James Zeitler of the Baker
LibraryResearchServices,HarvardBusiness School,HarvardUniversity, for their respective assis-
tance with the data collection. We deeply thank the Office of the Dean, the Department of Admin-
istrative Sciences, and the Department of Computer Science at Boston University Metropolitan
College for their support.

Appendix A: M&A Frequency by GISC Sector Before and After
2008

Here are comparisons of percentile groupings by quartiles of M&A frequency and value
for various GISC sectors before and after 2008:
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Abstract. In a rapidly changing world where no market or economy is
secure, interconnectivity is becoming a key feature of almost all social
and economic systems. As a brand-new digital asset, cryptocurrencies are
quickly taking over the world economy. Cryptocurrencies are becoming
alternative investments as a store of value compared to precious met-
als. The purpose of this study is to examine the connections between
cryptocurrencies, precious metals, and energy resources using structured
numerical data. To achieve this goal, two approaches are employed to cre-
ate networks that reveal relationships between cryptocurrencies (Bitcoin,
Ethereum, Cardano, Chainlink, Litecoin, Stellar, and Ripple), precious
metals (Gold, Silver, and Platinum), and energy resources (Oil and Nat-
ural Gas) based on their daily prices and returns. The interdependence
of the networks is further examined to reveal similarities between the
created networks. The proposed methodology facilitates an understand-
ing of the dynamics of cryptocurrency markets, the factors that influence
them, and the potential for future research to expand and include addi-
tional cryptocurrencies.

Keywords: Cryptocurrencies · Precious metals · Energy resources ·
Interdependence · Networks

1 Introduction

Globalization has a tremendous impact on the structure of the financial mar-
kets and the development of the economy in our interconnected world. The swift
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development of progressive technologies has brought about significant changes in
various industries and society as a whole. These technologies have the potential
to improve efficiency, productivity, and decision-making, thereby contributing
to economic growth. One such advancement is the emergence of digital curren-
cies, particularly cryptocurrencies. Cryptocurrencies are a type of digital cur-
rency that utilizes cryptography for security. They are decentralized, meaning
they are not under the control of any government or financial institution. The
most well-known digital currency is Bitcoin, but there are many others like
Ethereum, Litecoin, and Ripple. Cryptocurrencies have gained popularity due
to their potential for fast and cheap transactions, as well as their ability to oper-
ate outside of traditional financial systems. These days, cryptocurrencies are a
crucial component of the world financial system [1].

Interdependencies between cryptocurrencies have been analyzed to under-
stand better the dynamics in the cryptocurrency markets and the different pro-
cesses that influence their performance [2]. To examine the interconnectivity of
cryptocurrencies and potential price shifts due to such influence, centrality mea-
sures have been calculated to extract insights from cryptocurrency networks [3].
Researchers investigated the impact of stock market indexes S&P500 and Dow
Jones on the prices of eighteen major cryptocurrencies, utilizing the cutting-
edge time series prediction library (XGBoost) to develop daily price prediction
models for all cryptocurrencies [4]. Another study seeks to explore the relation-
ships between cryptocurrencies and traditional financial markets, analyzing con-
nectivity networks of seven cryptocurrencies and seven conventional economic
indicators using an explainable AI model that learns asset dependencies and
presents them in a human-understandable format [5]. The relationship between
Bitcoin’s power consumption and the market is the target of a study that finds
a relationship between Bitcoin’s power consumption and its daily returns as
well as trading volume. Bitcoin’s second crash also causes a high correlation
with electricity consumption [6]. Investing in Bitcoin compared to gold as a
hedge against oil-related uncertainties caused by the COVID-19 pandemic has
found gold to act as an increasingly weak diversifier as the pandemic intensifies
[7]. Another study researches tail spillover effects between cryptocurrencies and
uncertainty in the gold, oil, and stock markets using a cross-quantile approach.
They preview that cryptocurrency and traditional markets are inconsiderably
connected under normal conditions [8]. The negative consequences of cryptocur-
rencies’ high-power energy consumption on the environment and sustainability
have piqued the curiosity of a wide number of regulators and market actors.
One study employs a network method to examine the interdependence between
clean energy, green markets, and cryptocurrency [9]. Another study will use
three machine learning models to investigate the effect of cryptocurrencies and
the US dollar in predicting oil prices before and during the COVID-19 out-
break. Support vector machines, Multilayer Perceptron Neural Networks, and
Generalized Regression Neural Networks are all examples of neural networks
[10].Interdependence about information among multiple commodities such as
energy, metals and agricultural commodities, and cryptocurrencies have been
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examined using a time-varying entropy-based approach, minimum spanning tree,
and various centrality measures [11].

This paper expands on earlier studies by integrating traditional commodities
and the growing cryptocurrency market.

2 Data

We have chosen the seven cryptocurrencies with the highest market capital-
ization from the more than 22,000 listed on Coinmarketcap1. Additionally, we
select three of the most popular precious metals and two publicly traded energy
resources. We then retrieve historical prices for each asset from the resources
Yahoo Finance2 and Investing3 We gather data for the time period between
November 2019 to November 2022, a period of high volatility and price swings.

2.1 Cryptocurrencies

We select seven cryptocurrencies based on relevance and largest market capital-
ization over the years: Bitcoin, Ethereum, Cardano, Ripple, Litecoin, Chainlink,
and Stellar. For every cryptocurrency, the price dataset includes the date, open
and close prices, high and low prices, volume and adjusted closing price.

2.2 Precious Metals and Energy Resources

The three most popular and most traded precious metals we select are Gold,
Silver, and Platinum. Additionally, we choose to use Crude Oil and Natural Gas,
two publicly traded energy resources, due to their significant economic impact.
For each precious metal and energy resource, the historical price dataset includes
the date, open price, high and low prices, close price, adjusted closing price, and
volume.

3 Methodology

Our research models the relationships between cryptocurrencies, precious met-
als, and energy resources using a correlation-based approach [12].To uncover
correlations between cryptocurrencies, precious metals, and energy resources,
we employ Pearson’s correlation coefficient as a starting point. Pearson’s cor-
relation coefficient is a descriptive statistic that summarizes the characteristics
of the dataset. It describes the strength and direction of the linear relationship
between two quantitative variables.

1 https://coinmarketcap.com/.
2 https://finance.yahoo.com/.
3 https://www.investing.com/.

https://coinmarketcap.com/
https://finance.yahoo.com/
https://www.investing.com/
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3.1 Daily Price Correlations

We first use daily prices to obtain time series of daily prices for cryptocurrencies,
precious metals, and energy resources by taking the last price at the close of the
trading market. As cryptocurrencies are traded 24/7, we take the last price at
11:59 p.m. UTC. However, precious metals and energy resources are not traded
on weekends and certain holidays, so we use the previous day’s price for days
when the market is closed, and no price data is available. This ensures that
we have datasets of identical size for all cryptocurrencies, precious metals, and
energy resources so that we can accordingly calculate daily correlations. We
use these daily correlations to create the first three networks: a network created
using cryptocurrency prices, a network created using precious metals and energy
resources prices, and a network created using cryptocurrency, precious metals,
and energy resources prices.

3.2 Daily Return Correlations

Second, we use daily returns to obtain time series of daily returns correlations
for cryptocurrencies, precious metals, and energy resources. The daily return is a
measure of the percentage change in the value of an investment or portfolio over
the course of a day. It represents the gain or loss in the value of an economic asset
as a result of changes in market conditions, economic events, or other factors
that may affect the asset’s performance. This metric can be calculated if the
price of a certain economic asset within a given time period is known. The daily
return is calculated as the difference between the current price of the asset and
its price on the previous day, divided by the value on the previous day. To obtain
the percentage of the daily return, the required result should be multiplied by
one hundred as shown in the following Eq. 1.

Daily Return = (
current day closing price − previous day closing price

prior day closing price
) ∗ 100

(1)
For example, if an asset has a positive daily return of 1%, it means that its value
has increased by 1% from the previous day’s closing price. Daily return is used
to assess short-term performance and provide insight into the volatility and risk
of an investment. To calculate daily returns, we use the daily price time series
data. We then calculate the Pearson correlation coefficient using the daily return
time series to obtain daily return correlations. Based on these correlations, we
create networks for cryptocurrencies, precious metals, and energy resources.

3.3 Centrality Measures

Centrality measures in network theory are quantitative metrics used to assess
the importance or influence of nodes within a network. These measures aim to
identify nodes that play crucial roles in terms of their position, connectivity,
or control within the network. For this research we use the following measures:
eigenvector centrality, node strength, and closeness centrality.
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Eigenvector centrality takes into account both the number and quality of a
node’s connections. It assigns higher centrality to nodes that are connected to
other highly central nodes. This measure captures the idea that the importance
of a node is determined by the importance of its neighbors.

In network theory, node strength refers to a measure of the total strength
or importance of a node in a weighted network. Node strength is calculated by
summing the weights of all the edges connected to a specific node. It provides
a quantitative measure of the overall influence or significance of a node in the
network based on the total weight of its connections.

Closeness centrality measures how close a node is to all other nodes in the
network. It calculates the average shortest path length between a node and all
other nodes in the network. Nodes with higher closeness centrality are more
central as they can reach other nodes more quickly.

4 Results

In our research, we study the intra and inter-dependencies of cryptocurrencies
and precious metals, and energy resources, however, we pay special attention to
the links between different types of economic assets. We use the strongest 1/2
of all links to create networks based on correlations between assets of the same
type, however, we use the strongest 1/3 of all links when creating networks based
on correlations between assets of different types.

4.1 Networks Created Using Daily Price Correlations

First, we study the cryptocurrency network generated using daily price correla-
tions, shown in Fig. 1. This network shows the interdependence between cryp-
tocurrencies with respect to their price.

We observe that Bitcoin is the most influential cryptocurrency, with four
strong links, followed by Ethereum, Litecoin, Chainlink, and Stellar, which have
three strong links each. The strongest connection in this network is between
Litecoin and Stellar, with a value of 0.96.

Next, we observe the network of precious metals and energy resources gen-
erated using daily price correlations, shown in Fig. 2. This network only shows
the interdependence between precious metals and energy resources with respect
to this data.

We see that Platinum is the most influential among precious metals and
energy resources, with the highest number of strong links, 3 in total, followed
by Gold and Silver, with two strong links each. The strongest relationship is
between Oil and Gas, with a value of 0.84.

Figure 3 shows the network of cryptocurrencies, precious metals, and energy
resources created using daily price correlations. This network shows the interde-
pendence between cryptocurrencies and precious metals, and energy resources
in terms of their price.
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Fig. 1. Network showing one-half of the strongest network links based on cryptocur-
rency daily price correlations.

Fig. 2. Network showing one-half of the strongest network links based on precious
metals and energy resources daily price correlations.

Fig. 3. Network showing one-third of the strongest network links based on cryptocur-
rency, precious metals and energy resources daily price correlations.
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We find that Platinum has the highest degree of the node (7), followed by
Silver which has the degree of the node (3). Cryptocurrencies in this network all
have low node degrees. The strongest link in this network is between Stellar and
Platinum, with a value of 0.72.

Table 1 shows the centrality measures for the network of cryptocurrencies,
precious metals, and energy resources created using daily price correlations. The
eigenvector centrality is highest for Platinum with a value of 0.46, followed by
Silver with a value of 0.41, and Bitcoin with a value of 0.3. All other cryptocur-
rencies have similar values for this measure ranging between 0.24–0.27, while
Gold and Gas have the lowest with 0.18 and 0.16. The node strength measure is
highest for Platinum with a value of 4.33, Silver with a value of 3.82,2, and Oil
with a value of 2.48. Among cryptocurrencies, the values are similar and range
between 1.75–1.9, with the exception of Bitcoin and Ethereum, which have val-
ues of 2.3 and 2.26, respectively. The closeness centrality measure is highest for
Platinum with a value of 4.83, for Stellar cryptocurrencies with a value of 4.55,
followed by Chainlink, Litecoin, and Bitcoin with values of 4.32, 4.28, and 4.23,
respectively. From the data, we can notice that Platinum has the strongest influ-
ence. Cryptocurrencies are not as influential, with the exception of Stellar, which
exhibits high closeness centrality.

4.2 Networks Created Using Daily Return Correlations

Figure 4 shows the cryptocurrency network created using daily return corre-
lations. This network shows the interdependence between cryptocurrencies in
terms of this variable. We see that Ethereum, Cardano, and Litecoin are the
most influential cryptocurrencies, with four strong links each, followed by Chain-
link, with three strong links. The strongest connection in this network is between
Ethereum and Litecoin, with a value of 0.82.

The network of precious metals and energy resources created using daily
return correlations is shown in Fig. 5. This network only shows the interdepen-
dence between precious metals and energy resources with respect to this variable.
From this network, we can conclude that Platinum is the most influential among
precious metals and energy resources, with a total of 4 strong links, followed by
Gold and Silver, with two strong links each. In this network, the closest connec-
tion is between Silver and Gold, with a value of 0.77.

Figure 6 shows the network of cryptocurrencies, precious metals, and energy
resources created using daily return correlations. The network displays the inter-
dependence between cryptocurrencies and precious metals, and energy resources
in terms of this variable. We can notice that Platinum has the highest node
degree (5), followed by Silver and Bitcoin, which has the node degree (4). The
strongest link in this network is between Litecoin and Silver, with a value of 0.1.

Table 2 shows the details of centrality measures for the nodes of this network.
The eigenvector centrality is highest for Silver with a value of 0.45, followed by
Platinum with a value of 0.41, and Bitcoin with a value of 0.37, and Litecoin
with a value of 0.34. All other cryptocurrencies have values for this measure
ranging between 0.15–0.3. The measure for node strength is highest for Silver
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Table 1. Centrality measures for the network based on cryptocurrency, precious metals
and energy resources daily prices.

Asset eigenvector centrality node strength closeness centrality

Bitcoin 0.3 2.3 4.23

Cardano 0.25 1.9 3.07

Stellar 0.27 1.87 4.55

Ripple 0.24 1.84 3

Chainlink 0.27 1.87 4.32

Litecoin 0.26 1.75 4.28

Ethereum 0.27 2.26 3.14

Gas 0.16 1.46 2.01

Oil 0.26 2.48 2.75

Gold 0.18 1.69 1.91

Silver 0.41 3.82 3.72

Platinum 0.46 4.33 4.83

Fig. 4. Network showing one-half of the strongest network links based on cryptocur-
rency daily price correlations.

with a value of 0.47, Platinum with a value of 0.45, and Oil with a value of 0.31.
Among cryptocurrencies, the values range between 0.11–0.28, with the exception
of Bitcoin, which has a value of 0.34. The measure of closeness centrality is high-
est for Silver, with a value of 21.29, and Platinum, with a value of 19.1, among
cryptocurrencies Bitcoin, with a value of 20.43, followed by Litecoin, with a value
of 20.21. The other cryptocurrencies have a value between 11.22–15.9. From the
data, we can notice that Silver has the strongest influence. Cryptocurrencies are
not as influential, with the exception of Bitcoin, which exhibits high closeness
centrality.
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Fig. 5. Network showing one-half of the strongest network links based on precious
metals and energy resources daily return correlations.

Fig. 6. Network showing one-third of the strongest network links based on cryptocur-
rency, precious metals and energy resources daily return correlations.

5 Discussion

Our research provides an analysis approach for dependencies between cryptocur-
rencies and some precious metals and energy resources. The methodology we
apply is based on organized numerical data that is freely available to the public
collected on a daily basis. We calculate correlations based on daily prices and
daily returns using this data. Then we investigate the relationships between seven
cryptocurrencies (Bitcoin, Stellar, Cardano, Litecoin, Chainlink, Ethereum, and
Ripple), three precious metals (Gold, Silver, and Platinum), and two energy
resources (Gas and Oil), both based on their daily prices and daily returns. We
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Table 2. Centrality measures for the network based on cryptocurrency, precious metals
and energy resources daily returns.

Asset eigenvector centrality node strength closeness centrality

Bitcoin 0.37 0.34 20.43

Cardano 0.26 0.22 14.02

Stellar 0.15 0.11 11.33

Ripple 0.17 0.14 11.22

Chainlink 0.2 0.16 12.01

Litecoin 0.34 0.28 20.21

Ethereum 0.3 0.27 15.9

Gas 0.15 0.14 11.6

Oil 0.29 0.31 14.04

Gold 0.17 0.16 11.11

Silver 0.45 0.47 21.29

Platinum 0.41 0.45 19.1

create networks using the correlations to gain insight into the interdependencies
between cryptocurrencies, precious metals, and energy resources. Our results
show that when daily price correlations are used, Platinum stands out with the
strongest measures of centrality out of the precious metals, followed by Silver
which has higher degrees compared to cryptocurrencies, which do not appear to
be as central, except for Stellar, showing a strong closeness centrality. When we
analyze the correlations of daily returns, our results show that Silver has the
strongest measures of centrality, followed by Platinum which has higher degrees
compared to cryptocurrencies, with the exception of Bitcoin, which stands out
with the strongest measures of centrality among cryptocurrencies. In addition,
energy resources, oil, and gas, show a very low correlation with cryptocurrencies
and precious metals, with the exception of Bitcoin and Ethereum, with which
they have a medium correlation, which may be due to different market dynamics
and influence.

Based on the results we obtained, it is evident that there is a strong correla-
tion between precious metals and cryptocurrencies. This can be attributed to the
strategy adopted by both individual and corporate investors to diversify their
investment portfolios by including speculative and risky investments in cryp-
tocurrencies, which have the potential for significant returns. Cryptocurrencies
are often considered an alternative investment opportunity and are compared to
precious metals in this context. In contrast, precious metals have a long history
as a store of value and a hedge against inflation and economic uncertainty. They
are frequently utilized as a safe haven asset during periods of market volatility
and geopolitical instability.

Both cryptocurrencies and precious metals have limitations of use, although
these limitations differ in nature. While cryptocurrencies can be used to buy
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goods and services from merchants who accept them as payment, their accep-
tance is still limited compared to traditional forms of payment like cash or
credit cards. Precious metals have been traditionally used as a store of value
and a means of exchange, but they have limited use in day-to-day transactions.
They are not easily divisible, and their physical nature makes them difficult to
transport and store securely. Overall, depending on the specific needs and cir-
cumstances of the users, both cryptocurrencies and precious metals have their
limitations and benefits.

6 Conclusion

In this paper, we present a methodology for analyzing the connections between
cryptocurrencies, precious metals, and energy resources based on publicly avail-
able datasets of structured data. We create and analyze networks of seven
cryptocurrencies (Bitcoin, Cardano, Ripple, Stellar, Chainlink, Ethereum, and
Litecoin), three precious metals (Gold, Silver, and Platinum), and two energy
resources (Oil and Gas) using a correlation of their prices and daily returns data.

The results of this paper show that by looking only at the cryptocurrency
market, we can not pick a single main driver that moves the market. However,
when we look at precious metals and energy resources alone, the main driver
is definitely Platinum. In addition, when we cross-reference the cryptocurrency,
precious metal, and energy resource markets, it is interesting to note that Plat-
inum is highly correlated with all cryptocurrencies.

While cryptocurrency markets are new and unpredictable, they are posi-
tioned to integrate into the traditional financial system through growing usage
of blockchain technology or by providing alternative payment methods in order
to create a unified global currency. The relationship between cryptocurrency
markets and precious metals, oil, and gas markets is not direct and can be con-
sidered to be not significant.

While all of these markets can be affected by global economic and geopolitical
factors, they have different underlying drivers and face different challenges. For
instance, the value of precious metals can be influenced by factors such as central
bank policy, while the price of oil and gas is largely driven by supply and demand
dynamics. The value of cryptocurrencies, on the other hand, is driven by factors
such as investor sentiment and adoption. However, in some cases, changes in the
value of cryptocurrencies, precious metals, oil, and gas can have an impact on
the other market, but this is not always the case. It is important to keep in mind
that markets are very dynamic, and correlations can change over time.

The methodology we show in this paper is a basis for understanding the
complex world of cryptocurrencies and traditional markets, including precious
metals and energy resources, as well as a stimulus for further research in this
area. Our methodology is scalable and may be developed to incorporate a greater
number of cryptocurrencies and other traditional economic indicators, as well as
to cover a larger time period. We hope that our research will contribute to greater
understanding of various financial markets and the influence of major events,
taking into consideration both traditional and innovative emerging markets.
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Abstract. The stability of the banking sector is of paramount importance to the
health of national economies and the global financial system. In this paper, we
delve into the multifaceted concept of banking stability, employing a diverse set
of parameters and mathematical models in our analysis. Our objective is two-
fold: firstly, to provide a comprehensive exploration of the key factors impacting
banking stability, and secondly, to propose a novel, more effective approaches for
its assessment and forecast. By leveraging advanced quantitative methodologies,
we systematically examine the influences that various economic and financial
parameters exert on banking stability. Our findings contribute to a more nuanced
understanding of banking stability, thereby offering valuable insights to policy-
makers and financial institutions. Future research directions are also suggested,
with an emphasis on refining the mathematical models used and incorporating
new parameters, based on the rapidly evolving landscape of the banking sector.

Keywords: Banking Stability · Diverse Parameters · Mathematical Models ·
global financial system

1 Introduction

The stability of the banking sector holds a critical role in ensuring the smooth func-
tioning of economies worldwide. As the recent financial crises have starkly highlighted,
disturbances within the banking sector can have far-reaching implications, frommicroe-
conomic level disruptions to macroeconomic destabilization. As such, a comprehensive
understanding of the dynamics and influences underpinning banking stability is a priority
for policymakers, regulators, and financial institutions alike [1–7, 12].

In this paper, we embark on an exploration of the intricate concept of banking stabil-
ity. We aim to expand the existing body of knowledge by employing a diverse range of
parameters in our investigation, harnessing the power of advanced mathematical models
to analyze their effects on banking stability. The parameters we consider encompass a
broad spectrum, including but not limited to macroeconomic indicators, bank-specific
characteristics, and wider financial market conditions [5–10].

Our objective is two-fold: to offer a holistic understanding of the factors influencing
banking stability and to propose innovative methodologies for its evaluation and projec-
tion. We strive to not only identify the key determinants of banking stability but also to
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forecast future trends, thereby enabling preemptive measures to ensure banking sector
resilience.

The use of quantitativemethodswill facilitate a systematic examination of the various
parameters under scrutiny. By leveraging mathematical models, we can distill complex
relationships and dynamics into quantifiable, interpretable insights. This empirical app-
roach will enhance our understanding of banking stability, offering valuable insights that
can be applied in both policy-making and risk management within financial institutions.

The literature on banking stability is diverse and extensive, encompassing various
parameters and mathematical models to capture the intricacies of the concept. This
section critically reviews the existing body of work, shedding light on the evolution of
thought in this area and identifying gaps that our study aims to fill [7, 11–15].

The seminal work of various authors has highlighted the crucial role macroeconomic
indicators play in banking stability. For instance, inflation,GDPgrowth, and interest rates
have been found to significantly impact the soundness of the banking sector.However, the
interplay between these indicators and banking stability is complex and often contingent
upon the specific context of each economy, calling for further research in this area
[16–21].

Furthermore, numerous studies have emphasized the importance of bank-specific
characteristics, such as capital adequacy, asset quality, and profitability. The applica-
tion of financial ratios in predicting bank stability has been a common approach in the
literature. However, the dynamic nature of the banking industry necessitates continual
validation of these ratios and the exploration of potential new indicators [15–18].

The influence of broader financial market conditions on banking stability has also
been a focus in the literature.Market volatility, global financial integration, and contagion
effects have been recognized as significant factors. Yet, their impact on banking stability
could be nonlinear and asymmetric, demandingmore sophisticatedmathematicalmodels
to capture these complexities.

Despite the substantial progress in this field, the literature review reveals a gap in the
integrated analysis of these parameters. Moreover, the rapid evolution of the banking
industry, driven by technological advancements and regulatory changes, prompts the
need for updated models and parameters. Our study aims to address these gaps by
providing a comprehensive analysis of banking stability using diverse parameters and
advanced mathematical models.

The article “Changes in the rules of the banking union”1 by Consilium discusses
changes in the rules of the European Union’s banking union. The article outlines mea-
sures taken by EU member states to support their economies during the COVID-19
pandemic. These measures include stricter capital requirements for banks to reduce
incentives for excessive risk-taking, as well as measures to improve banks’ lending
capacity and their role in capital markets. The article also discusses a framework for
cooperation and information exchange between different authorities [5, 8, 29, 35, 40].

In this article, we assess the effect of credit bureaus on the occurrence of banking
crises and test for the existence of a threshold effect that drives the credit bureau-banking
stability nexus. We use data from 32 countries for a period from 2004 to 2016. [5, 12, 18,
34, 38]. One of the aims of our research is to find the existence of a nonlinear relationship

1 https://www.consilium.europa.eu/en/policies/banking-union/

https://www.consilium.europa.eu/en/policies/banking-union/
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between private and public credit bureaus and banking stability. Also, we will try to find
a correlation between the number of credit bureaus and banking instability [24, 35–40].

Giombini’s article proposes dynamic oligopolisticmodels, describing heterogeneous
banks competing in the loan market [3]. The authors consider two boundedly rational
banks. Those banks use adaptive behavior in order to increase their profits under different
assumptions of limited information and bounded computational ability. To make the
calculations those banks use a share of credits for which have a probability of not being
reimbursed. [12, 25, 34–38].

The authors analyze the stability properties of the models and show that the presence
of non-performing loans can generate complex dynamics and instability. The authors
also study the role of expectations in shaping the dynamics of the system.

The authors find that non-performing loans can have a significant impact on banking
stability. The presence of non-performing loans can lead to complex dynamics and
instability in the system. Expectations play an important role in shaping the dynamics of
the system. The authors show that different expectations can lead to different outcomes
in terms of banking stability [21–26].

The authors conclude that non-performing loans can have a significant impact on
banking stability and that expectations play an important role in shaping the dynamics
of the system. The authors suggest that further research is needed to better understand
the complex dynamics generated by non-performing loans and expectations [34–38].

Article [10] explores the relationship between organizational higher purpose and
business decisions, how it interacts with capital in banking, and its implications for
banking stability. The authors develop a simple theoretical model that provides an eco-
nomic rationale for the results [32–40]. They conclude that organizational higher purpose
can have a significant impact on banking stability. This higher purpose can lead to better
business decisions by increasing employee trust in their leaders [2, 15, 26, 38].

2 Methodology

The methodology section outlines the mathematical models and parameters employed
in our study. We adopt a blend of traditional and innovative models to capture the
complexity of banking stability. The parameters used in our study are selected based on
their relevance and frequency of use in the literature, as well as their potential to capture
the recent changes in the banking industry.

We use both single-equationmodels and system-basedmodels to evaluate the impact
of chosen parameters on banking stability. Single-equation models, such as regression
models, allowus to isolate the effect of each parameter. In contrast, system-basedmodels,
like vector autoregression (VAR), enable us to capture the interdependencies between
different parameters [1–5, 22–24].

Also, we apply machine learning techniques, such as support vector machines and
neural networks, to model the nonlinear and complex relationships between the param-
eters and banking stability. These techniques allow us to handle high-dimensional data
and capture the nonlinear, dynamic, and asymmetric effects of parameters on banking
stability.
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The parameters used in our study are divided into three categories: macroeconomic
indicators, bank-specific characteristics, and financial market conditions. Macroeco-
nomic indicators include variables like inflation, GDP growth, and interest rates. Bank-
specific characteristics encompass variables such as capital adequacy, asset quality,
and profitability ratios. Financial market conditions incorporate indicators like market
volatility and global financial integration measures [15–18].

The general form of our model of individual returnable assets is:

Rt+1 = μt+1 + σt+1zt+1, czt+1 ∼ i.i.d .D(0, 1) (1)

where:

• zt+1 – a value representing an innovation period, which we assume to be identically
and independently distributed (i.i.d.);

• D(0, 1) - distribution, which has a mean equal to zero and a variance equal to one.
• μt+1 - conditional mean return (Et[Rt+1]);
• σ 2

t+1 - conditional variance (Et[Rt+1 − μt+1]2) [5, 28].
It is not easy to find a clear connection between the conditional mean and assuming

a zero return for the mean, which might indeed be the most reasonable choice when
managing risk [20, 21, 39].

Let’s consider the Morgan Risk Metrics model for dynamic volatility. This model
calculates tomorrow’s volatility (time t + 1) at time t:

σ 2
t+1 = 0.94σ 2

t + 0.06R2
t (2)

At t = 0, the volatility σ 2
0 can be a sample variance for available past data

[5, 15, 38].
Let’s consider the Historical Simulation (HS) approach for Value-at-Risk (VaR).

Let’s say today is day t and we have a portfolio of n assets. We denote our current shares
or holdings of asset i with Ni, t , then today’s portfolio value is

VPF,t =
n∑

i=1

Ni,tSi,t (3)

Using the past asset prices for today’s firm portfolio, we can compute the old value
of a ‘pseudo’ portfolio. The ‘pseudo’ portfolio is the portfolio that we will obtain if we
use today’s portfolio at that time. For example,

VPF,t−1 =
n∑

i=1

Ni,tSi,t−1. (4)

Now, we can define the pseudo-logarithmic return as follow:

RPF,t = ln

(
VPF,t

VPF,t−1

)
. (5)

Using the definition above, we can define the Historical Simulation (HS) approach.
We consider the existence ofm daily hypothetical portfolio returnability. The formula to
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compute the value uses the portfolio’s assets (past prices) and portfolio weights (today’s
values):

{
RPF,t+1−τ

}m
τ=1.

The HS technique assumes that the distribution of tomorrow’s portfolio return,
RPF,t+1, will be approximated to the empirical distribution of the past m observa-
tions,

{
RPF,t+1−τ

}m
τ=1. In other words, the distribution of RPF,t+1 is captured by the

histogram of
{
RPF,t+1−τ

}m
τ=1. The variable VaR with range size p is computed as the

100p% quantile of the past portfolio return sequence [2, 15, 35–40]. Therefore,

VaRP
t+1 = −Percentile

({
RPF,t+1−τ

}m
τ=1

)
. (6)

In this way, we simply sort the returns
{
RPF,t+1−τ

}m
τ=1 n ascending order and choose

VaRP
t+1 to be such a number that only 100p%of the observations are smaller thanVaRP

t+1.
As VaR typically falls between two observations, we can use linear interpolation to
compute the exact number.

3 Findings and Discussion

Our empirical analysis yielded several key findings regarding the factors influencing
banking stability nd the efficacy of the diverse parameters and mathematical models
utilized in this study [1, 5, 18, 39].

1. Macroeconomic Indicators: Consistent with the existing literature, our study found
that macroeconomic indicators such as inflation, GDP growth, and interest rates sig-
nificantly impact banking stability. Specifically, high inflation and high-interest rates
were found to negatively affect banking stability, while robust GDP growth was
associated with increased stability.

2. Bank-Specific Characteristics: Bank-specific characteristics, including capital ade-
quacy, asset quality, and profitability, were also found to be critical determinants of
banking stability. Banks with higher capital adequacy ratios, better asset quality, and
higher profitability were found to be more stable.

3. Financial Market Conditions: Our analysis revealed that broader financial market
conditions, including market volatility and global financial integration, also play
a significant role in banking stability. High market volatility was associated with
decreased banking stability, while greater financial integrationwas linked to increased
stability, up to a certain threshold.

4. Model Performance: Our study demonstrated that the performance of the mathe-
matical models used for predicting banking stability depends heavily on the com-
plexity of the relationships between the parameters. Single-equation models such as
regressionmodels performedwell for linear relationships,while system-basedmodels
like VAR were more effective for capturing interdependencies between parameters.
Machine learning techniques,mentioned above,were particularly useful formodeling
the nonlinear, dynamic, and asymmetric effects of parameters on banking stability.

5. Model Enhancement: The integration of diverse parameters into a single model sig-
nificantly enhanced the prediction accuracy for banking stability. This highlights the
importance of considering a wide array of factors when assessing banking stability.
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These findings offer valuable insights into the determinants of banking stability and
provide a solid foundation for the development of more accurate and comprehensive
models for banking stability prediction. They also underscore the importance of continual
research in this field to keep pace with the evolving dynamics of the banking industry
[25, 29, 38].

In general terms, the distributions of compensations are right-skewed, unimodal, and
have non-negative support. Therefore, they approximately have the form of a gamma
distribution. To achieve greater flexibility, we allow a shift over the distance x0. Hence,
we approximate the cumulative distribution (cd) function for S to the cd function for Z
+ X0, where Z ~ gamma (α, β) [25, 28, 39] (Table 1).

Themultiple regressionmodel indicates a positive relationship between credit exten-
sion (loans) and banking stability. This relationship suggests that as banks increase their
credit extension, their stability index also tends to increase, implying a more resilient
banking system.

On the other hand, financial liquidity, another significant parameter, shows a com-
plex relationship with banking stability. While an optimal level of liquidity is shown
to contribute positively to stability, excess liquidity seems to have a negative impact,
potentially due to idle funds and lower profitability.

Additional banking parameters also reveal interesting relationships with stability.
Capital adequacy, a measure of a bank’s capital to its risk, has a positive impact on
stability, while non-performing loans (NPLs), a sign of credit risk, appear to negatively
influence stability [25, 36].

In conclusion, our model suggests that a balanced approach to credit extension,
maintaining an optimal level of financial liquidity, ensuring sufficient capital adequacy,
and controlling the level of non-performing loans are vital for maintaining banking
system stability. Further studiesmay delve intomore detailed parameters and incorporate
additional factors, such asmacroeconomic conditions and regulatory policies, to enhance
the predictive power of the model [25, 28, 39] (see Fig. 1).

Themultiple regressionmodel also revealed that interest rate spreads had a significant
impact on the stability of the banking system.Awider spread, indicative of higher lending
rates relative to deposit rates, was associated with increased stability. This finding might
be due to the larger profit margin for banks, which can contribute to a buffer against
possible financial distress (see Fig. 2).

Additionally, themodel showed that the size of the bank,measured by total assets, had
a nonlinear relationship with banking stability. Smaller banks demonstrated increased
vulnerability to external shocks, whereas larger banks displayed more resilience up to
a certain size. However, banks that were too large showed signs of decreased stability,
potentially due to issues of complexity and governance.

The role of diversification in a bank’s portfolio was also examined. Diversification
across various types of loans and investments appeared to enhance banking stability by
spreading risk. However, excessive diversification, particularly in riskier assets, could
lead to stability issues.
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Table 1. The most commonly used discrete and continuous distributions

Distribution Density and support Moments and
invariants

Mgf

Binormal (n, p)
(0 < p < 1, n ∈ N)

( n
x
)
px(1 − p)n−x,

x = 0, 1, …, n
E = np, Var =
np(1 − p),

γ =
np(1−p)(1−2p)

σ 3

(
1 − p + pet

)n

Bernoulli (p) ≡ Binomial (1, p)

Poisson (λ)
(λ > 0)

e−λ λx

x! , x = 0, 1, . . . E = Var =
λ, γ = 1/

√
λ,

κj = λ, j =
1, 2, . . .

exp
[
λ
(
et − 1

)]

Negative binomial (r,
p)
(r > 0, 0 < p < 1)

(
r+x−1

x

)
pr(1 − p)x

x = 0, 1, 2, …

E =
r(1 − p)/p,

Var = E/p,
γ =
(2 − p)/pσ

(
p

1−(1−p)et

)r

Geometrically (p) ≡ Negative binomial (1, p)

Monotonous (a, b)
(a < b)

1
b−a ; a < x < b E =

(a + b)/2,

Var =
(b − a)2/12,
γ = 0

ebt−eat
(b−a)t

N
(
μ, σ 2

)

(σ > 0)

1
σ
√
2π

exp−(x+μ)2

2σ 2
E = μ,Var =
σ 2, γ = 0

(κ = 0, j ≥ 3)

exp
(
μt + 1

2σ 2t2
)

Gama (α, β)
(α, β > 0)

βα


(α)
xα−1e−βx, x > 0 E =

α/β,Var =
α/β2,

γ = 2/
√

α

(
β

β−t

)α
(t < β)

Exponential (β) ≡ gamma (1, β)

χ2(k)(k ∈ N) ≡ gamma(k/2, 1/2)

Beta (a, b)
(a > 0,b > 0)

xa−1(1−x)b−1

B(a,b) ,

0 < x < 1

E = a
a+b ,Var = E(1−E)

a+b+1

(continued)
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Table 1. (continued)

Distribution Density and support Moments and
invariants

Mgf

Log-normal (μ, σ 2)
(σ > 0)

1
xσ

√
2π

exp−(log x−μ)2

2σ 2 , x < 0 E = eμ+σ 2/2,Var =
e2μ+2σ 2 − e2μ+σ 2

,

γ = c3 + 3c,wherec2 = Var/E2

Pareto (α, x0)
(α, x0 > 0)

αxα
0

xα+1 , x > x0 E = αx0
α−1 ,Var = αx20

(α−1)2(α−2)

Fig. 1. Multiple Regression Analysis of Banking Stability Parameters using MATLAB



Exploring Banking Stability Through Diverse Parameters 301

Fig. 2. Non-Parametric Analysis of Bulgarian Banking System Stability: A Visual Perspective
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Finally, the study also found that the external macroeconomic environment played a
significant role in banking stability. Banks operating in stable economic conditions were
more likely to maintain their stability, suggesting the importance of prudent economic
policies and regulation in maintaining the health of the banking sector.

4 Conclusion and Future Research

In conclusion, while certain banking practices and conditions contribute to banking
stability, a delicate balance must be struck. Excesses in any area can lead to instability,
highlighting the need for careful management and effective regulation. The multiple
regression model used in this study provides a robust tool for exploring these complex
relationships and can be adapted to include additional variables in future research.

Looking forward, future research could focus on incorporating additional parame-
ters into the models, such as those related to technological advancements and regulatory
changes in the banking industry. More sophisticated and adaptive mathematical mod-
els could also be developed to better capture the nonlinear and dynamic relationships
between the parameters and banking stability.
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Abstract. We present a framework for integrating academic programs and stu-
dents’ preparation for the job market. A graduate program’s curricula, especially
in data and business analytics, should prepare students for landing their dream
job and prepare them to excel in their desired roles and grow within the company.
Our approach is to assist our students in (i) their active participation in charting
a course for their career and (ii) becoming a competitive force within the mar-
ket based on knowledge gained in the program. The Applied Business Analytics
program at Boston University Metropolitan College has created a competitive
curriculum that shapes students into leaders by assessing the marketplace’s needs
(a function of its environment) and preparing our students to become lifelong
learners, thereby creating their competitive advantage.

The model we’ve created contains three key areas, (i) the academic program
and the valuation of its quality through skill development, (ii) the evaluation of
the job market as a subset of the macro environment, (iii) the active preparation
of students in our consultation service offerings to become competitive players
in the job market. We introduce the complex nature of this model by discussing
the various tools offered to our students, our approach for conducting job market
assessments, and the framework for creating diagnostic tools for skills assessment.

Keywords: skills development · skills assessment · student employability ·
industry assessment · career planning · competitive landscape analysis ·
knowledge competence · business analytics curriculum · job placement

1 Introduction

Two key differentiators of the Applied Business Analytics (ABA) graduate degree pro-
gram are (i) the competitive landscape analysis of our graduate program, as presented
during the 16th CSECS Conference on Computer Science and Education in Computer
Science (CSECS) [4], and (ii) the ABA Graduates’ Employability Support service, as
presented during the 18th EAI International Conference on CSECS [1]. In the ABA pro-
gram, we are constantly searching for ways to support our students in their journey of
landing their ‘dream job’. Our competitive landscape analysis program helps us ascertain
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the strength of the degree program compared to the top universities in the U.S. offer-
ing a master’s degree in business analytics. Our employability support service model
helps students prepare to enter the job market by creating their ePortfolio, an online web
application demonstrating their skills, experience, and the application of their abilities
to utilize data in solving the problems that companies face. The employability service
model also helps students better understand the job market, including companies and
industries hiring talents matching our students’ skills. Lastly, this model allows students
to prepare for their technical interviews, a key component to successfully hiring talent
within analytics.

Our next focus in this series of analyses we’ve conducted is to ensure that we are
equipping our students with the knowledge to be successful within the job market. This
knowledge will land them a job aligned with their career aspirations and help them
succeed to become significant contributors to the company’s overall success. We now
present our methodology for advancing our program at a course level that meets the
demands of the job market and beyond.

2 Methodology

Our ongoing research in student employability has been a rewarding experience as
students have benefitted from the critical services offered in the ABA@BU Graduates
Employability Service Model [1]. Since its publication, a website has been created to
store all our service materials and resources needed for students to land their dream
job [2]. To continuously refine this model, we are now taking a high-level view of the
integrations between the academic programs, positions to be filled in the job market,
and student’s ability and preparedness to demonstrate that they are the right fit for
various roles within the marketplace. We present a three-step approach for curriculum
improvement by adding skillsets required by selected industries. Our first step focuses
on completing an industry assessment to gain a deeper understanding of the job roles and
the top skills needed for an applicant to be considered and successfully chosen for the
role. The second step involves an assessment of the current state of a degree program’s
curriculum, specifically focusing on each course within the program to understand its
learning objectives and skills outcomes clearly. Herewe are determining the gap between
the current course curricula and the industry’s requirements. The third step focuses on
additional diagnostic testing upon nearing the completion of the program so that students
can demonstrate the broad range of skills developed across key areas or pillars of a degree
program. The following are the details of our approach:

2.1 Diagnostic Assessment of an Academic Program’s Quality Through Skill
Development

For an academic program to be deemed a success, constant evaluation is required. These
programs must be designed in such a manner that they equip students with the skills
necessary to secure roles within the industry and also to train students to become lifelong
learners. From this perspective, programs must conduct thorough assessments of the
needs of the industry and incorporate this information into the design, development, or
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enhancements of the program’s curriculum. The critical thing to mention here is that
the program is on a continuous loop of valuation, enhancement, and development. We
aim to assess the program’s current state, one course at a time, and make improvements
based on the industry’s needs, as visualized in Fig. 1 below.

Fig. 1. Diagram representing the enhancements of academic programs based on the increasing
needs of the industry as a function of time.

By applying tools like the ABA@BU Competitive analysis framework [4], we can
quantitatively assess the program’s strength based on key differentiating factors like
program rankings, delivery format, tuition, and total credits. In addition to this approach,
we would like to propose a diagnostic assessment tool to determine the fit between the
academic program’s offerings and the needs of the Industry. It requires a thorough
review and valuation of the skills offered through individual courses and the skills to
be gained through the completion of industry-relevant certifications. For each class, it
is essential to determine the skills offered and difficulty level ranging from beginner
to advanced. In addition, it is crucial to identify industry-relevant certifications and
skills gained through completing these certifications that can complement the student’s
learning. Through the combination of the skills earned in the degree program and the
skills offered through the completion of the relevant industry certifications, students will
now have a competitive advantage within the job market as their skills demonstrate that
they can meet job performance standards and also the ability to grow within the role and
take on additional challenges which then leads to a rewarding career. To further explore
this approach, we will discuss the development of the academic program to offer skills
at the beginner’s, intermediate and advanced levels and skills obtained through industry
certifications. Figure 2 represents our approach to skill development by segmenting our
audience into various groups and designing content thatwillmeet or surpass each group’s
needs, ensuring that they are a successful fit for specific roles within the job market.
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Fig. 2. The ABA Academic Program’s Approach to skill development.

Beginner-Level Skill Offerings Through Preparatory Labs. The ABA academic
program is designed to meet the needs of students at various stages within their careers
and to provide themwith an opportunity to complete the programwith an advanced level
of command of the industry-required skills. There is a unique challenge posed to us as
we received interest in the program from five categories of individuals:

o With less than two years of working experience
o With 2–5 years of working experience
o With more than five years of work experience
o With no experience who just graduated with a bachelor’s degree
o Individuals who are switching careers

We have aimed to design and develop a program to meet the needs of these vary-
ing groups keeping in mind the rapid advancement of the Industry as a result of the
advancements made in the technological landscape, thereby increasing the complexi-
ties of problems within the Industry and the need for capable individuals to solve these
challenges. The program starts by introducing all students to what we call prepara-
tory laboratories. These laboratories are designed to provide foundational knowledge
to develop missing skills in the programming languages R, Python, SQL, and software
applications such as Microsoft Excel, Microsoft Power B.I., and more. For the groups
of persons with more than two years of working experience, these laboratories serve as
a refresher to help prepare these students for the next stage, obtaining intermediate-level
skill development through our program’s foundational courses.

Intermediate-Level Skill Offerings Through Foundation Courses. Once students
have completed the preparatory labs, the next stage of skill development, the intermediate
level, can be obtained through the completion of several of our foundation courses.
Students will learn in-depth knowledge and applications of the statistical language, R,
with applications to real-world datasets.



An Integrated Framework for Assessing Data and Business 309

Advanced Level Skill Offerings Through Specialization Courses. The specialization
and elective courses provide students with advanced knowledge in R, Python, SQL, and
various visualization tools, for example, Microsoft Power B.I., Tableau, and Google
Data Studio (Looker).

These three levels of the program’s courses provide students with the skills needed
to be successful in the job market. As the business analytics field is highly competitive,
the program aims to provide students with a competitive edge by completing in-demand
course certifications. The certifications allow students to learn and test their skill levels
and demonstrate to potential employers that they can solve challenging problems.

Increasing Student Competitiveness in the Industry Through the Completion
of Industry-Relevant Certifications. Our goal is to enable our students to become
competitive applicants within the Industry by completing industry-relevant certifica-
tions. Potential employers widely accept these certifications as evidence that the appli-
cant is dedicated to the field and has the aptitude for learning and contributing to the
organization’s success and, in turn, personal growth.

2.2 Job Market Assessment

The job market assessment aims to determine the critical skills needed for a job seeker
to succeed in the field of analytics. It is essential for academic programs to stay abreast
of the changing needs of the Industry and to incorporate in their program’s curricula
the skills needed to become successful within the selected field. There are several ways
in which programs can obtain this information. One is collecting data from various job
sites, compiled through manual or automated efforts like web scraping. Our approach is
to gain support from companies like Lightcast [5], which delivers job market data with
the option for clients to design and develop their reports to understand the job market’s
needs thoroughly. Figure 3 displays our approach to assessing the job market.

The first step seeks to identify the occupational category under which the particular
course’s skills generally fall and is part of the Standard Occupational Classification
(SOC) Code system, which the U.S. Bureau of Labor Statistics uses to group workers
into various categories [3]. To determine key employment statistics, we are focusing on
the following areas: (i) the total unique job postings, (ii) the total number of employers
in search of talent, (iii) the median salary, (iv) a summary of the popular job titles for
that category determined by the number of postings per job title, (v) a summary of the
top cities with job postings for that category or group and, (vi) a summary of the top
industries. This valuation gives us a high-level view of the demand for talent for each
occupational category. The second stage requires a deep dive into this data to understand
the demand and supply of the necessary top skills for the overall occupational category
and top job titles, see Fig. 4.

We identify the top software, specialized skills, and top qualifications in demand
for the occupational category. For each of the three elements in the skills identification
chart, we conduct an additional evaluation to determine the supply/ demand ratio by
identifying the percentage of job postings that required a specific skill, the rate of job
applicants that possessed the talent, and the computation of the supply/ demand ratio.
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Fig. 3. The ABA Academic Program’s Approach to the Assessment of the Job Market.

Fig. 4. The ABA Academic Program’s skill identification and skill supply/ demand assessment
approach.

These results will provide an idea of what is needed within the market and whether this
demand is covered.
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2.3 Determination of the Presence of In-Demand Skills Within the Course
Curriculum at a Beginner, Intermediate, or Advanced Level

The next step would be to perform a gap analysis to address whether the required skills
in the skills identification chart exist within the course curriculum, and if it exists within
the curriculum, at what level it exists: beginners, intermediate, or advanced. It concludes
by altering the learning objectives within the course curriculum to include the newly
required skill.

2.4 Students’ Preparation to Enter the Workforce

Throughout the degree program, we’ve prepared students to gain skills in the field of
business analytics at beginner, intermediate, and advanced levels. Before completing the
program, students should test their knowledge through participation in our Employabil-
ity Services, Service 3 – preparation for Technical Interview Simulations. Our faculty
designed and developed this diagnostic approach to test students’ technical competency
based on the top skills needed in business analytics: SQL, R, Python, and Microsoft
Excel ([2] section Instructions for the ABA Program’s Technical Interviews). In col-
laboration with our technical services team, we created the technical infrastructure to
support this simulation environment through the Blackboard Learning Management
System, where we can store a test bank of questions across the significant analytics
programming languages, including software applications like Microsoft Excel and the
accompanying datasets that students are required to utilize for solving the questions or
business problems presented.

Students are required to register for these sessions. Upon successful registration,
students will receive instructions on how to proceed with their technical interviews. On
the day of the technical interview, students choose one offered by the system topic. A
question from our test bank is then displayed randomly to the student, upon which the
student has forty-five minutes to solve the problem. Students will then have 15 min to
complete a presentation deck demonstrating their approach to solving the problem and
the results obtained. They present in front of a panel of faculty members who will ask
probing questions and provide feedback for improvement.

3 Applications of the Methodology

The presented methodology demonstrated our approach to enhancing a program’s cur-
riculum and its relations to preparing students for the job market. We will illustrate this
approach by applying this methodology to one of the program’s specialization courses,
Web Analytics for Business.

3.1 Market Assessment for the Field of Web Analytics

Based on reports generated from Lightcast for the period January 2020 to April 2022,
related to SOC code 13–1161, Market Research Analyst and Marketing Specialists,
there were over 527,357 unique job postings within the U.S. a resounding 36% of all
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job postings within the U.S. over 107,746 employers were competing for talent within
this field (appendix 2, industry statistics). Massachusetts ranked 7th within the U.S. with
17,388 job posts, with California ranking at 1 with 88,263 job posts (appendix 3, state
statistics).

Based on the job postings, a few of the relevant job titles we’ve seen are Market-
ing Analysts, Digital Marketing Consultants, Social Media Specialists, Search Engine
Optimization Specialists, Marketing Coordinators, Digital Marketing Consultants, Web
Marketing Managers, Business Intelligence Analysts and more (appendix 4, top job
titles).

From the job postings, the top software skills required were Microsoft Excel,
MicrosoftOffice,Microsoft PowerPoint, andGoogleAnalytics (appendix 5, top software
skills). More than 60,756 job postings require the following skills: Google Analytics,
Microsoft PowerPoint, Microsoft Office, and Microsoft Excel (appendix 6, a dashboard
summarizing the critical data).

For the role of Marketing Analyst, there’s a slight difference in the required skills;
for example, we now see the inclusion of SQL, Dashboard, and Business Intelligence
Software like Tableau and Python (appendix 7, job posts and top software skills required
for Marketing Analysts). Based on this assessment, the skills in demand in the industry
are Microsoft Excel, Microsoft Office, Microsoft PowerPoint, Google Analytics, SQL,
Dashboard, and Business Intelligence Software like Tableau and Python (Fig. 5).

Fig. 5. Skills needed for a successful career in Web Analytics.
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3.2 Incorporating Industry Skills into Curriculum Design and Enhancement
for Specialization Course Web Analytics for Business

Incorporation of Industry Skills into the Curriculum. Having this knowledge of
the skills that are in – demand within the market, for our students to be competitive
and receive top positions, we incorporated these skills into the design enhancement of
the curriculum. At the preparatory lab level, students are required to complete AD100,
which covers the skill areas of Microsoft Excel and Microsoft Office. PY100 prepares
students for basic or beginner knowledge in Python, covering the concepts needed to
familiarize them with the programming language and its components. Our program’s
foundation course equips students with the knowledge of presenting findings of the
analysis performed andutilizing tools likeMicrosoft PowerPoint. It also exposes students
to using visualization software like Microsoft Power B.I. The program covers several
learning objectives described below at the specialization course level, Web Analytics
(See Table 1). For the first learning objective, exposure to data collection principles and
techniques, students are given hands-on experience in collecting external data. These
data do not exist within the company through practices like web scraping, a valuable
skill needed in developing competitive intelligence reports. Students are then exposed to
knowledge of advanced techniques like Text Mining and Sentiment Analysis to uncover
patterns andmore profoundmeaningwithin the data collected. In internal data collection,
students are exposed to understanding customer behavior on a website and introduced to
tools like Google Analytics, one of the job market’s most sought-after tools in the field
of Digital Marketing, Market Research Analysts, and Marketing Analysts. The second
learning objective focuses on Data Storage, Analysis, and Visualization. Students gain
hands-on experience designing and developing relational database management systems
to store structured data collected from various sources.

Students then utilize Structures Query Language (SQL) to create and query the
database and extract data to create visualizations using Python or R. The third learning
objective focuses on data analysis for the performance of communication channels like
email marketing, SocialMediaAnalytics, andMobile Analytics. Students are introduced
to marketing campaigns like MailChimp, Constant Contact to distribute and monitor the
performance of marketing campaigns. Google Analytics for Firebase is also introduced
as an opportunity to track the performance of mobile applications to determine revenue
earned through the application, number of downloads, number of uninstalls and num-
ber of application crashes, to name a few. The final Learning Objective looks at the
Applications of topics in Web Analytics. This area focuses allowing students to gain the
experience of designing websites while providing consideration for the analysis of web
traffic data. Thismeans that students are designing thesewebsites intending to collect and
measurement of customer behavior data. Students are then exposed to the strategies used
to generate traffic to their websites, and they begin measuring customer data. Visualiza-
tion tools like Google Data Studio are then used to create visualizations demonstrating
various key performance indicators for the business. Students are then introduced to con-
ducting experiments, more specifically A/B testing, informing the changes to be made
on their websites. The idea here is that before an actual change is made, let’s run a test
to determine customer’s acceptance of this change before we finalize the change on a
website.
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Table 1. Web Analytics learning objectives and skills offered.

Learning
Objectives

Sub Areas Software Skills Specialized Skills

Data Collection External Data
Collection - Web
Scraping

Python Text Mining,
Sentiment Analysis

Internal Data Collection
- Customer Behavior
Data

Google Analytics Google Analytics

Data Storage,
Analysis and
Visualization

Relational Database
Design & Development

SQL Database design

Database Queries SQL

Query result extraction
& visualization

SQL, Python

Marketing
Communication
Analytics

Email
Marketing— Campaign
Design & Execution &
Analysis

Google Analytics,
MailChimp, Constant
Contact

Email Marketing

Social Media Analytics Social Media
Analytics

Mobile Application
Analytics

Google Analytics for
Firebase

Applications of
topics in Web
Analytics

Web Design &
Development

Blogger, Google Sites,
Wix, Squarespace

Web Design &
Development

Web Traffic Analysis Google Analytics Google Analytics

Dashboard Design &
Development

Google Data Studio Google Data Studio

Web Experimentation Google Optimize A/9 Testing

Presentation of Findings
and recommendations

Microsoft Power Point

Increasing Student Competitiveness in the Industry Through Completing Industry-
Relevant Certifications for Top Required Skill, Google Analytics. As part of theWeb
Analytics course requirements, students must complete several courses from the Google
AnalyticsAcademyplatform.Thefirst certification is theGoogleAnalytics forBeginners
certification, which covers several introductory topics on becoming familiarized with
the Google Analytics interface, including creating an account, exploring the interface
and the various reports established to understand user behavior, and more. The second
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required certification, Advanced Google Analytics, exposes students to advanced topics
like creating custom metrics, reports, dimensions, and more. As these courses are based
on the Google Analytics Universal Analytics property, which will be retired by Google
on June 30th, students will be asked to complete the Google Analytics Certification,
which will test their skills in setting up a Google Analytics 4 property identification for
websites and using the new interface to gain insights into user behavior.

4 Conclusion and What’s Next

The next step in this assessment is to develop a dashboard displaying the data for all
the critical areas of our proposed framework, especially for the job market assessment.
Here we would like the dashboard to show the occupational category related to a specific
course, the top statistics on the job market, and a deep dive into the skills by completing
the skill identification chart and computing the skill/ demand ratios, and also refining
the course curriculum to match the latest trend in the data.

So far, we’ve completed the skills assessment on a high level. Our next step is to
repeat the process by focusing on the skill identification chart for the top job titles in the
SOC 13-1161Marketing Research Analysts and Marketing Specialists occupational job
category.
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Appendix 1: Instructions for the ABA Program’s Technical
Interviews
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Appendix 2: Job Posting Data for Marketing Research Analyst
and Marketing Analyst

Appendix 3: Job Posting by State
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Appendix 4: Job Titles

Appendix 5: Top Software Skills
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Appendix 6: Dashboard Displaying Top Software Skills

Appendix 7: Dashboard Displaying Top Specialized Skills
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Appendix 8: Industry Analysis Dashboard
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Abstract. This paper provides an in-depth evaluation of the resilience and sta-
bility of the banking system in the Republic of Bulgaria, utilizing innovative
mathematical models for analysis. The study focuses on the period from 2016
to 2022, a time characterized by significant economic and financial fluctuations
worldwide.

The research presents a rigorous assessment of theBulgarian banking system’s
stability, emphasizing the application of mathematical models including stress
testing, factor analysis, and stochastic modeling. These models are employed to
evaluate the systemic risk factors and determine the banking system’s resilience
under various stress scenarios.

Our findings reveal that the Bulgarian banking system demonstrates notable
resilience despite the challenging economic conditions. We attribute this robust-
ness primarily to effective regulatory measures, responsible banking practices,
and the system’s inherent structural strengths.

Nonetheless, the study also identifies potential vulnerabilities and provides
strategic recommendations for further bolstering the system’s resilience. This
research has significant implications for banking regulators, financial institu-
tions, and policymakers, contributing to a more comprehensive understanding
of the banking system’s resilience, thereby informing future regulatory and policy
decisions.

Keywords: Banking System · Mathematical Models · resilience · Stability

1 Introduction

Capital adequacy is a key characteristic of the banking system because it gives investors
and depositors confidence in the “safety and stability” of the banking system. Also,
capital adequacy is important because the changes in the levels of capital adequacy
act as a “brake” or “accelerator” for economic growth. The establishment of banking
supervision ensures that the banks have adequate capital for their transaction matures.
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Increasing the minimum capital threshold will guarantee that the banks will have
more capital for their deposits, but this will slow the economy by limiting the volume of
lending by banks. Decreasing the regulatory minimum capital will make the banks more
competitive by using more aggressive lending, but it will decrease the overall confidence
in the banking system’s ability to withstand potential business cycle downturns [1–5].

In a fractional banking system, banks are required to keep a small portion of every
borrowed lev on hand. This basic characteristic of the “fractional banking system” is
known as the multiplier effect. In other words, the initial deposit creates many invest-
ments and loans. Determining capital levels in the banking system is analogous to using
the gas pedal or brake in a car; increasing capital levels will lead to increased security
at the expense of slowing economic activity. So, raising or lowering interest rates (or
manipulating foreign exchange rates between currencies) affects the level of economic
activity and decreases or increases the level of business and household economic growth
in the economy as a whole [3, 5].

To achieve the “safety and stability” standards in the U.S., banks follow the CAMEL
standard which has two main aspects:

1. An assessment of the banking experts using five key aspects of banking conditions
and operations:

• Capital adequacy;
• Asset quality;
• Management;
• Earnings;
• Liquidity;
2. A grade (based on a scale of 1 to 5) of banking stability and conditions according to

mentioned above categories.

In addition, the Federal Reserve uses a complex rating system to evaluate banks by
the following elements: earnings (E), subsidiary companies (P), bank subsidiaries (B),
capital adequacy (consolidated), and other (non-bank) subsidiaries (O).

Banks are very flexible companies and they aim to maximize their profits using
financial innovations. They adapt deposits and loans to the needs of firms and households.
Competitiveness in deposits from customers requires paying the highest interest rate for
a givenmaturity, and competitiveness in lending requires providing credit with the lowest
interest rates [6].

The main focus of the article is on the interaction between the concepts of global
financial stability and economic competitiveness. Also, we will consider the role of the
Basel Agreement in harmonizing global standards and capital adequacy in the banking
industry.

Capital adequacymanagement is a direct tool. The regulation of capital, by its nature,
benefits some banks while reducing the competitiveness of others. The issues here per-
tain to the comparison between small banks and those involved with small businesses,
mortgages, and consumers and corporations. However, the “harmonization” of interna-
tional regulations lacks a clear academic thesis: regulating capital in the banking system
is similar to regulating the economic activity in an individual economy. As a result of
the global financial crisis (GFC), we already know that regulating the capital adequacy
of banks is not sufficient to ensure their safety, and stability [7–10].
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The Basel process is an essential and constructive element in achieving global finan-
cial stability, especially after the abandonment of the Bretton Woods system and the
increasing deregulation of international capital flows. The agreements have contributed
to the stability of the international banking system. Also, they have participated in the
market to create financial risks in new markets and avoid regulations [11].

The Basel Agreement is often used in managing the global financial system and
coordinating efforts necessary to achieve global financial stability between Ministries
of Finance, central banks, and regulators. The Basel Agreement essentially represents
a series of documents that are constantly under review. The first agreements and basic
principles were established on the principle of the “home country”. The second set of
documents relates to the harmonization of national standards for maintaining adequate
capital in the banking sector [12–15].

Numerous violations have been established, some of which are given to national
regulations by the “Right of Discretion”, to apply regulatory regulation or even to ignore
it [16, 17].

2 Methodology

Mark Flannery says “There is a balancing act that politicians must perform between
creating a truly safe system and maintaining its applicability. If you restrict banks too
much, financial activity will decrease or shift to non-bank institutions, rendering the
rules ineffective”. Mark Flannery has been tracking Basel regulations for two decades.
He is a professor at the University of Florida in Gainesville.

In order to meet the needs of clients, banks adapt financial products or create entirely
new financial instruments. Financial regulators need to be informed about such activities
to assess whether new or modified guidelines and regulations will ensure standards of
stability and safety. Banks develop financial instruments to trade on private interbank
markets or public exchanges. They respond to competitive challenges and invest all the
funds they control by reducing the amount of money held unused and required to be held
in reserve, as per the requirements of banking regulators [18–20].

Bank competition is a process of reducing the advantages of business competitors
(or increasing one’s advantages) at the global, national, or local level. In the banking
sector, increasing someone’s competitiveness also affects the attractiveness of the bank
as a target for acquisition. Other appropriate terms are “pro-competitive” and “anti-
competitive” [21–26].

Let’s say that we are an investor faced with a stream of known future obligations.
We want to own a portfolio of bonds through which we can meet these obligations. We
would like to do this at minimal costs, but we also want to own a portfolio that is unlikely
to encounter problems in case of changes in interest rates. Let’s have one obligation L,
which must be paid over the last 5 years. If we can find safe zero-coupon bonds with
a 5-year maturity with a face value of F, we can simply buy L/F bonds. In this case,
we have two options, namely to face reinvestment risk (If the maturity of the bonds
<5 years), and to face interest rate risk (if the maturity of the bonds >five years). The
perfect case for us is to find a zero-coupon bond that has a maturity equal to the date of
each obligation. Unfortunately, this is impossible, and we need to find another way to
protect our bond portfolio. A possible solution is immunization.



324 M. Traykov and M. Trencheva

Let P(λ) be a function that gives us a relation between the price of the bond and the
yield.

Given a stream of cash flows at times t0, t1, …, tn, then the duration of the stream
can be define as follow:

D = PV (t0)t0 + PV (t1)t1 + PV (t2)t2 + · · · + PV (tn)tn
PV

, (1)

where [27, 28]:

• PV – the value of the entire stream;
• PV (ti) - the cash flow at a time i = 0, 1,…, n.

The duration appears as a weighted average of the times of the cash flows. The
duration of a zero-coupon bond is the time to maturity. Using the yield as a discount rate
to calculate the present values in a general bond, we will obtain Macaulay duration:

D =
∑n
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ck
(1+λ/m)k
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ck
(1+λ/m)k

, (2)

wherem is coupon payments per year. In order to understand why the duration is useful,
we must calculate the derivative of the price concerning the yield [28]:
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If the modified duration (Dm) is D/(1 + λ/m), then

dP

dλ
= −DM . (4)

The Dm is related to the slope of the curve, representing the yield. To obtain this
curve we must use the prices at a given point in time. In our context, this is the price
elasticity of the bond concerning changes in yield. In this case, we can use a first-order
approximation:

δP ≈ −DmPδλ. (5)

We can get an even better approximation with the help of a second-order approxi-
mation [28–30]. This is done by defining convexity:

C = 1
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dλ2
. (6)

So, we have
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The unit of measure for convexity is time squared. Here the slower decrease in
value when the required return increases is represented by greater convexity. Also, if
the required return decreases, then the greater convexity means a faster increase in the
corresponding value. So, the second-order approximation is based on both convexity
and duration:

δP ≈ −DMPδλ + PC

2
(δλ)2. (8)

If the yield is the same for all bonds, it can be shown that the duration of the portfolio
is simply the weighted average of all durations [25–31].

3 Result

Due to the complexity of portfolios held by financial institutions, standardized methods
for measuring the risk to which a bank may be exposed are necessary, especially for
those banks that playmajor roles in the financial markets. Complex financial instruments
such as options, and swaps, as well as various types of structured loans, collateralized
mortgage obligations (CMOs), and collateralized debt obligations (CDOs), are required.
The different asset classes within a portfolio have different risk evaluation methods, and
combining these risks in a meaningful way can be challenging (see Fig. 1, 2 and 3). It
is natural to determine firm-wide risk using the distribution of potential losses at a fixed
future moment (each unit within a financial institution contributes to profit or loss). This
will give us a meaningful measure of firm-wide risk, which provides the value of the
risk.

Fig. 1. Base Tier 1 Equity Ratio (%) In First Group
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Fig. 2. The estimated value for the ratio of the basic equity of Tier 1 (%) for the end of 2023 is
21.23.

Fig. 3. Correlation between base tier 1 equity ratio (%) and total capital adequacy ratio (%)

3.1 Multiple Regression Analysis

A model (z = f (x, y)) of the dependence of Financial result (FR, z in the model) on
Credits (Cr, x in the model) and receivables from the non-governmental sector (RNS, y
in the model) was found:

A model (z = f (x, y)) of the dependence of Fixed Capital (CS, z in the model) on
Credits (Cr, x in the model) and receivables from the non-governmental sector (RNS, y
in the model) was found:
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Fig. 4. Model of the dependence on Financial result

Fig. 5. Model of the dependence of Fixed Capital

A model (z = f (x, y)) of the dependence of capital and reserves (CandR, z in the
model) on Credits (Cr, x in themodel) and receivables from the non-governmental sector
(RNS, y in the model) was found:

The banking system of theRepublic of Bulgaria has demonstrated a notable degree of
resilience in the past eight years. Systemic stability has been a critical focus, considering
the interconnected nature of financial institutions and their collective exposure to market
risk. The application of regression analysis and stress testing has been instrumental in
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Fig. 6. Model of the dependence of capital and reserves

quantifying this stability. By simulating numerous hypothetical scenarios, these tools
have helped in assessing the potential impact of various risk factors on the banking
sector (see Fig. 1, 2, 3 and 4).

The Bulgarian banking sector has also showcased considerable progress in credit
management, which is a crucial aspect of banking stability. The ratio of non-performing
loans has seen a significant reduction, reflecting the effectiveness of credit risk man-
agement strategies. The use of credit scoring models and machine learning algorithms
has been instrumental in this regard. These technologies have enabled banks to predict
borrower behavior with greater accuracy, thereby facilitating more informed lending
decisions.

In terms of liquidity, Bulgarian banks have maintained adequate levels of financial
reserves. This factor is crucial for ensuring that banks can meet their short-term obliga-
tions. Time series analysis and other mathematical models have been used to forecast
future liquidity needs and thereby maintain financial solvency.

Moreover, capital adequacy, measured by the Capital Adequacy Ratio (CAR), has
remained well above the regulatory minimum. This indicates that Bulgarian banks
possess sufficient capital to absorb a reasonable amount of losses before becoming
insolvent.

In conclusion, the Bulgarian banking system has demonstrated commendable stabil-
ity over the past eight years, as evidenced by robust systemic stability, effective credit
management, adequate liquidity, and high capital adequacy. These factors, combined
with the innovative use of mathematical models and techniques, suggest a positive
trajectory for the Bulgarian banking sector moving forward.

It is important to differentiate the Capital Adequacy Requirement (CAR), and the
Capital Reserve Requirements (CRR) of a bank. CAR represents how banks should
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manage their capital or how they should finance themselves, particularly in terms of
the mix between debt and equity on their balance sheets. CRR represents the minimum
reserve that each bank must hold (see Fig. 4 and Fig. 5).

The mandatory minimum reserves, or liquidity requirements, represent a small por-
tion of the deposits that need to be held in highly liquid forms, such as cash. The cash
reserve ratio is the ratio of reserves in the form of physical cash, precious metals, or gov-
ernment notes. Here we want to note that liquid securities enable banks to adjust their
portfolio by holding government securities at any time without affecting profitability
(see Fig. 6).

These two concepts are often opposing. Capital requirements are a ratio of assets to
certain types of liabilities or capital. On the other hand, reserve requirements are a ratio
of certain obligations held against certain types of assets.

Our regression model confirms that the Modigliani-Miller theorem is valid for the
banking sector in the US, as more leverage leads to an increase in the beta coefficient
of the banking system. To see the link between the capital asset pricing model and the
Modigliani-Miller theorem, we would need to trace this effect using the required return
on equity. We may achieve this using our regression model:

Cost of Equity = Risk - Free Rate + βequity * Market Risk Premium

Cost of Equity = Risk - Free Rate + (β2 * leverage) * Market Risk Premium

3.2 Conclusion

Our study shows that an increase in dividend payout symbolizes a decrease in firms’ cost
of potential loss in capital markets and thus increases investor confidence in the firm.
As a result, the dividend payout ratio should have a positive relationship with leverage.
The dividend payout in relation to the pecking order theory is considered related to the
financial deficit. This means that an increase in paid dividends is due to the greater need
for external financing. Following the pecking order theory, debt financing is first in line
to meet these needs, and therefore the level of leverage increases.
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Abstract. Nowadays, many countries have started developing and implementing
new curricula in the area of Computer Science (CS) as core or elective school
subjects in different school levels. In Bulgaria a “Computer Modeling” course
was introduced in 2016 for primary school in third and fourth grades (9–10-year-
old). The new subject is directed towards basic concepts in Computer Science and
programming in block-based environment.

This new school subject was (and partially continues to be) a challenge for all
stakeholders in the educational area. Initially, it was a problem to provide enough
prepared teachers and appropriate educational resources. Moreover, there are a lot
of didactical problems such as the proper presentation of many abstract concepts
in CS. In addition, the syllabi set relations to the mathematical concepts studied
in the next grades such as negative numbers, coordinates, angles’ metrics, random
numbers.

In the paper the components of the ecosystem of CS education in Bulgarian
primary schools are presented. The syllabi, teacher training issues, educational
institutions efforts and overall challenges are discussed. A crucial component
in the successful implementation of the subject - teachers’ qualification, their
experience, and competencies, is identified.

Keywords: Computer Science Education · Primary School · Challenges ·
Curricula · Educational Ecosystem · Bulgaria

1 Introduction

The digital transformation in the most sectors of society requires people with high levels
of digital competence. The society needs not only peoplewho are users of digital devices,
nowadays we need people with strong algorithmic and computational thinking, people
who will add value to the development of IT industry. Nowadays, many countries have
started developing and implementing new curricula in the area of Computer Science
(CS) as core or elective school subjects in different school levels [1–4].

The standards for computer science education, including primary school and even
kindergarten level, have been developed in different countries e.g. United States (CSTA
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Standard) [5], United Kingdom (CAS - Computing at School), Australia, New Zealand,
Israel [6], EU countries [7], Germany [8].

In Bulgaria, the CS area school subjects have different names, mainly according to
topics included, i.e. “Informatics”, “Information Technologies”, and “Computer model-
ing”. Traditionally, “Informatics” subject includes topics about algorithms and computer
programming. Courses in “Information Technologies” are focused on the use of differ-
ent technologies in daily life – word processing, spreadsheets, presentation, Internet
services, hardware etc. Computer modeling was introduced in 2016 as new core subject
for Bulgarian primary school students in 3rd and 4th grade (9–10-year-old) and teaching
started in 2018/2019 school year. The new subject is directed towards basic concepts in
computer science and programming in block-based environment.

The focus of the paper are the main components of the educational ecosystem in
computer science education in Bulgarian primary schools and challenges rising in the
process of implementation of computer science subject at the primary school level.
Successful implementation of any course in schools, especially computer science subject,
depends on the educational ecosystem.

The paper is organized in three chapters: Overview of computer science education
in Bulgaria, Educational ecosystem in computer science education in primary schools
and Challenges in teaching computer science in primary schools in Bulgaria.

2 Overview of Computer Science Education in Bulgaria

2.1 Educational System in Bulgaria

The school education in Bulgaria [9] is obligatory from the first grade (age of seven) till
tenth grade (age of 16). Schools can be municipal, state, private, or religious. Also, the
schools are specialized or non-specialized. According to the stage or level of education,
non-specialized schools are:

• “primary (I to IV grade);
• main (I to VII grade);
• high schools (VIII to XII grade);
• united (I to X grade);
• secondary (I to XII grade)” [9].

2.2 History of Computer Science Education in Bulgaria

Teaching in Computer Science in Bulgaria started at the end of the 1960s years [10] and
beginning of 1970s years as courses in Mathematical high schools. The CS area school
subjects in Bulgaria have different names, mainly according to topics included, i.e.
“Informatics”, “Information Technologies”, and “Computer Modeling”. Traditionally,
“Informatics” subject includes topics about algorithms and computer programming.
Courses in “Information Technologies” are focused on the use of different technologies
in daily life – word processing, spreadsheets, presentation, Internet services, hardware
etc.

In the frame of the experimental curricula developed by the Problem Group of Edu-
cation at Bulgarian Academy of Science from 1979 till 1992 some concepts of CS have
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been included in the primary school and low secondary school courses – flow charts,
coding, true-false, programming in Logo etc. [11, 12]. As a core subject CS concepts
were introduced into high school curricula in 1986. Over the last thirty years, the school
curricula have undergone significant changes. The subject of Computer Science has been
moved around within the school curricula. In 2016 a new core subject “Computer Mod-
elling” for students in third and fourth grade (9–10-year-old students) was included in
the primary schools’ syllabi. Teaching of the subject started in 2018/2019 school year.
As of 2020 topics about computer programming are included in the new core subject
“Computer Modelling and Information Technology” for the students in fifth – seventh
grade. The extended timeline of CS education is presented in Table 1.

Nowadays the CS education in Bulgaria is conducted as core, elective and extracur-
ricular courses at all educational levels, including special vocational education for pro-
fessions related to information and communication technologies (ICT). Moreover, some
innovative schools offer courses related to Artificial Intelligence, Robotics, Internet of
things etc.A lot of private educational or IT companies offer different courses for students
from 1st till 12th grades.

Table 1. Timeline of computer science education in Bulgarian schools

Period Educational level Description/Topics covered

End of the 1960s – till now Math high schools Traditionally: Algorithms,
Programming. Nowadays: set
of specialized courses in
Computer Science

1979–1992 Experimental Primary and low
secondary schools, 30 schools
were involved

Basic concepts in Computer
Science (primary schools) and
Introduction to programming
with Logo (low secondary
schools) [9, 10]

1981–1986 High schools (Experimental
education)

Programming with Logo or
Basic

Since 1986/1987 High school Core courses Programming
with Logo or Basic in 10th and
11th grades.

1991–1994 High school Removal of CS subject in
vocational schools

1994/1995 High school Six curricula for CS subject,
depending on hardware and
software equipment of the
schools

(continued)
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Table 1. (continued)

Period Educational level Description/Topics covered

2000/2001 High school Two core subjects: Informatics
in ninth grade and Information
Technology – in ninth and tenth
grade.

2003 Primary school Elective course for primary
schools – “Work with
Computers and Information
Technology”. Content and
software could be chosen by
the teachers.

2006 Primary, low and upper
secondary level

Core courses - Information
Technology fifth - tenth grade,
Informatics in ninth and/or
tenth grade

2016 All school levels New core subject – “Computer
Modelling” in third and fourth
grades (started in 2018/2019).
Changes in syllabi for low and
upper secondary school levels.
New curricula for subjects
Information technology and
Informatics at high schools

2020/2021 Low secondary level New Subject – “Computer
Modelling and IT” in fifth -
seventh grades, block-based
and script-based programming
– Python or JavaScript

3 Ecosystem in Computer Science Education in Primary School

3.1 Ecosystems in Education

The metaphor for educational ecosystem comes from the structure and organization of
biological ecosystem. According to [13] “An ecosystem can be described as a commu-
nity network of interactions between organisms and their environment.” Transferring
this definition to education, we could summarize that educational ecosystem describes
the functionalities, activities, and interactions of all stakeholders in educational process
with established educational environment. In [14] e-learning ecosystem is considered
with three main components – human resources, technological infrastructure, and inter-
actions between human resources and infrastructure aimed to achievement of learning
outcomes. A lot of studies discuss the origin of the ecosystems in different areas. Hannele
Niemi in [15] discusses relation among biological, human, business, health, educational
ecosystems. The author pointed out that educational ecosystem “consists of a large
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number of interconnected parts, both horizontally and vertically” [15] and argues that
educational ecosystem is not stable and “needs human actors, and it is dependent upon
conscious human behavior” [15].

3.2 Main Components of the Ecosystem in CS Education in Primary School
Level

The ecosystem in CS education in primary school level could be outlined with five
components (Fig. 1):

• Main actors in the educational process.
• State policy, including national regulation, curriculum, and national educational

programs.
• Providers of teaching and learning activities. The provider could be public or pri-

vate schools, IT companies, non-government organizations (NGO), private training
companies (non-school).

• Teachers training, including institutions approved to provide in-service or pre-
service teachers training.

• Support of students and teachers with appropriate educational content and hardware
equipment.

Fig. 1. Components of ecosystem in computer science education in primary schools
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3.3 Main Actors

This group includes students, teachers, parents, policy and decision makers, researchers,
and teachers’ trainers. The main actors interact at different levels. In the center are stu-
dents and teachers. Students in primary school have specific psychological and pedagog-
ical characteristics and level of knowledge inmathematics and other school subjects. The
abstract thinking for first - fourth grade students is still at a low level and that requires
to use appropriate pedagogical techniques and methods. The teachers need special com-
petencies in Computer Science and primary school education. In addition, the parents’
support is very important too, considering some law requirements for using web-based
learning environment, safety use of computer and internet etc. Policy anddecisionmakers
should provide adequate state educational policy. The researchers and teacher trainers
give the teachers educational methods and skills needed to teach Computer Science
topics in primary school.

3.4 State Policy

NationalRegulation. Regulations of the educational process are based on the state stan-
dards, syllabi for every grade, schedule of topics. The state standards outline competence
and learning outcomes for every school level. The learning outcomes are decomposed in
the syllabus for every core subject and every grade. The syllabi follow unified structure
and contain learning outcomes, core topics, required distribution of hours for assess-
ment and lessons, proposals for learning and teaching activities. The topics’ schedule is
developed by the teachers, but there are some requirements for its form.

In the case of elective and optional subjects, teachers must develop their own syllabi,
that must be approved by regional educational authorities.

The government issues a national regulation about teachers’ qualification in general
and for particular subjects and educational levels. The requirements for teaching Com-
puter Science subjects in primary schools outline that primary school educational level
teachers or teachers in Computer Science subject could teach this subject in primary
school.

Curriculum. The curriculum for primary school includes the core subject “Computer
modeling” for third and fourth grades [16].

The accent of the syllabus of the subject “Computer Modeling” in third grade is
directed towards acquiring competence for:

• Usage of digital devices and files;
• Developing animations in visual block programming environment using algorithms

with loops;
• Safety andhealthyusageof computers anddigital devices. In the syllabus ismentioned

that the creation of accounts in online environments must be under control of teacher
and/or parent.

The content is outlined in four general domains: “DigitalDevices”, “Digital Identity”,
“Information”, and “Algorithms”. For the domain “Digital Devices” learning outcomes
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outline that student should “Turns OFF and ON stationary or mobile digital devices;
Knows basic components of digital devices; Knows health requirements for safety work
with digital devices; Gives the right and precise commands to digital devices to conduct
different tasks” [16]. The learning outcomes for the domain “Digital Identity” outline
that a student should “create own avatar in learning content management system; make
difference between digital and physical identification; know that he/she should not pro-
vide personal data during the communication and work in digital environment; know the
main threats in a digital environment and applies rules to respond to them.” [16]. About
domains “Information” and “Algorithms”, a student should “know that data in digital
devices are stored in files and folders; know the working space and the visual environ-
ment; order blocks in linear sequence in visual environment; create storytelling according
to given plot using blocks in visual environment; implement loop algorithm; create ani-
mated gift card; share projects in Internet.” [16]. The main topics in the syllabus are
“Digital Devices”, “Digital Identity”, “Constructing Sequential Actions”, “Construct-
ing Repetitive Actions (Loops)”, “Visual Programming Environment”, “Text and Sound
in Visual Environment”, and “Animations”.

In fourth grade the accent is on acquiring competence for:

• Usage of digital devices and information;
• File management;
• Creating interactive projects (educational computer games) in visual block program-

ming environment using branching algorithms and synchronizing activities of the
characters;

• Safety and healthy usage of computers and digital devices.

The general domains are the same as in the third grade. The learning outcomes for
the domain “Digital Devices” outline that students should “know functionalities of but-
tons of particular device; know basic components of digital devices and how to connect
end-user devices, such as robots, to them; know ethical norms for working in digital envi-
ronment; know of advantages and disadvantages of digital devices for the environment”
[17]. For the domain “Digital Identity” a student “makes difference between digital and
physical identification and does not provide personal data in digital environment; knows
the main threats in a digital environment and knows how to obtain help if it is necessary”
[17]. In the domain “Information” is outlined that the student “knows the ways of receiv-
ing information and forms of presenting; knows how to save information on a digital
device; knows how to present information –in form of text, numbers, audio, graphics;
compares units for information measurement; knows how information is processed in
digital devices; understands that digital resources could not be free of charge for using,
copying and distributing” [17]. The domain “Algorithms” outlines that a student “knows
the particular visual environment and creates digital content in it; implements linear algo-
rithms in visual environment and manages characters; experiments with characters in
visual environment and sets basic properties, chooses the characters and their properties
according to the particular plot; develops code using blocks for character management in
game; Implements looping and branching algorithms; creates project with animations of
more objects, sound and text; presents the project in real and virtual environment” [17].
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The main topics in the syllabus are: “Information”, “Digital Identity”, “Branching Algo-
rithms”, “Working in Visual Programming Environment”, “Programmable devices”, and
“Development of Educational Games”.

National Programs. Every year, Bulgarian Ministry of Education provides several
national programs related to the IT in education, including subjects in Computer Science.
The schools develop project proposals and apply for funding. Some of these programs
are:

• “ICT in Education”. This program provides software and hardware equipment,
internet access for the schools, e-learning environments etc.

• “Education for Tomorrow Day”. The program supports extracurricular clubs in Com-
puter Science; teacher training in ICT implementation in education or Computer
Science subjects teaching; development of interactive educational content.

• “Innovative Schools”. In this program schools can apply innovative teaching and
learning approaches and increase the number of classes in different subjects.

• “DigitalBackpack” (https://edu.mon.bg/). This newprogramprovides digital learning
content and other e-learning services for all school subjects at all educational levels.
Teachers can create and share their own digital educational resources.

3.5 Providers of the Teaching and Learning Activities

The schools – state, municipality or private apply state syllabi in mandatory courses.
In addition, they can include more hours per week for computer modelling or other
CS topics in the school curricula. The schools have a possibility to include extracur-
ricular courses in the frames of National programs – robotics, computer language or
device programming etc. Also, schools could extend curricula with courses for prepar-
ing students for national contests in the Computer Science area. The syllabi for the
additional courses are developed by the teachers and are approved by the regional or
local educational authorities.

The private non-school organizations could use their own syllabi, and in general offer
courses in block programming and robotics. Usually, parents must pay for the training.
Some of these educational organizations also prepare students for national contests in
the computer science area.

3.6 Support

Students and teachers in primary and lower secondary schools (first till seventh grade)
are supported by free textbooks in printed and electronic format, approved by Bulgarian
Ministry ofEducation.Currently six textbooks for third and six textbooks for fourth grade
in Computer Modelling are approved and used in primary schools. These textbooks are
supplemented by online content, disks with resources and working books.

Additionally, an interactive electronic content is provided by publishers of the
approved textbooks – every publisher provides free and/or paid e-content, teachers
can develop e-content and publish it in National e-library, supported by Ministry of
Education.

https://edu.mon.bg/
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Teachers and students could also use well-known online environments like https://
code.org/, https://scratch.mit.edu/, https://bg.khanacademy.org/.

In addition, the publishers support teachers with teacher’s books with methodolog-
ical learning sheets for lessons. Also, the teachers established communities in social
networks. Currently the Facebook group of Bulgarian teachers in Computer Modelling
has more than 6300 members and the group of teachers in Computer Science - more
than 10000 members.

In general, the hardware equipment in the schools passes the requirements for teach-
ing the computer modeling topics, but may vary widely and teachers have to take into
account the current state. In fact, some schools exceed the basic requirements and have
modern computers, programmable devices, 3D tools for modelling etc., but at the same
time some schools have computers that only pass the equipment requirements.

3.7 Teacher Training

Pre-serviceTeacherTraining. Teacher training is providedbyuniversitieswith accred-
ited majors by the National Agency for Accreditation and Evaluation. Universities
provide bachelor and master programs for majors “Teacher in mathematics and CS”,
“Teacher in CS”, “ICT in Primary school”, Primary school education (without focus on
the ICT).

It is possible to obtain qualification to teach computer science subjects in one-year
post diploma qualification for people who have graduated in teachers’ majors in science
school subjects or in the areas of engineering, economics, physics, chemistry.

Also graduates in primary school education bachelor’s or master’s degree programs
could teach Computer Modelling in primary school.

In-Service Teacher Training. For the career development teachers must complete
training courses with assigned credits (1 credit= 16 h training). These courses could be
offered by universitieswith accreditedmajors related to the school subject, IT companies,
publishers, private training companies, NGOs with programs for teacher’s qualification
approved by Bulgarian Ministry of Education. Also, the schools can organize internal
trainings.

4 Challenges in Computer Science Education in Bulgarian Primary
Schools

4.1 Lack of Well-Prepared Teachers

The involvement of the new core subject “ComputerModelling” in primary school raises
a lot of challenges and problems. The first challenge was related to the teachers as a main
drive of the ecosystem in computer modelling education.

The teachers in the primary school subject “Computer Modelling” must be qual-
ified in the subject content and in wide spectrum of digital competencies. They need
competencies about the psychological characteristics of the students in primary school

https://code.org/
https://scratch.mit.edu/
https://bg.khanacademy.org/


344 G. Tuparov and D. Tuparova

and knowledge about primary school curricula, working with parents, lifelong learning
skills, diversity of pedagogical approaches suitable for primary school level.

At the beginning (2018/2019) “Computer Modelling” subject had to be taught only
by primary school teachers with or without qualification in ICT. In fact, most of the
teachers didn’t have the necessary knowledge and skills in algorithms and programming
andwere unsure how to conduct their lessons. To change this, a short-term special courses
for the content of the new subject were organized. Unfortunately, it became clear that the
courses were not enough to provide adequate knowledge and skills for primary school
teachers to teach programming concepts.

To solve the problem, in 2020 the Bulgarian Ministry of Education allowed the
teachers in Computer Science area in fifth to 12th grades to teach Computer Modelling
in primary school.

The universities started master’s degree programs for primary school teachers in the
area of IT in primary school. Courses in programming in block-based environment were
included in the bachelor’s degree programs. Also, a lot of short-term in-service courses
were provided both for primary school teachers and for CS teachers.

In addition, the publishers of the textbooks provide teachers’ guides for implemen-
tation of the content with precise lesson plans.

4.2 Abstract Concepts and Terms that Require Mathematical Knowledge
from Low Secondary Level

The syllabi include a set of basic abstract concepts, used in programming as information,
data, algorithm, loops, branching algorithms, variable, broadcast, logical operators, and
random number. In addition, some information society concepts as digital identity, copy-
rights, fake news etc. are included. The concepts should be introduced in an understand-
able manner for the students and at the same time precise descriptions of the concepts
should be provided.

The syllabi set relations to the mathematical concepts studied in the next grades
such as negative numbers, coordinates, angels’ metrics, random numbers. Instead of
the mathematical terms, the words and examples known to the primary school students
should be used.

These challenges can be solved through the application of appropriate teaching
methods and techniques [18] such as:

• Focus on the properties of the concepts, not only on definitions.
• Explaining concepts by examples.
• Usage of tales and everyday life examples and analogies.
• Usage of gamified and fun elements like puzzles, challenges, anecdotes, riddles etc.
• Usage of educational computer games, simulations, or video clips.
• Usage of electronic textbooks with interactive exercises.
• Usage of appropriate unplugged activities.
• Experimenting with ready (so called “baked”) code and completing of “half baked”

code.
• Problem solving.
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5 Conclusion

To support the proper functioning of the ecosystem in computer science education in
primary schools, a lot of efforts are made by all stakeholders. Schools are provided with
hardware and software equipment which is sufficient to meet the minimal requirements.
The teaching process is supported through syllabuses, methodological instructions and
teaching materials. Students are provided with free textbooks and interactive learning
resources.

As long-time lecturers in Computer Science teacher training courses and authors
of school textbooks from third till tenth grade we identified many challenges in the
ecosystem of computer science education in the school. Our observations show that the
crucial component in the successful implementation of the subject “ComputerModeling”
in the primary school level is the qualification of the teachers in the area of Computer
Science, their competencies and teaching experience. Therefore, all stakeholders in this
area must focus their efforts towards:

• Improvement of pre-service and in-service teacher trainings in two main streams.
The primary school teachers must obtain competencies in Computer Science at least
to be able to teach “Computer Modeling” subject. The Computer Science teachers
must obtain competencies how to teach in primary school level.

• Providing appropriate methodological, teaching and learning resources for teachers
and students.
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Pozdniakov, S.N., Dagienė, V. (eds.) ISSEP 2018. LNCS, vol. 11169, pp. 3–16. Springer,
Cham (2018). https://doi.org/10.1007/978-3-030-02750-6_1

2. Falkner, K., et al.: An international comparison of K-12 computer science education intended
and enacted curricula intended and enacted curricula, In: Proceedings of the Koli Calling
2019, pp. 1–10, Koli, Finland (2019)

3. Bocconi, S., et al.: Reviewing computational thinking in compulsory education. In: Inamorato
Dos Santos, A., Cachia, R., Giannoutsou, N., Punie, Y. (eds.) Publications Office of the Euro-
pean Union, Luxembourg (2022). https://doi.org/10.2760/126955.ISBN 978–92–76–47208–
7

4. European Commission, European Education and Culture Executive Agency, Informatics edu-
cation at school in Europe, Publications Office of the European Union (2022). https://data.
europa.eu/doi/10.2797/268406. Accessed 20 June 2023

5. K-12 Computer Science Standards (2017). https://www.doe.k12.de.us/cms/lib/DE01922744/
Centricity/Domain/176/CSTA%20Computer%20Science%20Standards%20Revised%202
017.pdf. Accessed 11 May 2023

6. International CS education Standards, Google for Education. https://docs.google.com/spr
eadsheets/d/1SE7hGK5CkOlAf6oEnqk0DPr8OOSdyGZmRnROhr0XHys/edit#gid=218
360034. Accessed 11 May 2023

7. Balanskat, A., Engelhardt, K.: Computing our future computer programming and coding -
priorities, school curricula and initiatives across Europe. European Schoolnet (2015). http://
www.eun.org/resources/detail?publicationID=661. Accessed 20 June 2023

https://doi.org/10.1007/978-3-030-02750-6_1
https://doi.org/10.2760/126955.
https://data.europa.eu/doi/10.2797/268406
https://www.doe.k12.de.us/cms/lib/DE01922744/Centricity/Domain/176/CSTA%20Computer%20Science%20Standards%20Revised%202017.pdf
https://docs.google.com/spreadsheets/d/1SE7hGK5CkOlAf6oEnqk0DPr8OOSdyGZmRnROhr0XHys/edit#gid=218360034
http://www.eun.org/resources/detail?publicationID=661


346 G. Tuparov and D. Tuparova

8. Brinda, T., et al.: Grundsätze und Standards für die Informatik in der Schule - Bildungs-
standards Informatik für die Sekundarstufe I. In: Puhlmann, H. (Hrsg.), Bonn: Gesellschaft
für Informatik e.V. (2008). https://dl.gi.de/items/8be548f4-643c-4893-bf5f-ea130b607322.
Accessed 20 June 2023

9. European Commission, “Education in Bulgaria”. https://webgate.ec.europa.eu/fpfis/mwikis/
eurydice/index.php/Bulgaria:Overview. Accessed 20 June 2023

10. Garov, K.: Studying informatics and information technologies in the secondary school – state
and perspectives, jubilee scientific session 2000, Paisii Hilendarski University of Plovdiv
(2000). https://fmi-plovdiv.org/GetResource?id=585. Accessed 12 June 2023

11. Sendov, B.: Textbook for 4th grade. Problem Group in Education at Bulgarian Academy of
Science, Sofia (1986)

12. Nikolov, R., Sendov, B.: Textbook Logo. Ministry of Education, Sofia (1983)
13. Flores-Vivar, J.M.: Evolution and trends in teaching and learning of Cyberjournalism. In:

Organizational Transformation andManaging Innovation in the Fourth Industrial Revolution,
IGI Global (2019)

14. Tuparov, G.: E-learning. Development and sustainability of open source learning manage-
ments systems, Obrazovanie i Poznanie, Sofia, Bulgaria (2021)

15. Niemi, H.: Building partnerships in an educational ecosystem. CEPS J. 6(3), 5–15 (2016)
16. Bulgarian Ministry of Education. Syllabus in Computer Modeling - 3rd grade (2017). https://

mon.bg/upload/12205/UP_KM_3kl.pdf. Accessed 12 Sept 2022
17. BulgarianMinistry of Education. Syllabus inComputermodeling for 4th grade (2017). https://

mon.bg/upload/13767/UP9_KM_ZP_4kl.pdf. Accessed 20 Sept 2022
18. Tuparova, D.: Teaching of computer programming in Bulgarian primary school - chal-

lenges and solutions, in 42nd International Convention on Information and Communication
Technology, Electronics and Microelectronics, MIPRO 2019, pp. 836–840, Opatija (2019)

https://dl.gi.de/items/8be548f4-643c-4893-bf5f-ea130b607322
https://webgate.ec.europa.eu/fpfis/mwikis/eurydice/index.php/Bulgaria:Overview
https://fmi-plovdiv.org/GetResource?id=585
https://mon.bg/upload/12205/UP_KM_3kl.pdf
https://mon.bg/upload/13767/UP9_KM_ZP_4kl.pdf


Using Extract, Transform, and Load Framework
and Data Visualization Tools to Enhance Career
Services for Analytics Master’s Program Student

Putranegara Riauwindu(B) and Vladimir Zlatev

Boston University, Boston, MA 02215, USA
{putrangr,abamet}@bu.edu

Abstract. Tailored industry and occupation information for analytics graduates
is vital to make a well-informed career decision, especially for Boston Univer-
sity Metropolitan College (BU MET) Applied Business Analytics students and
graduates. This paper proposes an Extract Transform and Load (ETL) framework
and Data Visualization method to provide students with easy-to-use and intuitive
occupation information.

Multiple analytics-related industry and occupation data were extracted and
aggregated from third-party sources, primarily from Lightcast and US Govern-
ment Official Data. The resulting data underwent manipulation using Microsoft
Power Query and Microsoft Excel and were stored in Microsoft SharePoint, with
structured data in a flat table and unstructured data in a standalone file with a URL
generated for linking the data. A relational database schema was then created to
connect the ETL data output for visualization and analysis.

Interactive and user-friendly visualizations were created in Microsoft Power
BI, resulting in two dashboards providing students with current information on
the job market landscape: (i) Analytics Career Prospect, which offers data on
top occupations, salary and wage information, job posting trends, required skills
information, hiring industries and companies’ information, education information,
and job location; and (ii) JobMarket Consultation, which provides amore in-depth
analysis of required skills, industry performance and description, and specific job
information reports such as Industry Insight, Industry Snapshot, Industry Supply
Chain, Industry staffing pattern, and job posting analytics.

The resulting two dashboards provide “one-stop” search places for career
research and shorten the cycle time of tedious searches.
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1 Introduction

1.1 Analytics: A Trending Career Prospects in a Data-Driven World

The analytics field is becoming increasingly important in our data-driven world, making
it a trending career prospect for individuals seeking to impact their chosen industry sig-
nificantly. With the rise of big data, according to Davenport and Patil (2012), companies
are looking for experts in analytics to help them understand and make sense of the vast
amounts of information they are collecting [1]. As a result, careers in analytics are in
high demand, with a wide range of job opportunities available in various industries.
From finance and healthcare to marketing and sports, the applications of analytics are
virtually limitless.

According to a study by McKinsey Global Institute (Manyika et al., 2011), by 2025,
the demand for professionals with analytics skills could exceed the supply by as much
as 50 to 60 percent [2]. This trend emphasizes the need for individuals to pursue a career
in analytics to meet the growing demand for this skill set. By doing so, they can take
advantage of the numerous job opportunities available in this field.

1.2 Research Scope and Objectives

Given the narration above, conducting a job search in analytics can be difficult and
complex. While there is a growing demand for analytics professionals, job postings in
the field are also increasing rapidly. However, the job postings from one employer to
another can differ significantly, making it challenging for analytics graduates to conduct
initial research on where to apply, what kind of skills are required for various jobs,
what possible occupations are available, which companies and industries are hiring, and
where the employment locations. Hudson (2021) suggests that this complexity can make
it challenging for graduates to navigate the job market and find the right fit for their skills
and career goals [3].

This paper aims to propose a framework to help analytics students and graduates,
especially in Boston University Metropolitan College Applied Business Analytics Mas-
ter Program (BUMETABA), in navigating the complex jobmarket by providing provide
easy to use and intuitive occupation and job reviews. The graduates can use the infor-
mation to make a well-informed career decision after graduation, specifically to meet
the following objectives:

1. The information must provide students with a list of potential occupations for ABA
graduates in various locations in the US industry landscape.

2. The information must provide information about job trends for ABA graduates in
different US industries.

3. The information must provide statistics on the potential occupations for ABA gradu-
ates within the US industry landscape in various locations, including but not limited
to salary, wage, education, and experience.

The selected research framework is demonstrated with data for analytics-related
industries and occupations in the United States (US) as dictated by the North America
Industry Classification Standard (NAICS) and presented for the Finance, Insurance, and
Pharmaceutical industries.
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2 Literature Review

2.1 Career Analytics

Providing analytics graduates with insights and information about the job market and
available occupations to provide them a competitive advantage in the rapidly evolving
field is not a novel effort in an academic setting. This effort reflects the growing demand
for analytics professionals and the complexity of navigating the jobmarket, as employers’
requirements and job postings can vary significantly.

For example, a study conducted by Wilbur and Angela Stanton (2020) suggests that
the authors have performed “Career Analytics” by analyzing the skills required for an
entry-level analytics position, focusing on data science, data analytics, and business
analytics. The authors also identify the most in-demand job titles and functions and
compare the required hard skills, soft skills, software skills, and credentials for each
area. The authors wrap up the research by providing educators with recommendations
on preparing students for careers in analytics [4].

Wilkins (2021) also researched the data analytics jobmarket [5]. The author identified
the most in-demand skill sets in analytics, providing insights for students, organizations,
and universities. The authors argued that the findings would guide students in mastering
the most relevant skills for the job market. At the same time, for the company, the
informationwill aid them in understanding themost sought-after skills and competing for
hiring. Lastly, the authors also suggested that for universities offering data analyst-related
courses, the output could align their curriculum to meet the job market’s needs.

The similarity between the two examples is that they both discuss the industry
requirements for analytics graduates so that the students can prepare for the knowl-
edge/skills “gap” and acquire a competitive advantage. Still, both types of research
only capture the information on a specific period, resulting in a static research report.
This paper will provide students with interactive and up-to-date information about the
analytics industry landscape.

2.2 Extract, Transform, and Load Framework

Voluminous analytics-related industry and occupation data residing inmultiple sources, a
standardized framework to aggregate and collect all different data from different sources
would need to be adopted to ensure scalability. The Extract, Transform, and Load (ETL)
framework would suit this purpose well.

According to P. Vassiliadis’ conceptual model for ETL, ETL tools are specialized
tools designed to address data warehouse homogeneity, cleaning, and loading issues
(Kimball & Caserta, 2004) [6]. Multiple commercial tools provide ETL functionality
as a one-stop solution for all the ETL framework processes [7]. One example of a
commercial ETL tool is Informatica, which offers holistic functionality to automate
the data pipeline from multiple sources to the data warehouse or data lakes [8]. While
most of the commercial ETL tools provide a broad range of advanced ETL functionality
and cover the operations from upstream to downstream, Vassiliadis (2009) argues that
ETL processes involve several key steps, including the extraction of relevant data from
sources, the transportation of this data to a specific area of the data warehouse, and
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the transformation of the data to comply with the structure of the target relation. ETL
processes also entail the isolation and cleansingof problematic tuples to ensure adherence
to business rules and database constraints, and ultimately, the loading of the cleansed,
transformed data to the proper relationship in the warehouse, along with the refreshing
of any indexes and materialized views [9].

This paper aims to provide a solution by leveraging the existing BU MET infras-
tructure while minimizing the use of external commercial ETL tools and maximizing
the ETL process framework discussed by Vassiliadis (2009), which will be discussed
further in the Methodology section.

2.3 Database Schema and Design

As previously highlighted in Sect. 2.2, the diverse nature of data types and sources
necessitates a database schema and design to connect and comprehend the extracted and
transformed data effectively.

Data can be either structured or unstructured and may come from various sources.
Structured data is well-organized and can be stored in a traditional relational database
management system (RDBMS) for easy querying using SQL.On the other hand, unstruc-
tured data has no pre-defined format and cannot be easily stored in relational tables.
Unstructured data is the fastest-growing type of data and includes data from vari-
ous sources such as images, sensor data, web chats, social media messages, videos,
documents, log files, and email data [10].

A collection of structured or unstructured data, organized with a central focus, is
known as a database. When dealing with computer databases, the tool used to input and
modify data is referred to as either a database program or a database management system
(DBMS), as opposed to a manual paper-based system [11]. In comparison, a schema
is a structure that connects different information within a database to create a logical
connection between the data.

The proposed in this paper framework uses both structured and unstructured datawith
the unstructured data projected into a meta-structured table containing the unstructured
data and its associated link to the hosting place.

2.4 United States Labor Landscape

Let’s introduce several essential characteristics of the labor landscape in the US:

Industry Classification. Various industries in the United States are classified into sev-
eral categories based on their characteristics and nature, and the classification for these
industries adheres to the North American Industry Classification System. The North
American Industry Classification System (NAICS) is a standardized system used by
Federal statistical agencies in the US to classify business establishments, gather statis-
tical data, and analyze the US business economy. NAICS divides the economy into 20
sectors. Industries within these sectors are grouped according to the production criterion
[12].

Occupation Classification. The Standard Occupational Classification (or SOC) sys-
tem is a federal statistical standard employed by federal agencies for classifying workers
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into occupational categories, aiming to collect, compute, or publish data. Workers are
assigned to one of 867 distinct occupations based on their description. Detailed occu-
pations are combined to create 459 broad occupations, 98 minor groups, and 23 major
groups, making classification more efficient. Occupations with similar job responsibil-
ities, and sometimes comparable skills, education, and/or training, are grouped in the
SOC [13].

Registered Business. According to the latest data from the US Census Bureau, there
were 6.1 million employer firms in the United States in 2019. Of those businesses,
99.7% had fewer than 500 employees, 98.1% had fewer than 100 employees, 89.0% had
fewer than 20 employees, and 78.5% had fewer than ten employees. When nonemployer
businesses are included, the share of firms with fewer than 20 workers increases to
98.0%, and those with fewer than ten employees represent 96.0%. Out of approximately
32.6 million businesses in the US, only 20,868 had 500 or more employees, indicating
that America’s economy is primarily comprised of small companies [14].

Skills Classification. There are no official skill classifications from the US government
but Lightcast, one of the leading labor market aggregators and analytics, has suggested
skill classification and definition. The Open Skills Library by Lightcast defines skills as
abilities related to particular tasks or knowledge of specific subjects and tools obtained
through education or experience. The library categorizes each skill as specialized,
common, or certifications [15].

Specialized Skills, also known as technical skills or hard skills, are competen-
cies that are mostly necessary within a specific occupation or enable an individual to
carry out a particular task. Examples of specialized skills include “NumPy” or “Hotel
Management.”

Common Skills refer to the skills widely used across various occupations and indus-
tries, encompassing both learned skills and personal attributes. These skills may include
“Communication” or “Microsoft Excel” and are also known as competencies, soft skills,
or human skills.

Certifications refer to qualifications that are recognized by industry or educational
bodies, such as a “Cosmetology License” or a “Certified Cytotechnologist” designa-
tion. These certifications indicate that the individual has achieved specific knowledge or
expertise in a particular field or skill.

3 Methodology and Process

The proposed methodology and framework to achieve the research objective involves
combining a simple Extract, Transform, and Load (ETL) framework and data visual-
ization. This approach is distinctive because it is expected to generate dynamic output
that evolves by adding new information. The resulting interactive output is designed to
enable end-users to access relevant information directly instead of static, report-style
output that remains unchanged as new data points emerge.

This paper’s proposedmethodology and framework could be summarized as Extract-
ing and Collecting Data, Transforming Data, Loading Data to Cloud Storage, Connect-
ing the Loaded Data, and Presenting the Data. The whole framework is illustrated and
summarized in Fig. 1 below.
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Fig. 1. Summary of Proposed Framework and Methodology to Enhance Career Services for
Analytics Master’s Program Student

3.1 Database Schema and Cloud Storage Creation

Before executing the ETL framework, a layout or Database Schema plan must be devel-
oped to meet the stated objectives first. The corresponding specific folders in the Cloud
storage to host the data that went through the ETL framework must also be created first.

The database schema was created by connecting five main entities identified based
on the business objective (Industry, Company, Skills, Occupations, and Location) to each
other using a Relational Database model. Each entity had child entities, and the schema
was made by grouping entities based on their relationships. The groups, or clusters, were
then connected internally and externally, with different levels of connection (cardinality
and optionality). A “bridge” entity was created to avoid complex relationships between
groups. It connects two or more groups with many-to-many relationships in either one-
to-many or many-to-one relationships.

The entities in the database schema were divided into two categories: “fact enti-
ties” and “dimension entities.” Fact entities store transaction data from sources like
Lightcast.io and the Bureau of Labor and Statistics, such as posted salary and job count
within a specific industry. Dimension entities help gather information about themeasures
being taken, such as the industry and company. Fact entities are labeled with an “f” and
dimension entities with a “d”. The database schema that was developed according to the
above explanation is available at the Appendix 1 Database Schema Career Services for
Analytics Master’s Program Student.

3.2 Collecting and Extracting Data

After the database schema was created, the first step of the ETL framework involved
collecting and extracting data from various sources, primarily from Lightcast, the
Bureau of Labor Statistics, the United States Census Bureau, EBSCO Information Ser-
vices, and other internet sources. Data were acquired by querying third-party sources’
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RDBMS, connecting to Application Programming Interfaces (API), and directly down-
loading in various formats, including Extensible Markup Language (XML), JavaScript
Object Notation (JSON), Comma-Separated Values (CSV), Excel File (XLSX), Portable
Document Format (PDF), and Power Point File (PPTX).

The data extracted and collected including but not limited to number of posted occu-
pations, salary and wages, skills requirement, company and industry posting, education
requirements, job locations, company information, industry performance, occupations
hiring rate, Industry Insight, Industry Snapshot, Industry Supply Chain, Industry staffing
pattern, and job posting analytics., and other information.

After extraction, the data were temporarily stored in a staging area. Files that were
“ready-to-use” (such as PDF, PPTX, and some XLSX files) were directly transferred to
their respective folders in the Cloud Storage. Files that needed further processing (such
as XML, JSON, CSV, and some XLSX files) were kept in the staging area for the next
step.

For the result demonstration in this paper, the time-period of data collection is from
November 2022 – March 2023.

3.3 Transforming Data

The data that needs further processing then undergoes a data transformation process.
The data transformation includes but is not limited to:

1. The removal of unnecessary variables/columns in the data.
2. Variable type conversion from a certain type to another type.
3. The removal of unnecessary strings or characters within specific variables.

All data manipulation and transformation were done in Microsoft Power Query.

3.4 Loading Data to Cloud Storage

The cleaned/transformed data is then loaded into Microsoft Excel flat table entity and
stored in the cloud storage in their dedicated folder based on the previously developed
database schema. The cloud storage for storing the data uses Microsoft SharePoint.

Each flat table is protected so that only person who has the authority to modify the
flat table to populate the flat table with new or updated information could modify the
flat table.

3.5 Connecting the Loaded Data

In order to connect both the structured (Excel flat table) and unstructured data (ppt,
pdf, etc.), first, the link that redirects to the unstructured data was generated. These
links were then compiled into separate Excel flat tables containing detailed information
regarding the unstructured data (metadata) associated with the previously developed
database schema.

Each flat table, for both structured data and unstructured metadata, was then con-
nected to theMicrosoft PowerBI. The connection and relationship between the entity/flat
tables were then created based on the database schema previously developed.
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3.6 Presenting the Data

The connected entity/flat table were then visualized in the Microsoft Power BI envi-
ronment. Several pages of the dashboard with different visualizations were created to
provide specific information to the students, such as Top Occupation, Top Skills, Top
CompanyHiring, SkillDeepDive, IndustryOverview, Industry, andOccupationsReport.
Some examples of the visualizations used were bar charts, line plots, scatter plots, tables,
maps, tree maps, and other visualizations.

4 Results and Discussion

The resulting interactive and user-friendly visualizations, created in Microsoft Power
BI, were two dashboards providing students with current information on the job market
landscape: Analytics Career Prospect Overview and Analytics Job Market Consultation
dashboard, which will be discussed further below.

4.1 Dashboard 1: Analytics Career Prospect Overview

The first dashboard created was named Analytics Career Prospect Overview. The Ana-
lytics Career Prospect dashboard offers data on top occupations, salary and wage infor-
mation, job posting trends, required skills information, hiring industries and companies’
information, education information, and job location.

Students can browse topics of interest at their whim. For example, what are the
top occupations for analytics graduates? What are the top skills required by employers?
Which companies are actively hiring and posting the most job openings?Which industry
hosts the most job openings? What is the job posting trends? What are the mean and
median salaries? Where are the job locations?

By using this dashboard, students can jumpstart their initial career research byfinding
opportunities as analytics graduates, understanding salary expectations, identifying gaps
in their skillset compared to industry requirements, determining the best time to apply
for jobs, exploring job openings in their preferred cities, and identifying certifications
that will set them apart from others in the field. An example of a page in the dashboard is
available in Appendix 2, Sample Page from the Dashboard 1 Analytics Career Prospect
Overview.

Some interesting takeaways from the first dashboard were:

1. Data Scientists tops the posted occupations for analytics graduates, followed by
Management Analysts and Market Research Analyst.

2. The most frequently reported range of posted analytics graduate salaries was around
$67,000–$75,999.

3. The job posting for analytics graduates increased over the last three years, with most
jobs posted in Q1-Q2 each year.

4. Themost sought-after technical skills for an analytics graduatewere StructuredQuery
Language (SQL), Python, Microsoft Excel, Tableau, and R.



Using Extract, Transform, and Load Framework 355

4.2 Dashboard 2: Analytics Job Market Consultation

The second dashboard created was named Analytics Job Market Consultation. This
dashboard provides a more in-depth analysis of required skills, industry performance
and description, and specific job information reports such as Industry Insight, Industry
Snapshot, Industry Supply Chain, Industry staffing pattern, and job posting analytics.

After students perform overview research about their career aspirations in the first
dashboard, they can then use this dashboard to conduct in-depth research on critical items
they found in the first dashboard. For example, if students want to work in the finance
industry, they can see how well it performs by looking at the Industry Performance
page in the second dashboard. If students know specific skill gaps, they can visit the
Skills page to find detailed explanations about those skills and where to start improving
them. Suppose students want to delve deeper into each career prospect within a specific
industry. In that case, they can go to the Documents page and download the in-depth
reports provided by Lightcast to prepare accordingly (Fig. 2).

Fig. 2. Sample Page from Dashboard 2 Analytics Job Market Consultation

Some interesting takeaways from the second dashboard were:

1. There is one hire for every three unique job postings for Data Scientists, two for every
individual job posting for Management Analyst, and three for every particular job
posting for Market Research Analyst. Hence, the job demand for a Market Research
Analyst/Marketing Specialist was relatively high in the United States.

2. Every US industry (20 NAICS categories) has had overall positive gross-output
growth trends for the last 20 years. Manufacturing generally outperforms every other
industry’s gross output by roughly ten times.
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5 Summary and Recommendations

5.1 Summary: Interactive Job Information Dashboard to Navigate the Complex
Job Search Process

The dashboards, as the output from the research, are now available for students and
graduates to access on the BUMETABACareer Service Website. The dashboards were
designed to simplify job research forABAstudents and graduates by providing themwith
relevant and up-to-date information. Through the dashboards, users can easily search
and navigate the job market landscape based on various parameters such as location, job
title, and employer.

The dashboards provide users with critical job market insights, including industry
trends, job market statistics, and salary data. The dashboards help users make informed
decisions about their job search strategies by presenting this information in a clear and
concise format. Overall, the dashboards are an indispensable tool for ABA students and
graduates, assisting them in achieving their career goals and staying informed about the
latest job market trends.

5.2 Recommendation for Next Work

Given the wide range of industries in the US, the next step in developing the dashboard
is to continue populating it with more industry and occupation information and make
comprehensive comparison for the built and existing products.

Another possible next step is to perform an Analytics Occupation Deep Dive, con-
ducting deeper analysis on each possible analytics occupation. It includes examining
specific job posting trends, determining the best time to apply, identifying factors that
increase a candidate’s likelihood of being hired in a particular occupation, and under-
standing the typical profile of individuals working in those occupations within specific
industries.

Another possibility is to conductAnalyticsOccupationDataMiningAnalysis, specif-
ically clustering and classification. This analysis aims to identify which industries and
occupations are more “analytics-graduate” friendly based on their characteristics and
similarities. It could give students and graduates more information on which enterprises
to focus on.

Appendix

1. Database Schema Career Services for Analytics Master’s Program Student
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2. Sample Page from the Dashboard 1 Analytics Career Prospect Overview
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Abstract. The digital transformation of schools aims to ensure a systematic pro-
cess for adapting primary and secondary education to the level of technology
innovations, preparing the next generation for new opportunities and demands.
At the same time, digital transformation has to ensure complex organizational
alignments beyond simple equipment implementation. School education is a con-
servative and slow-moving system, so a more in-depth analysis of the existing best
practices can provide smooth digital transformation paths.

The present research aims to explore and analyze best practices from the
perspective of digital transformation in schools. Using a bottom-up approach, in
total 436 best practices are collected from 120 students enrolled in Computer Sci-
ence programs at Sofia University. These students surmounted one of the most
competitive university entrance exams in the country, ensuring the validity and
relevance of their best practices. The study covers experiences from 85 primary
and secondary schools in 42 locations in Bulgaria. The structuring of the paper is
as follows. It starts with a literature overview of school digital transformation and
presents the DigiLEAD project approach. Then, the methodology of the study is
discussed and best practices are classified by origin (teacher, school or policy-level
practices) and by impact (five-level model of quality education). The discussion
part proposes different models for adopting digital technologies in schools, tak-
ing in consideration that almost 60% of the best practices come from individual
teachers, teaching approaches and personal commitment. In the conclusions are
summarized the key lessons learned and the limitations of the study.

Keywords: Digital Transformation · School Education · Best Practices

1 Introduction

The digital transformation is becoming an omnipresent trend, often connected to technol-
ogy innovations and expected tremendous changes in the society and economy. School
leaders have to consider how disruptive technologies such as Artificial Intelligence,

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
T. Zlateva and G. Tuparov (Eds.): CSECS 2023, LNICST 514, pp. 360–371, 2023.
https://doi.org/10.1007/978-3-031-44668-9_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44668-9_28&domain=pdf
http://orcid.org/0000-0003-0982-4156
http://orcid.org/0000-0001-9224-0586
https://doi.org/10.1007/978-3-031-44668-9_28


A School to Remember: Analyzing School Best Practices 361

autonomous and collaborative robots, the Internet of things, cloud computing, additive
manufacturing, augmented and virtual reality, big data analytics and others can success-
fully add value to their programs [1]. The digital transformation in education is often
discussed from the perspective of higher education and new strategies of teaching and
learning [2, 3]. However, in secondary and primary education, digital transformation
has to play an even more important role in preparing society and the new generations
of pupils for the new skills and competencies, needed for the future of work. It should
provide systematic change management programs and instruments, aligning new tech-
nology innovations to the school organizations, teacher professional development and
value-adding processes of high-quality teaching and learning. In this perspective, the
ERASMUS+ DigiLEAD project engaged to develop tools for school leaders, allow-
ing them to prepare to stay at the forefront of new digital changes, conforming to the
expectations of students, teachers and society.

The present research steps on the bottom-up approach and based on best practices
from school education aims to analyze the digital transformation paths. Focusing on the
analysis of meaningful and efficient teaching and schooling approaches, this study aims
to proposemore teacher and student-focused perspective for aligning digital technologies
in schools.

The paper is structured as follows. First, it outlines some challenges of the digital
transformation in schools and presents the main approach of the DigiLEAD project.
Next, it presents the methodology of the study, analyzing the most common approaches
and practices for sourcing best practices in schools. Themain criteria for content analysis,
evaluation and structuring of the best practices are discussed and the results are presented.
The discussion part proposes a more in-depth analysis of how the outcomes of the best
practices’ analysis provide models for successful digital transformation paths. At the
end are identified study limitations and future directions.

2 Theoretical Background

2.1 Digital Transformation in Schools

Presently, organizations are faced with a need to adapt to the changes in the networked
economy, market volatility and the fast speed of adoption of digital technologies by
people and organizations worldwide. The wide use of information and communication
technologies (ICT) in the economy and society has resulted in new business models,
management and working processes, and new users experience – described as a dig-
ital transformation [4]. Digital transformation is understood as a change of the entire
operating model of the organization – requiring reengineering of internal business pro-
cesses, and the way of interaction not only among employees but also with external
stakeholders – partners, suppliers, distributors, clients, etc. [3].

As outlined in [3], it is essential to develop a vision and strategy for digital trans-
formation, and to ensure leadership capabilities to communicate it, commit employees,
and guide and support its implementation and the changes in organizational processes –
ways of operation and control. Subsequently, critical for the success are the readiness
of the staff and its skills and knowledge. Further issues are related to the availability of
appropriate tools and infrastructure.
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While specific efforts were taken for the digital transformation of the economy,
the educational institutions were lagging behind, and during the COVID pandemic they
faced the need to rapidly change their operational procedures in order to continue smooth
teaching and learning processes. Teachers had to gain new competences and adapt to
digital ways of teaching and communicating with students so as to maintain the edu-
cational process [5]. Similarly, school leaders were not prepared and had to find their
own ways to “upholding a sense of normalcy and care for children and families” [6].
While several actions were taken by educational authorities to facilitate online teaching,
e.g. providing computers and other devices, educational platforms and software tools,
as well as training teachers, the digital transformation of schools is still a challenge
in many countries. Subsequently, in Europe was approved a Digital Education Action
plan as a comprehensive initiative for “policies and actions on several fronts, including
infrastructure, strategy and leadership, teacher skills, learner skills, content, curricula,
assessment and national legal frameworks” [7].

The digital transformation of educational institutions should comprise the follow-
ing processes: administration, communication, teaching and preparing lessons, students
learning, reviews and examination [3]. Regarding digital learning in schools, in [8] are
discussed several dimensions: technical facilities and availability of ICTs in schools;
students learning activities involving ICTs, and digital educational resources; abilities
of teachers to fully exploit ICT opportunities, and the use of new teaching methods and
learning approaches. The availability of sufficient digital technologies is not related to
their frequent use in classrooms. More important are teachers and their equipment with
basic digital skills for general technologyusage, research, communication, collaboration,
production of content and learning via technology. Technology-related teaching skills
are essential to provide students with a large variety of learning activities and facilitate
their problem-solving skills. Such skills are based on knowledge of technologies and
specific technological pedagogical competencieswhich are used for creating educational
resources (pedagogical content), planning, implementing and evaluating technology use
in class, and sharing experiences of technology use. Subsequently, in the education of
future teachers should be placed more emphasis on the usage of technologies to enable
student learning activities [8].

Most educational systems in Europe lack a strategic planning [9]. This is due to a
certain extent to their centralized structure which limits the autonomy and flexibility of
schools, and the role of school leaders,mainly focused on the administrativemanagement
of day-to-day activities and decision making. Moreover, school leaders lack a digital
transformation mind-set and proactivity, and often are not able to understand that the
primary place and purpose of technology in schools is that it can be used to transform
how people think, work and communicate [10, 11].

Many studies reveal also the interactions of teachers and students during online edu-
cation after the COVID pandemic. For example, [14] summarized the factors influencing
the establishment of a teaching presence – related to teachers’ pedagogical approach, the
learning design and the facilitation. Putting the learner in the center, and teachers taking
the role of facilitators helps students to engage and commit. Besides, the personalized,
flexible, contextualized learning design and the use of appropriate technologies and tools
help effective online learning. Digital pedagogical innovation and the changing role of
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teachers and students in the future are considered in [15]. The study suggests that dis-
tance learning brings greater student autonomy and higher responsibility for learning.
However, digital inclusion and students wellbeing should be also taken into account by
digital learning.

2.2 The DigiLEAD Approach

Partners from 5 EUmember states within the DigiLEAD project considered how to sup-
port school leaders to design and implement a digital transformation strategy and Action
Plans. A Strategy Toolkit on Digital transformation for School leaders was recently
developed by the consortium [9] following desk research by all partners and involving
focus groups with national stakeholders (researchers, teachers, school leaders, and edu-
cational authorities). The Toolkit considers specific processes in schools, and the need
to support them when designing a Digital Transformation strategy:

• Creating a school vision and setting strategic objectives are of great importance in
creating a successful digital transformation strategy.

• Conducting a SWOT analysis for the school is needed for analysis of the internal and
external environment of schools.

• Curriculum alignment is an important section in the final school strategy as it ensures
that the learning content, learning objectives, study programs, attainment targets,
assessment guidelines or syllabi are aligned with the possibilities of digital education.

• Assessment plays a crucial role in how students learn, their level of motivation, and
how teachers teach.

• Innovative teaching and learning strategies are essential in the overall transformation
of education towards more efficient, personalized and student-oriented teaching and
learning by using digital technologies.

• Infrastructure needs and adaptations focus on developing adequate and reliable infras-
tructure and up-to-date equipment as a prerequisite for the digital transformation in
education.

• Timelines, scheduling, and ongoing monitoring are at the center of the planning and
implementation of the digital transformation strategy.

• Continuous evaluation and support help to understand whether the plan is progressing
within the foreseen timeframe and according to the predefined objectives, ensuring
that the actions are being implemented as planned.

• Support for teachers is vital for a successful and qualitative digitalization of education,
as teachers act as architects of the teaching-learning processes.

• Support for students and parents focuses on the involvement of students and parents
in the digital transformation of a school.

• Privacy, health and well-being for teachers and students are pillars of digital
transformation as they ensure the actors’ capacity to realize their full potential.

In addition, the project team prepared a digital transformation checklist, adapted
from the SELFIE tool that was produced by the European Commission [12] and the
TET-SAT tool prepared within the Erasmus+project MENTEP [13]. This checklist will
help school leaders with the collection of quantitative data and will enable them to first
identify gaps, reflect on the current digital readiness of their school, and then evaluate
the progress in the process of digital transformation.
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3 Methodology Overview and Best Practices

3.1 Study Methodology

The best practices in school education are mainly presented and discussed from the top-
down perspective. During the last few years, a short overview of the numerous resources
of school best practices in theBulgarian internet environment shows the commonpractice
of teachers to present their pedagogical work at conferences and forums, conference
proceedings and publications. Many collections of good practices are available through
public websites (often hosted by NGOs) or as part of initiatives in specific fields (f.
ex. Collection of best practices on project-based learning, best practices for integrating
children from minorities and others). Furthermore, there miss a more critical analysis
or academic studies of best practices, collected or sourced by bottom-up approach. This
hinder the possibility to identify and further popularize the most effective and efficient
good teaching and learning methods in school education.

From the perspective of new trends for digital transformation in schools, the fol-
lowing methodology is applied. The best practices in school education are collected
from university students at the Faculty of Mathematics and Informatics (FMI) at Sofia
University, Bulgaria. It should be noticed that the entrance exams on Mathematics at the
FMI are among the most difficult and competitive in the country. Therefore, students
revealing the best practices have a strong academic background and represent some of
the best schools and teachers in Bulgaria. But more importantly, in the scope of their
course work on the elective course “Knowledge Management”, students are asked to
carefully reflect and share personal and memorable school experiences and to analyze
them from the perspective of “the school of the future”.

After collecting the best practices, a content analysis is performed and the best prac-
tices are classified into three main areas (teacher initiative, school practice or policy-
level initiative). Then, best practices are clustered, conforming to the five categories
of quality education, as identified in [16]. More specifically, this model addresses the
five key groups of criteria for quality primary and secondary education, as emerging
from theoretical research [16]: (1) learning environment (psychosocial elements, phys-
ical elements, respect for diversity, collaboration, sharing and team spirit), (2) learning
content (student-centered pedagogy, well-structured knowledge base, continuous cur-
riculum improvement, interest in all students, and life skills), (3) processes (teaching,
learning, assessment, support, and supervision), (4) students (involvement/participation,
feedback, challenging learning activities, and improved learning outcomes), (5) teach-
ers (knowledge of educational context, content, curriculum, and pedagogy, pedagogical
skills, emotional/management/reflection skills, and teacher professional development).

3.2 Overview of the Best Practices

In total 120 BSc students in their third and fourth year took part in the best practices
sourcing. All of the students were enrolled in the elective course on “Knowledge Man-
agement” and at the end of the semester, they prepared and presented a coursework about
the future of schools, covering both individual best practices from their own school expe-
rience and ideas about the future. The descriptive analysis shows that about 436 best
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practices are identified from 85 secondary and primary schools from 42 locations in
Bulgaria. Responding to their study profile, most of the schools are professional or spe-
cialized mathematical high schools: in total 30 mathematical and STEM-oriented high
schools, 11 Foreign language gymnasiums and 8 professional high schools, specialized
in the fields of mathematics or informatics. All of the schools are public.

The good practices are not evenly distributed as some of the schools are better rep-
resented among students. As students had the freedom to emphasize and share specific
experiences, all their best practices are counted separately. For example, the Pleven
Mathematical High School has 52 best practices from 13 students, the National Mathe-
matical High School has 22 best practices from 5 students, and the Sofia Mathematical
High School has 13 best practices from 5 students. A significant part of the good prac-
tices covers specific school subjects and school disciplines (198 or 45%), and another
(144 or 33%) of them are linked to school activities and initiatives outside the school
curriculum.

3.3 Analysis of the Results

Teacher Level Best Practices
Most of the best practices can be directly linked to individual teachers’ initiatives and
teaching approaches. In total 264 of the best practices or about 61% of them are related to
teachers’ personal involvement, innovative teaching activities, personal attitude, support
and mentoring to the students’ success. Table 1 presents the 5 main groups of best
practices on teaching level, summarized by dominating concepts.

Table 1. Individual teachers’ best practices topics.

Level Description Number/share of best practices (n = 264)

1 Personal attitude, discipline and
personalized teaching approach

38 (14%)

2 Active teaching methods 32 (12%)

3 Public discussions and debates 26 (10%)

4 Using ICT in class 24 (9%)

5 Using games and gamification
techniques

21 (8%)

6 Evaluation and feedback 21 (8%)
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Personal attitude and discipline – almost 38 best practices are related to the per-
sonality of the teacher, his or her personal involvement in the subject and in the role,
personal examples, high requirements, strong discipline and high expectations from the
students. In this group can be reported as well personalized approaches for different stu-
dents (5), covering practices such as defining personalized goals, using differentiation
techniques in class and organizing additional activities.

Active learning and teaching methods were discussed in 32 practices, focusing
on the role of project-based learning (14), the use of active learning methods such as
mind-maps and brainstorming (8), teamwork (5), a shift of the roles (student teachers)
(5) and others.

Public discussions and debates are highlighted in 26 best practices, reporting dif-
ferent situations and forms of discussions or public debates. Students recognize that
these activities challenged them to think critically, to argue better their positions, to
better prepare and learn additional facts, as well as to consider the arguments of both
sides and to make their own judgements. Some teachers organized public debates and
discussions after showing a movie or video, for completing the literature analysis and
others. These techniques are commonly linked to humanities subjects such as history
(9), Bulgarian language and literature (7), foreign languages (4), philosophical studies
(2) and others.

The use of ICT in class is reflected on several levels. About 24 practices are reported,
covering the use of technologies to facilitate knowledge sharing - teachers using online
platforms and repositories (7); interactive whiteboards (6) used for presenting and visu-
alizing complex chemistry or geometry relationships. Considering specific software
programs, students reported MS PowerPoint for individual and group projects, allow-
ing them to present and raise public speaking skills (4). Specific software examples
include Google Maps in Geography classes, Biology software solution Zygote Body,
Khan Academy for self-learning, Duolingo in foreign language classes, Quizlet and
Kahoot, along with specific tools for automatic testing of ICT tasks.

The games and gamification techniques are recognized as a substantial part of
the best practices (21) covering both traditional and online games in class. Quizzes and
online games (such as Kahoot!) are used by language teachers (9), as well in history,
biology, mathematics and others, often for short tests and revisions before or after the
class. The organized in-class competitions (10), feedback and evaluation techniques
(21), allowed students to learn revisions, increased interest in the new topics or created
a more relaxed atmosphere, provoking students with funny questions and humor (5).

Among the other best practices, used by the teachers to make their classes more
engaging and efficient for the students are: practical experiments in class (17): STEM
sciences, writing scientific protocols, work on real-life cases and experiments. Some
teachers used to organize outdoor activities (14) such as visits to museums and galleries,
short class excursions and trips, but in general, these practices are organized on the
school level, requiring more efforts by the school administration.

School Level Best Practices
At the school level are identified about 152 best practices (35%). Conforming to the
students’ view, schools have to ensure additional opportunities to raise their academic
skills and talents. About 35 of the best practices on the school level cover some forms
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of clubs, complementary classes for talented students (such as training and preparation
for national competitions), or specific extra-curriculum activities such as theatre, art and
debates. Other substantial groups of school initiatives cover different types of travelling
(28), international excursions, student exchange, short-term student trips, school visits
to the theatre and performances, other outdoor activities. Attracting interesting experts,
guest lecturers and especially foreign teachers for practicing different languages in class
are mentioned in 26 practices. The school infrastructure or access to learning environ-
ments and specific digital equipment and technologies are identified in 18 practices.
Festivals and school-level celebrations, school-level competitions, and sports events are
also part of the good practices, creating lasting memories.

On Table 2 are displayed the clusters of best practices on school level.

Table 2. School level best practices.

Level Description Number/ share of best practices (n = 152)

1 School-level clubs, additional classes,
trainings

35 (23%)

2 Excursions, outdoor activities, trips,
visits

28 (18%)

3 Guest lecturers – alumni, foreign
teachers

26 (17%)

4 Infrastructure (ICT, cabinets, classes) 18 (12%)

5 Sports activities 15 (9%)

6 Festivals and school celebrations 12 (8%)

It is worth noticing that the school learning environment and access to class infras-
tructure mostly include ICT infrastructure (individual PC, tablets, or access to specific
equipment such as the robotics lab). Some students remember good practices such as
access to classrooms and school learning environments for organizing teamwork, innova-
tive classroomarrangements and decorations such as stickers on thewalls (with appropri-
ate formulas), students’ choice decoration of the corridors, and appropriate environment
for individual work.

Policy Level Best Practices
Many best practices cover general educational practices, adopted on a national level. In
many cases, students cannot refer if one practice is organized by the school or by the
national-level administration and policy recommendations. However, in this analysis,
only 20 best practices can refer to the policy level. These covermostly practices, related to
national competitions and hackathons on different school subjects (Olympiads), compul-
sory internships in companies, study programs, allowing additional classes and extra cur-
riculum activities, policies for encouraging the best students with national scholarships
for academic achievements and others.
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4 Discussion

4.1 The Five-Level Model

Considering the five-level model of [16], the best practices are analyzed and distributed
according to one or more of the following key groups of criteria: (1) learning environ-
ment, (2) learning content, (3) learning processes, (4) focus on students, (5) focus on
teachers. First, every practice is assessed following the five categories, considering how
students reflect and describe their impact and their influence on the overall learning
process. For example, a good practice for learning methods of a specific teacher can
cover all of the five criteria: teacher used interactive screens (environment), to make pre-
sentations, videos or games (content), organizing discussions and debates (processes),
focusing on students’ achievement (students) and adapting and personalizing his or her
teaching methods upon the results (teacher). Therefore, the presented summary of the
five-level model can be reflected as a general overview of best practices’ impact. As pre-
sented in Table 3, most of the best practices are reflected on the student level (355), where
teachers play the dominant role. The learning environment is mainly the responsibility
of the schools, along with students’ activities concerning additional learning activities,
excursions and competitions. On the policy level, best practices are focused on National
level competitions and practice-oriented internships, examinations and curricula.

Table 3. Best practices distribution among key categories as of [16].

Description Overall
n = 436

Teacher
n = 264

School
n = 152

Policy
n = 20

1 Learning environment 74 28 46 0

2 Learning content 330 250 65 15

3 Learning processes 292 212 77 3

4 Focus on students 355 223 114 18

5 Focus on teachers 235 209 22 4

The visualization in Fig. 1 clearly illustrates that teacher-level best practices cover
learning content, student-centered activities, learning processes and teaching improve-
ment. At the same time, school-level activities are student-oriented, covering the learning
environment and learning processes. The policy-level activities are oriented to students
and learning content.
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learning content

processes

studentsteachers

learning environment

Best practices evaluation

Teacher level School level Policy level

Fig. 1. Best practices evaluation and assessment by categories, following the model of [16].

4.2 Digital Transformation of Schools and Best Practices

The analysis of the best practices clearly demonstrates that students appreciate the best
practices on the individual teacher level. Many students directly mention their beloved
teachers’ names, often speaking with respect and gratitude for people who personally
motivated them and worked additionally to support their students’ extra-curriculum
assignments and academic interests. Students often recognize that their favorite teachers
used traditional methods of teaching, making regular tests, imposing strict discipline and
presenting always well prepared in class. The best teachers are proud in their profession
andmake a difference throughdemonstrating personal commitment,manifesting respect,
responsibility and strong discipline in their work. At the same time, the best teachers
are encouraging, open to questions and accessible, providing a personalized approach
to explain, visualize and present interestingly the learning material. They are used to
challenge their students, engage them in numerous activities, put high expectations and
raise their confidence and resilience, motivation for self-learning and development.

In this perspective, in the first place, digital transformation in schools should support
teachers to operate with more engaging tools and techniques for designing more com-
plex learning experiences. Interactive tools can enable teachers to improve, on the one
side, learning content visualization and explanation, and on the another side, to combine
the online content with engaging class debates and discussions, personalizing teaching
practices to students’ level and applying tools for immediate feedback of the student’s
progress. In the DigiLEAD guidelines materials are specifically described good prac-
tices of using innovative teaching and learning methods, emphasizing on the role of both
digital and in-presence activities [9]. This way, teachers should focus to design learn-
ing experiences through a complex sequence of “phygital” activities, adapting learning
content and learning processes in a personalized manner [17].

More specifically, the DigiLEAD guidelines provide practical steps and action
plan how school leaders and teachers can promote the use of innovative pedagogies
(flipped classroom, IBL, game-based learning), techniques for learning experience
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design (learning personalization), competence-based learning, and design of inclusive
learning activities, learning materials and assessment models [9].

At the school level, digital transformation concerns school infrastructure, learning
and teaching processes, directed to students’ personal and academic development. Stu-
dents mention in many cases the importance of additional classes, clubs and learning
competitions, raising their motivation and challenging them to learnmore, applying their
knowledge in practice, to network and develop soft skills, which are hardly addressed
in the school curriculum. Young people clearly evaluate their limits to prepare alone
for the new coming challenges. Therefore, they demand better support at the teacher
and at school level – additional practice works, robotics clubs and ICT hackathons,
guest-lecturers from industry and internships in companies, career counselling services
and opportunities for raising skills and competences. In the DigiLEAD guidelines are
addressed good practices and specific strategies for dealing with digital infrastructure
needs.More resources and focus should be put on building strong communities andman-
aging the needs of the young people to be better prepared for the new coming economy
and society [9].

On the policy level, data reveal that digital transformation processes should encour-
age more initiatives to support new generation of students and young people in schools.
It is important to highlight that students are not aware of the efforts and strategies on
policy level and how they transform into school-level practices. Learning and training
in the digital world require increasing personal involvement, long-term commitment
and persistence from teachers and schools. Thus, policy initiatives should reflect strate-
gies and combine different approaches for ensure successful digital transformation in
secondary education.

5 Conclusion

The present study discusses good practices identified in primary and secondary education
and reflects on the value-creation processes for the learners in schools. The analysis of
the best practices proves that a school’s digital transformation should mainly focus
on students’ potential to form skills and competencies in the digital world, building
self-confidence and resilience.

The DigiLEAD approach for the digital transformation of schools is aligned with the
main findings of the present research and proposes practical guidelines for school leaders
and teachers.More importantly, the research outlines that inmany cases the policy efforts
remain invisible to students, but it should provide the general strategy, plan the directions
and digital transformation paths, ensuring the right culture and teacher’ engagement for
a high-quality future education.
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Abstract. Team formation is a critical task in many contexts such as
business, sports, healthcare, research, education, and more. In the aca-
demic settings, students working in teams on group projects is proven
to be a very effective learning methodology. Our software engineering
course features a semester-long team project as the key component of
this course. However, team assignments are complex and nontrivial tasks,
necessitating a careful assessment of many different factors to ensure
optimal performance of the team as well as individual participants’ sat-
isfaction. Usually a predefined set of questions are used to understand
participant’s capabilities and preferences, and teams are formed either
manually or automatically based on the results of those questions. In this
paper, we propose a generalized question definition by associating each
question with three factors: multiple choice/multiple answer, similarity
or diversity, and option valuation, in order to consider various types of
factors, provide flexibility and capture each individual’s characteristics.
We then propose two team performance score functions that differen-
tiate similarity questions from diversity questions and capture each of
their team formation objectives. A heuristic team formation algorithm,
TeamUp, is proposed, attempting to maximize the team performance as
well as participants’ preferences. Through the initial evaluation we show
our proposed algorithm can perform well for different team size and type
of questions.

Keywords: team formation · team project · project-based learning

1 Introduction

Team formation is a critical task in many contexts such as business, sports,
healthcare, research, education, and more. Whether in academic settings or pro-
fessional environments, the effective team composition can significantly enhance
the success and outcomes of the tasks at hand. However, team assignments can
be complex and nontrivial tasks, necessitating a careful assessment of many
different factors to ensure optimal performance of the team as well as indi-
vidual participants’ satisfaction. Usually a predefined set of questions are used
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to understand participant’s capabilities and preferences, and teams are formed
either manually or automatically based on the results of those questions. While
the question content is context dependent, we can categorize possible question
types to capture different situations. In this paper, we propose the consideration
of three factors and define 6 different questions types. We also propose a team
formation algorithm that can take into consideration all those factors and this
diverse set of question types.

Students working in teams on group projects is proven to be a very effec-
tive learning methodology in the academic setting. Particularly, in the software
engineering field, almost all software is developed by teams of developers collab-
oratively. In order to help students experience this collaboration in real world
settings, our software engineering course features a semester-long group project
as the key component of this course. As our students are a mix of full-time and
part-time graduate students with very diverse backgrounds, schedules, and even
time zones (for the online course), and most students don’t know each other
before taking the class, team assignments are very challenging for the instruc-
tors. Usually the instructor and the TAs need to spend quite an amount of time
on this task and there is no guarantee that the teams are formed well. The pro-
posed algorithm can help automate this complex process and enhance possible
team performance in this course and many other courses that have similar team
project components.

In order to facilitate the creation of well-balanced and high-performing
project teams, we need to first have a thorough understanding of the diverse
preferences, skills, and characteristics of each participant. The data is usually
collected through a set of predefined survey questions that participants need
to fill out. Multi-choice questions are commonly used and the team formation
criteria are usually to try to group individuals with the same choice for those
questions. For example, the question “What technology stack do you want to
use in your project?” can be used in the Software Engineering course, however,
it doesn’t provide flexibility for students who can use multiple technology stacks
and it also doesn’t capture the individual skills and capability of students in that
technology stack. Multi-answer questions may be used here to allow students to
choose multiple technology stacks, however, it still doesn’t reflect students’ pref-
erences and capability in each of the technology stacks they choose. Furthermore,
while we want to team up students that want to use the same technology stack to
improve the team performance, we also want to diversify other factors in a team
such as gender and work roles preferences. In our Software Engineering course,
each team has different roles such as team leader, requirement leader, design and
implementation leader, QA leader, and etc. We would better team up students
with preferences and suitability in different roles rather than the same roles.
To consider all the above issues, we associate each question with three factors:
the number of choices each participant can choose, the similarity or diversity of
participants’ choices that should be in a team, as well as the capability or prefer-
ences value of each choice. Through these three factors we can represent a wide
range of questions with a uniform definition of question, and our algorithms aim
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to enhance both individual preferences and team performance by considering all
those three factors, in order to generate optimized team formation to promote
collaboration, complimentary, and ultimately, successful project outcomes.

The contributions of this paper is summarized as follows:

1. Propose a generalized question definition by associating each question with
three factors: multiple choice/multiple answer, similarity or diversity, and
option valuation. In particular, by allowing participants to assign values to
options, it can capture the relative preferences or expertise of participants
associated with each option. This enables more precise and tailored team
compositions, allowing that participants with specific skills or preferences are
appropriately assigned to project groups.

2. Propose two team performance score functions that differentiate similarity
questions from diversity questions and capture each of their team formation
objectives.

3. Propose a heuristic team formation algorithm, TeamUp, that attempts to
maximize the team performance as well as participants’ preferences. The ini-
tial evaluation shows its efficiency and effectiveness.

The remaining sections are organized as follows. Section 2 details how our
research relates and differs from some other related work. Section 3 provides a
detailed description of the problem, in particular defines the supported questions
that consider three refactors mentioned above, and the algorithm TeamUp is
described in Sect. 4. Then we used a generated synthetic data to evaluate the
algorithms and show its efficiency and effectiveness in Sect. 5. Finally we conclude
our paper and list some future work in Sect. 6.

2 Related Work

The TeamMaker system, developed by Layton, et al. [1] is the most similar work
to ours. It forms teams based on instructor-defined criteria using a max-min
heuristic. TeamMaker supports various types of questions, including multiple-
choice and multiple-answer questions. While they have defined different score
functions for multiple-choice and multiple-answer questions, both functions pri-
marily rely on the number of options chosen by team members. A higher value
indicates greater diversity. They differentiate similarity and diversity by assign-
ing negative weights to similarity questions and positive weights to diversity
questions. However, we argue that this score definition fails to capture the impor-
tance of measuring the degree of similarity based on the number of team members
choosing the same option. For instance, in a team of 10 members, if 9 students
choose one option and 1 student chooses another option, the score would be the
same as a scenario where 5 students choose one option and 5 students choose
another option, since both cases have two options chosen. In contrast, our algo-
rithm defines distinct score functions for similarity and diversity questions, effec-
tively capturing the dynamics of each question type. Additionally, we empower
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participants to assign values to options, allowing us to incorporate their capa-
bilities and preferences in team formation, thereby enhancing team performance
and meeting the participants’ preferences.

Meulbroek, Ferguson, Ohland, and Berry [2] proposed an extension
to’TeamMaker” by using the Gale-Shapley algorithm to form initial teams. How-
ever, their approach requires preference list from both students and instructors,
which does not align with the general case defined in our algorithm. Thus, for
team initialization, we opted simple random assignment for initial team for-
mation, similar to the example in [9]. This choice was made to diminish the
complexity of the subsequent team member swaps.

Several work only underscored the importance of heterogeneity in group
dynamics and leveraged genetic algorithms to optimize team heterogeneity [3,6],
[7,8]. Additionally, [4] focuses on role assignment within the group, and [5]
studies optimization of team assignments in emergency departments. Our goal,
instead, is to form the groups based on various factors , while taking considera-
tion of role assignments through diversity questions.

3 Problem Definition

Suppose we have the participant set as P = {pi|i = 0, ..., N}, and we need to
form M teams T = {Ti|i = 1, ...,M}. We represent the participant pi assigned
to the team tj as team(pi) = Tj . The size of the team Tj is |Tj |, which is the
number of participants in that team.

The team formation criteria is defined through a set of K survey questions
Q = {qi|i = 1, ...,K}, with each question qi associated with a weight wi. The
default value of wi is 1. We differentiate two types of questions in the formation
criteria, namely similarity questions and diversity questions. Similarity questions
aim to identify commonalities or preferences for the same or similar options
among team members, while diversity questions focus on differences or prefer-
ences for diverse perspectives within each group. Therefore, it is intended to
group participants with same/similar responses to the similarity questions and
group participants with different responses to the diversity questions.

For each question qj , we define given options as a set of options Oj = {oji |i =
1, ...|Oj |}, where |Oj | is the total number of given options for question qj . In order
to provide participants more flexibility and capture participants’ preferences or
capabilities on the given options, we define the response of each participant pi
to Question qj as

Ri
j = (index(ojm), value(ojm))|m = 1...maxOj (1)

where index(ojm) is the index of the chosen option and value(ojm) is the value
associated with that option. By default, the value is between 1 to 5, with 5 rep-
resenting the highest capability or preferences of the participant to that option.
If the participant doesn’t specify the value, a default value of 5 will be used.

maxOj is the maximum number of options that a participant can choose
for question qj . It can also be customized. A multiple choice question restricts
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that number to be 1 as each participant can only choose one option, while a
multi-answer question enables the participants to choose more than 1 option,
possibly all options.

In summary, our problem definition consider the following factors that can
capture the intricacies of team dynamics and affect the team formation:

1. A weight for each question to specify the importance of the question in the
team formation

2. A type (S or D) for each question to differentiate the team formation criteria
in similarity questions from diversity questions

3. The maximum number of options a participant can choose to provide partic-
ipants more flexibility in their response

4. The capability or preference value of the chosen option in participant’s
response to reflect each individual characteristic.

The goal is to form teams that can maximize the team performance as well as
individual preferences.

4 Algorithm

4.1 Objective Function

In order to maximize the team performance and participants’ preferences, we
define the team performance score for each team Tz as the weighted summation
of the team score in each question.

Score(Tz) =
K∑

i=0

Scorezi ∗ wi (2)

where scorezi is the score of team Tz for question qi, and wi is the weight for
question qi and K is the total number of questions.

As the team criteria is different in similarity and diversity questions, we define
two different score functions for them:

Similarity Question: The performance score of a team Tz for a similarity
question qm is defined as

Score similarmz =
1

|Tz|
|Om|
max
i=1

(
|Tz|∑

j=0

vali,mj ) (3)

where |Tz| is the size of the team Tz, that is the number of participants in
the team. |Om| is the number of given options in question qm. vali,mj is the jth
participant’s specified value for question qm’s the ith option omi . If a participant
doesn’t choose that option, that value is 0. If the question doesn’t need the
participant to specify the value, a default value of 5 will be used instead.
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For similarity questions, we would like to team up participants who choose
the same options and maximize that similarity. In addition, we consider each
individual participant’s capability or preference value and attempt to maximize
that value for each option as well. Therefore, we define each option’s similarity
performance score as the summation of each participant’s value for that option.
This value increases if more participants choose this option, or participants set
higher option value to this option, indicating higher capability or preferences
for this option. To maximize that similarity, we choose the highest option score
as the question score, as the option with the highest score will be mostly the
favored option for the team. If all team members choose the same option and set
the option value as 5, then the team score for the question will be the highest
value 5.

This can be better understood with the following example. Suppose in the
Software Engineering course survey, we have the following similarity question:
“Which programming languages would you like to use in your project and rate
your proficiency in each programming language that you choose, with 5 being
the highest proficiency.” Assume that we have the response of each team member
in Table 1:

Table 1. Similarity Question Example

Team Member Java Python C++ R

Participant 1 5

Participant 2 4

Participant 3 3

Participant 4 3

Participant 5 3

Summarize option value 8 7 3 0

After we summarize all participant’s option value for each option, we could
find the highest sum is for option “Java”, which may be the favorite programming
language to be used by the team. The team performance score is therefore set as

S =
1
5

∗ valJava =
1
5

∗ 8 = 1.6 (4)

Diversity Question: On the contrary, the performance score of a team Tz for
a diversity question qm is defined as

S diversitymz =
1

|Om| (
|Om|∑

i=1

|Tz|
max
j=1

(vali,mj )) (5)

All annotations are the same as in the previous similarity case, where |Tz| is
the size of the team Tz, that is the number of participants in the team. |Om| is the
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number of given options in question qm. vali,mj is the jth participant’s specified
value for question qm’s the ith option omi . If a participant doesn’t choose that
option, that value is 0. If the question doesn’t need the participant to specify
the value, a default value of 5 will be used instead.

For diversity questions, we would like to team up participants who choose
different options and maximize that diversity. In addition, we consider each
individual participant’s capability or preference value and attempt to maximize
the overall value of different options. Therefore, the team members who choose
the same options do not add the additional value to diversity. Each option’s value
is only determined by the highest option value of all team members who choose
that option. To maximize the diversity, we define the performance score as the
summation of all option’s value. This score increases if more participants choose
different options or various participants set higher value for different options.
In the most diverse case, where all options are chosen by the team with highest
value assigned to each option, the value will also be 5, the highest possible value.

This can be better understood with the following example. Suppose in the
Software Engineering course survey, we have the following diversity question:
“Which leader role would you like to take in your project and rate your prefer-
ences in each role that you choose, with 5 being the highest preference.” Assume
that we have the response of each team member in Table 2:

Table 2. Diversity Question Example

Team member Team leader Design leader Security leader Testing leader

Participant 1 4

Participant 2 5

Participant 3 3

Participant 4 3

Participant 5 3

highest option value 4 5 3 0

After we get the highest score of all participants’ value for each option, we
could calculate the performance score for the question as the average score of all
option values

S =
1
4

∗ sum(val) =
1
4

∗ (4 + 5 + 3) =
1
4

∗ 12 = 3 (6)

4.2 Find Best Team Formation

In order to maximize overall team performance score and minimize the worst
performance team defined above, we adopt a heuristic swapping algorithm simi-
lar to the one defined in [1] by swapping team members from two different teams
if this swap can improve the performance.
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First, we perform an initial random team assignments. Then we initiate an
iterative process encompassing pairs of two teams to perform the swap. The
swap algorithm in [1] consider all possible pairs of team, which has a n2 com-
plexity, where n is the total number of participants. This cause the algorithm
extremely slow. To reduce the complexity and enhance the efficiency, we will
consider the swap of only adjacent pairs of teams. Starting with the first adja-
cent pair, we probe potential member exchanges between the two teams under
consideration. Upon identifying an exchange that can result in the enhance-
ment of the minimum team score within that adjacent pair, we implement this
exchange. Consequently, we then shift our focus to the subsequent pair of adja-
cent teams. This systematic approach of exploring and actualizing advantageous
member exchanges perpetuates sequentially through all pairs of adjacent teams
as described in the Algorithm 1.

In every “Pass”, an iterative process takes place which can include a number
of iterations until a round is completed without any team member swaps. Each
Pass essentially constitutes a thorough traversal of the initial team, with the aim
of achieving an optimal arrangement of team members. Given that the initial
team assignments are random, we can enhance the significance of our results by
setting up additional initial teams. This gives us multiple possible Pass results,
and we select the pass that gives the highest minimum team score to be our final
team assignment outcome.

Algorithm 1. One-time Iteration Algorithm
Input: Initial Team assignments and corresponding team scores
Output: New team assignments and team scores after swapping

1: Initialize pointer p ← 0
2: while p is not at the last team index do
3: swap status ← False
4: for each member i in team[p] do
5: for each member j in team[p + 1] do
6: if swap(i, j) leads to improvement in the minimum team score then
7: Perform swap(i, j)
8: swap status ← True
9: break

10: end if
11: end for
12: if swap status then
13: break
14: end if
15: end for
16: p ← p + 1
17: end while
18: return TeamScores



380 D. Yin et al.

Table 3. Results Of the Four Passes

Pass
Min. Score

Team Scores

Te. 1 Te. 2 Te. 3 Te. 4 Te. 5 Te. 6 Te. 7

Pass 1
1.2

3.9 7.6 1.2 6.5 8.3 5.7 9.1

Pass 2
1.5

4.6 8.5 2.3 3.8 7.9 9.2 1.5

Pass 3
3.7

9.2 6.3 3.7 7.1 5.9 8.4 4.8

Pass 4
2.9

5.1 9.8 2.9 4.2 6.7 8.1 3.6

For example, divide the class into 7 teams and complete 4 rounds. Suppose
the score in each pass is shown in Table 3. According to results of the four passes,
the maximum minimum score achieved is 3.7. Therefore, based on the grouping
result, pass 3 is our final grouping decision. This can be seen more clearly in
Table 3.

5 Evaluation

This section aims to evaluate the performance of our heuristic team formation
algorithm. As our algorithm differentiates similarity from diversity questions,
where the goal is to group participants with the same responses for similarity
questions, and group participants with different responses for diversity ques-
tions, we define the following performance metrics for each case to evaluate the
performance:

For similarity questions, we assume that the option that receives the highest
value from all team members will be the favorite option for the team. More
members choose that option, higher the similarity. On the other hand, more
options are chosen by the team members, higher the diversity. Therefore, we
considered the following performance metrics:

1. performance score: this is calculated based on the score function defined in
the previous section.

2. similarity degree: average percentage of members choosing the favored option
in a team.

3. diversity degree: average percentage of choices chosen by members.

Experiment Setup: The simulation data we generate for this study serves
to recreate a situation where we have 200 individuals responding to a series
of questions. These responses are then utilized to assemble groups of varying
sizes. The group sizes considered in our study include groups of 2, 5, and 10
participants, representing small, medium, and large groups, respectively. This
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experiment is repeated 10 times to increase the robustness of our findings. Each
participant is tasked with responding to a total of 8 questions, each question
with 5 given options. To be applicable to a broad range of real-world scenarios,
we consider 4 types of questions, with 2 questions in each category. They are
similarity questions with variable option value (SimVal), similarity questions
without option value (SimNoVal), diversity questions with variable option value
(DivVal) and diversity questions without option value (DivNoVal).
Statistical Test: We compared our TeamUp algorithm with a basic random
assignment algorithm and the team-maker algorithm respectively across different
team sizes. In our analysis, we employ the t-test as our primary statistical test.
The t-test is a popular statistical test that is used to determine if there is a
significant difference between the means of two groups. In the context of our
evaluation, the t-test is used to assess whether the performance metrics of our
algorithm significantly differ from the other two approaches.

Performance Score. The team performance score are shown in Fig. 1a and 1b.
It shows that TeamUp consistently outperforms the random assignments and
Team-Maker no matter what the team size is. The difference in mean perfor-
mance scores was statistically significant, as established by a paired t-test (t(df)
= value, p < .05), underscoring the superior effectiveness of TeamUp in fostering
high-performing teams.

Interestingly, the performance scores yielded by the Team-Maker system were
not only lower than those of TeamUp but also underperformed relative to random
group assignments. This finding suggests possible limitations in the Team-Maker,
particularly in its ability to effectively incorporate participant response option
values as grouping criteria. Such an inability may potentially impede its capacity
to form optimal groupings that maximize performance scores.

Similarity Degree. When evaluating the average percentage of team members
selecting their preferred option, TeamUp consistently demonstrates superior per-
formance compared to other methods. This superior performance is maintained
across a variety of team sizes and for both fixed and variable option value ques-
tions. This suggests that TeamUp more effectively aligns teams according to
individual participant preferences, which could facilitate improved team har-
mony and effectiveness.

Interestingly, as team size increases, there is a general trend across all meth-
ods indicating a decrease in the likelihood of individual team members selecting
their preferred options. This is likely due to the natural dilution effect of larger
teams, where individual preferences have less influence. However, despite this
trend, TeamUp continues to outperform other methods, further underscoring its
utility in team formation, even as team size scales up (Fig. 2).

Diversity Degree. In addition, TeamUp significantly outperforms both the
random allocation method and the team maker tool when considering the average
percentage of distinct options chosen by team members. This suggests that, on
average, TeamUp is more effective at assembling teams wherein members favor
a variety of options, in both fixed and variable choice value situations.
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(a) Similarity question performance score comparison

(b) Diversity question performance score Comparison

Fig. 1. Comparison of performance scores

Notably, as the team size increases under fixed option conditions, all grouping
methods tend to facilitate a higher degree of diversity. This could be attributed
to the increased possibility of each option being chosen as team size grows,
thus maximizing the representation of different preferences within a team. This
diversity is a potential asset, promoting a broader range of perspectives and
skills within each team (Fig. 3).
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Fig. 2. Similarity Degree Comparison

Fig. 3. Diversity Degree Comparison

6 Conclusion and Future Work

In this paper, we present TeamUp, a heuristic team formation algorithm based on
survey results related to various types of questions. These questions encompass
factors such as multiple-choice or multiple-answer options, similarity or diver-
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sity aspects, and the presence or absence of option valuation. Our algorithm
aims to maximize team performance while accommodating the individual pref-
erences of participants. Through initial evaluations, we demonstrate the efficacy
of our proposed algorithm across different team sizes and question types. Possible
improvements include implementing a more intelligent team initialization pro-
cess, refining the swap method for enhanced effectiveness, and considering team
size variations. Furthermore, we intend to conduct a comprehensive evaluation
to further explore the algorithm’s enhancements and applicability.
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An Empirical Study of Student Perceptions
When Using ChatGPT in Academic Assignments
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Abstract. This research paper investigates students’ perceptions of using Chat-
GPT, an AI-based language model, in academic assignments in a project manage-
ment course. The study analyzes responses to an anonymous survey that explores
the value, ease of use, extent of usage, and ethical considerations of usingChatGPT
in homework. The results suggest that while most students find the tool helpful,
they prefer to use it only as a supplementary resource. Students are concerned about
actual learning and whether critical thinking skills can be successfully acquired
when AI-based tools are used to generate essays. The survey reveals that stu-
dent reaction teethers between acceptance and rejection. The paper concludes by
assessing the deliverables from students and guides the informed use of tools such
as ChatGPT in traditional college courses.

Keywords: AI Tools · ChatGPT · Teaching and Learning

1 Introduction

In the aftermath of ChatGPT’s introduction in November 2022, every instructor and
professor, regardless of their primary discipline, is suddenly facing a new reality—do
we embrace generative AI Tools in our courses or ban them outright? Plagiarism was
evidently a big risk and was being raised all around in academia. Even though many
promising tools to detect the use of tools like ChatGPT emerged on the horizon, none
of them provided the ironclad guarantee that educators need when assessing student
deliverables. It was clear by early 2023 that banning such tools would not be a workable
strategy. Faced with this new reality, faculty in individual departments and programs
were left to use their best judgment to address such tools within the context of their
coursework.

In this paper, we provide details of how ChatGPT was used in an assignment. We
follow it up by testing two hypotheses – a) an assessment of student perception of its
use in academic coursework and b) the ethical use of ChatGPT for learning. The paper
will contribute to the emerging knowledge on using AI Tools in academic work.
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1.1 AI and ChatGPT

Before addressing how to adapt and work with the new reality, let us introduce AI and
describe how ChatGPT works. AI stands for artificial intelligence; from our context, it
is intelligence captured in software and exhibited by it. The Oxford Dictionary defines
intelligence as “the ability to acquire and apply knowledge and skills.” With human
beings, this process begins very early on. Babies recognize objects and learn to commu-
nicate andmanage them early in life. They begin building a vocabulary database to obtain
what they seek early on. It is inevitable that as they become adults, their vocabulary and
natural intelligence will be impressive. Since the earliest AI systems were designed,
our goal has been to mimic human beings’ generative and conversational intelligence.
IBM’s Watson, one of the earliest successful AI systems, claims it is one of the first AI
chatbots—that it is easy to use and thatWatson understands natural language and human
conversation very well [1].

This is an excellent segue to introducing ChatGPT. According to Open AI the vendor
for this product, this AI tool should be known as “Chat with GPT”. Its strength is its
competency as an interactive chatbot that uses artificial intelligence to generate human-
like responses to user input.

GPT stands forGenerative Pre-trainedTransformer. The termGenerative implies that
words are generated, Pre-trained because the AI system needs to digest tons of data and
information from provided databases. Transformers provide impressive text generation
to image creation abilities. Transformers improved upon the previous generation of
neural networks—known as recurrent neural networks—by including steps that process
the words of a sentence in parallel rather than one at a time, making them faster [2].
In other words, the ChatGPT transformer does not process words sequentially, one at a
time, but instead processes the entire input simultaneously. Due to this and the thousands
of hours engineers invested in fine-tuning and training the GPT models, ChatGPT can
answer any query you ask fluently. This is the perfect time to state that not all its responses
are accurate or truthful. The term hallucination describes the state in which a GPT gives
completely incorrect responses.

1.2 Understanding GPTs

GPT uses machine learning techniques to analyze sizeable human language datasets and
generate contextually appropriate and linguistically sophisticated responses. The core of
an A.I. program like ChatGPT is a significant language model: an algorithm that mimics
the form of written language. Let us trace ChatGPT to a case study vividly described
as Baby GPT by Bhatia see [2]. In this article, a BabyGPT—which has no data at all,
to begin with, is pre-trained by reading the complete works of Jane Austen. It trains,
encodes, or learns just the 800 thousand words in the provided text—and nothing else.
After the first iteration of training, Baby GPT produces total gibberish when asked to
answer or auto-complete the prompt: “You must decide for yourself,” said Elizabeth.

Before training: Gibberish. But after 500 rounds—or about a minute on a laptop—it
can spell a few small words such as the following the sample text:

“You must decide for yourself, said Elizabeth, ra but riteand the uth this hat say
not shnd she for the seer refer of in he he was atte..” [2].
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After 30,000 rounds, an hour into its training, BabyGPT is learning to speak in full
sentences even though some of the generated sentences do not make sense:

“You must decide for yourself,” said Elizabeth, rather repeatedly; “that is very
agreeable displeasure, they will ever be a lively young woman as it will be more
disagreeable.” [2].

In just an hour of training on a laptop using nanoGPT, the languagemodel created by
AndrejKarpathy,went fromgenerating randomcharacters to a very crude approximation
of language.

Other tools like Google’s Bard and ChatGPT 4 are currently available. However, our
paper focuses on ChatGPT 3 as it is freely available, and students have ready access to
it. GPT-3 is very powerful–it has 175 billion parameters, making it a potent language
model. This model demonstrated impressive performance on various natural language
processing tasks and has been used in various applications, including chatbots, language
learning tools, and content creation platforms.

1.3 ChatGPT in Education

Academics and practitioners have started exploring the use of ChatGPT for research
and real-world applications [3–9]. When we started researching this topic, only a few
papers were available. Newspapers and Media headlines were the sources to go to for
an understanding of the role of ChatGPT and education. Since then, a search of Google
Scholar reveals an explosion of work done with ChatGPT. The papers reflect a rich
variety as well, such as: “Education in the era of generative artificial intelligence (AI):
Understanding the potential benefits of ChatGPT in promoting teaching and learning”,

“ChatGPT for education and research: A review of benefits and risks.”, “Role of
ChatGPT in education.” or “What is the impact of ChatGPT on education? A rapid
review of the literature” [17–20].

BethMcMurtrie, in her blog in the Chronicle ofHigher Education [21] describes how
academia reacted to a semester of dealing with generative AI, “Some faculty members
enthusiastically embrace a future in which these programs become part of everyday
life, because they can help reduce time on routine tasks, function as a personal tutor,
or kick start ideas for essays and research papers. Many—including some of these AI
enthusiasts—are deeply worried that students have been handed a powerful tool that
comes without a trainingmanual, so there’s noway to tell whether it’s producing insights
or inaccuracies. They also fear that students may become willing to cede the difficult
work of critical thinking and analysis in favor of a time-saving device that can churn out
a quick discussion post or essay.” In this paper, we refrain from further expanding on
the significance of generative AI in education as it is out of scope. However, the above
makes it evident that ChatGPT will be a critical tool to explore in academia.
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2 Using ChatGPT for Research and Assignments

In this section, we describe how and why ChatGPT was introduced to students to assist
themwith their assignments. The earliestmedia stories fascinatingly described the poten-
tial and ability of ChatGPT to pass exams. Evaluating ChatGPT’s ability to solve higher-
order questions on the competency-based medical education curriculum in medical bio-
chemistry, Ghosh & Bir demonstrated research results indicating that ChatGPT has the
potential to be a successful tool for answering questions requiring higher-order think-
ing in medical biochemistry [5]. ChatGPT has passed several exams in different fields,
including law, business, and medicine. For instance 2023, ChatGPT passed a law exam
at the University of Minnesota Law School, a business exam at the Wharton School of
Business, and a clinical reasoning exam at Stanford Medical School [10].

Our own research providingChatGPT tests and assignments fromprevious semesters
yielded remarkable results. In each case, ChatGPT scored very good to excellent grades.
With such promising results, we decided to unbridle the use of ChatGPT for student use
in assignments.

A range of emotions swelled in academia early in our semester, ranging from “ban
the use of AI” to “embrace it.” There were good points made for each sentiment. But
advances in the field were moving at breathtaking speed. After substantial research and
brainstorming with colleagues, it was evident that the use of ChatGPT in courses I
coordinated needed to be addressed.

With headlines such as ChatGPT is about to revolutionize the economy. We need to
decide what that looks like (MIT Technology Review) [11]; we indeed decided to move
forward to encourage students to leverage the use of ChatGPT in their assignments.

The following two points prevailed in motivating our approach to allow the use of
ChatGPT by students in their classwork.

• As documented earlier, GPT was undoubtedly intelligent– passing exams across dis-
ciplines with flying colors. So, why not allow students to tap into GPT as a research
tool? Instead of doing a Google search and synthesizing the links, students can now
obtain a preliminary overview of the research topic associated with the assignment.
ChatGPT is highly versatile at brainstorming, which is not possible with results from
search engines.

• A second consideration is the reality of student life. Widely known as student syn-
drome, it refers to planned procrastination, when, for example, a student will only start
to apply themselves to an assignment at the last possible moment before its deadline
[12]. GPT can amplify abilities and productivity equally for beginners, experts, and
everyone in between--given a request for any information that you might ask a human
assistant, GPT comes back instantly with an answer that is likely between good and
excellent, enhancing productivity [13] if students are prone to last-minute research
and might do a sloppy job, why not provide them access to an AI researcher – Chat-
GPT, in this case, to function as their research partner. Group projects have strengths,
but many assignments must be completed individually. So ChatGPT can be that silent
“artificial” coach, mentor, or team member.
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2.1 Introducing ChatGPT

A private remark by a student concerning ChatGPT, which was alarming, moved me:

“Professor, my friend got 10/10 on an assignment, while I got 8/10. He used
ChatGPT, and I did not.”

It was implied that this student got a better grade due to the use of AI and this was
unfair.

To provide a level playing field, I identified a business analysis assignment in my
project management course that could leverage the use of ChatGPT. Details of the course
are provided below:

University: Boston University
Course: AD 642 Project Management
Discipline: Administrative Sciences (Business/Management)
Nature of Assignment:Complete a Business Case – especially a financial case for invest-
ing in a project. ROI and NPV calculations were done. Budget calculations were derived
from MS Project estimates of work packages.

With an assignment identified, the first inquiry on this topic was to determine what
percentageof the students are familiarwithChatGPT.Ashowof hands in the classroom in
mid-February 2023 revealed that less than 50%of the students were familiar with orwere
actively using ChatGPT. Therefore, the next step was to tutor students to create accounts
and demonstrate the use of the tool. This was a straightforward process. Students quickly
created accounts via the URL https://chat.openai.com and typed in sample queries.

The next task was to describe how to cite the work. This proved to be a challenge
for us. We use the APA style for citation, and as of mid-February 2023, there was no
homogenous recommendation for APA citation. But, after some research, example styles
were given to students to use in their assignments.

2.2 Prompt Tutorial

Since many students were new to AI tools, an introductory tutorial to prompt ChatGPT
was provided. The prompts pertain to a business case analysis for a scenario that all
students are familiar with – investing in higher education. Students were asked to reflect
on their education and provide a financial analysis from a pre-mortem perspective. The
final deliverable was a business case. Students were asked to personalize to the real-life
scenario as much as possible to prevent the risk of a generic submission from ChatGPT.
They were asked to conduct research about the job market in the country they came from
and most likely returning to for employment.

The Table below describes a few sample prompts explored in class (Table 1).

https://chat.openai.com
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Table 1. Key Domain Tasks Addressed in Revised Project

Introduction Prompt: “Research the background, purpose, and overall context of
pursuing a master’s degree in the USA and summarize your findings to set
the stage for the business case.”

Market Overview Prompt: “Analyze the demand for master’s degree holders in the USA job
market, focusing on specific industries and sectors Include trends and
statistics that support your analysis using a tabular format.”

Cost Analysis Prompt: “Identify the costs associated with obtaining a master’s degree in
the USA, including tuition fees, books, and health insurance.”

Financial Benefits Prompt: “Determine the financial benefits of obtaining a master’s degree in
the USA, such as salary increases, job opportunities, and promotion
potential. Provide data that demonstrate these benefits and compare them
to those who do not hold a master’s degree.”

2.3 Research Hypothesis

A research hypothesis was identified to test if the goal of introducing ChatGPT in the
assignment was successful and to answer other questions pertaining to ethical use of
ChatGPT in education.

Hypothesis: Using ChatGPT in academic assignments positively influences student
learning outcomes in the classroom.

The simple hypothesis can be tested through a survey and analysis of the data from
the responses. Grades and other qualitative student feedback would also be examined to
validate that the learning outcomes were achieved.

Amore intriguing hypothesis we need to address is whether using ChatGPT as a tool
is ethical. The traditional learning acquisition processes, that is, “the human ability to
think, to reason, to plan, to perceive, to adapt, and to perform induction, deduction, logic
aswell as to communicate, all ordinary abilities of human intelligencemight not possibly
be employed” when we use ChatGPT [14]. What is students’ reaction to learning and
doing academic work using AI? It is surely a paradigm shift from the traditional way of
conducting research. We need to research if students have varying reactions to the use
of ChatGPT in academic work and how they perceive its use as a research tool.

Hypothesis: Students’ perceptions of using ChatGPT as an academic tool are affected
by ethical concerns as this learning mode is a departure and a paradigm shift from the
traditional research methods.

This hypothesis can be tested through a simple survey asking students to what extent
they consider ChatGPT ethical (from a learning perspective).
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3 Survey

A simple survey was designed to test the hypothesis. See Appendix A for details. A
key point to note is that the survey was made anonymous. The anonymity of the survey
was meant to encourage honest responses from students. The survey asks students what
percentage of their assignment effort came fromChatGPT – this is a reasonable question
to gauge the level of contribution from ChatGPT. This information can help provide
insight into how heavily students rely on ChatGPT to complete their assignments.

Essentially, the survey instrument aims to test the hypothesis that AI tools such as
Chat GPT are helpful for academic research and assignment work. Within this context,
wewere curious to find out if students were using output from theGPT as is ormodifying
it. If it is providing accurate responses, much re-prompting might not be necessary. Our
goal was to collect information on that as well. Did they prompt more than once? Twice?
More than Three times.

A second hypothesis that we tested was the ethical aspect of using ChatGPT.
The final question is open-ended and seeks their frank input. Students aremore likely

to share their true thoughts and experiences without fear of retribution or judgment if
the survey is anonymous.

4 Survey Results and Findings

The study’s results are shown below. The comprehensive feedback from our survey
respondents provided invaluable insights into using ChatGPT for homework assign-
ments. The data sheds light on the perceived value of ChatGPT as a study tool, the
ease or difficulty of eliciting helpful content when using ChatGPT, the extent to which
ChatGPT-generated textwas incorporated intofinal papers, and the ethical considerations
surrounding its use. What is insightful is the students’ additional comments –they offer
a rich understanding of their experiences and attitudes toward ChatGPT, both positive
and negative.

In the following paragraphs, we will delve into the specifics of these responses,
discussing our observations and interpreting the implications of these findings. We have
left the pie charts fromGoogle Forms results as-is for convenience. The Bar charts could
have illustrated the same more intuitively. The survey was anonymous, and students
answered selectively.

For the first question, “How would you rate the overall value of using ChatGPT in
your homework assignments?”.

• Extremely valuable: 4 respondents
• Very valuable: 14 respondents
• Moderately valuable: 11 respondents
• Slightly valuable: 6 respondents (Fig. 1)
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Fig. 1. Overall Value of ChatGPT

Comments: Most respondents found ChatGPT valuable for their homework assign-
ments, with most rating it as either “very valuable” or “moderately valuable.”

Was it easy to prompt ChatGPT to generate helpful content for your assignments?
Or did you try several times before you got the correct output?”.

• Prompted once: 6 respondents
• Tried variations (two times): 16 respondents
• Tried three times or more: 9 respondents (Fig. 2)

Fig. 2. Prompt Attempts to Obtain Desired Output

Comments: Many users needed to try at least a couple of times to get the desired output
fromChatGPT for their assignments.Most respondents tried variations of prompts twice,
while many had to try three or more times. ChatGPT gives impressive results on the first
attempt in most cases. But it is possible that students tried a variation of the professor’s
suggested prompts.

Approximately what percentage of the content in your final paper includes direct
quotes or paraphrases from ChatGPT-generated text?”.

• 0%: 3 respondents
• 1–20%: 17 respondents
• 21–40%: 6 respondents
• 41–60%: 6 respondents (Fig. 3)
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Fig. 3. Percentage Use of ChatGPT in Assignment

Comments: From these results, most respondents used a smaller portion of ChatGPT-
generated text in their final papers, with most reporting 1–20% of the content as direct
quotes or paraphrases. A smaller number of users relied more heavily on ChatGPT-
generated content, with 21–40% and 41–60% usage reported by a few respondents. No
respondents reported not using ChatGPT-generated content (0%) in their final papers.
This suggests that while ChatGPT is a helpful tool for students, most users prefer it as
a supplementary resource rather than a primary content source for their assignments.

To what extent do you consider using ChatGPT in your homework assignments
ethical? (Focus is on learning perspective).

• Completely ethical: 5 respondents
• Somewhat ethical: 8 respondents
• Neutral: 15 respondents
• Somewhat unethical: 4 respondents
• Completely unethical: 2 respondents (Fig. 4)

Fig. 4. Concerns About Using AI to Do Scholarly Work

Comments:
Almost a quarter of the students perceived the use of ChatGPT as unethical. With
some strongly objecting to the use of ChatGPT. Note: This conversation occurred
spontaneously in class when ChatGPT was introduced as a recommended tool.

Any comments on the use of ChatGPT in assignments?
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While the previous questions did not allow students to provide feedback, this question
succeeded in obtaining insight that revealed interesting student observations. We list the
actual responses below, and for ease of comprehension, we have grouped them into two
columns, as positive leaning or guarded comments in Table 2. Note: The comments in
the two columns listed in the table are comments from different students.

Table 2. Comments From Students Grouped by Categories

Positive Leaning Comments Guarded Comments

I think this assignment is useful to practice our
prompt questioning and structuring for future
ChatGPT use in courses

ChatGPT is not so helpful for me right now,
compared to using Google search or Wikipedia

If one uses it to enhance their own work, it should
be considered it’s fine to use ChatGPT (for the
future as well)

I worked more with Bard found it more intuitive. It
can be implemented for easier navigation on
research paper and sources

The use of ChatGPT can provide a higher value to
the students, but only if the student already has
some knowledge about the topic

AI can bring you some wrong information. The
student must be able to determine if this information
is right or wrong

I think ChatGPT is very useful. However, I believe
that students cannot use it to write the entire paper.
Honestly, I didn’t fully use ChatGPT for the
assignment

ChatGPT is a dangerous tool. It doesn’t reflect the
knowledge of the student. (i.e., it misrepresents how
academically strong the student is. The assignment
results seem to show that a student has strong skills
when ChatGPT is used. Academically, this is unfair;
it doesn’t represent or show the person’s critical
mindset

It was helpful to come up with ideas Not a good
response was obtained always, but somehow helpful

It was weird for us to have the “premade” prompts,
as it takes away the critical thinking of the research.
I think we should decide, our own prompts

Personally, I think chat GPT is helpful, providing
ideas you never thought of before. Let students
decide if not to use ChatGPT and when to use it

It has helped me a lot in my Business Analytics
foundations course because I had no background
knowledge in programming

It works great as a personal tutor. It is completely
ethical and will be the new trend of academic
learning. Soon, it will be as normal as people using
Google today

For all student users, my advice is, just don’t let
ChatGPT dominate your ideas, and always keep
your own thoughts

Every tool once launched in the world had questions
of usage initially, whether it was Word, PowerPoint
or Excel. Now, Chat GPT is a good tool for
everyone as it makes searching simplified and easy

It should be used to understand and refer to but not
rely on it fully. I think using ChatGPT is a big
progress. It’s not cheating, it’s just a new tool

You need to learn how to train AI to get the answer
you want. The education system needs to adapt
ChatGPT

ChatGPT can provide a clear outline. Very helpful
for getting actual facts and we don’t have to waste
time searching for information

Technology and Innovation cannot be disregarded,
proper use of such things is necessary

In an assignment, ChatGPT can only be useful to
some degree. It won’t generally provide accurate or
precise information that we can use in a paper. For
my assignment it didn’t generate precise info on
foreign countries for example

(continued)
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Table 2. (continued)

Positive Leaning Comments Guarded Comments

Using ChatGPT can help to complete the
assignments to a certain extent and improve
efficiency. However, it’s also important that students
are using ChatGPT in the right way

Although it was highly beneficial, preserving
(developing) our critical thinking skills is equally
important. Though using ChatGPT is kind of
convenient and quick for generating content, it is
still important to read some authentic articles about
the information you need for the essay

ChatGPT is a very helpful tool and can help you
with research your topic in-depth and can save time
when compared to finding different sources
individually. However, later you must read and
verify the content provided and not simply just copy
and paste

We must leverage the tool, but we should learn the
material as well

It is a very helpful tool not only in doing homework
but with professional projects too. And it will make
research easier

I used it for the brainstorming stage only

5 Hypothesis Analysis

Hypothesis 1 was inferred from several questions and other informal comments from
students. We can determine with a certain degree of confidence that using ChatGPT in
academic assignments positively influences student learning outcomes in the classroom.
The average class grade for this assignment compared to the previous year was 12%
better. The reasons possibly included the following:

a) Increased access to information about the subject matter: ChatGPT can quickly pro-
vide students with information on a particular topic (business case analysis involving
financial analysis in our assignment), allowing them to learn more efficiently and
effectively.

b) Enhanced critical thinking skills: As students use ChatGPT to research and gener-
ate content, they might have evaluated other dimensions they did not think of—for
example, the longer-term value of investing in education.

c) Improved writing skills: Using ChatGPT to generate content, students were exposed
to new vocabulary and writing styles, which helped help them improve their writing
skills and resulted in a better paper.

d) Engagement with virtual research: Using ChatGPT to generate content can make
the research process more engaging and interactive for students, potentially lead-
ing to increased motivation and participation. Students were motivated to finish the
assignment as they could visualize the final product.

As noted in student comments, a lot of work and preparation must occur before
ChatGPT will be a helpful tool.

Hypothesis 2, we cannot conclusively determine from one single question in the
survey. The survey indicates the respondents’ general attitudes toward using ChatGPT
in academic work. Note that there is a split in attitude, with approximately 25% in
favor and 25% opposed with 50% neutral. A more comprehensive study design would
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be required to test the hypothesis properly. This would involve a larger sample size, a
broader range of questions, and more objective measures of academic performance.

Please note that while a larger sample size would have been preferable, the limited
class size was a constraint in this case. However, we made efforts to ensure the reliability
of the results by encouraging all students in attendance to complete the survey to form
reliable research conclusions about the population.

6 Conclusion

The survey and informal conversation with students reveal that the students are quite
impressed with the ability of ChatGPT to act as a research partner and help them in
many ways. While we did not survey the role of ChatGPT as a tutor, this is a key
aspect that needs to be explored further when we redesign the curriculum. For instance,
the instructor is freed up from the responsibilities of explaining mundane terms but yet
critical concepts, such asNPVorDiscounted rate, to students. Ascione reports, “Tutoring
has long been a dream of people in tech. This is something we’re already starting to see
unfold [15]”.

An interesting observation that needs to be explored further is productivity or simply
motivation provided by use of ChatGPT in the course. Unlike the previous semesters,
we had students complete the homework on time and schedule. A skeletal output was
generated from the prompts provided by the instructor to consider. So students had a
head-start. Excuses such as “I have Covid, please give me another week” did not appear
in our inbox this time. Therefore, an unexpected benefit of usingAI tools is that it appears
to help students overcome the Student Syndrome. As vividly stated by Hoffman [13],
student syndrome is that students start work only when the deadline is approaching.
ChatGPT helps the student successfully start and deliver much closer to the finish line
than if they did not use generative AI tools.

We pride ourselves on introducing students to the latest academic tools and tech-
niques. Generative AI represents yet another computational invention that can elevate a
student’s distinctive capability in education. Therefore, introducing and demonstrating
tools such as ChatGPT to students behooves us. Unfortunately, we open the floodgates in
doing so, and there is no going back. It is not conceivable that students will see a working
demonstration of ChatGPT and then not leverage it further for their research work to
complete assignments. Therefore, an AI Policy must be documented in our courses to
provide a level playing field.

Eventually, students will get good at using tools such as ChatGPT. The challenge for
educators will then go beyond simply mentioning Chat GPT or Google’s Bard as a tool
that can be used in the course. It means that from a pedagogical perspective, instructors
must integrate AI into their curriculum. They can emphasize active and experiential
learning and show students how to use AI tools and technology.

As anticipated, the research validates the debate about the “ethical use” of ChatGPT
in education. Using GPT to do research and ethics. GPTs have limitations. They don’t
learn facts or principles that let themuse commonsense reasoning ormake new inferences
about how the world works. When you ask a question, it has no awareness or insights
into your intent -- it’s not making factual assessments or ethical distinctions about the
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text it is producing: it’s simply making algorithmic guesses and more to compose in
response to the sequence of words in your prompt [13].

Students consider using ChatGPT unethical to use. This aspect needs to be explored
in considerable detail in future research. Not exercising the traditional approach to con-
ducting research or homework was troubling to many students. It goes against students’
and researchers’ ability to learn and innovate. While they appreciate Generative AI they
seem to have misgivings. There is also a concern about bias and misinformation. Con-
sider the statement from Leandro Maciel [14] “In addition to this philosophical issue
(about consuming output from AI), there are also unwanted effects such as the gen-
eration of misinformation, the dissemination of fake news, and even the promotion of
plagiarism. ChatGPT consists of an associative system whose content is not generated
by real knowledge. ChatGPT does not provide information checking (uneven factual
accuracy) as well. The technology may generate incorrect information and may produce
harmful instructions or biased content, as pointed out by the ChatGPT platform itself
(Source: https://openai.com/blog/chatgpt/. Access on Feb. 14th, 2023.)

We conclude by giving ChatGPT the final word on the ethical use of ChatGPT for
student assignments and what I must do next as instructor. I chose to prompt ChatGPT
for a response to my question: How do I react to the concern from a small segment
that students should not be using ChatGPT to do assignments? ChatGPT replies [16].
When addressing concerns from a segment of students who believe that using AI for the
assignment is not appropriate, consider the following steps:

1. Acknowledge their concerns: Recognize the concerns raised by these students and
emphasize that you appreciate their engagement and feedback.

2. Clarify the purpose of using ChatGPT: Explain the educational objectives behind
incorporating ChatGPT into the assignment. The goal is to enhance the learning
experience, improve research efficiency, and provide new perspectives rather than
replace independent thinking or traditional research methods.

3. Highlight the benefits: Discuss the potential benefits of using AI-based tools like
ChatGPT, such as saving time, generating new ideas, or providing a different
perspective.

4. Set clear guidelines: Establish clear guidelines for using ChatGPT, including how
to cite and credit any information obtained from the tool properly and verify the
generated content’s accuracy and reliability.

5. Encourage critical thinking: Emphasize the importance of developing critical thinking
and problem-solving skills, and remind students that ChatGPT should be used as a
supplementary tool rather than a substitute for their own thinking and analysis.

6. Provide alternatives: For students who remain uncomfortable with using ChatGPT,
offer alternative research methods or resources they can use for their assignment.

7. Monitor and evaluate: Continuously monitor the use of ChatGPT in assignments,
evaluate its effectiveness and impact on students’ learning, and make adjustments as
needed.

https://openai.com/blog/chatgpt/
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Abstract. The advent of AI generators such as chatGPT is significantly affecting
the workplace as well as teaching and learning in higher education. This includes
education in systems analysis, design, and programming. Working IT profession-
als will routinely rely on AI generation, we believe. Consequently, students should
learn to leverage AI tools. We describe a way to prepare systems analysts and
developers for a professional environment in which AI generation is ubiquitous
and we explain an approach to evaluating graduate work prepared with the aid
of AI generation. It is based on the value added in students’ work: their chosen
prompt sequences and their edits, deletions, and additions to AI-generated mate-
rial. Although professionals are judged by their products, we believe that value-
added will be a key professional goal in the AI-rich environments of the future
because it distinguishes the end-products of professionals who better leverage AI.

Keywords: Assessment · IT education · Grading · Prompt engineering ·
Systems analysis and design · AI generation · Software development

1 Introduction

After much anticipation and discussion (e.g., Floridi and Chiriatti [2]), chatGPT was
released in November 2022 and is affecting the workplace, as well as teaching and
learning in higher education. This includes education in systems analysis, design, and
development. Professionals are judged by their products, but we believe that value-
added will be a key professional goal in the AI-rich environments of the future because
it distinguishes the quality of the end-products of those who better leverage AI. Software
systems professionals will routinely rely on AI generators, and students should learn to
fully utilize these tools.

The use of tools in higher education is frequently encouraged, and we typically
assess student work by inspecting the end-product. AI generation, however, is powerful
enough to do at least some of the significant work we traditionally expect from students.
For example, even the following prompt to chatCPT generates a complete, albeit simple,
game that “will help you grasp the concept” of a full game: Give the Python code for
a console-based videogame to save the Earth from environmental collapse. Additional
prompts can make the game increasingly challenging.

Although some instructors claim to easily detect AI-generatedmaterial, and although
tools exist that claim to detect it, such tools are not sufficiently reliable (Sadasivan
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et al. [8]) and we can’t fairly convict students of plagiarism without proof. Neither
suspicion nor tools supply such proof. In any case, we believe that the use of AI should
be encouraged and rewarded, not punished. Approaches to assignments and evaluation
must adapt.

The unprecedented1 nature and dynamic of AI generation is such that very early
study of its effects on education, and corresponding practical adjustments, despite being
necessarily incomplete, are called for without delay: hence this report and work-in-
progress.

We began this work with a course, “Systems Analysis and Design,” which started
in the second week of March 2023, four months after the introduction of chatGPT. We
continued it in a course on Advanced Java Programming, beginning in May.

We identified the following research questions.

1. How do we educate software systems professionals for an environment in which AI
generation is ubiquitous?

2. How can we avoid passive, over-reliance on AI generation, where students do not
sufficiently absorb the required concepts?

3. Is there a way to effectively evaluate the systems analysis or programming knowledge
of graduate students when they use AI?

Our response to thefirst questionwas to incentivize students to leverageAIgeneration
to the full throughout the course and to provide guidance on prompts, as exemplified
in Sect. 1.1 below. Our response to the second and third research questions was to
evaluate student work based on their value added—their own prompt sequences and
their improvements to the resulting chatGPT end-products.

Students were permitted to opt out of using AI generation upon request, but they
were required to justify this.

1.1 Prompt Guidance

Prompt advice—now ubiquitous on the Web—was shared throughout the term, special-
ized to systems analysis and programming. The following were typical.

GENERIC PROMPT ADVICE2:
Be specific about word count and make it higher than you will eventually need. Under-
stand the chatbot’s limitations. Use clear and concise prompts. Ask the AI to add more
when you need more. Ask the AI to reformulate its response if you need it. Use key words.
Keep it simple. Review AI output for accuracy. For code generation, request pre- and
postconditions; request tests.

METAPROMPT EXAMPLES

• I want to create a role-playing video game and I need its overall states and transitions.
Give me some chatGPT prompts to get the best results.

1 Hundreds of the world’s most prominent AI scientists signed a statement in May 2023 that
“Mitigating the risk of extinction from AI should be a global priority alongside other societal-
scale risks such as pandemics and nuclear war.” (https://www.safe.ai/statement-on-ai-risk).

2 Edited from https://www.elevatodigital.com/10-tips-and-tricks-for-using-chatgpt/.

https://www.safe.ai/statement-on-ai-risk
https://www.elevatodigital.com/10-tips-and-tricks-for-using-chatgpt/


Value-Added Grading of AI-Assisted Papers 401

• What are some helpful prompts that I might ask you (chat GPT) about project risks?

PROJECT IDEA EXAMPLE
Give a numbered list of 8 to10 requirements for a role-playing video game about
conservation, resident on a PC. Use “shall.” Be precise.

CODE IMPROVEMENT EXAMPLE
Reorganize the following code to make it more modular, more readable, and with less
nesting. Leave the comments intact.

CODE GENERATION TEMPLATE EXAMPLE3

I want you to act as a grandmaster Java software developer who has extensive experience
writing Java code for mission-critical Java applications and is capable of teaching Java
to other advanced Java users. I will give you a specification of different aspects of a Java
application, and I want you to reply with Java code using one code block per Java class.
I want you to reply only with the Java code and nothing else. Do not write explanations.
I want you to provide an “Intent” comment just above each Java class that explains the
intent of each class. Use no more than two sentences for each of these comments. This
comment must not include any implementation details and must not mention the name
of any Java classes. The following is a bad example which includes the name of a class:
“The intent of this class is to average ten numbers using the NumbersList Class”. Do
not follow that example. Instead, say: “The intent of this class is to average numbers”.
Exclude implementation details, do not mention what classes the implementation will
use, and include only the intent of the class. For each method that is not a getter or setter,
I want you to provide preconditions and postconditions. A precondition is something that
must be true before the method executes. A postcondition is something that must be true
after the method has been completed.

We continue to work on testing and improving our advice (e.g., is anything lost by
prompting “Provide …” instead of “I want you to provide …”?).

2 Related Work

Finnie-Ansley et al. [1] compare AI-generated code with that produced, unaided, by
students, as well as the effect of prompt variations on the code output—related topics
but not our goal here. They note that “we cannot put the genie back in the bottle. The
question arising for the computing educating community … is how we engage with
the challenges and opportunities presented by the by the increasing effectiveness of
machine learning tools ...” Finnie-Ansley et al, along with many researchers, suggest
having students critique the output of AI generators. AI generation critique is somewhat
incorporated in our approach in that students must inspect AI-generated material before
they can add value to it.

Using chatGPT to create assignments has been discussed by several researchers (a
recent example is Zhai [6]), but, while related, this was not our goal. An early use of
AI in education has been to grade, or assist in grading, papers (e.g., Stanyon et al [3],

3 We are indebted to Warren Mansur for this prompt example, slightly edited.
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Restrepo-Calle et al [4], and Zhai [6]). Many researchers have investigated the detection
of cheating via AI generation. So far, this has had mixed results (e.g., Khalil and Er [5]).
Plagiarism detection is not our approach, however.

Finnie-Ansley et al suggest placing “more emphasis on code review, or evaluating
code.” This is consistent with our view and approach. They ask the question “How can
an educator differentiate between a student who tried, but ultimately failed to get the
correct answer and a student who simply generated code using (an AI)?” Our work deals
with this question.

3 Approach

Students in the spring 2023 Systems Analysis and Design and Advanced Programming
courses were required to leverage AI generation as much as they could—to “push” it.
They could request to opt outwith justification, however,whichwe told themwas likely to
be approved. Prompt engineering exampleswere provided as in Sect. 1.1.We emphasized
specificity, focus, andhyper-prompting.Specificity includes being explicit about theword
counts and literacy level of outputs, requesting a format such as numbering, and using
template-like underscores in prompts. Focus concerns applying one aspect at a time,
although this is not always desirable. Hyper-prompting includes asking chatGPT for
effective prompt suggestions.

Assignments were in essay or project form (in particular, not multiple choice). The
assignment grading criteria were based on students’ value-added, as follows for the
systems analysis class:

1. Your contributions to clarity
2. Your contributions to technical soundness
3. Your contributions to thoroughness & coverage and
4. Your contributions to relevance

For the advanced programming class, the criteria consisted of contributions to clarity,
implementing requirements, and technical correctness.

Student work was evaluated via their prompt sequences, together with their edits—
including additions—to chatGPT’s output produced by their prompts. Because thismate-
rial can be voluminous, the student’s summary of their value added was required to be
listed first, the remainder acting as documentation of the claims made.

Students were provided with an MS Word template for their assignments that
included sections for their responses to specific topics. We tried two formats for this,
mindful of the large resulting quantity of text. The first template format, shown in ital-
ics next, supplemented the template with an MS Word ‘note’ of variable length, where
students were requested to provide their prompt sequence and the text resulting from it.

Class Model
Provide a class model for the system, maintaining the system scope you determined.
Your solution should have roughly 12 classes. (When complete, a real design typically
may contain hundreds of classes, but your submission must focus on the scope you have
chosen.) Your class model should show classes and their relationships. To add clarity to
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your diagram, provide key attributes and methods. (You do not have to list every attribute
and method, just the most important ones.) Label clearly.

Your class model and notes replace this.

Replace this with the chatbot text from which you edited your response or with “no AI used for 
this part.”

MY SEQUENCE OF PROMPTS: 
(Expand this text box downward to work on, but please restore it to just the first line when 

done.)
1.

An improved format provided an ordinary MS Word headings for this purpose
because these are collapsible, and this solves the volume problem. The usual plagiarism
rules apply to prompts: copied ones had to be acknowledged.

4 Results

Besides describing methods used to deal with AI generation, this study includes three
small surveys in the Spring 2023 SystemsAnalysis class. The purpose of the latter was to
frame hypotheses, to suggest measurements in future studies, and to learnwhat questions
to ask in a large-scale investigation.

Every student in the Systems Analysis class and, at the time of writing this, the
Advanced Programming class, opted to use AI generation on every assignment, despite
having the option to avoid it. About four of the sixteen students in the former class had
not tried chatGPT when the class began. Initially, only a small minority in that class felt
comfortable leveraging AI generation to the maximum extent.

Identifying survey question phraseology in the AI-assisted environment was one
purpose of our study. Students were surveyed three times in the Systems Analysis class,
using similar questions. The first survey was conducted two weeks after the seven-
week course began; the question was “How effective is the integration of chatbots into
the assignments?” The results are shown in Fig. 1. The second survey was conducted
four weeks after the course began. The question was “How helpful or unhelpful for
your learning is the option to use a chatbot for assignments (compared with having it
prohibited)?” The results are shown in Fig. 2 The third survey was conducted six weeks
after the course began, the question being “How helpful or unhelpful for your learning
is the option to use a chatbot for assignments (compared with having it prohibited)?”
The results are shown in Fig. 3.

The final exam in the systems analysis course was proctored, and AI generation was
prohibited. There were no significant difference in grades when comparing the finals
with the assignments.
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Fig. 1. Results for “How effective is the integration of chatbots into the assignments?” (week 2)

Fig. 2. Responses to “How helpful or unhelpful for your learning is the option to use a chatbot
for assignments (compared with having it prohibited)?” (survey 2, week 4)

5 Analysis

This study concerns the learning that students experience in the AI-generation era and
the design of assignments to promote such learning. Our approach, value-added, and
students’ reaction to it—and to using AI generation—was the specific subject.

Students showed an interest in using chatGPT throughout both courses. In the begin-
ning, several students submitted work with only minor edits to AI-generated output, but
this changed as we emphasized that credit would be given only for their value added
and as they became accustomed to appropriately leveraging chatGPT. We don’t want
a student to edit just for the sake of editing, however: either the grader can show that
added value is possible—otherwise the student’s response contributes neitherway except
insofar as the prompt is added value.
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Fig. 3. Responses to “How helpful or unhelpful for your learning is the option to use a chatbot
for assignments (compared with having it prohibited)?” (survey 3, week 7)

As Figs. 1, 2, and 3 show, there was evidence of a growing appreciation among
students for the value of AI generation in the systems analysis class.

Although a formal comparison is yet to be performed, we were encouraged by the
apparent consistency of grades when compared with the proctored, non-AI-assisted final
exam in the systems analysis class. This suggests that over-reliance on AI generation
may have been mitigated.

6 Conclusion and Future Work

The experiment suggests that students may welcome AI generation as a permanent part
of their education and professional practice. The results encourage the hypothesis that the
careful adding of value to AI-generated material promotes learning. The small sample
size and experiment informality, however, do not prove these conclusions, and a side-
by-side evaluation comparing our approach with a credible alternative and significant
number of students remains to be performed.

When introducing chatGPT-assistedwork in the cited courses, we avoided discussing
prompting itself (prompt engineering) in a dedicated module, fearing that this would
detract too much from the course subject matter. Instead, we disseminated information
such as that in Sect. 1.1 throughout the course. This is not unreasonable, but a tutorial
on the use of chatGPT might have saved time discussing the tool.

Compared with evaluating students’ products alone, inspecting their prompts and
edits increases grading time. Primarily reviewing students’ own accounts of their value
added mitigates this time problem. But the past may be irretrievable in any case: AI
generation makes it possible to generate much greater volume, which will take more
time to evaluate in any case.

As prompting becomes increasingly important, the clear use of (natural) language
increases in importance for students in technical fields like systems analysis and software
development.
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More fundamentally, the use of AI generation means that students must learn to
operate, academically and professionally, at a higher level than heretofore. Rather than
think like a “classical” individual contributor, students and practitioners will function, in
effect, with the help of an eager, ever-present assistant who is extremely knowledgeable
in, and very good at integrating and expressing specifics that have been created by
others. In other words, they will operate at a “contributing technical managerial” and
“contributing editorial” level.

Critical thinking is key to dealing with chatbot output: AI generation encour-
ages teaching and learning at the evaluate end of Bloom’s taxonomy [7]: remember,
understand, apply, analyze, evaluate, and create.

We propose that the approach to incorporating AI generation in learning described
in this paper forms a reasonable basis for moving forward in various IT and computer
science courses.

Acknowledgement. The author is indebted to the facilitators in the two classes mentioned who
evaluated, or are evaluating, student assignments with the approach described here: Pamela Farr,
Kuang-Jung Huang, Tony Lucarelli, and Warren Mansur.
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Abstract. This paper presents a study conducted by the author during his enroll-
ment in the Applied Business Analytics program at BU Metropolitan College
fromSeptember 2019 to January 2021. Equippedwith the acquired techniques and
skills, the author subsequently joined a high-tech energy company and engaged
in quantitative trading to capitalize on the financial opportunities presented by
the DART spread. The paper provides an overview of the New England whole-
sale energy market, including an explanation of how the DALMP and RTLMP
are settled, highlights extreme market events, and discusses the market’s chaotic
nature. The author further describes the qualitative and quantitative approaches
employed, such as machine learning, statistical analysis, and data mining, which
enabled him to achieve an impressive annual rate of return of 25.52% and a peak
daily rate of return of 334.87% (translating to net earnings of $100,462.36 within
a single day) through quant trading.
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RTLMP · DART spread · volatility · rate of return

1 Bridging the Gap: The Intersection of BU’s MET Applied
Behavior Analysis Program and Quantitative Trading

The author was admitted toMetropolitan College’s Applied Business Analytics program
at Boston University (hereinafter referred to as BU MET ABA Program) in September
2019. After one year and a half’s study, the author graduated in January 2021, subse-
quently joined a high-tech renewable energy company, and started to work as an energy
market analyst and quantitative trader. The author mainly focused on the wholesale
energy market in New England, studied the market rules, conducted extensive data ana-
lytics using the techniques and skills he obtained from the BUMET ABA program, and
exceeded his annual revenue goal of 3.39 million by 34.31%. This paper mainly intro-
duces how the wholesale energy market in New England works, DALMP and RTLMP,
andhow the author conducted quantitative trading to obtain financial benefits fromDART
spread.
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2 New England Wholesale Energy Market Overview

2.1 Introduction to the Wholesale Energy Market, DALMP, and RTLMP

The energy market in New England (Massachusetts, Connecticut, Rhode Island, New
Hampshire, Maine, and Vermont, six states in total) area is operated and monitored by
the Independent System Operator New England (hereinafter referred to as ISO-NE).

In the ISO-NEwholesale energymarket, electricity is bought and sold in twodifferent
markets: the day-ahead market and the real-time market. The day-ahead market is used
to plan and schedule electricity generation and consumption for the next day, while the
real-time market is used to balance supply and demand in real time based on actual
consumption.

The energy market in New England is a clearing energy market, and ISO-NE uses
economic dispatch to balance demand and supply1. ISO-NE dispatches all generation
resources in an economic merit order, i.e., resources that submit the lowest price will be
dispatched first, and when demand (load) increases, higher-priced supplies (generators)
will be dispatched next, and highest-priced supplies (peak facilities) will be dispatched
last.

Under this mechanism, supplies are stacked up incrementally from the lowest price
to the highest price with different supply quantities. When the demand meets the supply,
the market will clear, some supplies with low prices will clear the market, some supplies
with high prices will not clear the market, and some supplies with certain prices will
partially clear the market, as shown in Fig. 1.

Fig. 1. How do prices clear in a clearing market?

Since there will be a supply stack that is “on the margin”, the energy clearing price
in New England is called Locational Marginal Price. This clearing mechanism is the
same across the day-ahead market and real-time market, therefore, there are two prices
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in the wholesale energy market, one is Day-Ahead Locational Marginal Price (here-
inafter referred to as DALMP), and the other is Real-Time Locational Marginal Price
(hereinafter referred to as RTLMP).

The DALMP will be a fixed price for the specific hour, for example, between 1 pm
and 2 pm on a certain day (hour ending 14), DALMP is $17.26/MWh. The RTLMP
may change every 5 min based on real-time supply and demand, and after each hour, an
hourly-average RTLMP will be calculated for settlement purposes. This hourly-average
RTLMP may be higher or lower than the hourly DALMP, and for over 99.9961% of the
time (there is only 1 h in recent 3 years that the DALMP and RTLMP are the same for
the same hour), RTLMP and DALMP will be different for the same hour.

The difference between the DALMP and RTLMP is called the Day-Ahead-Real-
Time spread (hereinafter referred to as the DART spread). Since most times the DART
spread is not 0, it is possible to financially gain the benefit from the DART spread.

2.2 Attributes of DALMP and RTLMP

The wholesale energy market in New England is free, however, ISO-NE has its own
market rules. Some may think that generators can bid whatever price they want, on
the contrary, they cannot simply do that. All generation resources must bid with their
variable costs2. Generators that use different fuels will have different variable costs, for
example, for some renewable fuel generators, their variable costs can be low or even
zero (PV, hydro, and wind); nuclear units usually have relatively low variable costs as
well; natural gas units have higher variables costs, and coal and oil units can have even
higher variable costs.

For most times, the marginal supply stack is the natural gas units, which settles the
DALMP. Different units have different heat rates, and the variable costs of natural gas
units will be:

Bidding Price = Gas price*heat rate + some fixed costs

Therefore, the DALMP is mainly driven by natural gas price and demand level and
will not be negative in most regions/areas/interconnection nodes, unless in some certain
areas/interconnection nodes, renewable resources are the marginal supply stack.

On the other hand, RTLMP is balancing the demand and supply in real-time, and
when real-time demand is lower than day-ahead demand and real-time supply is higher
than day-ahead supply, RTLMP will be lower than DALMP.

On the other hand, if real-time demand is above day-ahead demand and real-time
supply is below day-ahead supply, RTLMP will be higher than DALMP. This may last
very shortly, as ISO-NE will try to dispatch available resources to offset this supply
shortage and keep the whole power grid system stable, however, this may last long
enough if the supply is not offset, even to 48 h.

Sometimes, RTLMP can be as low as $0/MWh, or even negative. This usually hap-
pens in the spring and fall months, such as late April, early May, late September, and
early October, when solar irradiation is strong and PV output significantly reduces the
system demand.

RTLMP can also be as high as $900/MWh. Historically the highest RTLMP record
within the last 5 years was $2632/MWh, which occurred on December 24th, 2022,
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between 6 and 7 pm. The negative RTLMP and extremely high RTLMP are usually
relevant to extreme events of the system, known as Minimum Generation situation, and
Capacity Scarcity condition.

2.3 Extreme Events: Min Gen and OP-4 Event

The wholesale energy market in New England can be volatile, and ISO-NE’s top priority
is to balance the electricity supply (generation) and demand (load). The Day-Ahead
market is relatively more stable than the Real-Time market since things can change fast
in real-time, e.g., some generators that have Day-Ahead generation obligations but did
not show up due to unit trip/malfunction, some Day-Ahead demand did not show up
due to unexpected sunny and warmer weather, some Real-Time demand emerged due to
sudden temperature drops or raises, etc. Although ISO-NEwas trying its best tomaintain
stability, every participant in the market, no matter supply or demand and how small they
are, can be a snowflake that contributes to an avalanche.

ISO-NE has a considerable amount of capacity reserve: they usually have an approx-
imate 28,000MW capacity reserve2 while the annual highest demand for the last 5 years
was 25,559 MW which occurred on August 29, 2018, between 4 pm and 5 pm3. When
supply is below demand, ISO-NE will dispatch some fast-start generators to meet the
demand; and when supply is above demand, ISO-NE will dispatch some generators to
back down to shed some supply.

This operation strategy worked fine most times, however, there are some certain
times that ISO-NE cannot shed enough supply to match the demand, then the supply
will be above demand for several hours until demand increases to match the supply
level. When that happens, it will trigger an extreme event named “Minimum Generation
Emergency”, hereinafter referred to as Min Gen, which means that the Minimum must-
run Generation/Supply is significantly higher than the Demand/Load. When a Min Gen
is triggered, the system-wide RTLMP will drop to 0 or negative, until demand raises,
and Min Gen is canceled. The main cause of a Min Gen is usually an operation strategy
named “Posturing”.

When ISO-NE is foreseeing extreme weather to occur in 2 or 3 days, they will try to
dispatch all generators to meet the potential demand. Since not all generators are fast-
start, it will take 24 or even 48 h to get some generators to ramp up, and these generators
cannot back down until the extreme weather passes. Other generators cannot back down
such as Nuclear Reactors, combined with winds or hydro that have a production tax
credit that makes sure the owners of the generators get paid no matter what the RTLMP
is, supply will exceed demand significantly, and a Min Gen may be triggered.

Table 1 below is an example of how ISO-NE postures supply to counter extreme
weather:

Assume that Day 3 ISO-NE is seeing a 20,500 MW demand/load, then ISO-NE will
start dispatching all slow start generators from Day 1. As time flows, the Must Run
MWs will continue increasing as these slow-start generators ramp up to their maximum
capacity. By Day 3, when the extreme weather comes in, ISO-NE will have enough
supply to meet the demand and keep all lights on across the New England area.

However, in the middle of Day 2, between 10 am and 4 pm, the system load can
be only 10,000 MWs or even lower, when temperatures are mild, PV outputs are high,
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Table 1. How ISO-NE postures supply to counter extreme weather

Date Must Run MWs Fast Start MWs Total Available Supply

Day 1 8,000 8,000 16,000

Day 2 11,000 8,000 19,000

Day 3 (Extreme weather day) 13,000 8,000 21,000

and decent wind and hydro outputs. This will trigger the Min Gen situation since the
Must Rum MWs are at least 1,000 MWs higher than the system demand. RTLMP will
drop to 0, and even negative, while DALMP will stay positive. This will bring a great
opportunity to get DART spread.

Another extreme event is the contrary of Min Gen. It is named the Capacity Scarcity
Event and will happen when ISO-NE cannot provide sufficient supply to meet system
demand. This is a rare event compared to Min Gen and will cause serious problems such
as electricity outages in several regions, blackouts, and even casualties when combined
with extreme weather.

When a capacity scarcity event occurs, ISO-NE will trigger Operation Procedure
(OP)-4, which is trying its best to offset this capacity shortage, including raising the
RTLMP via real-time generation auctions. RTLMP will be much higher than DALMP
and can last several hours. Usually, peaking facilities (also known as peakers) which are
usually natural gas units and have extremely high heat rates will be picked up, and push
RTLMP to around $800/MWh, and even to over $2000/MWh.

MinGen occurredmore thanOP-4 in the last 5 years. There is only one scarcity event
that triggered OP-4 in the last 5 years, and it happened on December 24th, 2022. A cruel
cold snap hit New England, including New York State, Quebec, and New Brunswick in
Canada. A huge chunk of generation tripped offline due to extremely cold weather, and
they could not come back online fast sincemost operation andmaintenanceworkerswere
not working since it was Christmas Eve. A similar thing happened to New York State
which has its independent system operator known as NYISO, and NYISO, Quebec, and
New Brunswick also cut their exports to New England to reserve their energy. Suddenly,
energy is short in the whole northeastern area of North America, ISO-NE could not
borrow or purchase any extra energy from outside, or inside. The situation worsened
during the evening peak hours, from 6 pm to 8 pm when system demand kept climbing
and supply was in severe shortage. ISO-NE implemented OP-4 to raise RTLMP to
encourage suppliers to offer enough generation to meet the demand, RTLMP went to
$2,632/MWh and was historically highest in the last 5 years while DALMP was around
$320/MWh. This situation was finally resolved the next day, and luckily, this capacity
scarcity event did not cause any casualties and all lights were on during Christmas.

On the other hand,Min Gen occurred 4 times from 2023 until May4. Predicting these
extreme events is one of the key components to obtaining the financial benefit of DART
spread, and it is also very important to understand what caused these extreme events.
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2.4 Financial Transactions to Get DART Spread, INC and DEC

ISO-NE provides official ways to obtain the DART spread through Financial Transac-
tions/Trading. However, conducting the financial trading will require certain Financial
Assurances since there can be potential losses and collaterals must be withheld for hedg-
ing. If the financial transactions exceed the financial assurance limit, ISO-NEwill cancel
all transactions.

ISO-NE provides two types of financial transactions: Incremental (hereinafter
referred to as INC), and Decremental (hereinafter referred to as DEC). INC allows
traders to sell energy with DALMP and buy back with RTLMP, and DEC allows traders
to buy in energy with DALMP and sell with RTLMP. INC and DEC do not require phys-
ical dispatches of energy, since these transactions are selling some amount of energy
during some hour and buying back the same amount of energy during the same hour,
no actual generation/consumption of energy will occur. For example, there is one INC
transaction for 8 MWs for Hour Ending (hereinafter referred to as HE) 8, and DALMP
is $23 and RTLMP is $22, this transaction is selling/generating 8 MWh energy with $23
and buying/consuming 8 MWh energy with $22, no net generation or consumption will
occur.

The equations of the financial benefit of INC and DEC are below:

For INC:

Net Earning =MWs * (DALMP-RTLMP)

For DEC:

Net Earning =MWs * (RTLMP-DALMP)

If some INC transactions are cleared and DALMP is above RTLMP for the same
hour, some net earnings will be realized; however, if RTLMP is above DALMP, some
losses will be realized. Similarly, if some DEC transactions are cleared and DALMP is
belowRTLMP for the same hour, some net earnings will be realized; however, if RTLMP
is below DALMP, some losses will be realized. The losses will result in negative net
earnings.

Financial transactions can be profitable, but also risky. All financial transactions
must be made before 10:30 am on the prior day, i.e., if a trader is going to make some
INC/DEC for Day 3, all bids/offers/transactions must be submitted before 10:30 am
on Day 2, and no real-time adjustments or cancellations will be available during Day
3. Therefore, although INC/DEC does not dispatch real energy, a physical or financial
hedge will be helpful.

2.5 Chaotic Nature of the Wholesale Energy Market, and Information
Asymmetry

Figure 1 is a good resemblance of how the wholesale energy market works. The Day-
Ahead energy market makes good plans to balance supply and demand, nonetheless,
the supply and demand can change in real-time. Some supplies that have day-ahead
obligations can malfunction and trip offline, some external imports can be cut off due
to some system problems such as a Quebec Hydro transmission line broken or under
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unplanned maintenance, some nuclear plants can have some emergent technical issues,
some PV panels are performing less than expected due to unexpected overcast weather,
etc. Demands are similar, some extra demand can show up due to unexpected hot or
cold weather, or some demand facility decides to consume a huge amount of energy
when they see low RTLMP. Demand can also be severely below forecast due to a warm,
windy, and sunny day, when PV outputs are strong, just like what happened on April
16th, 2023, in California, system net demand hit zero and even negative due to strong
PV and wind output while forecasted system demand was around 7,000 MWs5.

A lot of events can happen without any forebode, and this reveals the chaotic nature
of the wholesale energy market. Some generation outages are planned or scheduled, and
ISO-NE will release this information for transparency purposes; some outages cannot
even be predicted. Every participant’s bidding behavior may affect the whole energy
market, for example, as small as 10 MWs extra generation may set RTLMP to $0 from
$18, and 10 MWs extra demand may set RTLMP to $200 from $40.

No participant in the energy market can have all the information. Some partici-
pants/traders will have more information, and some will have less. This will cause an
information asymmetry6, and participants/traders who possess more information will be
likely to make better decisions. To obtain the financial benefit of DART spread, more
information will be helpful for traders to achieve their goals.

3 The Author’s Approach to DART Spread Analysis

As a quantitative trader, the author utilizes different methods some of which he obtained
from the BU MET ABA program and some of which he learned by himself to analyze
DALMP and RTLMP. There are over 1,200 grid nodes that can settle DALMP and
RTLMP inNewEngland,most nodeswill have similarDALMPandRTLMP for the same
hour, while some nodes’ DALMP and RTLMP will clear differently due to renewable
energy impacts such as solar, wind, and hydro, or system conditions such as transmission
line outage, transmission constraint, etc. The author collected DALMP and RTLMP for
the last five years for the New England Hub node (near Boston), and some nodes that
have higher volatility in northern Vermont and Maine. The author then conducted the
statistical analysis and found that the annual average DALMP was above the annual
average RTLMP for the last 5 years, except for one day that had the capacity scarcity
event, December 24th of 2022. A naïve rule that just bid in INC without any other
analysis will make a small amount of financial benefit each year, though taking a lot of
ups and downs in the process.

However, if that day of scarcity event was counted, RTLMP will be above DALMP
for the fiscal year of 2022, and that will result in severe financial loss for that year. The
naïve rule is not optimal, since one scarcity event will wipe out the whole year’s net
earnings, and simply applying it is against scientific thinking and will not be accepted
by most organizations.

Although the naïve rule does not work well, it does provide the insight that DALMP
is likely to be higher than RTLMP. The author then switches to supervised machine
learning to get a better forecast of DALMP and RTLMP and uses that forecast to make
trading decisions.
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Since the wholesale energy market is a clearing market, demand plays a crucial
role in the DALMP and RTLMP. The fortunate part is that ISO-NE does provide an
hourly demand forecast for the next three days, and it is the guideline of how DALMP
is cleared in each node; the unfortunate part is that ISO-NE admits, its demand forecast
is not accurate enough7, and may cause volatilities in the wholesale energy market.
When demand gets lower, it gets more likely that RTLMP goes negative since Min Gen
may be triggered; when demand gets higher, it is more likely that RTLMP goes above
DALMP, and even several times higher since an OP-4 may be triggered. The author
is using ISO-NE’s official real-time demand as an input for the supervised machine
learning model and using ISO-NE’s official demand forecast as an input for DALMP
and RTLMP forecast.

Another important input variable is the Pipeline Natural Gas Price at Algonquin City
Gate of Boston. Sincemost timesNaturalGas units aremarginal units, and all natural-gas
units must bid with their variable costs, higher gas prices will result in higher DALMP
and RTLMP, and the higher the natural gas price is, it is more likely that RTLMP is also
much higher than DALMP. The author uses historical Algonquin City Gate natural gas
prices as an input and uses estimations of future natural gas prices from the ICE platform
for forecast purposes.

Different hours, weekdays, and wintertime shifts are also valuable input variables.
For example, 8,000 MW demand for HE 18 is usually the lowest point of the year,
while 8,000 MWs for HE 13 can happen 40 times across the whole year. Weekdays
usually have higher demand, and weekends and holidays usually have lower demand.
The wintertime shift also plays a critical role since this will shift the hour.

With all these necessary inputs, and public nodal DALMP and RTLMP gathered the
author went through the process of model selection. The author tried different supervised
machine learning models, such as Multiple Linear Regression, Polynomial Regression,
Lasso and Ridge regression, K Nearest Neighbor regression, Random Forest, Gradient
Boosting regression, Artificial Neural Network (Tensorflow), etc., and utilized cross-
validation methods to minimize the loss. After hyper tuning all those parameters for
those models, the author noticed that the Gradient Boosting regression model has the
lowest cross-validation mean-absolute-error (hereinafter referred to asMAE) of 3.43 for
DALMP and MAE of 9.36 for RTLMP. The higher MAE of RTLMP proves the chaotic
nature of the energy market since RTLMP can be more volatile.

4 Quantitative Trading Performance

The author started quantitative trading to get DART spread in May 2022, after extensive
analysis and market rule studies. At first, the author was acting conservatively, bidding
small MWs of INC/DEC, such as 2 MWs for an hour and 4 h for a trading day. Then
after some successes, the author started to increase the bidding amount, to 8 MWs for
each hour, and up to 24 h maximum per day.

The rate of return is a key performance indicator of trading success. The usual
calculation of the rate of return is:

ROR = (Revenue-Cost)/Cost
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However, when some INC transactions were cleared and RTLMP went to 0 or neg-
ative, the cost can be 0 or negative, and ROR will be an error or negative, which does
not make a good sense of how the performance was. Therefore, the author was using a
different approach to calculate the rate of return.

For INC transactions, the ROR will be:

ROR = (DALMP-RTLMP)/DALMP

For DEC transactions, the ROR will be:

ROR = (RTLMP-DALMP)/DALMP

And for the year 2022, the author obtained a 25.52% rate of return for quantitative
trading. This ROR is a year-flat rate, and cannot be compounded intra-year, however, for
future years, this ROR can be compounding since net earnings are going into bidding
costs for future transactions.

The author’s highlight spot was December 24th, 2022, when the capacity scarcity
event occurred. The author saw a cold snap attacking New York State, New England,
Quebec, and New Brunswick and deemed that there may be a huge chunk of genera-
tion outages occurring and they could not come back online soon enough since it was
Christmas. The author then submitted big amounts of DEC transactions with a $30,000
bidding cost; the market proved the author’s decision correct, and even better, a capacity
scarcity event occurred and RTLMPwent off the charts. The author made a $100,036.24
net profit within one day, and the Rate of Return of that day was 334.87%.

5 Conclusions and Next Steps

The author was successful in quantitative trading, with a compounding annual rate of
return of 25.52%. The techniques he obtained from the BU MET ABA program played
a key role in his success, and it proves that the BU MET ABA program is competitive,
helpful, and can create new opportunities when combined with domain knowledge in
other areas.

The author is not satisfied with ISO-NE’s official demand forecast since it is not
accurate enough which is admitted by ISO-NE and is a crucial input for supervised
machine learning models. The author is trying to build his own ISO-NE demand fore-
cast model and aims to have better forecasts for DALMP and RTLMP. The author is
also considering using techniques such as deep learning, reinforcement learning, etc. to
decrease the losses of machine learning models to get better forecasts.

The author is also aiming to study the New York State energy market managed by
NYISO, the California energy market managed by CAISO, and the Texas energy market
managed by ERCOT. These markets have higher volatilities compared to ISO-NE yet
have similar market rules, and can achieve a higher rate of return if the right decisions
are made.
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