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Abstract. The modular polynomial abstract domain, MPAD, is pro-
posed, whose invariants are systems of polynomial equations that hold
modulo a power of 2. Its domain operations are founded on a closure
operation, but unlike conventional polynomial abstractions, MPAD sat-
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1 Introduction

One step in the evolution of a numeric abstract domain is when the domain,
originally conceived for idealised, arbitrary-precision arithmetic, is adapted to
machine arithmetic to better suit its working environment. This adaption is more
often a leap than a step because the domain operations typically need to be
fundamentally reimagined to model modular arithmetic. It has taken more than
two decades for each of the classical abstract domains of ranges [7,15], difference
constraints [9] and linear equalities [20], to be adjusted to a modular setting,
as realised in, respectively, sign agnostic range analysis [11], modular differences
[12] and linear equalities modulo a power of two [27]. The tenor of these works is
that operating over modular integers is not a restriction, but rather the natural
domain for deriving invariants over fixed-width integers, which are the norm in
mainstream programming languages.

Modular Polynomial Abstract Domain. For inferring polynomial invariants, one
might be forgiven for considering the additional complexity of modular arith-
metic to be an irritation, justified only by the desire to faithfully model machine
integers and avoid missing invariants. In this paper we challenge this view by
demonstrating how Modular Polynomial Abstract Domain (MPAD) can sim-
plify the discovery of polynomial equalities. Contrary to non-modular approaches
[4,8,17,22,23,25,29-31], MPAD is a finite lattice. The finiteness of modular poly-
nomials has been observed before [33], and exploited in a backwards analysis [33]
over programs equipped with polynomial assignment, non-deterministic assign-
ment and negative guards (discussed in Sect. 7). Our work takes modular poly-
nomials in a new direction, literally forwards, enabling MPAD to be combined [5]
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with classic numeric domains [24]. Like [33], MPAD obviates the need to specify
the shape of an invariant up-front (in a template) [29,31], or limit the syntactic
form of the program [17,18,23], or drop high-degree polynomials [30].

Closure of Modular Systems. Fundamental to MPAD is the concept of a closed
polynomial system. A system of polynomials is closed if it cannot be further
augmented with polynomials without restricting its solution set. Ensuring a
closed representation is essential to ensure that entailment of a given con-
straint can always be checked. Morever, mirroring a construction used for the
Octagon domain [24], we demonstrate that join and projection can be calcu-
lated, without omitting polynomials that actually hold, when they are applied
to closed systems. It follows that MPAD can infer all modular polynomial invari-
ants for programs with polynomial and non-deterministic assignments, and non-
deterministic branching. Though preserved by join and projection, closedness
is lost when intersecting two polynomial systems to compute their meet. To
resolve this, we present a divide-and-conquer algorithm for computing closure,
thus ensuring a closed representation throughout the analysis.

Ezxpressiveness. MPAD can model positive and negative polynomial guards, that
is, assume (p = 0) and assume (p # 0) statements where p is a polynomial.
Support for negative guards is a direct consequence of working with fixed-width
integers: an integer assumes a non-zero value if and only if one of its bits is
set, a property that can be expressed in MPAD. The finiteness of MPAD also
allows a best transformer [28] to be mechanically calculated. For instance, the
best transformer for the 3-bit bitvector operation z & y = z is the system S:

xy® 4+ xy? + 5yz? + 2xy + 522 + 2z, xyz + Trz? + Tyz? + 23,
2% + 222 + 523 + 622 4+ 522 + 62, y2z + Tyz? + yz + 722,
yz3 + byz? + 23 4+ 2yz + 522 + 22, dxy + 4z,

22y + 5ay? + 6222 + 6y2% + 623 + 5xy + 322, dxz + 4z,

222+ Tz + baz + 322, dyz + 4z

where each polynomial p € S is satisfied by every assignment of the form x,y €
{0,...,7} and z = (2&y) mod 8. This, and other best abstractions, can only
be calculated [28] because MPAD satisfies the ascending chain condition.

Contributions. To summarise, this paper makes the following contributions:

— We introduce closure for MPAD, showing that it is preserved by join and
projection but must be re-established after meet to retain all invariants;

— We present a divide-and-conquer algorithm for computing closure, introduc-
ing reductions and shortcuts that simplify its calculation;

— We show how redundant calculation can be removed from the algorithm (of
Buchberger for modular polynomials [2]) which sits behind closure;

— We show that using MPAD in forwards analysis can derive invariants that
cannot be derived with existing domains (because of its support for guards).
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Roadmap. Section?2 introduces MPAD, providing the minimum of detail for
following the example of Sect.6.5. The domain operations of MPAD are built
atop of Grobner bases, which are introduced in Sect. 3. (The detail of Sect.3.5
can be skipped on first reading since it is only necessary for Sect.6.6.) Sect. 4
explains how join can be calculated in terms of variable elimination and Grébner
bases. Section 5 introduces covers of polynomial systems, providing an algorithm
for computing them. It also shows how meet can be reduced to closure. Section 6
presents correctness and precision results for MPAD over polynomial programs,
and concludes with an illustrative example. Section 7 reviews related work and
Sect. 8 concludes.

2 Modular Polynomial Abstract Domain

This section abstractly specifies MPAD, and its domain operations, with minimal
mathematical machinery. The problems of how to finitely represent the elements
of MPAD and compute meet, join and projection are deferred to later sections.

2.1 Modular Arithmetic

Let w > 1, m = 2% and Z,, = {0,...,m — 1} be an abstraction of machine
arithmetic over w-bit integers [26,27]. The relation =,,C ZxZ is defined by x =,
y if there exists k € Z such that x — y = km. Atop, the operation - (mod m) :
Z — Ly, is defined z ( mod m) = y where y € Z,, uniquely satisfies z =,,, y. The
unary operation — : Z,, — Z., and the dyadic operations +, - : Z, X Zp, — Zpm,
are then defined: —z = (~z) (mod m), z +y = (v + y) (mod m) and x -y =
(x *5) (mod m) where =, +,~ denote the classical operations over Z. If x € Z,,
then y € Z,, is a multiplicative inverse of x if x -y = 1. Note that x € Z,,
has a multiplicative inverse iff it is odd, in which case the inverse is unique. In
particular, if w > 1 then Z,, is not a field, since 2 has no multiplicative inverse.

2.2 Polynomials

Let @ = (x1,...,x4) be a vector of variables. A monomial over x is an expression
x® =27 xy? where o = (o, ..., aq) € N?. A term over x is an expression
t = cx® where ¢ € Z,, and % is a monomial. A polynomial over x is an
expression t1+- - -+ts where each ¢; is a term over x, the case s = 0 corresponding
to the 0 polynomial. The set of polynomials over x is denoted Z,,[x].

A polynomial p = t; + --- + t4 is normalised if either s = 0 or else for
all t; = ;& and t; = c;£* it holds that ¢; # 0 and if ¢ # j then oy #
a;. By repeatedly combining the coefficients of terms with equal monomials,
and deleting terms with coefficient 0, a polynomial can be transformed into
a normalised form. Two polynomials are considered equal if they have equal
normal forms, up to the ordering of terms. If cx® is a term then vars(cx®) =
{z; | a; > 0}, which is extended to polynomials by vars(p) = [J,,, vars(t).
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(a) 72(Q1) (b) 72(Q2) (©) Y2 ((Q1)= N (Q2)=)) (d) 12((Q1)= N (Q2)=)

Fig. 1. Dyadic join with and without closure

For p € Zy,[z], d = |z| and a € Z%, let [p].(a) denote evaluating p at a
by substituting each a; for z; in p, and calculating the resulting arithmetical
expression. Through this definition, a set of polynomials in Z,,[®] is a symbolic
description of a set of points, interpreted by v, as follows:

Definition 1. The concretisation map v : 9(Zm[x])) — (Z<,) where d = |z|
is defined: v, (P) = {a € Z%, | [p]=(a) = 0 for all p € P}

The set of points v, (P) is the solution (or zero) set of the set P of polynomials
over x. For a single p € Z,,[z], let vz (p) = 7= ({p})-

Ezample 1. Let @ = (z,y) and Q1, Q2 C Zase[x] where

22+ 4123y + 130, a2y + 108y + 128,
Qu={4z +132,y + 228} QZ—{2x+23y+54, y® +82y, 128y

The solutions sets v (Q1) and 7y, (Q2) are plotted as points in [0, 255]? in Fig. 1(a)
and Fig. 1(b) respectively. Here, the grid lines represent increments of 32.
Although Q1 is linear it has 4 solutions, namely (31, 28), (95, 28), (159, 28) and
(223, 28), because 31 -4 =956 954 =256 159 - 4 =256 223 - 4 =956 124 =956 —132.

2.3 Closure

Suppose P C Z,[x], p € Z,[x] and 74 (P) C vz (p). Then v, (PU{p}) = v (P),
thus P can be augmented with p without restricting its solution set. This is the
intuition behind the following definition:

Definition 2. The operator 1z: @(Zm[x]) — ©(Zn|x]) is defined by:
Te P ={p € Znlx] | 72(P) € 72(p)}

The following result collects fundamental properties of T,. The first three
together imply that T, is a closure operator on (p(Z,[x]), C). The fourth implies
that T, constructs a canonical representation of a system of polynomials. The
fifth shows that the canonical representation preserves the solution set.
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Proposition 1. The operator 1, satisfies the following: (1) P C 1, P (exten-
siwe); (2) if P C Py then 1o P1 C 1o Py (monotonic); (3) Tz 1o P = T2 P
(idempotent); (4) va(P1) = 72 (P2) iff 1o Pr = Ta P2i (5) Y2 (la P) = 72(P).

The closure operator T, yields a canonical representation of a given set of poly-
nomials, yet the representation is not finite. The concept of a basis is introduced,
which serves as the starting point for a compact, finite representation:

Definition 3. If B C Zy,[x] then (B)y = {>.;_, uipi| s € N, p; € B, u; € Ly, [x]}

The set of polynomials (B), is an ideal in that it is closed under addition with
a polynomial from B and multiplication with an arbitrary polynomial (not nec-
essarily drawn from B). The ideal (B), is said to be generated by B, which is
called the basis. In particular the solutions of (B), are those of B itself and the
sets found by applying closure are ideals themselves:

Lemma 1. (1) 7 ((B)z) = v2(B) and (2) If P =15 P then P = (P),.

Generating P from itself is enough to show that P is an ideal, but does not
provide the necessary finite representation. However, it has long been known
that ideals of polynomials admit a finite basis [16], at least for polynomials
whose coefficients are drawn from a field. This classical result, which can be
interpreted as a statement on representation, adapts naturally to the setting of
polynomials over modular integers, as will be explained in Sect. 3.

Ezample 2. Returning to Example 1, T, @1 and T, Q2 admit the finite represen-
tations T, Q1 = (Q))z and T4 Q2 = (Q2)z where Q) = {z?+22+1,42+132,y+
228}. Observe 312 +2-31 + 1 = 1024 =956 0. Similarly it follows v, (2% 4 22 + 1)
> {(31,1), (95,9), (159, 9), (233,9) | y € Zase}. Thus 22 + 2 + 1 € 1,Q;. How-
ever, 22+ 22 +1 & (Q1)z. To see this, consider the expansion of the polynomial
p(42+132)+q(y+228) = 4(xp+33p+57¢)+yq. Observe that any term ¢ occurring
in this polynomial that is independent of y must be a term of 4(xp+ 33p + 57¢).
But then, the coefficient of ¢ must be a multiple of 4. In particular, there cannot
exist p, q for which 2% + 2z + 1 = p(4x + 132) + q(y + 228), since 22 (and in fact
2z and 1 as well) is independent of y but has coefficient 1. Hence (7 must be
enlarged to obtain a basis for T, Q.

2.4 MPAD
The closure operator characterises the elements of our abstract domain:

Definition 4. MPAD,,[x] = {P C Z,,[z] | 1« P = P}

Elements of MPAD,,,[x] are said to be closed. If P} C Py then v;(P1) 2 vz (Ps)
thus to align with (p(Z%,)), C) the domain MPAD,,, [x] adopts superset ordering:

Proposition 2. (MPAD,,[x],C, L, T,MN,U) is a finite lattice, where

E::_) J_:Zm[.’ll] T:me PllTszTw(Plng) P1|_|P2:P10P2
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Join and meet are specified set theoretically rather than algorithmically. Observe
too that MPAD is finite even though there are no bounds, a priori, put on the
degree of any polynomial. This follows from the finiteness of Z,,, and the closure
construction that underlies MPAD. To observe this, consider the function space
F ={[pls | p € Zp[x]} C Z% — Z,,. Since the space Z¢, — Z,, is finite
there exists p1,...,p¢ € Zm[x] such that F = {[p;]= | ¢ € [1,€]}. To see how F
determines the structure of MPAD,,, [x], define p = ¢ iff [¢](a) = [p]«(a) for all
a € Z%. Let P € MPAD,,[z] and p € P. Observe p = p; for some i € [1,/] and
Yz (P) € 72 (p) = Yz (p;) hence p; € P. Conversely, if p; € P and p; = ¢ then
q € P. Therefore there exists I C [1, /] such that P = {q € Z,,[x] | ¢ = p;,i € T}.
Thus MPAD,,, [z] only has a finite number of elements.

Ezxample 3. Continuing from Example 2, let

3 + x4+ 13y + 11y + 126, 2y + zy + 14y* + 24y,
22y + zy + 142 + 24y, zy? 4 22y% + 116y,
;)22 + 2y + 19y + 97y + 78, ) 2zy + 19y + 110y,
Q= zy® + 2297 + 116y, o> + 22y + 72y Q=11z +2y% + 82y + 108,
2zy + 19y + 110y, 128y, y® 4+ 227 + T2,
4z + 2y? + 82y + 108,  32y> + 64y 32y + 64y, 128y

Then, (Q1)z N (Q2)z = (@)z and (Q1)z N (Q2)z = (Q)e. Again, we defer
the discussion of how @ and @’ are calculated. Observe from Figs. 1(a), 1(b)
and 1(c) that 7. ((Q1)z) U7z ((Q2)z) € 7= ((Q')z) as required, the diamond
points indicating those introduced by join itself. The diamonds in Fig. 1(d) are
extraneous points introduced by calculating (Q1)z N (Q2), rather than (Q}). N
(Q2) . This illustrates that operating on arbitrary bases is not generally sufficient
to maintain precision, thus motivating the need for closure.

Finally, the following result asserts that MPAD enjoys mathematical properties
that simplify the application of abstract interpretation:

g

Proposition 3. (p(Z4)),C) = (MPAD,,[x],C) is a Galois insertion, where
Y

az(A) = {p € Zm[x] | A C 7 (p)}

2.5 Null Polynomials

Recall T =1, 0 = {p € Zn[x] | 72 (D) C 7(p)}. It follows T = {p € Z,[x] |
Va € Z2,.[p]«(a) = 0} because v, () = Z%,. Such polynomials are referred to as
vanishing or null polynomials [14] and represent universally valid constraints.

Ezample 4. Let x = (z,y). Then in Zg[x], T = (N), where

28 4+ 2% + 2t + 723 + 622 (py), 22% + 423 + 622 + 4z (p2),
oty + 2ty + 203y2 + 203y + 32%y? + 322y + 222 + 2y (p3),
N = 22y* + 22292 + 32292 + 222y + xy* + 22y3 + 329% + 22y (pa),
Yy Hyt+ T+ 6y (ps) 2yt + 4y’ + 6y + dy (pe),
42%y? + 422y + dxy® + 4oy,  Sx? + 8z, 8y2 + 8y

The p; annotations are for future reference (Example 22).
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Somewhat surprisingly an algorithm exists for finitely enumerating the set of
null polynomials, hence computing T, for any given number of variables and
bit-width [14, Theorem 3.3]. It is tempting to remove null polynomials from
bases, since they are vacuous as constraints. Unfortunately, this is not generally
possible without sacrificing the canonical representation property of closure.

3 Grobner Bases

This section provides a primer on Grébner bases over modulo integers.

3.1 Rank and Divisibility in Z,,

Let | C Z? denote the divisibility relation over integers: a | b iff b is divisible by
a. The rank [26] of a € Z,, is defined: rank,(a) = max{j € N |27 |a} ifa >0
otherwise w, and can be computed by counting the number of trailing zeros in
the binary representation of a [34].

Ezample 5. In Zase where w = 8, rankg(0) = 8, rankg(15) = 0 and rankg(56) = 3.

If a € Z,, then a = 2°"%=(@)q for some odd d. If a # 0 then d = a/2""k«(®) is
unique and the expression 2"k« (®)( is referred to as the rank decomposition of
a. For completeness, we declare 0 = 2% - 1 be the rank decomposition of 0.

Ezample 6. In Zosg, 0 = 28-1, 15 = 20.15 and 56 = 23-7 are rank decompositions.

For ay € Z, and ay € Z,, \ {0}, a; is divisible by as if a; = bay for some divisor
b € Zy,. This occurs iff rank,(a;) > rank,(az), in which case, if a; = 2%d; is
the rank decomposition of each a;, then b = le’kzdldg_l where dg_l is the
multiplicative inverse of dy (which exists since ds is odd).

3.2 Monomial Orderings

Grobner bases are founded on the concept of reduction, which simplifies a poly-
nomial with respect to a set of polynomials. To define reduction it is necessary
to order the terms in a polynomial, leading to the concept of monomial ordering:

Definition 5. A total order < over monomials x® is a monomial ordering if:
(1) 1 < x for all o > 0 and (2) if x> < 2 then x*12P < xz*2xP for all
', %2 and xP.

If < is a monomial ordering then < will denote its non-strict version. Note that
monomial orderings are well-orderings, hence there is no infinite decreasing chain
¥ = x*2 > ... of monomials.

Example 7. Let y = (xj,,...,xj,) be a permutation of & and < denote lexico-
graphical ordering over N, Then, the lexicographical ordering =y, defined by
™ <y, P iff (ay,,...,05,) < (Bj,-..,B,), is a monomial ordering.
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Monomial orderings add structure to polynomials: specifically, if p # 0 then p
can be uniquely expressed as p = c&® + ¢ where ¢ # 0 and all monomials «? in
q satisfy x® < x®. Making use of this additional structure we define:

Definition 6. Let < be a monomial ordering over  and p = cx® + q where
¢ # 0 and all monomials ® in q satisfy ® < x*. Then, (1) It<(p) = cx®,
(2) Im<(p) = =* and (3) lc<(p) = ¢ are respectively the leading term, monomial
and coefficient of p with respect to <.

3.3 Reduction
Reduction is analogous to integer division with remainder:

Definition 7. Let p,q,r € Zny[x], p # 0, ¢ # 0 and < a monomial ordering.
Then, p is <-reducible by g to r, denoted p —~ 4 7, if It<(p) = tlt<(q) and
p =tq+r for some term t.

Reducibility lifts to sets B C Zy,[z] by —< 5 = Upep —<,p- Furthermore, let

—>‘:7 p (resp. —% p) denote the transitive (resp. transitive, reflexive) closure of

—<B. Ifp *)—:.B r for some r then p is said to be <-reducible by B, otherwise
<-irreducible by B, denoted p /4 p.

Ezample 8. Let = (z,y,a) and B C Zyg[x]| where

B x(+a2+7a+7 (p1), y+a®+7a+ 17 (p2),
~\@® +a® +Ta+7 (ps), 20" + 14 (p4), 8a+8 (ps)

Now, let p = za + 15 € Zjs[x] and < = <. Then, It (p) = za = alt4(p1) and
p = ap; + r1 where 11 = 15a® + 9a% + 9a + 15, hence p —~ ,, r1. Similarly,
lt<(r1) = 15a® = 15lt<(p3) and 71 = 15p3 + ro where 75 = 10a + 6, hence
71 — < ps To. Finally, lt4(re) = 10a® = 51t<(ps4) and r2 = 5py + r3 where r3 = 0,
hence r9 —_ p, 73. Thus, p =<, ™1 =< ps T2 —<ps T3, hence p Hi,B 0.

Note p is <-reducible by B iff lt<(p) is divisible by lt<(q) for some ¢ € B, where
a term t; is divisible by a term t5 if ¢; = tot3 for some term t3. Moreover, reduc-
tion eliminates the leading term of a polynomial, leaving a residue polynomial
comprised of strictly smaller terms with respect to <:

Lemma 2. Ifp —>:B r # 0 then Im<(r) < Im<(p).

Since monomial orderings are well-orderings, the previous result implies that a
sequence of reductions cannot continue ad infinitum and must eventually termi-
nate with the 0 polynomial. In this case, it follows that p € (B),, hence reduction
provides a test for membership in an ideal:

Proposition 4. If p =% 5 0 then p € (B),.

But reduction against an arbitrary basis B does not lead to a complete test for
membership in (B),, hence motivating Grobner bases.
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3.4 Grobner Bases
With reduction in place, the concept of Grébner basis can be introduced:

Definition 8. Let B C Zy,[x] and < a monomial ordering over x. Then,
G C (B)z is a Grobner basis for (B), with respect to < if for all p € (B),,
if p#£ 0 then p is <-reducible by G.

Grobner bases provide a complete test for membership in (B),, as asserted by:

Lemma 3. If G is a Grébner basis for (B), with respect to < then for all
pE(B)z, D —% 0.

Ezample 9. Let @ = (x,y), < = <, and p € Zyg[x] where p = 4z. Moreover,
let B = {p1,p2} C Zig[x] where p; = 22%y + 222 + 62y + = and py = 4y + 4.
Then, p = 12p; + (1022 + 10z)ps € (B)s, yet p /< p, thus B is not a Grébner
basis with respect to <. However, it can be shown if p3 = 6z and py = 3z then
G = {p1,p2,p3,p4} is a Grobner basis for (B), with respect to <. Note that p
is <-reducible by ps € G. Indeed, p —~ ;, 0, hence p —% . 0, as predicted by
the previous result.

3.5 Buchberger’s Algorithm
Classically [3], Grobner bases are computed by evaluating S-polynomials:

Definition 9. Let < be a monomial ordering over x. The S-polynomial of
D1,D2 € Ly |x] with respect to < is defined:

5_<(p1,p2) = d22kiklxaialpl - d12kik2ma*a2p2

where, if p; =0 then k; = w, d; =1 and a; = 0, else 2kid, is the rank decompo-
sition of le<(p;) and x* = Im<(p;), k = max(ky, k2) and o = max(aq, a2).

Example 10. If p; = 222y + 222 + 62y +  and py = 4y + 4 then it follows
S<(p1,p2) = 2(22y” + 6y + 2y* +y) — y* (4o +4) = 122y + 2y and S<(p1,0) =
8(2zy? + 6zy + 2y* +y) — xy*(0) = 8y.

Note that Itx(de2F~Fiz@~1p)) = It (d12F %22~ *2p,), hence the S-
polynomial S<(p1,p2) leads to a cancellation of leading terms. In particular,
the S-polynomial S, (p1,0) eliminates the leading term of p;, and possible other
terms as well. This deviates from the classical case of fields, where only multi-
plying by 0 can eliminate a leading term. S-polynomials then yield an effective
criterion [2, Theorem 30] to determine if a given basis is a Grébner basis.

Theorem 1 (Buchberger’s criterion). Let < be a monomial ordering and

B = {p1,...,0s} C Zp[x]. If S<(pi,p;) —% 5 0 and 5<(p:,0) —% 5 0 for all
1<i<j<s then B is a Grébner basis for (B), with respect to <.
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function gb_ (B = {p1,...,ps} C Zw[x])

begin
G:=B
S ={(pi,p;) |1 <i<j<stU{(pi;0)]|1<3<s}
while (S # ()
let s = (f1,f2) es
S =5\ {s}
p=5<(f1, f2)
let p =% o 7 where 1 A< ¢
if (r #0)
S5:=585U{(g,r) | g€ G} U{(r,0)}
G =GU{r}
end if
end while
return G
end

Fig. 2. Grobner basis algorithm over integers modulo 2%

Buchberger’s criterion justifies Buchberger’s algorithm for constructing Grobner
bases. Figure2 presents a version of Buchberger’s algorithm [2] that takes
B C Zy,[x] and a monomial ordering < over & and returns a Grébner basis
for (B), with respect to <. The algorithm maintains a basis G, initialised to
B, and a set of unverified S-polynomials S. The algorithm attempts to verify
that G is a Grobuner basis by reducing each S-polynomial pair in S against it.
If some S-polynomial does not reduce, it yields a new element which is added
to G, and generates further S-polynomials. The algorithm terminates when all
S-polynomials for the current basis reduce to 0, at which point Buchberger’s cri-
terion applies to show the result, henceforth denoted gb_ (B), is a Grobner basis.
Observe that B C G on each iteration of the while loop hence B C gb_(B).

4 Calculating Variable Elimination and Join

This section explains how variable elimination can be computed using Groébner
bases, and how variable elimination can be combined with a relaxation to com-
pute the join of two ideals finitely represented as bases.

4.1 Variable Elimination

A generic projection function 7;({a1,...,as)) = {(a1,...,a4i—1,0i41,...,ap) is
used to formulate elimination. The presentation of elimination commences with
a syntactic version which removes polynomials that contains a given variable:

Definition 10. (Syntactic) variable elimination is an operation elim|x;] where
elim(z;] : p(Zp[x]) — ©(Zm[7j(x)]) defined by elim[z;](P) = P N Zy[7j(x)]
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The following result demonstrates that abstraction and elimination commute.
The result is formulated in terms of the natural lifting of m; from the function
space Zg, — L, ' to p(Zg,) — o(Zi, ).

Proposition 5. If A C Z$, then elim[z;](as(A)) = o, @) (75 (A)).
It follows from this result that elimination preserves closure:
Corollary 1. If P € MPAD,,[x] then elim|x;](P) € MPAD,,[r;(x)].

Example 11. Consider B = {wz + 10w, 15wa? +wx + 2% + 152} C Z16[w, 2] and
observe elim[w](B) = 0. However (22 + 7x + 8)(wz + 10w) + (x + 2)(15wx? +
wx + 2° + 15z) = 2 4+ 2% + 14z hence 2 + 2% + 14z € (B)(y,4). Since w ¢
vars(z® + 2% + 14z) it follows 2® + 22 4 14z € elim[w]((B) (4 ,+))- In particular,

elim[w]((B)w,z)) 7 {0} = (D) (z) = (elim[w](B))a)-

The previous example shows that syntactic variable elimination is not well-
behaved with respect to ideal generation, thus motivating the following;:

Definition 11. (Semantic) variable elimination is a relation —elimlz;] where
—>eum/[g>c,-]§ 0(Zm[z]) X p(Zy[mj()]) defined by B —ejimfz,) B’ iff elim[z;]((B)a)
= (B (@)

Proposition 6. Let B C Z,,[x] and B’ be a Grébner basis for (B), with respect
to <y where y is a permutation of x and yy = x;. Then B — gjim[,,) elim[z;](B’).

The previous result can be stated more generally in terms of elimination order-
ings [1]; the restriction to lexicographical ordering is adopted merely to simplify
the presentation. Consistent with this choice, gb <, Is henceforth abbreviated to
gb,, again purely to streamline the exposition.

Example 12. Let B = {wz + 10w, 15wx? + wx + 22 + 152} C Zyw, x,y]. Then,
by vy (B) = BU{wz + 32” + 13z, 2w + 2° 4 152, 2° + * 4 14x}. Tt therefore
follows B — ¢jim[uw] {2 + 22 + 14z}.

Ezample 13. Let B = {w(x+3),w(y+9), (1 —w)(x+6),(1—w)(y+2)}. Then,

gy (B) = BU{w + 52+ 14, y+13z, 2°+9z+2}

Thus B —ejim(w) B’ and B —jim(w) B” where B’ = {z + 5y,y* + 11y + 2} and
B" = {y+13x, 22 + 92 + 2} illustrating why —elim[w] 18 defined as a relation. To
see (B') (g = (B") (2,y) Observe x 4 5y —, 13, 0 and

y? + 11y + 2 —y 1130 3y + 11y + 2
—y+13z 9372 + 11y +2 224942 15z + 11y —y+13z 0

Similarly, p —p/ 0 for all p € B”.
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4.2 Join

Once variable elimination is in place, join can be calculated by adapting a stan-
dard relaxation [1] to the current setting. The result, which provides a way of
intersecting ideals, hence calculating join, is stated in terms of a lifted product
qP = {qp | p € P} where P C Z,,[x] and q € Z,,[x]:

Proposition 7. Let (Bi)g,{(B2)z € MPAD,,[x]. If w & vars(B; U Bs) then
(B1)a N (Ba)y = (B)z whenever wBi U (1 — w)Ba — gjimpuw] B

Ezample 1. Let @ = (z,y) and By, By C Zjg[x] where By = {z + 10}, By =
{2? + 152} and I; = (B;),. Both I; are closed, that is, I; = T1;. Let

B =wB; U (1 —w)By = {wz + 10w, 15wz? + wx + z* + 15z}

By Example 11, B —gjimw) {2* + 2% + 14z}, hence (By)y U (Bg)e = (23 + 2® +
142),.

Figures 3(a), 3(b) and 3(i) depict v, (I1), vz (I2) and 7 (11 Ul I2) respectively.
Observe (8,y) € v(I1 U I3) but (8,y) € vx(I1) U~ (l3) for any y € Zig.
These additional points, which are introduced by join itself, stem not from the
relaxation wBy U (1 — w) By which introduces w, but the elimination of w from
gb<w,w)y>(B) which derives a unary polynomial representation over x alone. To
see this, observe B[z — 8] = {8w, 8w+ 8} and Bz — 14] = {14w+ 12, 10w + 6}
both have no solutions.

Ezample 15. Figure3 presents a series of examples of join on Zjg[x] for =
(x,y). Figures 3(a)—(h) depict v, (I;) for I; = (B;), where I; = 1I; and B; are
as follows:

Bgz{x+3, y+9} BG:{xQ, xyt + xy? + 22y, 2xy? + 2zy, 430}

B, =1x+6, y+2} B; = x4y+x2y+2xy, 2x2y—|—2xy, yz7 4y}
Bs={2?, 4z, y} Bs={z+y}

For comparison, the yellow points give the best abstraction of v, (I;) using sys-
tems of linear congruences modulo 16 (linear polynomials).

Figures 3(i)—(p) depict  (I;UI;) for various combinations of ¢, j € {1,...,8},
illustrating where a polynomial representation introduces additional points via
join. Observe that join induces a loss of information as witnessed by additional
points of the form (8,y) and (14, y) in v, (I; U Iz). Again, the yellow points give
the join of the best linear abstractions, which can be computed by combining a
relaxation with variable elimination [21]. To illustrate the working, consider Bs
and B, rewritten as follows:

By={z=16-3, y=16-9} By={x=15-6, y=16-2}.

The relaxation introduces fresh variables 2.y, 2",y and u:

r=12’ +a" =16 -3pn 2 =16 —6(1—p)

yv=16y +y" Y =16 Y =16-2(1—p)
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(a) Yo (11) . () a(l) (c) Ya(Is) . (@ a()
L. @) (£) 72 (Zo) (8) Ve (I7) L. (W)
L Oreiul) () vl UL) RORSCERN) () (2 U L),

(m) v (Is U Is) (n) 7 (Is U I7) (0) Yo (I7 U Is) (p) 72 (I U Is)

Fig. 3. Examples of join on Zig[z] for x = (x,y)

Eliminating 2,4y, 2" and y” gives a system of two congruences: x =16 3u — 6
and y =16 —7p — 2. Rearranging for p gives p =16 2 — bx hence y =14 3z as
illustrated in Fig. 3(k). The other linear joins are computed likewise.

Note the loss of precision in using linear, rather than polynomial, abstrac-
tions. For instance, the set v, (I2) can only be approximated by a trivial (uncon-
strained) linear system, which loses all information. Moreover, as demonstrated
in Figs. 3(j)—(k) and Figs. 3(n)—(p), even if the arguments to a (polynomial) join
are representable via linear systems, the result may not be.
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(e) As (f) As (&) V) (F2) (h) As

Fig. 4. Covers of Fy over (w1) and F» over (w1, wa)

5 Calculating Closure and Meet

This section addresses how to finitely compute closure. The problem is reduced to
that of computing a cover of a system of polynomials. A cover provides a way to
decompose closure to sub-problems for which closure can be computed directly. A
divide-and-conquer algorithm is introduced for computing a cover, which exploits
a simplification procedure based on Grébner bases, to avoid superfluous work.
The section concludes by showing how meet can be computed using closure.

5.1 Covering

An algorithm for closure is formulated in terms of the concept of a cover, which
is itself defined through a lifting of polynomial evaluation [p].(a) to a vector of

polynomials p = (p1,...,pn) by [Plz(a) = ([p1]=(a), .., [pn]z(a)).

Definition 12. Let W C Z,,[w]¢, A C Z%, and F C Z,[x]. Then

- W is a cover of A over w iff A ={[W]w(a) | WGW/\aEZl}fl}
- W is a cover of F over w iff W is a cover of v(F') over w

Ezample 16. Figures4(a) and (g) depict v, (F1) and v, (F») for @ = (z,y) where
Fi={z+3+42+Ty+10, y*+7y2+8y} Fr={2z+10, 4y+12}

Figures 4(b), (c) and (d) illustrate A; = {[W;]w(a) | @ € ZL,} for w = (w;)
where W1 = (4dw; +6,4w1), Wo = (8,8w1+1) and W3 = (12,8w;+7). Observe
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function cover(F C Zy[x])

begin
let w = (w1, ..., wq)
return cover(w, F[z1 — w1, ..., Tq — wa))
end
function cover(S € Zy,[w]? x p(Zm[w]))
begin
S’ = simplify(S)
if (S" = nil) return 0
else
let (W,F) =5
if (F=0) return {W}
else
let w; € vars(F)
So = constrain(S’, 1, w;, 0) (* FU{w; —2'w} *)
S1 = constrain(S’, 1,w;, 1) (* FU{w; —2'w+ 1} *)
return cover(Sy) U cover(S])
end if
end if
end

Fig. 5. The cover algorithm

{W} is a cover of A; and since v, (F1) = AjUA3UA;3, {W 1, Wy, W3} is a cover
of Fy over w. The set of 4 vectors {W1, Wy, Wy, W5} where W, = (12,7) and
W = (12,15) is also a cover of Fy, illustrating that covers are not unique. The
polynomial vectors W4 and W5 define single points and suggest how a cover can
be constructed for an arbitrary F C Z,,[w] by putting W = {a | @ € v, (F)}.
The vector w is not necessarily unary as the cover {Wg} of F; over w = (wy, ws)
illustrates where W = (8wy + 3, 4wa + 1) and v, (F2) = A = {[Ws]w(a) | a €
72}, and 7, (Fy) and Ag are illustrated in Figs. 4(g) and (h) respectively.

The challenge is to compute a cover over some w for arbitrary F' C Zj,[x]
without naively enumerating all points of ~,(F). To this end, Fig.5 presents
a divide-and-conquer algorithm that recursively decomposes 7, (F') into subsets
following the structure of F'. Ultimately the function computes a cover W C
Z[w]? for F over w where |w| = d = |x|. The function cover depends on
three auxiliary functions, simplify, constrain and safe all of which are listed in
Fig. 6. The function cover and its auxiliaries operate on pairs S = (W, F') where
W € Z,[w]? is a vector of polynomials and F' C Z,,[w] is a system. The vector
W provides a lens to interpret the solutions of F', as is formalised below:

Definition 13. The concretisation map Yo : Z[w]? X ©(Zp[w]) — ©(Z2)) is
defined: vy (W, F)) = {[W]w(a) | @ € 7 (F)}
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function simplify((W, F) € Z,[w]? x o(Zm[w]))

begin
F' = gb,, (F)
S = (W, F')
if (c € F' where c € Z, \ {0})
return nil
else if (2“7 (w; +1) € F' where j > 0A 1 € Zp[wis1, ..., wq] Asafe(W,w;,r))
S"" = constrain(S’, j, w;, ) (* FU{w; — 22w +r} *)
return simplify(S”)
else
return S’
end if
end
function constrain((W, F) € Z, [w]? X Zm[w],j € Nyw; € w,r € Zm[wit1, ..., wa])
begin

FU{w; — 2w+ 1} —elimw;) F’
W = Wlw; — 25w — 7]
if (W] =2%0w+qAq€Znwit,...,wa]) F’' =F'[wws 0]
else F"" = F'[w — w;]
return (W'[w — w;], F")
end
function safe(W € Z,[w]?, w; € w,r € Zm[wit1, ..., wd])
begin
let W = <2k1w1 + qiy--- ,dewd + qd>
if (cy® € r,we € vars(y) where k; + rank(c) < k¢) return false
else return true
end

Fig. 6. The simplify, constrain and safe functions

Ezample 17. Consider S, = (W4, F,) and S, = (W, F.), where W =
(wn, 2wa), W, = (wq, 4ws) and
= w%+w1—|—6w2+12, o w%+w1+12w2—|—12,
b= 2wy ws + 4wy, dwd,  Sws ¢ 4wiwy + 4w

Figure 8(b) illustrates vy, (Fp) as translucent points and 7, (Sp) as opaque points.
Observe (8,2),(8,10) € vy (Fp) and [W]w ((8,2)) = (8,4) = [W]w ((8,10)).
Hence, in general, there is a many-to-one relationship between ~,, (Fp) and
Yw (Sp). Figure8(c) depicts v (Fe) and 4, (S:) using the same convention.

Observe too that 4, (Sp) = 7w (Se) but the cardinality of v, (F.) is 4-fold that
of 7y (Se) since W, = (wq, 4dws).

Observe that if W C Z,,[w]? is a cover for F' C Z,[x] over w then v, (F) =
U{7w ((W,0)) | W € W}. Thus a cover is formed from pairs (W, F') that are
degenerate in that F' = (). The rationale behind cover is thus to decompose a
single pair (W, F') where W = w into a collection of degenerate pairs:
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(a) va(F) (b) V2 (F3) (€) Yo (Fa)

Fig. 7. Solution sets for F', 3 and F4

Example 18. Consider computing a cover for the system
F={a*+z+Ty*+11y+12, =xy+4z+10y%}

over w = (wy,ws). The set v, (F) is plotted in Fig.7(a). The top-level cover
function expresses F' as the pair S, = (W, F,) where

W,=w F, = {w? +wy + Twi + 11wy + 12,  wyws + 4w + 10w3 }
Since [Wo]w (b) = b for all b € Z2,, it follows 7y (Sa) = 7z (F).

The cover function invokes both simplify and constrain. The function simplify
performs simplification, either returning nil, indicating v, (W, F)) =0, or S’ =
(W', F") where v (S) = 7 (S’) (possibly with S = S’). The first substantive
action of simplify is to calculate a Grobner basis F/ for the ideal (F'),, using
the variable ordering w. If there exists a constant polynomial ¢ € F’ such that
¢ # 0 then this reveals vy, (F) = 74 (F') = 0 hence 7, (S) = 0. Otherwise,
constrain is invoked if F’ contains a polynomial of the form 2*~7 (w; + r) where
7 € Zim[Wit1, .., wq], 0 < j <w and the safety check safe(W, w;, r) is satisfied.
The added polynomial w; — 29w + r asserts that w; + r is a multiple of 27,
which is a direct consequence of 2¥ 77 (w; + ). The safety check ensures that the
addition of 2¢~J (w; +r) does not induce a coupling between the variables of w,
specifically those arising in r, that would compromise the termination argument
behind simplify and cover. The safety check is vacuously satisfied if vars(r) = ().

Simplification is used in tandem with splitting, the latter employed by cover
only when the former cannot infer new information. When constrain is invoked
from cover, two pairs S and S] are derived from S’ = (W' F’) for which
Yo (S") = Yaw (S§) U (S1)- The pairs Sj) and Sy are formed by adding w; —2w+0
and w; — 2w+ 1 to F’, which stipulate, respectively, whether w; takes an even or
an odd value. Note, in this case, constrain(S’, 1, w;,r) is called with vars(r) = 0,
hence safe(W, w;, r) holds independently of W and w; and need not be deployed
within the body of cover itself. The cover function is then recursively applied to
S§ and S to compute two covers, which are combined by set union. The function
returns a singleton set {W} when F = ().
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(a) (w1, w2)

wi 4wy + Twi+
1ws + 12,
wiws + 4wy + 10w§

(d) (2ws, dws)
{2w1 + 12wy + 12}

(g) (15,4w2)
{411)1 —+ 4}

L

(j) (14,2ws + 15)
{2w, + 14}

(b) (w1, 2w2)

2wiws + 4wy,
4w3, 8ws

w%—i—wl +6w2+12,} {

(e) .<4’U)2 + 4, 4w2)
0

(h) (15,12)

(k) (14,1)

() (w1, 4wa)

wi + w1 + 12wz + 12,
4wiws + 4w

(f) <2w1 + 15, 4’11)2)
{2w1,4w2 + 4}

.

(i) (wl, 2ws + 15>
{wl —+ 2, 2w + 14}

Fig. 8. Covering F: v, (F,) (large, translucent points) and 7, (S.) (small, opaque

points) for S, = (W, F,)
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4 2(ws + 6wz + 6) . "
— (e + 4, 4w
@ wy + 6wz + 6 = 8w (€) (w2 w2)
N
P
W
8wz
® —— ©
wy = 2w
P
2,
~3 2w w4+ 1)
h) (15,12
& wy = 8w () w1 = 4w (h) ( )
wi + 2 2wz +7)
‘ J k) (14,1
@ 2= tew=o ¥ ot T—se B LD

Fig. 9. Covering F": the simplification and splitting actions

Ezxample 19. Figure9 presents the simplification and splitting actions that arise
during a run of the algorithm on the pair S, = (W, F,,) introduced in Exam-
ple 18. The actions are presented as a tree rooted at node a where the leaves,
nodes e, h and k, are each decorated with a single polynomial vector. Together
these 3 vectors constitute the cover. Figure8 augments Fig.9 with details of
Sn = (W,,F,) for each node n of the tree: W, written above F,. In each
diagram -y, (F},) is represented as large, translucent points and 7, (Sy) as small,
opaque points. Observe that F, does not contain any polynomial of the general
form 2¢~J(w; + r) hence cover immediately splits the problem into calculating a
cover for (W, Fy) and a cover for (W ;, F;). Note how splitting doubles a leading
constant: W, = w whereas W, = (wq, 2ws) and W; = (w1, 2wy +1). This form
of scaling by a power of 2 is a general pattern. By comparing the number of
small, opaque points in Fig.8(a) against those in (b) and (i), observe that the
solutions of 7, (S,) are preserved by the split, that is, Y (Sa) = Yaw (Sp) UYaw (S5)-

The system Fy, contains 8wy = 2471 (wy + 1) where r = 0 hence cover deploys
simplification to derive S. = (W, F,.) from S,. Since vars(r) = @ the check
safe(W,w;,r) is vacuously satisfied. Recall from Example 17 that ~,, (Sy) =
Yw (S¢). Observe too how a leading constant is again doubled, with a commensu-
rate doubling in the cardinality of v,, (F.) over v, (F}p). Since F. does not contain
any polynomial 2¢~7 (w; + r) splitting is again applied to give a total of three
branches that emanate from a. Observe F, = F, = F}, = 0 hence the pairs
(We, Fe), (W, Fy) and (W, Fp,) are degenerate and thereby define the final
cover {W,, Wy, W} over w.

Ezample 20. Figure9 illustrates the application of the check safe(W,w;,r)
within simplify. Observe that vars(r) = ) in all but one of the simplification steps.
For the step that applies 2(w; + 6wy + 6), r = 6wy + 6 and W = (21w, 22ws).
The polynomial r contains a single term 6w, which contains the single variable
ws. The test safe(W, w1, r) thus reduces to a single inequality k; + rank(6) < ko
which is false since k1 = 1, rank(6) = 1 and ko = 2. Thus safe returns true.

The cover function, and its auxiliaries, are justified by two independent sets
of results, the first establishing termination of simplify and cover and the second
proving that cover is indeed a cover. The headline results are stated below:
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Theorem 2. simplify and cover terminate.

Theorem 3. Let F C Z,,[x] and cover(F) = W C Z& [w]. Then W is a cover
of F over w.

Example 21. Returning again to F; and F5 of Example 16, cover computes Wy =
{{(dwy + 6,4ws), (8,8ws + 1), (12,8we + 7)} and Wo = {(8wy + 3,4ws + 1)}
over w = (wy,ws), where the 3 vectors of W, corresponds to Aj, Az and Aj;
respectively and the single vector constituting W, corresponds to Ag of Fig. 4,
but with a different parametric variable wy from w; used in Example 16.

5.2 Closure

This section explains how a cover provides a vehicle for computing closure. A
closed set of polynomials can be represented by different bases, and therefore a
relation is introduced to express when one basis represents the closure of another:

Definition 14. The relation — ) C ©(Z|x))? is defined B —ez] B iff 1o
(B)a = <B/>z'

The following lemma provides a method for computing 1, (F), when {W} is a
singleton cover for F'. The lemma is stated by lifting the elimination relation to
vectors of variables defined thus B —jim[¢q B and B —elimly:y] B"iff B —¢jimy) B
and B’ —¢jimjy] B”. The computatlonal tactlc given in the lemma amounts to
augmenting null polynomials with d polynomials which equate each variable x;
with W, and then applying variable elimination:

Lemma 4. Suppose W € Z,[w]¢, T = (N)y and {z; — Wi,..., 24 — Wg} U
N = ejimfw] B € Zm[z]. Then, (B)z = oz ({[W]w(a) | a € Zlﬁl})'

Ezample 22. To illustrate this tactic, recall from Example 21 that {W} is a
cover of Fy over w = (w1, ws) where W = (8w + 3,4ws + 1). Recall too from
Example 4 that T = (N), where = (z,y). Observe N’ = N[z — w1,y — wq]
is also a set of nulls, albeit over Z,[w]. Let p; = p;[x — w1,y — ws] using the
abbreviations of Example 4. Then gb,,...({x — W1,y — W3} U N']) = B where

1, Db, i, D, 2wy + 6wy + wex + w2 + x + 3y + 10,
w%y+w%+4w%+wfy+5w% + 4wy + wax + we + 3y + 13,
wiway + 3wiwy + wlwgy + 3wiwa, wix + bwi, 8wy + x + 13,
w2y+3w2 +w2y+3w27'w2x+w2 + wox + way +y + 15,

P, Db, 2way + 2wz +y + 15, dwso + 3y + 13,

2 47, zy+z+y+9, 2x + 10, y? + 2y + 13, 4y + 12

B=

The three regions delineate polynomials depending on both w; and we (top),
wg but not w; (middle) and neither w; nor we (bottom). It thus follows that
{iL' — Wl,y — WQ} UnN’ elim[w;] B’ where

ph, P, 2way+2we+y+ 15,  4dws + 3y + 13,
, xy+r+y+9, 2z + 10, y? + 2y + 13, 4y +12

w%y—i—SwS’ +w§y+3w%,w%x+w§ + wax + woy + y + 15,
B =
2247
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B’ is a Grobner basis (with respect to <, 5.4)), hence B’ —¢jim[w,] B” where
B"={2> 47, xzy+xz+y+9, 22410, y>+2y+13, 4y+ 12}

Composing the two eliminations yields {& — W1,y — W} UN’ —¢jimjw) B”. Note
that it is only necessary to compute a single Grobner basis to derive B”. Observe
that each polynomial of B” satisfies the points of 7, (F3) illustrated in Fig. 4(g).

The following theorem generalises this tactic to arbitrary covers:

Theorem 4. Let B C Zy[x], T = (N)w and W C Z,,[w]? be a cover for B
over w. Suppose for each W € W, {x1 — Wi,...,24 — Wa} UN — ¢jimw] Bw
and (B"Y, = |_|W6W<BW>z' Then, B — ja] B’

Ezample 23. Now recall from Example 19 that {W ., W, W} is a cover of
F= {;102—|—9U—&—7y2—l—lly—&—l?7 a:y+4x+10y2}

over w = (wi,wq) where W, = (dwy + 4,4wq), W), = (15,12) and Wy, =
(14,1). To apply the theorem, By _ is derived by {x — (4wa + 4),y — dws} U
N —¢limw] Bw.. Since W, depends only on ws, By, can be computed by
{x — (4ws +4),y — 4wo} UN' —gjim[w,] Bw, where T = (N'),,y. To that end,
note gby,,, ,.,0({z — (4wz —4),y — 4wz} UN') = By, where

w§ + w3 + wi + 3w + w3y + 2w3 + way,
By, =1 2w; + w3y + 2w3 +way +y, wiy -+ way + 2y,
2woy +2y, Adws+3y, x+3y+12, P, Ay

thus By . = {z + 3y + 12,92, 4y} is computed avoiding nulls containing w;.
The bases Bw, and By, can be derived without recourse to elimination or
any nulls since W, and W, are independent of w; and wy hence put

Bw, = {z—15,y—12} = {z+1,y+4} Bw, ={z—14,y—1} = {z+2,y+15}

By Theorem 4 T, (F)y = (B)y where (B), = (Bw )z U <BWh,>w U <BWk>w
giving

B={2"+2+Ty* +1ly+12, ay+4z+10y%, y>+7y% +8y, 4y* + 12y}
All the polynomials of B satisfy the points 7, (F') plotted in Fig. 7(a). Observe
Fr={a?+z+ 7% +11y+12, zy+4da+10y%, y>+7y*+8y}
is a Grobner basis for (F), with respect to <. Since 4y? + 12y is irreducible by
F’ it follows 4y? + 12y ¢ (F), which is why closure augments F with 4y? + 12y.

5.3 Meet

Despite the central importance of meet, this section is relatively short, since the
following proposition demonstrates how meet can be reduced to closure:
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Proposition 8. Let (Bi)s,(B2)z € MPAD,,[x]. If Bi U By —¢u B then
<B1>ﬂ: n <B2>m = <B>m

Example 24. Consider F3, Fy C Zig[z,y] where F3 = {22 +2+T7y*+11y+12} and
Fy = {zy+4x+10y?} and let F = F3U Fy. The solution sets v, (F), v (F3) and
vz (Fy) are plotted in Figs.7(a), (b) and (c) respectively. The diamond points
in Figs.7(b) and (c) are those contained in both v, (F3) and 7, (F4) and show
Yo (F) = vz (F1) Ny (F2). Now, Example 23 shows F' — ;) B where

B={a’+z+ 7y +1ly+12, zy+4c+10y>, *+7y°+8y, 4y*>+12y}

thus (F3), M (Fy)z = (B)g. As noted in Example 23, 4y + 12y ¢ (F); hence
(F)a # (B)a.

6 Forwards Analysis of Polynomial Programs

In this section, the class of polynomial programs is introduced for which a con-
crete semantics is defined over sets of points drawn from Z¢,. The corresponding
abstract semantics over MPAD defines a forwards analysis. The development
builds to show the soundness of the analysis, as well as state a precision result for
programs consisting solely of polynomial assignments, non-deterministic assign-
ments and non-deterministic branching. The section concludes with an illustra-
tive example for a program which computes the modular inverse.

6.1 Polynomial Programs

Let € = (x1,...,24) denote a vector of program variables. A polynomial program
over x is a graph G = (N, E,n*) where N is a finite set of program points,
E C N x Stmt x N is a finite set of annotated edges and n* € N is the entry
point into G. The set Stmt of program statements is defined:

zj=p | x;:=% | assume(p=0) | assume (p#0)

where z; := * and z; := p denote, respectively, non-deterministic assignment to
the variable x; and polynomial assignment to x; for some p € Z,,[x]. The assume
statements for p = 0 and p # 0 provide a linguistic abstraction for positive and
negative guards, respectively expressing that p is satisfied, and conversely p is
not satisfied, by an assignment to x.

6.2 Concrete Semantics

To define the concrete semantics, let alj — ¢ = (a1,...,a5-1,¢,aj41,...,aq)
fora € Z% , ¢ € Z,, and j a variable index denote a vector update. The concrete



530 T. Seed et al.

semantics is then formulated in terms of a set of (concrete) transfer functions
[s] : p(Z4)) — ©(Z2,), one for each program statement s, defined as follows:

{(a)lj =] |ac A c=pl(a)}
{(a)j—dlaecAceln}
Z?IEAH[P]] z(a) = 0}

= p(
= ] (
[assume (p 0)](
I( a € Al [pls(a) # 0}

[assume (p # 0)

Observe that the function space N — (Z%)) is ordered point-wise: § C 6 iff
O(n) C 0'(n) for all n € N. Thus the concrete semantics can be defined as follows:

Definition 15. The concrete semantics for G = (N, E,n*) is the least map
0: N — o(Z4) satisfying:

- 73 C0(n*)

- [s](0(n)) C O(n’) for all (n,s,n') € E

6.3 Abstract Semantics

Analogous to the concrete semantics, the abstract semantics for G = (N, E, n*)
is defined in terms of a set of (abstract) transfer functions. For a statement s,
[s] : MPAD,,[z] — MPAD,,[z] is defined thus:

[[xg =p](P) = {q € Zn[=] | qlp/x;] € P}
[2; = «](P) = 1o elim[z;](P)
[assume (p = 0)](P) = 1o ({p} U P)
[assume (p # 0)|(P) = |l;_, [assume (2°=*p 4+ 2¢~1 = 0)](P)

Here, the notation g[p/z;] denotes the polynomial constructed by substituting
p for every instance of x; in ¢. To comprehend the encoding for assume(p # 0),
suppose a € Z,, such that [p]z(a) # 0. Observe there exists some 1 < k < w
such that [p].(a) has 1 in its k-th lowest bit position and 0 in all lower bits.
Therefore [2¢~*p +2971],(a) = 0. Conversely, if [2¢~*p + 2“71],(a) = 0 then
[Pz (@) has 1 in its k-th lowest bit position hence [p].(a) # 0.

The function space N — MPAD,,,[x] is likewise ordered point-wise: o C o’ iff
o(n) C o'(n) for all n € N, allowing the abstract semantics to be defined thus:

Definition 16. The abstract semantics for G = (N,E,n*) is the least map
o : N — MPAD,,[z] satisfying:

- TCEo(n®)
- [s](6(n)) E a(n’) for all {n,s,n’) € E

Since MPAD is finite, the abstract semantics can be concretely computed by
fixed-point iteration; an example of such a procedure is illustrated in Sect. 6.5.
The relationship between the concrete and abstract semantics is developed in the
following section. The following result details how the abstract transfer functions
are actually computed:
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Proposition 9. Let (B), € MPAD,,[x] and w ¢ vars(B). Then:

~ If BU{w — p} —elim[z;) B" and B' U{x; — w} —ejimpw) B" then it follows
[zj = p]((B)z) = (B")w.

= If B —ejimfz;) B" and B" — 31 B” then [z = *]((B)z) = (B")a

= If{p} UB — ¢ B’ then [assume (p = 0)]({(B)z) = (B')s.

6.4 Correctness and Precision

Key to establishing correctness and precision of the analysis are the following
results. The first elucidates the relationship between concrete and abstract join
using the abstraction map a, : p(Z%) — MPAD,,[z] introduced in Proposi-
tion 3:

Proposition 10. Suppose P;, P, € MPAD,,[x] where P; = «gz(A41), P =
az(As) for some Ay, Ay C 79 . Then Py U Py = g (A U Ay).

The second result demonstrates soundness of each of the abstract transfer func-
tions, as well as optimality for the two assignment operations:

Proposition 11. Let A C Z% and P = oy (A) so that P € MPAD,,[x]. Then

oz ([z; = p](A4)) = [z; = p](P)

oz ([z; = +](A4)) = [[»’C; = x](P)
([assume (p = 0)](A)) E [assume (p = 0)](P)
([assume (p # 0)[(A)) C [assume (p # 0)](P)

With these results in the place, the following theorem can be demonstrated:

Theorem 5. If the concrete and the abstract semantics for G = (N, E,n*) are
0:N — (Z4) and o : N — MPAD,,|x] respectively then:

az(0(n)) Co(n) foralln e N
If G is free from assume (p = 0) and assume (p # 0) statements then:
az(0(n)) = o(n) for alln € N

In particular, MPAD provides a sound analysis for polynomial programs, and
moreover finds all modular polynomial invariants for programs consisting of poly-
nomial and non-deterministic assignments and non-deterministic branching.

6.5 Illustrative Example

To illustrate how MPAD can be applied, consider the algorithm [34] listed in
Fig. 10(a). The algorithm computes the multiplicative inverse of an (odd) modu-
lar integer a € Z,,. The variables z, y and a all store a w-bit (unsigned) integer.
The algorithm is abstracted by the polynomial program represented in Fig. 10(b)
where = (z,y, a), the nodes are N = {0,...,7} and the entry node is 0. Each



532 T. Seed et al.

function inverse(a)
assume (a odd)

assume (2* " ta —2“71 =0)

begin
gy =1
do y:=1
Ti=y > 2
y=xx*((2—axz) X =y
eI
return x y = z(2 —ax)
end

assume (x - y = 0)

assume (ax — 1 =0) / \ assume (ax — 1 #0)

(e)

Fig. 10. An algorithm and flow graph for computing the multiplicative inverse

edge is decorated with a polynomial assignment or an assumption involving a
polynomial equality or a polynomial disequality.

The statement assume (a odd) is rendered as assume (2¥71la — 2¢~1 = (),
where the (linear) polynomial 2¥~1q — 29~! = ( expresses that a is odd. The
control-flow for the do ... while is represented as two edges decorated with
assume (z —y # 0) and assume (x —y = 0), which, respectively, encode the
loop condition x # y and its negation. The control flow for the assert state-
ment is expressed through two edges decorated with assume (ax — 1 = 0) and
assume (ax — 1 # 0), where the node 7 is reached if the assertion fails.

Figure 11 presents each o; computed by a work-list algorithm primed with
the edges that flow from 0. The second column displays the worklist wy. The
selected edge (n,n’) € wy is always the first listed in wy. For instance, at step
4, the edge (4,2) is selected, rather than (4,5). The third column displays o1
as a function of the oj: oy if no update occurred, else ox[n’ — P] where P €
MPAD,,, [x]. Polynomials that appear multiply are referenced with a label: p,, pp,
etc. Most significantly, the table demonstrates 014(7) = L thus assert (axx = 1)
must succeed (this can be seen from ax —1 —% & 0). No other abstract
domain can verify this code because the invariants are both polynomial and
modular and the analysis requires polynomial guards; indeed the manual proof
of correctness of the algorithm [34] relies on both polynomial manipulation and
observing a?(2%) = 0 mod 2%.

Since a positive polynomial guard is modelled by meet, detailed commentaries
are only given for a polynomial assignment and a negative guard:

Polynomial Assignment. When k = 1, the edge (1,2) is selected, corresponding
to the statement y := 1. From the table it follows 01(1) = Py = (Bp)s. To model
the assignment, first the basis By is adjoined with the polynomial w — 1. Here,
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k‘wk Ok+1
oo[l — (z%a + 2 + 2250 + 22 4 32%a + 327 + 2za + 2z (pa),
0({(0,1)} 2202 2,2 2
Yy a+ 2x°y° + 2z°ya+
2x2y + 2;1:y2a + 2:cy2 + 2xya + 2xy,
z2a® + 72 + za® + Tz (po), 42%a + 42° + 4za + 4z (p.),
y4a + y4 + 2y3a + 2y3 + 3y2a + 3y2 + 2ya + 2y,
y2a2 + 7y2 + ya2 + Ty, 4y2a + 4y2 + 4ya + 4y,
a®+a?+Ta+7 (pa),2a® + 14 (p.),8a + 8 (pf))=]
1{(1,2)} 012 = (pa, P, Pe,y + 15 (pg), Pd, Pe, Pf)e)
21{(2,3)} 02[3 = (z + 15 (pn), Py, Pds Pe, Pf )]
3{GB.49)} o3[4— (ph,y + a+ 14,pa, Pe, D) a]
41{(4,2), (4,5} 042 > (Pa,Pb, Pe, Ty + 152 + Ty + 9, 9% + ya + 5y + Ta + 2 (ps),
ya® + Ty +a®> 4+ 7 (pj), 2ya + 2y + 6a + 6 (pr),
8y + 8 (1), Pds Pe, Py )]
5{(2,3),(4,5)}] os5[3 = (z+ Ty +8 (Pm), Pi, Pj, Pks Pty Pds Pe, P )]

ogld > (22 + 22 + 3y + 3a + 7 (pa),
zy+3z+a+11,za+ 3x+y+ 11,
4z 4+ 2y + 2a + 8 (po),y* + 2y + a® + 6a + 6 (pg),
ya+y+a®+T7a+6 (pr), 4y +4a+8 (ps), pd, e, D))
7[2 = (pa, T2y 4+ T2% + 8z + Ty + 9, pp, Pe, 2y + 152 + > + 15,
zya+xy + Tra+T7r+ya+y+ 7a+7,
2zy + 14z + y* + ya + 3y + Ta + 4,
YTy 4+ T (pe),va+yR +Ta+ 7 (pu),
2y° + 14 (pv), Pj, Pk, Pls Pds Pes Pf )=

08[3 = <pm7pf7puvp’vvpjvpkapl7pdap67pf>w]

09[4 — <p1’l7
zy+za+2c+3y+3a+6,za+3z+2y+a®+2a+7,
2xa + 2x + 6a + 67p07p(17p?"7p87pdape7pf>z}

10 {(4,2), (4,5)}| 010

11{{(4,5)} ol (x+a®+Ta+7 (pw),y+a° +Ta+7 (pz), Pds Pe, Df)a]
12|{(5,6), (5,7)}| 12[6 = (Pw, Dzs Pds Pes Pf )]

131{(5,7)} 013

Fig.11. Updates to the state map

w is a new variable that represents the value of y after the assignment and the
polynomial w — 1 expresses that this value must equal 1. Then, y is eliminated
from By U {w — 1}, to reflect that y is overwritten during the assignment. This
elimination step is achieved in two phases. First, a Grobner basis is computed
for (By U {w — 1}), with respect to a lexicographical ordering (y,x,w,a) over
the variables, yielding

yia +y* + 2y3a + 2y° + 3y2a + 3y + 2ya + 2y,
292220 + 29222 + 2y%xa + 2y%x + 2yza + 2yx? + 2yza + 2y,

y2a? + Ty? + ya?® + Ty,
zta + z* 4 223a + 22° + 32%a + 322 + 2xa + 22,
42%a + 42 + dza + 4z,

dy%a + 4y? + dya + 4y,
x2a? 4+ 722 + za® + Tz,

w+15, a®+a®>+7a+7, 2a®>+14, Sa+38
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Then, all polynomials involving y are deleted:

zta + z* + 22%a + 223 + 3220 + 322 + 22a + 22,
By = 2%a® + 2% + wa® + Tz, 42%a + 42% + dza + 4,
w+15, a>+a?>+Ta+7 2a*°+14, 8a+38

the Grobner basis ensuring that this deletion does not lose information. To
finalise the assignment, a Grébner basis is computed for (Bj U {w — y}), with
respect to the lexicographical ordering (w, y, x, a), then all constraints containing
w are deleted, yielding:

zta + 2 4 223a + 222 + 32%a + 322 + 2zxa + 2,
By = { 22a? + 72% + xa® + Tz, 42%a + 42° + 4xa + 4z,
y+15, ad+a?+T7a+7 2a*°+14, Sa+8

Negative Polynomial Guard. When k = 4, the edge (4,2) is selected, the edge
corresponding to the statement assume (x — y # 0). From the table it follows
03(4) = (Bs), where

By ={z+15 y+a+14, a®+a®>+7a+7, 2a%>+14, 8a+8}

To effect the operation, closure is separately applied to four bases:

B3 U{8(z —y) +8} —ap Bi1={1}

BsU{4(z —y) +8} —ap) Biz={z+15 y+a+14, a® +2a+1, da+4}
BsU{2(z —y) +8} —aw Baz={z+15 y+a+14, a®+7, 2a+6}
BgU{(.'Efy)+8} —dl[z] B474:{x+15,y+7,a+7}

The intuition is that each ~y,(Bay) is the subset of @ € v, (Bs) for which the
k least-significant bits of [z — y].(a) store the value 2¥~1. Thus 7, (Bs1) is
the subset of @ € 7,(B3) for which the least bit of [z — y].(a) is 2° = 1;
vz (By2) is the subset for which the 2 least bits of [z — y]z(a) store 2! = 2,
etc. Since [z — y]»(a) # 0 holds precisely when at least one bit is set, it follows
Py = Ui:1<B4,k>z € MPAD,, [z] satisfies the property above. In fact, in this case
P, = P;, hence the abstract execution of assume (z —y # 0) does not strengthen
the polynomial constraints even though Bs; = {1} reveals that the difference
between x and y is never odd.

6.6 Implementation

Buchberger’s algorithm, like many in symbolic computation, has poor worst-
case complexity [19]. Performance can be dramatically improved, however, by
factoring out redundant s-polynomial calculations (and the ensuing reductions)
using the so-called Gebauer and Moller rules [13]. To reestablish these rules
for modular polynomials, let B = {p1,...,ps} € Zy[x] \ {0} and put p =
(p1,...,ps) and t = (It<(p1),...,lt<(ps)). A vector q € Z,,[x]® is a syzygy of
t iff ¢ -t = 0. The set syz(t) of syzygies of ¢ forms a module. It can be shown
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[13] that if g - p —< p 0 for all syzygies ¢ in a module-basis for syz(t), then B
is a Grobner basis. Letting {ej,...,es} denote the standard basis for Z,,[x]?,
k; = rank(lcx(p;)) and ¢; j = lem(¢;,t;)/t;, the principle syzygies m; and 7, ; are
defined:

2w—k

T = ‘e; and T = ti,jei — tj,iej where 1 <1i < j<s

The following result yields a condition for detecting redundant principle syzygies:

Proposition 12. Given t = (t1,...,ts) be a vector of non-zero terms. Then
lcm(ti,tj,tk) /cm(ti,tj,tk) /cm(ti,tj,tk)
iyt et~ Tk =0

lem(t;, t;) lem(t;, tx) lem(ty, t;)

and, in particular, if t, divides lem(t;,t;) then 7, ; is in the submodule generated
by ™ and T ;

Principle syzygies align with S-polynomials: m; and m; ; correspond to S~ (pi, p;)
and S<(pi,p;) respectively. Thus, the above result can be reinterpreted for S-
polynomials as follows: given polynomials p;,p;, pr € Zy,[x] such that It (p;)
divides lem(lt<(p;), lt<(px)) then the S-polynomial S« (p;,px) can be dropped
(from S in Fig.2) if S.(p;,px) and S<(pi,p;) are (eventually) computed.
Although this rule mirrors the triple criteria of [13], modular polynomials offer
additional redundancy rules. Together these rules reduce the running time from
hours on the above 4-bit example to 510ms on a 2.5 GHz 16 GB Macbook.

Our implementation is 9293 LOC of Scalad and is stratified in 3 layers:
the worklist-driven fixpoint engine, the domain operations and the underlying
Grébner basis solver. For bit-widths of 8, 12 and 16, the running times are
1,398 ms 5,894 ms and 54,019 ms respectively (though the actual target for our
work is AVR micro-controller code which is merely 8-bit). To scale to these
higher bit-widths, it is necessary to reduce the numbers of terms in each poly-
nomial. Rather surprisingly, this can be achieved on-the-fly as a polynomial is
generated term-by-term rather than as a post-processing step which is applied
to some (huge) polynomial derived from an arithmetic operation. To illustrate,
consider summing two polynomials ¢; and ¢o where g1 = t1 +71 and g = to+ 19
and t; and t5 are leading terms with the same powers. The term t = t1 + to
is computed then reduced (whenever possible) with a null polynomial whose
leading term divides ¢ to give a simplified polynomial q. Then we apply the
same tactic to sum ¢ + r; to give a polynomial s and apply the same tactic
yet again to sum s 4+ ro. A null polynomial whose leading terms divides ¢ can
be found directly, provided one exists, without resorting to search or even a
lookup table. In fact, given ¢, the null can be found simply by multiplying terms
together [32, definition 9]. For example, if w = 4 and ¢t = 3z2y> then the null
polynomial 3z%y3 + 72%y? + 622y + 132y® + 92y? + 102y is found by expanding
3z(z — Vy(y — 1)(y — 2) so that ¢ = 92%y* + 1022y + 329> + Tzy? + 62y. The
degree of the leading term of q; + g is then reduced from z2y? to 22y2. Applying
this tactic repeatedly keeps the number of terms small in all arithmetic opera-
tions. (The tactic is not mentioned in [2] but appears to be a dynamic version of
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the technique used in [33] that applies null (vanishing) polynomials to statically
bound the representation of polynomials.)

7 Related Work

Momentum for migrating abstract domains from idealised arithmetic to machine
arithmetic is growing [10-12,21,26,27], driven by the desire to soundly model
program behaviour and low-level code. Some of these domains [10,21,26,27] sat-
isfy the ascending chain condition, which is key to computing best transformers
[28] though, to our knowledge, this observation has not been previously made.

Early approaches to deriving (non-modular) polynomial invariants employed
forwards [29] and backwards [25] abstract interpretation over domains of poly-
nomial ideals. In the former case, termination of the analysis requires a widening
operator to remove polynomials of high degree, since polynomial ideals over Q
do not satisfy the ascending chain condition. In the latter case, the analysis is
primed with a template polynomial of bounded degree; linear systems are then
solved to find assignments to the (symbolic) coeflicients of the templates, which
yield the polynomial invariants. An alternative approach [31], also employing
template polynomials, directly encodes the conditions for a given template poly-
nomial to be an invariant as a parametric linear system, which can then be solved
with suitable methods [6]. None of these analyses is complete and [25] concludes,
“It is a challenging open problem whether or not the set of all polynomial rela-
tions can be computed not just ones of some given form”.

This challenge [25] has motivated subsequent work [17,18,23,30], which
restrict the form of programs that can be analysed, either to those contain-
ing only simple loops [30], P-solvable loops [23] or affine programs [17] (where
a variable is assigned to an affine expression). State-of-the-art in computing all
polynomial relations focuses on affine programs [17] where the problem is reduced
to that of computing the Zariski closure of the semigroup generated by a finite set
of rational square matrices. However, it is not clear how this approach extends
to general polynomial assignments, particularly those in a modular setting.

A more promising line of enquiry in this vein [33] seeks to adapt back-
wards abstract interpretation to inferring non-modular polynomial invariants
[25] to a modular setting. The insight is that it is possible to bound the degree
of the template polynomial without losing precision, by exploiting the fact
that any modular polynomial is semantically equivalent to one with degree at
most 1.5(w + d). Building on this bound, the analysis of [33, pp. 311] seeks
to infer all polynomial invariants for programs consisting of polynomial and
non-deterministic assignments, non-deterministic branching and polynomial dis-
equality guards. For disequality guards, the weakest precondition transformer is
defined as [p # 0]Tq = { pq} [33, pp. 306]. The subtlety of the modular setting
is that the pre-condition pg can vanish, compromising soundness. To illustrate,
put p = 2z and ¢ = 1287 in Zase[z]. Then pg = (2x)(128z) = 25622 = 0,
which holds vacuously. Now observe that the assignment x = 1, which satisfies
0, passes the disequality guard 2x # 0 but violates q. Thus the weakest precon-
dition transformer is actually unsound. This not only illustrates the delicacy of
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modular reasoning, but suggests that the ability to reason about disequalities,
even imprecisely, is a key advantage of the present work.

By design, the analysis [33] does not support equality guards, as these are
not readily handled [33, pp. 301] by weakest precondition transformers. How-
ever, handling equalities is sometimes necessary, as demonstrated by the worked
example, where x — y = 0 is required for inferring az — 1 = 0 at program exit.
Interestingly, the analysis [33] does not rely on Grobner basis computations, but
rather only exploits reduction and properties of null polynomials to detect fixed
points. Although this finesses the need for Grébner bases, it is not clear how
they can be avoided when computing join in forwards analysis.

8 Conclusions

Working over modular integers is not merely more realistic, but reshapes the
domain operations which can and need be applied. Widening is unnecessary
since modular integers induce a domain of polynomial invariants which satisfies
the ascending chain condition. Negative polynomial guards can be supported
by partitioning the solution set of a polynomial disequality into sets of integers
whose least bits equal a power of two. MPAD extends the scope of invariant dis-
covery as demonstrated on an algorithm for calculating a multiplicative inverse.

Acknowledgements. We thank the anonymous reviewers for their insightful com-
ments and Helmut Seidl for kindly checking the vanishing precondition example. This
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