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Abstract. Knowledge graph question answering (Q&A) aims to answer
questions through a knowledge base (KB). When using a knowledge base
as a data source for multihop Q&A, knowledge graph Q&A needs to
obtain relevant entities, their relationships and the correct answer, but
often the correct answer cannot be obtained through the reasoning path
because of absent relationships. Currently, using pre-trained language
models (PLM) and knowledge graphs (KG) has a good effect on com-
plex problems. However, challenging problems remain; the relationships
between problems and candidate entities need to be better represented,
and joint reasoning must be performed in the relationship graph based on
problems and entities. To solve these problems, we expand the relational
graph by adding tail entities to the list of preselected entities through
reverse relations and then add the processed problems and entities to
the problem subgraph. To perform inference on a relational graph, we
design an attention-based neural network module. To calculate the loss
of the model’s inference process nodes, we use a modified Euclidean dis-
tance function as the loss function. To evaluate our model, we conducted
experiments on the WebQSP and CWQ datasets, and the model obtained
state-of-the-art results in both the KB-full and KB-half settings.

Keywords: Question answering · Knowledge graphs · Neural networks

1 Introduction

Question answering (Q&A) plays a central role in the field of artificial intelli-
gence [1], and Q&A systems must be able to reason about the correct answer
through the relevant knowledge base [2]. Multihop reasoning that uses knowledge
bases as data sources requires subject word entities and multihop relationships
from the questions and then reasons about the questions through multiple triples
in the knowledge graph. For questions, it must enable an encoder that can be
converted by language models (LM) to be recognized by machines [3,4], or it
must have the ability to represent questions as structured knowledge graphs
(KG), e.g. [5–7], For instance, the entities in Freebase [3] and YAGO [4] can be
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Fig. 1. A 2-hop problem on a relationship diagram, In the relationship diagram <Bill
Gates, Spouse, Melinda Gates> is a pair of relationships <Melinda Gates, Spouse Bill
Gates> is an inverse pair of relationships.

represented as nodes of knowledge graphs, and relations can be represented as
edges. In recent years,Pre-trained language models have achieved good results
in multihop Q&A. Although pre-trained language models have a very good rep-
resentation of knowledge [5], they do not perform well in structural reasoning;
furthermore, knowledge graphs can clearly explain the predicted results through
inference paths [6], which are well suited for structural reasoning but lack the
ability to provide full coverage of knowledge [7]. How to effectively combine pre-
trained language models and knowledge graphs for Q&A remains an open and
challenging problem.

A knowledge graph is a structured database that stores facts in the form
of triples. Some of the larger publicly available knowledge graphs are Freebase
[8], YAGO [9], NELL [13], Wikidata [14] built by Google in 2013, and DBpedia
[15]extracted from Wikipedia entries given by Lehmann et al. In this paper, we
focus on multihop Q&A on the problem relationship subgraph, which consists
of entities and relationships, as shown in Fig. 1. Multihop Q&A currently has
two dominant approaches: semantic parsing-based [2] and information retrieval-
based approaches [16]. Both approaches first identify head entity in a question,
connect them to entities in the knowledge base and then reason by executing the
logical form of the parsed question or by extracting specific question subgraphs
from the knowledge base to the answer in the subject entity domain. They
used different working mechanisms to solve the knowledge base Q&A task, the
former approach represented the problem through a logical symbolic model, and
the latter approach constructed a subgraph specific to the problem, provided
comprehensive relocation information to the problem and ranked the extracted
entities based on their relevance to the problem [2]. In complex problems, more
relations and topics increase the search space of potential logical forms used
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for parsing, which will increase the computational cost significantly, while more
relations and entities may prevent the ranking of all entities based on information
retrieval methods, leading to incorrect results. Our model outperforms all current
baseline models in terms of efficiency (as shown in Fig. 3).

Currently, multihop Q&A on the problem relationship subgraph has two
main challenges [7].

(1) How to form the corresponding problem-related subgraphs through incom-
plete knowledge graphs for the given problem text.

(2) How to reason on the problem-related subgraphs.

To address these problems, we propose an end-to-end information retrieval
model using an efficient inference model consisting of a pre-trained language
model and a neural network (QA-Net),1 which has the following advantages,
Effectiveness: QA-Net achieves SOTA results on all relevant data sets Trans-
parency: QA-Net is fully attention-based, so, we can easily understand the rea-
soning path of the problem. We obtain the problem text by pretraining the
language model and then use it for relational reasoning by constructing a struc-
tured knowledge graph. The contributions of our paper are as follows.

(1) We use the Roberta [9] model to embed the problem, expand the target
entity list by reverse relationships, and embed the entity list by the TF-IDF
[17] model (Renode). In question reasoning, we join the Q&A context and
question relationship subgraph for reasoning, which decreases the relation-
ship gap between questions and entities.

(2) To reason over the problem subgraph, we design an attention-based Net
module for problem reasoning, add the previous problem and relation graph-
generated values to the existing reasoning process by means of weights to
strengthen the connection during reasoning and design a new computational
function for node loss (Net).

2 Related Work

In this paper, We address multihop Q&A of a structural knowledge graph, which
is constructed by extracting relevant entities and relationships from the knowl-
edge base (as shown in Fig. 1). In previous work, PullNet [19] and QA-GNN
[12] are similar to our model, with the former focusing on a hybrid form of
labeled and textual relations and the latter focusing on constructing relational
graph inference in multiple question and answer sessions. They first retrieve a
subgraph of relations for a particular question and then use graph neural net-
works to reason implicitly about the answer to the question. These graph neural
network-based methods are usually weak in interpretability because they can-
not produce intermediate inference paths [20], which we believe is necessary in
multihop Q&A.

1 Source code will be made available post acceptance.
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The graph form of Q&A that uses labels is called KGQA and is mainly
grouped into two categories: semantic parsing [21,22] and information retrieval
[1,2]. The former parses a question into logical form and queries the answer entity
based on the knowledge base, while the latter retrieves subgraphs of a particular
question and applies some ranking algorithm to select the most likely answer
entity. Among these methods, VRN [24] and SRN [25] have good interpretability
because they clarify the inference path through reinforcement learning. However,
they suffer from convergence problems due to the very large knowledge base,
which leads to models with very large search spaces. IRN [26] and ReifKB [27]
learn the distribution of relations in the inference process but can only optimize
the reasoning process through answer entities.

In single-hop problem inference, where the answers to questions can be
retrieved directly from the knowledge base, pre-trained language models often
outperform humans. For more challenging multihop problems, in the present
work, Denis Lukovnikov et al. [28], used a transformer for a multitask model
based on joint learning, but it could only handle simple Q&A tasks and used
relationship prediction as a classification task. The CQA-NMT model uses a
transformer for the prediction of variable-length paths in multihop Q&A but
does not address the incompleteness of multihop Q&A in knowledge graphs. In
this paper, we use the transformer model and TF-IDF [17] model to close the
gap between the problem embedding space and the knowledge graph embed-
ding space and add reverse relations and entities to the relationship graph to
compensate for the incompleteness of knowledge graphs.

3 Methodology

We reason on a structured knowledge graph, where nodes denote entities and
edges denote relationships. As shown in Fig. 1, given a question and answers, we
need to reason on the knowledge graph to obtain the correct result. as shown
in Fig. 3. First, we embed the problem using the Roberta model, add reverse
relational entities to the list of problem-related entities and then perform entity
embedding through the TF-IDF model (3.1). To find the correct inference path
in the structured knowledge graph, we used the multilayer perceptron MLP for
inference over the knowledge graph (3.2). To capture the relationship between
the head node in the questions and other entities in the structured knowledge
graph and to adjust our model, we designed the relevance score of the nodes and
adjusted the calculation of the loss function (3.3) (Fig. 2).

3.1 Structured Knowledge Graph Embedding

To merge the problem and knowledge base into the same structure, we designed
a joint reasoning space. We explicitly connect the problem and related entity
nodes together to form a common graphical structure. Structured knowledge
graphs are represented by G, entities are represented by E and edges connecting
entities are represented by R. We use q to represent the problem text, e to
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Fig. 2. The reasoning process of a 2-hop problem on QA-Net. For a two-hop problem,
we start from the head entity (blue point) in the problem, and in the relationship
diagram we are able to clearly know the first hop to the entity (green point) as well as
the second hop entity (red point) (Color figure online)

represent the related entities, eh to represent the head entity in the problem
text, r to represent the relationship between entities, n to represent the number
of entities, and ri,j to represent the relationship between the head entity ei and
the tail entity ej . ri,j needs to be obtained from the entity relationship pairs in
the knowledge base. For a multihop problem q, the correct problem path needs
to be reasoned in the relational graph from the head entity eh. The correct set
of answer entities Y = {eY 1 , . . . , eY |Y |} is found by reasoning on the path.

We encode the question q using the language model.

qLM = Roberta(text(q)). (1)

for each entity in all questions, in order for the model to have a better response
to similar topic Q&A task, we use a TF-IDF model to quantify each entity in
the knowledge base.

TFi =
ni

k∑

w=0
nw

,

IDFi = log(D/(1 + di)),
T Ii = TFi ∗ IDFi.

(2)

where ni denotes the number of occurrences of word i in the knowledge base,∑k
w=0 nw denotes the number of occurrences of all words, and TFi denotes the

word frequency of entity i. D denotes the total number of problems, and di
denotes the number of entities i contained in the list of target entities in the
problem, TIi is the TF − IDF value for the numbered word i.

3.2 QA-Net Architecture

To obtain the correct answer to a multihop question, QA-Net starts from the
head entity and goes through T-step reasoning, where at each step it looks at a
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different part of the question and determines the most relevant content. Initially,
to maintain the activation probability of the entities, QA-Net sets the head
entity probability to 1 and the rest of the entity probabilities to 0. In each step,
QA-Net calculates the relevance score of each node to represent its activated
agent relationship, and then transmits the score of the entity in the activated
relationship. Finally, we obtain the correct result by the softmax function. In
each step, we use

h(t+1) = ft(ht) + ht. (3)

to update ht.
In the model calculation process, ht = [0, 1]n denotes the score of entities

in step t. [0, 1]n n-dimensional vectors have values from 0 to 1, h0 is the initial
value, and only the head entity eh is 1.

qLM (h1, . . . , hn) = fenc(q),

c qt = f t(qLM ),

bt = Softmax(c qt ∗ qLM ),

qt =
bt

|n|∑

i=1

bti ∗ hi

.

(4)

where fenc denotes the language model of the problem embedding (Roberta),
n indicates the number of words in the question, hi denotes the vector of each
word in the problem f t denotes the MLP of RD → RD, and D = 768 denotes
the embedding dimension of the problem.

In addition, during the model reasoning process, we need to calculate and
update the relationship between nodes, And at each step we need to calculate
the midweight of the problem to achieve the best results.

pti,j = f t(rti,j,k ∗ eh),

wt
i,j,k = Sigmoid(pti,j,k),

ati = et−1
i wt

i,j,k.

(5)

where ri,j,k denotes the k-th relation sentence, eh denotes the relationship vector
of the head node, f t is an MLP of RD → RR, R denotes the number of relations,
et−1
i denotes entity i, e0i is the initial head node, and ati is the target entity.

Finally we need to find the weighted sum of a1, a2, . . . , at in each step t to
determine the final output of the target entity.

c = Softmax(f t(qLM )),

a∗ =
T∑

t=1

ct ∗ at.
(6)

where f t is an MLP function of RD → RR, c ∈ [0, 1]T denotes the probability
distribution of the problem jumps, and a∗ indicates the final target entity answer.
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3.3 Training

Assuming that the set of answer entities to the question is Y = ey1 , . . . , ey|Y | ,
then

yi =

{
1 ei ∈ Y

0 ei /∈ Y
(7)

To obtain better results, we designed an ideal equation for the model to weigh
the loss between a∗ and y.

L = k ∗
∑|Y |

i=1 (yi ∗ ai ∗ ||a∗
i − yi||)

∑|Y |
i=1(yi ∗ ai)

(8)

where y is the answer entity, a is the target entity, and K is a constant used to
adjust the size of the loss function, the training process k = 0.8 in the training
process, and the training effect is better. ||a∗ − y|| represents the square of the
two vectors Euclidean distance.

In Eq. (6), since the model may become very large in each reasoning step,
the values in ati values may cause the gradient to explode when the number of
jumps increases, thus affecting the accuracy of the model. Therefore we need
to rectify the entity fraction after each step t to ensure that the value is in the
range [0, 1], while also retaining the differentiability of the operation. We have
the following truncation function.

f(x) =

{
1 x ≥ 1
x x<1

(9)

In step t, we use f(x) to truncate each element in at.

4 Experiment

4.1 Dataset

WebQSP [8] is a small dataset containing 4737 Freebase-based natural language
questions that can form a large-scale knowledge graph with millions of entities
and triples. The questions in this dataset are one-hop and two-hop questions
and can be answered by Freebase.

CompWebQ (CWQ) [9] is generated by WebQSP by extending the question
entities and adding constraints to the answers with more jumps and constraints,
and the questions require up to 4 jumps for reasoning in the knowledge graph.
The dataset contains 34,654 questions and consists of four distinct question
types: combinatorial (45%), connected (45%), comparative (5%), and top-level
(5%) (Table 1).
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Table 1. The training, validation and test set division of WebQSP and CWQ.

Dataset Train Dev Test

WebQSP 2937 100 1569

CWQ 27623 3518 3513

4.2 Baseline

KVMemNN [29] is mainly intended to solve the problems that when Q&A applies
a knowledge base, the knowledge base may be too limited, its schema for storing
knowledge (schema) may not support certain types of Q&A, and the knowledge
base is excessively sparse.

GraftNet [30] uses heuristics to extract a problem-specific subgraph from
the entire relational graph, and then uses a neural network to reason about the
answer.

PullNet [19] improves GraftNet by using a method that replaces the heuristic
with a graph CNN to retrieve subgraphs.

EmbedKGQA [23] uses KGQA as a link prediction task and incorporates
the knowledge graph embedding to solve the incompleteness of KGQA. Embed-
KGQA embeds the questions and KG triples into the vector space, calculates
the scores of the candidate answers by the score function and selects the highest
scoring entity as the answer.

TransferNet [31] supports label and text relationships, and TransferNet main-
tains multishop relationship scores for entity score spreading. It starts from the
subject entities of the problem and maintains a vector of entity scores. In each
step, it processes the problem words and calculates the scores of the relation-
ships between entities, then transforms these relationship scores into an adja-
cency matrix, and finally multiplies the entity score vector with the relationship
score matrix. After repeating multiple steps, the target entities are obtained.

4.3 Results

In the entity set for word embedding, we perform frequency statistics on the
entities in the knowledge graph, and then generate corresponding one-hot codes
based on the statistical word frequencies to achieve the embedding of the entities.
Moreover, we find that not only the reverse relationship will affect the experi-
mental results. For some problems, we may need the tail entity in the knowledge
graph to begin problem reasoning, so we will select some entities with the oppo-
site relationship to add to the candidate entity list for training. On the WebQSP
dataset, we set the reasoning step to T = 2, and we use Roberta as the ques-
tion embedding model. We set the hidden layer size to D = 768. We optimize
the model using RAdam [10] with a learning rate of 0.001, compute the final
question answer by using a multilayer MLP to obtain the multihop reasoning
and relations results, and finally select the final question answer by the sigmoid
function. We obtained satisfactory results in less than 4 h running on a single
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Table 2. Model accuracy comparison on WebQSP, QA-Net is far more efficient than
other baseline models on WebQSP.

Model WebQSP KG-full WebQSP KG-half

KV-Mem 46.7 32.7(31.6)

GraftNet 66.4 48.2(49.7)

PullNet 68.1 50.1(51.9)

EmbedKGQA 66.6 53.2

TransferNet 71.4 –

QA-Net (ours) 74.5 59.0

Table 3. Model accuracy comparison on CWQ, QA-Net also outperforms other base-
line models on the CWQ.

Model CWQ KG-full CWQ KG-half

KV-Mem 21.1 14.8

GraftNet 32.8 26.1

PullNet 47.2 31.5

TransferNet 48.6 –

QA-Net (ours) 47.8 33.5

NVIDIA RTX8000. CWQ contains problems that require no more than four hops
of reasoning and are of different types. We set the inference step to T = 4, and
other settings are the same as those for WebQSP (Table 2 and 3).

4.4 Interpretability

Table 4. QA-Net ablation experiment; Renode denotes our processes at the node and
Net denotes our neural network processes; “-” means no such module is available.

WebQSP KG-full WebQSP KG-half

QA-Net 74.5 59.0

QA-Net(-Renode) 74.1 56.8

QA-Net(-Net) 72.4 56.7

QA-Net(-Renode/-Net) 70.3 56.1

Table 4 shows the results of our ablation experiments on the modules of QA-
Net. Each module has a positive contribution to the final results of the model.
During the experiments we found that when we add reverse nodes to the list of
preselected entities, the effect on the one-hop Q&A is very large, and the same
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effect in the KG-half setting. At the same time, we find that when the knowledge
graph becomes larger, the relevance score of nodes has a greater impact on the
model, and it is worth considering how to better calculate the relevance between
nodes.

4.5 Model Efficiency

From Fig. 3, we can see that on the WebQSP dataset, EmbedKGQA does not
have a high model aggregation rate although it starts with a higher accuracy rate,
instead our model has a better aggregation rate, while our model outperforms
other baseline models with the same number of epochs.

Fig. 3. Effect of different epoch numbers on model accuracy

5 Conclusion

In this paper, we propose an effective joint inference model QA-Net for knowl-
edge graph Q&A, and we determine on how to form better subgraphs of related
questions and how to combine questions and question subgraphs for reasoning.
The problem embedding by pre-trained language models and TF-IDF embedding
of entities are followed by joint reasoning over the problem subgraphs obtained
from multilayer neural networks. The contributions of this paper are as follows:
based on the Q&A problem and the knowledge graph entity relationship space,
an attention-based Net module is designed for joint inference, while the informa-
tion of inference in the previous step is retained by adding weights to the current
inference process, and a new calculation function for node loss is designed. Our
accuracy results on the WebQSP dataset surpasses the results of all baseline
models to achieve state-of-the-art performance. Moreover, our model achieves
good results on the CWQ dataset, proving the effectiveness of our method and
illustrating the possibility of our model to be applied to larger knowledge bases.
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