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Abstract. As artificial intelligence has grown, intelligent technology has
steadily been used in the classroom. Intelligent in-class evaluation has
gained popularity in recent years. In this study, we apply two models:
AE-SIS (Analytic Hierarchy Process-Entropy Weight-TOPSIS) and AW-
AB (Adjusted Weight in Adaptive Boosting) to evaluate in-class teaching
quality. We provide an ensemble scheme for intelligent in-class evaluation
that combines the benefits of the two models. We test the current in-
class evaluation criteria using classroom datasets for comparison. The
outcomes show how great and successful the suggested plan is.
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1 Introduction

Education informatization is a breakthrough that stimulates improvements in
the outdated educational system while also supporting students in fully develop-
ing themselves. It does this by leveraging several information approaches [15,17],
including big data and AI methodology. For instance, Malaysia encourages
cloud resources while developing innovative curricula, instructional methods,
and learning resources [12]. Japan employs a platform for collaborative home-
schooling to raise awareness of electronic textbooks and other learning materi-
als [20]. China has started to gradually digitize education with support from the
strong policy. Governments must raise the degree of information infrastructure
building and set up a top-notch education support system, according to “The
14th Five-Year-Plan of National Informatization Plan” [1] in 2021. Governments
should adopt strategic efforts to hasten the digital education transformation and
intelligent updates as well as integrate information technology and educational
innovations, according to the “Work Highlights of the Ministry of Education”
from 2022 [2].
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In related research, intelligent education quality evaluation is a crucial com-
ponent of education informatization. It may evaluate learning outcomes, eval-
uate teaching quality, and help intelligent systems manage instruction. The
observation-based scale method and the questionnaire-based research method,
both of which are manual processes, are the two types of in-class teaching quality
evaluation techniques that are traditionally used [9]. As a result of the assessor’s
subjective elements, it is impossible to draw a more unbiased and trustworthy
conclusion. Also, it would take more time and effort to manually create question-
naires and observe teaching. Therefore, how to make education quality evaluation
more intelligent has become a research hotpot [19].

The Distance Education Center at Beijing Normal University, for instance,
has developed a methodology for measuring student involvement in distant
learning based on LMS data that considers four factors [10], including online
participation and interaction. To gauge student learning, the New Future firm
created the Wisroom smart classroom system [18]. The Gradescope platform
was developed by the University of California’s Department of Computer Sci-
ence to assist teachers in classifying and revising more than 250 million student
assignments [11]. However, most current intelligent systems are analytic tech-
niques such as behavior recognition, and in-class teaching quality models are
scarce and have yet to be evaluated. To address the above problem, we propose
an ensemble scheme for intelligent in-class evaluation.

2 Background

2.1 Statistical Learning

The Analytic Hierarchy Process and the Entropy Weight Method. By
reducing complex problems down into smaller, more manageable components,
the Analytic Hierarchy Process (AHP) [13] assists people and organisations in
prioritising and making decisions. It entails building a hierarchy of choice crite-
ria and options, then performing pairwise comparisons to ascertain their relative
weight. The Entropy Weight Method (EWM) [3,21], a multi-criteria decision
analysis technique, uses information theory and entropy to evaluate the rela-
tive weight of selection criteria. It works by assessing the degree of diversity
or uncertainty among the selection criteria and assigning weights based on the
importance of each criterion.

TOPSIS. In the Technique for Order Preference by Similarity to an Ideal Solu-
tion (TOPSIS), the solutions are ranked according to how closely they resemble
the ideal answer.

Denote n as the number of samples, m as the number of features, and xij

as the jth feature of the ith sample. The steps for using the TOPSIS method to
perform the calculations are listed as follows:

(1) Regularization. Features need to be classified into four categories:
extremely large features (larger is better), extremely small features (smaller is
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better), intermediate features (closer to a certain value is better) and interval
features (within a certain range is better). All features that are not extremely
large must be transformed into the type where larger features are considered
preferable.

(2) Normalization. Normalize all the feature series to eliminate the influence
of the magnitude.

(3) Calculation of the distance between each sample and the positive ideal
solution and negative ideal solution. Denote X+ =

{
X+

1 , . . . , X+
m

}
as the positive

ideal solution, where X+
j , j ∈ {1, . . . , m} is the maximum value of jth feature.

Denote X− =
{
X−

1 , . . . , X−
m

}
as the negative ideal solution, where X−

j , j ∈
{1, . . . , m} is the minimum value of jth feature. Denote D+

i as the distance
between ith sample and X+, D−

i as the distance between ith sample and X−.
They are calculated as:
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(4) Calculation of the final score. The final score for each sample is calculated
as:

Si =
D−

i

D+
i + D−

i

(3)

2.2 Ensemble Learning

Ensemble Learning (EL) is a supervised learning algorithm that has gradually
become popular [6]. Freund and Schapire [7] proposed the Adaptive Boosting
algorithm (AB), which automatically adjusts the weight of each base learner
according to the error rate. All base learners are assigned weights according to
error rates to obtain an ensemble learner.

3 Method

3.1 The Analytic Hierarchy Process-Entropy Weight-TOPSIS
(AE-SIS) Model

Although the TOPSIS technique reveals sample differences clearly and correctly,
it tends to equally weight each aspect or relies on subjective experience, which
makes it inadequate for assessing the effectiveness of in-class instruction. As
a result, appropriate weights must be provided for each model feature. Using
the AHP-EW model with the TOPSIS technique results in more appropriate
weights for assessing the quality of classroom instruction because the AHP-EW
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model incorporates subjective and objective data [16]. The structure of the AE-
SIS model is shown in Fig. 1. For different indicators, the specific process of the
AE-SIS model is described in Fig. 2.

Fig. 1. Framework of the AE-SIS model.

The steps for using the AE-SIS model to evaluate in-class teaching quality
are presented as follows:

(1) By the in-class teaching quality evaluation system [8], choose and stan-
dardize the features that correspond to the indicators.

(2) Calculate the comprehensive weights of the features. The subjective and
objective weights of the features were determined and ranked using the AHP and
EWM, respectively. Then, based on the data intensity and order of the objective
and subjective weights, the comprehensive weights are decided.

(3) Calculate the scores of the samples. The samples are first evaluated and
scored based on TOPSIS. The combined weights derived in the previous step are
then introduced in the calculation of the distances to the positive and negative
ideal solutions. The updated equation is as follows:
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where wj is the comprehensive weight of the jth feature.
(4) Output of the corresponding results. For category indicators, we will com-

pare and analyze the scores of each sample, identify the classification threshold
and convert the scores into category results. For the score indicators, the scores
need to be normalized so that they meet the requirements.

Fig. 2. The AE-SIS-based statistical model for in-class teaching evaluation.

3.2 The Adjusted Weight in Adaptive Boosting (AW-AB) Model

Even while Adaptive Boosting excels at solving classification and regression
issues, it is highly sensitive to unusual data. The algorithm will give aberrant
samples more weight throughout the iterative training phase, which will change
the weight of regular samples and thus result in low accuracy. To increase accu-
racy, we implement a penalty mechanism to lessen the weight of samples with
multiple errors. For different indicators, the specific process of the AE-SIS model
is described in Fig. 3.

The steps for using the AW-AB model to evaluate in-class teaching quality
are described as follows:

Dataset A = {(x1, y1) , . . . , (xn, yn)}, where n is the number of the samples,
xi and yi are the data and label of the ith sample, respectively. h is the base
learner, and c is the number of iterations.

(1) Determination of the base learner and dataset. The corresponding fea-
tures and dataset are determined according to the indicator system.

(2) Initialization of the sample weights as 1
n .

(3) The base learner hc is trained using the current weight Wc, and the error
ec is calculated at each iteration. hc is calculated as:
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Fig. 3. The AW-AB-based ensemble model for in-class teaching evaluation.

hc = AdaBoost (A,Wc) (6)

ec =
N∑

i=1

wciI [hc(x) �= y] (7)

(4) The weighting factor αc and normalization factor Zc are calculated based
on ec. It is calculated as:

αc =
1
2

ln
(

1 − ec

ec

)
(8)

Zc =
n∑

i=1

Wcie
−αcyihc(xi) (9)

(5) A penalty mechanism is introduced to update the sample weights Wc+1.
We introduce the weighting threshold th. After a certain iteration, if a sample is
assigned weights above this threshold due to a consistently high ec, the sample
will be judged as an anomaly. We then add penalties to reduce the weight of
the sample, thus reducing the impact of the sample on the overall model ec. β
is the weight adjustment parameter after the threshold is exceeded. The process
is calculated as follows:

(6) Synthetic ensemble learner H(x). The combination of C weak learners
into AW-AB ensemble learners is calculated as:

H(x) = sign

(
c∑

c=1

αchc(x)

)

(10)
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Table 1. Formulas for updating weights based on the AW-AB model

Conditions Weighting update formula

If hc (xi) = yi Wc+1 = Wc(i)e
−αc

Zc

If hc (xi) �= yi If Wc (xi) ≤ th Wc+1 = Wc(i)e
αc

Zc

If Wc (xi) > th Wc+1 = Wc(i)e
1−β
2

Zc

4 Experiment

4.1 Dataset

We selected 200 sessions of audio and video data of smart informatization class-
rooms in primary and secondary schools at Beijing Normal University. After
processing by artificial intelligence algorithms such as object detection, speech
recognition, and action recognition [4,5,14], we obtained a total of 200 sets of
teacher samples and a total of 300 sets of student samples.

Fig. 4. Performance comparison of students’ and teachers’ indicators of different mod-
els. (a) Performance of students’ indicators (b) Performance of teaching style (c) Per-
formance of teaching method (d) Performance of teachers’ media usage.
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Fig. 5. Confusion matrix for teachers’ indicators evaluated by the AE-SIS model. (a)
Performance of teaching style (b) Performance of teaching method (c) Performance of
teachers’ media usage.

The teacher samples are divided into six categories-movement, emotion, vol-
ume, speed, speech text and labels. The student samples are divided into three
categories-movement, emotion, and labels. Both teacher data and student emo-
tion data include two categories: laughing or not laughing. Teacher movement
data include 9 categories: raising hands, gesturing with both hands, moving
around, teaching without gestures, bending over to operate the desktop, holding
textbooks, writing on the blackboard, turning over and fingering the multimedia.
Student movement data included 5 categories: raising hands, reading, writing,
head up, and lying on the table.

Table 2. Performance Comparison of TOPSIS and the AE-SIS model

Indicator Metric TOPSIS AE-SIS

Students’ Concentration RMSE 11.17 10.06

Students’ Participation RMSE 13.99 12.34

Teaching Style Acc 0.712 0.742

MP 0.715 0.738

MR 0.712 0.744

MF 0.712 0.739

Teaching Method Acc 0.876 0.925

MP 0.878 0.925

MR 0.876 0.925

MF 0.876 0.925

Teachers’ Media usage Acc 0.909 0.939

MP 0.909 0.939

MR 0.909 0.939

MF 0.909 0.939
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Fig. 6. Confusion matrix for teachers’ indicators evaluated by the AE-AB model. (a)
Performance of teaching style (b) Performance of teaching method (c) Performance of
teachers’ media usage.

Table 3. Performance Comparison of the AB and AW-AB models.

Indicator Metric AB AW-AB

Students’ Concentration RMSE 9.22 7.06

Students’ Participation RMSE 10.66 9.37

Teaching Style Acc 0.718 0.762

MP 0.729 0.764

MR 0.718 0.763

MF 0.713 0.764

Teaching Method Acc 0.896 0.903

MP 0.896 0.904

MR 0.896 0.904

MF 0.896 0.903

Teachers’ Media usage Acc 0.891 0.920

MP 0.891 0.920

MR 0.891 0.920

MF 0.891 0.920

4.2 Results

We drew on the existing evaluation systems as the in-class teaching quality
evaluation system for this trial [8]. In this section, we compare the performance
of the AE-SIS model, AW-AB model and proposed ensemble model.

Comparison of the AE-SIS and AW-AB Models. Fig. 4(a) shows a com-
parison of students’ indicator evaluations. Figure 4(b)(c)(d) shows a comparison
of teachers’ indicator evaluations. From the results, we know that two-category
classification tasks are simple, that the AE-SIS model fits well, and that the
AW-AB model is more suitable for complex tasks such as teaching style classi-
fication.
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Fig. 7. Framework of the ensemble scheme.

Table 4. Performance Comparison of the Traditional model and Combination model.

Classification Indicator Metric TOPSIS AdaBoost Ensemble Scheme

Students’ Score Indicators Students’ Concentration RMSE 11.17 9.22 7.06

Students’ Participation RMSE 13.99 10.66 9.37

Teachers’ Category Indicators Teaching Style Acc 0.712 0.718 0.762

MP 0.715 0.729 0.764

MR 0.712 0.718 0.763

MF 0.712 0.713 0.764

Teaching Method Acc 0.876 0.896 0.925

MP 0.878 0.896 0.925

MR 0.876 0.896 0.925

MF 0.876 0.896 0.925

Teachers’ Media usage Acc 0.909 0.891 0.939

MP 0.909 0.891 0.939

MR 0.909 0.891 0.939

MF 0.909 0.891 0.939

The Results of the AE-SIS Model. The RMSE between the predicted value
and the label value of students’ concentration is 10.06, and the RMSE of stu-
dents’ participation is 12.34. Figure 5 shows the confusion matrix of the teach-
ers’ indicators. Table 2 shows a comparison of the AE-SIS model and TOPSIS
method of in-class teaching evaluation. The results show that the proposed AE-
SIS model is overall better than the TOPSIS method, which performs well in
the classification of teaching methods and teachers’ media usage. The results
demonstrate the effectiveness of statistical models in in-class intelligence teach-
ing quality evaluation.

The Results of the AW-AB Model. The RMSE between the predicted value
and the label value of students’ concentration is 7.058, and the RMSE of stu-
dents’ participation is 9.370. Figure 6 shows a confusion matrix of the teachers’
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indicators. Table 3 shows a comparison of the AW-AB model and AB model.
The proposed AW-AB model has significant improvements in the classification
of teaching style and regression task of students’ indicators, is better than the
AB model. The results demonstrate the advantages of the proposed model in
in-class intelligence teaching quality evaluation.

Comparison of the Ensemble Scheme and Traditional Method. Thus,
for different indicators, we choose different suitable models to obtain the combi-
nation model, as shown in Fig. 7.

Table 4 shows a comparison of our proposed ensemble scheme and the tra-
ditional method:TOPSIS and AdaBoost. The ensemble scheme performs better
on the in-class student regression tasks and teacher classification tasks.

5 Conclusion

In this study, we propose an ensemble technique for intelligent in-class eval-
uation, and we experimentally show how better and more efficient it is. The
AE-SIS model outperforms the TOPSIS technique via entropy weighting and
analytic hierarchy process feature weighting. The AW-AB model outperforms
the AdaBoost method by tweaking basic learners’ weight updates to lessen the
influence of aberrant samples. In addition to providing a more thorough and
varied framework than a single model, the ensemble scheme efficiently addresses
the issues with traditional in-class teaching evaluation.
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