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Abstract. Social media is a fertile ground for the growth and distribution of mis-
information. The belief in misinformation can have devastating consequences,
and may lead to unnecessary loss of life. Properly identifying and countering
misinformation on social media is therefore necessary for the fight against misin-
formation. In this research, we developed an Adjusted Semi-Supervised Learning
for SocialMedia (ASSLSM)method to classify and analyze tweets regardingmis-
information related to earthquakes prediction. The ASSLSM method adjusts the
pseudo-labeling constraints based on assumptions related tometadata of the tweets
and users, with the goal of providing better information to the underlying models.
We collected a dataset of 82,129 tweets related to the subject of earthquakes pre-
diction. Expert seismologists manually labeled 4,157 tweets. We evaluated and
compared the performance ofASSLSM, supervised learning, and semi-supervised
learning (SSL) methods on the dataset. We found that the ASSLSM methodol-
ogy provides better and more consistent performance in comparison to supervised
learning and SSL. Finally, we used an ASSLSM classifier to classify the full
dataset and analyzed the classified dataset.

Keywords: Semi-Supervised Learning ·Misinformation · RoBERTa · NLP ·
Earthquakes · Social Media

1 Introduction

Social media has a key role in the expression and distribution of authoritative as well
as speculative information on different subjects in recent times, primarily because of its
massive adoption, audience, and accessibility.

Social media platforms reach different sectors of the population and are often
accessed multiple times a day, or even continuously throughout the day, for recreational
purposes as well as for receiving important information. Considering its reachability and
instantaneous nature, social media inevitably became a viable channel of communica-
tion for information, such as warnings about upcoming and ongoing emergencies and
disasters.
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During the COVID-19 pandemic, social media served as a communication channel
for news and updates about the spread of the virus throughout the world, as well as
medical recommendations [1].

It is important to acknowledge that social media is also a ground for the growth
and dissemination of misinformation. Misinformation is false or inaccurate information
according to the best factual evidence that is available at a given point in time, regardless
of an intention to mislead or deceive [2].

Misinformation and the belief therein are driven by a natural need to rationalize
unexplained or unexpected emergencies and disasters. The lack of authoritative sources
with reliable information regarding emergencies and disasters, such as an outbreak of a
virus or an earthquake, combined with circumstantial evidence, promotes misinforma-
tion [3, 4]. The belief in misinformation can have devastating consequences, and even
lead to unnecessary loss of life.

Earthquakes prediction is one of the topics of misinformation that is being discussed
on social media. According to the current state of research, earthquakes cannot be pre-
dicted. The exact location, time and magnitude of future events cannot be specified [5,
6]. However, misinformation regarding earthquakes prediction or advance warnings is
constantly spread on social media [5, 7]. Earthquakes contribute to anxiety, shock, and
panic of the population, which consequently make the population more vulnerable to
misinformation [8]. A population that frequently encounters misinformation regarding
earthquake predictions may hesitate to take necessary actions to protect itself when a
real earthquake alert is issued. Misinformation regarding earthquake predictions causes
a variety of symptoms, such as confusion, anxiety, or misguided beliefs that further lead
to unnecessary actions like evacuation. Misinformation on social media is a commonly
researched topic in general and on Twitter specifically [1, 9, 10].

In this research, we developed a new semi-supervised classifier to classify and ana-
lyze tweets regarding misinformation related to earthquake predictions. This methodol-
ogy presents several challenges, including the collection of enough relevant data, labeling
the data as misinformation or not-misinformation, and the development of a classifier
to detect tweets that spread misinformation. Finally, the classified tweets are analyzed
to gain knowledge and insights on how to support the fight against misinformation
regarding earthquakes prediction.

We address these challenges and provide the following contributions. We collected
82,129 tweets according to a specific search query that expert seismologists curated. A
key task in analyzing tweets related to misinformation is to label and classify the tweets
[1]. Collecting a large amount of data is often efficient and fast, whereas labeling the data
can be a lengthy, costly, and complicated process. Therefore, a relatively small amount
of labeled data is often used to classify a relatively large amount of unlabeled data. In this
work, expert seismologists labeled 4,157 tweets. The labeled dataset constitutes about
five percent of the dataset.

Training a classifier where only five percent of data is labeled can provide a good
model for the training set. However, applying the model on the rest of the data may be
problematic regardless of how representative the training set and classifier are [11]. Semi-
Supervised Learning (SSL) methods address this concern by making assumptions about
the actual labels of the unlabeled data based on the confidence levels of the predictions.
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In this work, we eased the confidence level assumption and introduced new assumptions
that are more robust when labeling data from social media.

Classification models depend on features that represent samples in the dataset. For
textual data, the features are often derived from Natural Language Processing (NLP)
word embedding algorithms. The outcome is that two semantically-similar texts are
likely to be classified as having the same label.

However, classification models based on word embedding features do not account
for valuable metadata of social media posts, such as the classification of other posts of
the same users, the number of followers a user has, or the time the user has existed on
the platform. While semantically similar tweets share similar embeddings, the actual
classification of other tweets posted by the same user can be even more useful than the
classification of more semantically similar tweets from other users.

In this work, we present the Adjusted Semi Supervised Learning for Social Media
(ASSLSM) method. ASSLSM takes into consideration different metadata of the users
whoposted the tweets, aswell asmetadata of the tweets. This approach ismore robust and
adapted to the environment of social media in general, and to misinformation regarding
earthquake predictions specifically. To the best of our knowledge, this work is the first
to consider features derived from social media metadata in the process of SSL.

2 Related Work

Twitter is a valuable and frequently used source of information for research regarding
misinformation on socialmedia. Erokhin et al. [9] analyzed the behavior of different con-
spiracy theories related to the COVID-19 pandemic. Batzdorfer et al. [12] investigated
the dynamics of tweets that discuss COVID-19 conspiracy theories, by comparing tweets
from a group of users that talked about conspiracy theories and a group of users that
participated in the general discussion on the virus. Darwish et al. [13] created a fake news
detection system and built a dataset of fake and real tweets about the Russian-Ukrainian
conflict using deep-learning and machine learning methods.

NLPmethodologies such as Bidirectional Encoder Representations fromTransform-
ers (BERT) [14], provide superior results for different NLP tasks, includingword embed-
ding [15, 16]. Micallef et al. [17] used BERT embeddings to investigate and counter
misinformation in tweets related to COVID-19 over a period of five months. Elroy and
Yosipof [1] transformedBERTword embeddings to sentence embeddingusingSentence-
BERT [18] to train a classifier and classify a dataset of over 300K tweets related to the
COVID-19 5G conspiracy theory.

RoBERTa is a Robustly Optimized BERT Pretraining Approach model based
on BERT, that was pretrained with different design decisions, leading to improved
performance and state of the art results [19–21].

Sentence-BERT is amodification of the pre-trainedBERT network that uses Siamese
and triplet network structures on top of the BERT model and fine-tuned based on high
quality sentence interface data to learn more sentence level information [18]. Sentence-
BERT can also be applied onRoBERTa’s embeddings to transform theword embeddings
into a single sentence embedding, resulting in 768 features per tweet when used with
RoBERTa-base.
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In addition to embeddings, training a classifier for misinformation on social media
also requires a labeled set. The labeled set is traditionally gathered through a lengthy
process of manual labeling and often results in a relatively small number of labeled
samples out of a relatively large amount of data. SSL addresses this issue by enhancing
the labeled dataset with pseudo-labels based on assumptions regarding the appropriate
labels for some of the unlabeled dataset.

Multiple SSL approaches exist, such as consistency training, proxy-label methods,
generative methods, and graph-based methods [22]. SSL models operate under certain
assumptions, such as that two samples that are close enough to each other in terms of
distance should share the same labels [22]. Another possible common assumption is that
two samples in the same cluster share the same label [22]. Depending on the task, these
assumptions can be more or less strict, which is reflected in the size and quality of the
pseudo-labeled dataset.

SSL proxy-label methods leverage a model that was trained on the labeled dataset to
label samples of the unlabeled dataset using heuristic approaches. A common require-
ment that the prediction meets a certain threshold of confidence level is typical for
proxy-label methods [22]. In this case, a label is considered a proxy label if the prediction
probability is greater than a certain threshold.

Metadata and characteristics of social media posts, as well as their authors, were
proven to be useful for classification tasks of tweets and were used to enhance classifica-
tion models in previous works [1, 23–25]. These include the number of users who follow
the author and the number of users the author follows as an indication of the author being
a robot [23], or URLs, mentions, retweets, and tweet length as indicators for credibility
[24, 25]. Balaanand et al. used tweets metadata in graph-based semi-supervised learning
to detect fake users on Twitter [26]. Jan et al. used tweets metadata as features for the
underlying classifier in a SSL methodology [27].

3 Workflow

To achieve the research objective, we developed the following workflow. Figure 1
describes the workflow used in this work. The workflow consists of four stages, namely
data collection and preprocessing, models evaluation, results, and analysis.

The data collection and preprocessing phase involves the collection of tweets related
to the discussion of earthquakes prediction misinformation on Twitter, the computation
of the embedding for each tweet, and the hand-labeling of tweets.

The evaluation process of the models consists of testing and comparing the perfor-
mance of different models using different techniques, namely supervised learning, SSL,
and ASSLSM.

Following the evaluation, the complete dataset is classified using the model that
provides the best performance, and the classified dataset is analyzed.
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Fig. 1. Research workflow.

4 Dataset

We collected 82,129 tweets related to the subject of earthquakes prediction, forecasts,
and notifications, and metadata of the users that posted the tweets, over a period of about
two years, fromMarch 1, 2020, toMarch 31, 2022. The datawas collected using a Twitter
API that is limited to academic research and provides access to Twitter’s full archive.
The search query used in this study was defined by expert seismologists as [[predict OR
forecast OR warn OR updates OR alert] AND [earthquake OR quake OR [seismic AND
event] OR seismicity OR shaking OR EQ]].

The data includes the tweets themselves as well as metadata such as the number of
retweets, likes, and replies a tweet received. Metadata of the users who posted the tweets
was also collected, such as the total number of tweets the user posted on the platform,
the number of followers they have, and the number of other users they follow.

Expert seismologists manually labeled 4,157 tweets into three categories in accor-
dance with the Communication Guide [6]. The three categories are misinformation,
not-misinformation, and irrelevant tweets (see Table 1). Tweets claiming to be able to
predict future earthquakes were labeled as misinformation (835 tweets, Table 1). Tweets
notifying about current earthquakes, rejecting others’ ability to predict future earth-
quakes, or explaining how certain services work, were labeled as not-misinformation
(1,416 tweets, Table 1). Other tweets that are not directly related to earthquakes, such
as secondary hazards, were labeled as irrelevant (1,906 tweets, Table 1).

We used RoBERTa-base to calculate the word embeddings of each tweet in the
dataset, and transformed the word embeddings of each tweet to a sentence embedding
using Sentence-BERT [18], yielding a vector of 768 features per tweet.
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Table 1. Categories of the manually labeled dataset with examples, number of tweets and
proportion of each category.

Category Example # of Tweets % of Tweets

Misinformation “24 h WARNING: 5.5 + earthquake is likely
in the Mammoth Lakes - Bridgeport area and
5.0 + earthquake is likely within 50 miles of
Santa Clarita - NW of Los Angeles during the
next 24 h.”

835 20.09

Not misinformation “No one can accurately predict earthquakes.
The USGS issues long term earthquake
forecasts for certain areas.”

1,416 34.06

Irrelevant “Could end in 5 billion gallons of lava or
nothing will happen. Hard to say. [link]”

1,906 45.85

5 ASSLSM: Adjusted Semi-Supervised Learning for Social Media

SSL based on proxy-method uses an underlying supervised learning model to predict
the labels for the unlabeled data. Predictions that meet certain criteria are assigned as
pseudo-labels to the labeled dataset for the purpose of training a model. A common
assumption in SSL is that predictions with a confidence level above a certain threshold
are correct.

ASSLSM implements additional constraints for the pseudo-labels, based on features
of the metadata of the tweets and the users who posted them.

The ASSLSM methodology provides better information to the models by adjusting
the constraints used in SSL, to achieve more consistent performance across different
underlying models. The constraints used in the ASSLSMmethodology require all of the
following:

(A) The predictionmatchesmost of the existing labels for that user in the labeled dataset.
(B) The user who posted the tweet has >=100 tweets in the dataset.
(C) The confidence level of the prediction is above threshold T.

Constraint A is based on the presumption that a new tweet by a user who mostly
posted tweets belonging to a certain category is very likely to also belong to the same
category. Constraint B reduces the number of exceptions to the previous presumption
by ignoring users without enough samples in the dataset. Constraint C uses a lower
threshold than basic SSL methods, to compensate for the lower number of samples due
to constraints A and B.

6 Results

According to the workflow previously described, we evaluated three methodologies,
namely supervised learning, semi-supervised learning, and ASSLSMwith two different
confidence thresholds. Each evaluation phase tested the performance of five different
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machine learning models, namely k-NN with k = 3, Random Forest with 100 trees,
Gaussian Naïve-Bayes, Logistic Regression, and a Voting Ensemble classifier of all
previousmodelswith soft voting.Weused 5-fold cross-validation for eachmodel. Table 2
presents the weighted F1, precision, and recall scores of the models using supervised
learning, SSL, and ASSLSM.

First, we tested traditional supervised learning using the labeled dataset. The results
of the supervised learning performance are presented in Table 2, Supervised Learning.

Second, we tested a proxy-method based SSL model by calculating the prediction
probability for the sentence embedding of each unlabeled tweet using each model at a
time. Predictionswith a confidence level over a threshold of 0.9were added to the labeled
dataset as pseudo-labels (Table 2, Semi-Supervised Learning). For the SSL method, we
used a single constraint that requires the confidence level of the prediction to be greater
than a fixed threshold of 0.9.

Finally, we tested the ASSLSMmethod (Table 2, ASSLSM) using a confidence level
threshold of >0.7, and a confidence level threshold of >0.8.

The supervised learning models provided an average F1 score of 0.752 with a
standard deviation of 0.04, using a dataset of only 4,157 labeled samples.

The SSL models with a confidence threshold of >0.9 presented a much higher
average F1 score of 0.938 and a slightly higher standard deviation than the supervised
learning models. These results represent an increase of almost 25% in the average F1
over the average F1 of the supervised learning models. The SSL approach significantly
increased the number of samples in the labeled dataset by hundreds of percent with
pseudo-labeled samples.

ASSLSM provided even better results with average F1, precision, and recall scores
of 0.961, 0.971, and 0.958, respectively, using a confidence level threshold of >0.7;
and 0.956, 0.969, and 0.953, respectively, using a confidence level threshold of >0.8.
ASSLSM also provided a significantly lower standard deviation. The additional con-
straints introduced in the ASSLSM method enable the use of a lower threshold for the
confidence level of the predictions while achieving better F1 scores than those of the
SSL method. The ASSLSM methodology performed better on average than the SSL
methods, using a lower average number of samples because of the tighter constraints in
ASSLSM.

The SSL methodology provided an average of 42,598 labeled and pseudo-labeled
samples. ASSLSM provided a lower number of labeled and pseudo-labeled samples,
with an average of 27,819 and 29,990, using a threshold of> 0.7 and>0.8, respectively.
The standard deviation of the number of labeled and pseudo-labeled samples in the
different models is also significantly larger in SSL (21,890) compared to ASSLSM
(3,468 and 1,967). The results show that more samples do not necessarily imply better
performance of the models. For example, the SSL Naïve Bayes model (80,423 labeled
samples, mean F1 of 0.853) and the SSL k-NN model (49,600 labeled samples, mean
F1 of 0.967) with a relatively larger number of samples, performed worse than the SSL
logistic regression (36,552 labeled samples, mean F1 of 0.979) and the SSL voting
ensemble (31,191 labeled samples, mean F1 of 0.968) models.
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Table 2. Supervised, Semi-Supervised, and ASSLSM classification performance metrics.

Model Labeled F1 Precision Recall

Supervised Learning

k-NN 4,157 0.742 ± 0.053 0.756 ± 0.047 0.748 ± 0.050

Random Forest 4,157 0.763 ± 0.075 0.812 ± 0.047 0.780 ± 0.065

Naïve Bayes 4,157 0.681 ± 0.100 0.683 ± 0.098 0.688 ± 0.100

Logistic Regression 4,157 0.799 ± 0.056 0.812 ± 0.046 0.804 ± 0.051

Voting Ensemble 4,157 0.773 ± 0.066 0.785 ± 0.056 0.781 ± 0.060

Average ± Std 4,157 ± 0 0.752 ± 0.04 0.770 ± 0.048 0.760 ± 0.04

Semi-Supervised Learning with threshold >0.9

k-NN 49,600 0.967 ± 0.024 0.967 ± 0.024 0.967 ± 0.024

Random Forest 15,222 0.923 ± 0.072 0.950 ± 0.037 0.922 ± 0.083

Naïve Bayes 80,423 0.853 ± 0.054 0.875 ± 0.047 0.843 ± 0.057

Logistic Regression 36,552 0.979 ± 0.037 0.980 ± 0.035 0.978 ± 0.038

Voting Ensemble 31,191 0.968 ± 0.043 0.971 ± 0.040 0.969 ± 0.043

Average ± Std 42,598 ± 21,890 0.938 ± 0.047 0.949 ± 0.038 0.936 ± 0.05

ASSLSM with threshold >0.7

k-NN 28,151 0.959 ± 0.036 0.966 ± 0.025 0.958 ± 0.041

Random Forest 27,126 0.961 ± 0.044 0.976 ± 0.021 0.958 ± 0.052

Naïve Bayes 32,010 0.947 ± 0.045 0.960 ± 0.025 0.943 ± 0.053

Logistic Regression 31,546 0.968 ± 0.038 0.976 ± 0.024 0.965 ± 0.045

Voting Ensemble 31,116 0.969 ± 0.040 0.979 ± 0.021 0.966 ± 0.047

Average ± Std 29,990 ± 1967 0.961 ± 0.008 0.971 ± 0.007 0.958 ± 0.008

ASSLSM with threshold >0.8

k-NN 27,793 0.958 ± 0.036 0.966 ± 0.025 0.957 ± 0.041

Random Forest 21,473 0.945 ± 0.057 0.968 ± 0.028 0.944 ± 0.063

Naïve Bayes 31,996 0.948 ± 0.045 0.961 ± 0.025 0.943 ± 0.053

Logistic Regression 28,931 0.964 ± 0.044 0.974 ± 0.026 0.961 ± 0.051

Voting Ensemble 28,902 0.966 ± 0.042 0.977 ± 0.022 0.962 ± 0.050

Average ± Std 27,819 ± 3468 0.956 ± 0.008 0.969 ± 0.006 0.953 ± 0.008

The results show that applying the ASSLSM methodology optimized the data pro-
vided to the models, resulting in more consistent performance results between the
different models.

The dataset contains 82,129 tweets posted by 34,219 unique users. Only 42 users
had 100 or more tweets in the labeled and unlabeled dataset, hence meeting constraint
B, according to which the user who posted the predicted tweet has >=100 tweets in the
labeled and unlabeled datasets. These 42 users are responsible for 33,084 tweets (about
a third of the dataset). It may therefore be presumed that participants in the discussion
of a certain domain of misinformation are likely to be repeating actors, and therefore
more predictions could be pseudo-labeled.
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7 Analysis

We applied the ASSLSMmethodology with a confidence level threshold of>0.7, which
provided the best performance, to train a Voting Ensemble model and classify the unla-
beled dataset. Table 3 presents the distribution of tweets in each classification label. The
results show that tweets in both the misinformation and not-misinformation groups are
posted by a relatively small number of authors (2,644 and 2,760 users, respectively). On
the other hand, authors who posted tweets that are classified as irrelevant, typically quit
the discussion after posting a little more than a single tweet on average.

Table 3. Distribution of tweets in each label.

Label # of Tweets % of Tweets # of Unique Authors Tweets/Author

Misinformation 7,412 9.0 2,644 2.803

Not misinformation 32,539 39.6 2,760 11.789

Irrelevant 42,178 51.4 30,530 1.382

We analyzed the time series of the tweet frequency in both groups. Figure 2 presents
the daily tweet frequency of the misinformation and not-misinformation groups. Certain
peaks are immediately visible and can be attributed to actual earthquakes that happened
at the time. For instance, the highest peaks on February 10, 2021 and March 4, 2021
(Fig. 2, annotations 1–2), correlate with a Mw 7.7 earthquake near Loyalty Islands and
a Mw 8.1 earthquake near Keramedac Islands. The peak on August 14, 2021 (Fig. 2,
annotation 3) correlates with a Mw 7.2 earthquake near Haiti.

Fig. 2. Daily tweets frequency per category. The blue line represents the not-misinformation
tweets, and the red line represents the misinformation tweets.

The cross correlation between the daily tweet frequency of the misinformation and
the not-misinformation groups examines how one group dynamics depending on the
dynamics of the other group. The results show a positive correlation of r= 0.36 between
the daily tweet frequency in the misinformation and not-misinformation groups at time
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t. This findingmeans that the tweet frequency of either group is associated with the tweet
frequency of the other group on the same day.

8 Conclusion

In this study, we introduced the Adjusted Semi-Supervised Learning for Social Media
methodology for the classification of misinformation tweets related to earthquakes pre-
diction. ASSLSM takes into consideration useful metadata from social media that is
not directly related to the text of the posts. We compared the performance of ASSLSM
to the performance of supervised learning and SSL. We found that ASSLSM achieves
significantly better results than supervised learning, and a model that is much more fit
with more consistent results than SSL.

The results show that the additional constraints introduced in ASSLSM helped
achieve better performance on average, while using a lower average number of sam-
ples than SSL. The variance of the results also decreased significantly when using
ASSLSM. This finding suggests that using constraints that are more relevant to the
data improves the performance and consistency of the models, despite reducing the
number of pseudo-labels.

We used ASSLSM to classify the complete dataset of tweets related to earth-
quakes prediction into three categories, namely misinformation, not-misinformation,
and irrelevant, and analyzed the resulting labeled dataset.

The analysis of the classified dataset shows that relatively small groups of authors
are responsible for most tweets in the misinformation and not-misinformation groups.
In the group of irrelevant tweets, however, more authors participate in the discussion but
typically quit the conversation after a little more than one post in average. We also found
that the daily tweet frequencies of the misinformation and not-misinformation groups
are positively correlated and peak during an earthquake.

Valid information regarding ongoing events and the effective spread thereof, espe-
cially in case of potentially hazardous events, is important for public safety [28]. At the
same time, the prevention of misinformation is of similar importance. As such, it can be
recommended to communicate authoritative and correct information in a timely manner
as an effective measure against misinformation on social media.

Future works can extend the ASSLSM to classify misinformation of other disaster
and emergencies events in social media, by fine-tuning the constraints to better fit other
datasets, as well as generalize the constraints to fit a wider variety of datasets, either on
different topics or from different social media platforms.
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