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Abstract. Action recognition in still images is a popular research topic in the
field of computer vision, but it is to remain challenging due to the lack of motion
information. Contextual information is a significant factor in the task of recog-
nizing image action, which is inseparable from a predefined action class. And the
existing research strategy does not ensure adequate use of contextual information.
To address this issue, we propose a Contextual Enhancement Module (CEM) that
combines the self-attention mechanism and the contextual attention mechanism.
Specifically, the context enhancement module uses self-attention to learn pixel-
level contextual information, after which separates the image into parts and uses
contextual attention to learn region-level contextual information. In this way, the
model can emphasize the significance of various pixels and regions in the image
and significantly improve feature representation. We performed a lot of experi-
ments on the PASCAL VOC 2012 Action dataset and the Stanford 40 Actions
dataset. The results demonstrate that our method performs effectively, with the
state-of-the-arts outcomes being obtained on both datasets.
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1 Introduction

Action recognition is a difficult study area in the world of computer vision and is widely
applied in domains like as surveillance, robotics, human-computer interaction, and other
areas [1]. The two categories of action recognition are image-based action recognition
and video-based action recognition. However, recognizing actions in images is more
challenging due to the lack of motion information, complex background, and high intra-
class variance and low inter-class variance in some categories [2].

Images contain more information, such as human beings, interactive objects and
scenes, which are composed of pixels. Humans can accurately distinguish these pieces
of information, which indicates that there are certain connections between pixels of
different information, we call these connections as the context information of images.
Context information is one of the important clues in images, which is used in many
image action recognition methods, however, most of the methods [7–10] consider from
the perspective of multiple features fusion, and do not focus on the extraction of context
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information. Only a few researchers have proposed the recognition method [11] using
context information, but the experimental results are not satisfactory.

After achieving success in the field of natural language processing, attention mech-
anism [3] found widespread application in computer vision. Self-attention mechanism
[4] is a special attention mechanism, which pays more attention to the key informa-
tion contained in the input data itself. The self-attention mechanism assigns weights to
each pixel in an image and then aggregates local features based on weighted summation.
Therefore, we use the self-attentive mechanism to capture the correlation between pixels
of an image to better describe global contextual information.

Regions can capture the object-parts relationships better, but they cannot be repre-
sented richly with only pixel-level contextual information. To truly describe an image,
we must consider not only the spatial arrangement of the parts, but also their appear-
ance and importance in distinguishing subtle differences. The context attention [5] can
learn to emphasize potential representations of multiple regions, as well as encode spa-
tial arrangements of various regions. It enables our model to selectively focus on more
relevant integral regions to generate holistic context information.

Motivated by the observations above, in this paper, we propose a context enhance-
ment module that uses a novel way to add two kinds of attention to the network, which
can efficiently encode the spatial layout and visual appearance of parts. The contributions
of this paper are summarized as follows:

• We propose a Context Enhancement Module (CEM). This module has a two-layer
attention structure that combines a self-attention module and a contextual attention
module to make the contextual information wealthy.

• We conduct experiments on the Stanford 40 Actions and PASCALVOC 2012 Action
datasets to demonstrate the effectiveness of CEM and the experiment parameters and
network structure are introduced in detail. The results show that our methodology
achieves the state-of- the-art performance.

2 Related Work

In 2006, Wang et al. [6] published the first paper on still image action recognition algo-
rithms, and since then, with the rapid development of computer technology, especially
the appearance of neural networks, more and more scholars have turned their attention
to this aspect of deep learning.

In the field of deep learning, Gkioxari et al. proposedR*CNN [7], which incorporates
contextual information as features in the recognition model. Zhao et al. [8] proposed
a proposed method to arrange the features of different semantic parts in spatial order,
arranging these features in a top-downorder. Zhao et al. [9] proposed amethod to improve
human action recognition using semantic partial actions by merging local actions with
contextual information.

With the occurrence of the attention mechanism, many authors began to try to bring
it into their ownmodels. Yan et al. [10] proposed amulti-branch attention network which
has three branches, the scene attention branch, the target sub-region classification branch
and the local region attention branch, thus capturing both global and local information.
Zheng et al. [12] proposes a multi-stage deep learning method called Spatial Attention
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based Action Mask Networks (SAAM-Nets). The model adds a spatial attention layer
to the convolutional neural network to create a specific action mask for each image that
has only an action label.

Additionally, some researchers are attempting to recognize actions in static images by
using a variety of features. Ma et al. [13] proposed a new approach to action recognition
by considering the relation between human and object as an important cue to enhance
the features of action classification by computing the information of pair-wise relation
between human and object.Wang et al. [14] proposed the pose enhanced relationmodule,
which can extract the implicit relation between pose and human body output the pose
enhanced relation feature with powerful representation capability. Surrounding objects
information is also applied to strengthen the solution.

Most of the above methods only use convolutional neural networks to extract context
information, and do not extract the context of images in depth. Some approaches conduct
extensive research on context information, but the experimental results are not good.
Compared with these methods, our proposed method can extract more detailed context
information, which is conducive to improving the performance of recognizing actions
in images.

3 Method

In this section, we introduce themodel in detail. First, we’ll go over the network’s overall
structure. Then, the two components of the Context Enhancement Module (CEM) are
introduced in detail: the self-attention submodule and the context attention submodule.

3.1 Overview

Figure 1 shows the model’s overall structure. First, ResNet-50 [15] is used for feature
extraction, and the convolutional feature map of the last residual block in the network is
retained. Then, the feature map is input into the Context Enhancement Module (CEM),
where self-attention is employed to aggregates the contextual information of the overall
image based on weighted summation, and contextual attention is used to enhance the
feature representation of various regions and encode their spatial arrangement. Thus,
the context enhancement module can emphasize the significance of individual pixels
and regions in the image and obtain more detailed contextual information. Eventually,
the dimension of the feature vectors is reduced by two fully connected layers to get
the final recognition results. The next part gives a detailed presentation of the context
enhancement module’s structure.
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Fig. 1. Overview of our proposed methodology for action recognition in still images.

3.2 Context Enhancement Module (CEM)

The context enhancement module (CEM) structure is shown in Fig. 2. The module con-
sists of two parts, namely self-attention submodule and contextual attention submodule.
First, the image features are entered into the self-attention submodule, which learns
pixel-level context information and generates a new feature map with self-attention
weight. The context attention submodule takes this feature map as input and divides it
into n integral regions, then extracts context information at the region level to produce
n feature vectors. Finally, the module stacks these feature vectors to produce the final
output feature map for the context enhancement module. As a result, the model could
emphasize pixels and different-sized regions in the image as well learning contextual
information in a hierarchical way.

Fig. 2. The structure of the Context Attention Module (CEM)

Self-attention Submodule. In order to learn the relations among all pixels, we add a
self-attentive module [16] to the model. f (x), g(x), h(x) are 1 × 1 convolutions, and the
output of f (x) is transposed and multiplied with the output of g(x). Through softmax,
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we get an attention map θp, and multiply the attention map θp and h(x) pixel by pixel to
get the feature map o of self-attention. It is calculated as:

θp = Softmax

(
g(x)f (x)T√

dk

)
(1)

o = θp ∗ h(x) (2)

where dk denotes the number of feature dimensions. As a result, the model could not
only learn global context information, but also focus on significant local information in
the image.

Contextual Attention Submodule. For further extracting contextual information, we
capture many regions with different roughness levels from the feature map, and the
level of roughness is determined by the size of the region. The minimum region is
r(i, j,�x,�y), where�x denotes the width and�y denotes the height, located (top-left
corner) in the ith column and jth row of the feature map o. We derive a set of regions by
varying their widths and heights. The set of regions can be expressed as follows:

R = {r(i, j,m�x, n�y)} (3)

Where m, n = 1, 2, 3, . . . and i < i+m�x ≤ w, j < j+ �y ≤ H. W and H denote the
width and height of the feature map o, respectively. This method can obtain regions with
different roughness in the feature map, so that the model can learn the subtle changes of
different hierarchical structures in the image and obtain richer context information.

Since the size of region r ∈ R is different, the goal is to represent these variable size
regions (X ×Y ×C) → (w×h×C)with a fixed size feature vector, we process it using
a bilinear pooling [17], usually a bilinear interpolation to achieve a differentiable image
transformation. Let Tϕ(y) be the coordinate transformation of ϕ and y = (i, j) ∈ R2 be
the region coordinates with feature value F(y) ∈ RC . The transformed image F̃ at the
target coordinate ỹ is:

F̃(ỹ) =
∑

y
F

(
Tϕ(y)

)
K

(
ỹ,Tϕ(y)

)
(4)

where F
(
Tϕ(y)

)
is the image indexing operation and is nondifferentiable; thus, the way

gradients propagation through the network depends on the kernelK(., .). We use bilinear
pooling to pool fixed size features fr(w × h × C) from all r ∈ R.

To obtain more detailed contextual information, fixed-size feature vectors are used
as input to the contextual attention module [5] and contextual feature vector zr as output.
This module converts fr to weighted versions of itself, conditional on the remaining
feature mapping fr′(r, r′ ∈ R). This allows our model to selectively focus on the more
relevant integration regions to generate overall contextual information. It is calculated
as:

gr,r′ = tanh
(
Wg(fr) + Wg′

(
fr′

) + bg
)

(5)

αr,r′ = softmax
(
Wαgr,r′ + bα

)
(6)



Context Enhancement Methodology 117

zr =
∑R

r′=1
αr,r′ fr′ (7)

where Wg , Wg′ are the weight matrices of fr and fr′, Wα is the weight matrix of their
nonlinear combination, and bα and bg are the bias matrices. The attention element αr,r′
captures the similarity between the featuremaps f and fr′ of regions r and r′. The attention
focused context vector zr determines the strength of fr in focus conditioned on itself and
its neighborhood context. This applies to all integral regions r.

In order to improve the extensibility of the model and reduce the computational
complexity of the model, we use global average pooling to integrate the spatial informa-
tion of the feature vector zr(r = 1, 2, 3, · · · ) ∈ R

w×h×C and obtain the context feature
fr ∈ R

1×C . To create the context attention sub-module’s final output vectorF ∈ R
|R|×C ,

all of feature vectors fr are finally stacked.

4 Experiments

In this section, we first provide a description of the experimental datasets and parameter
settings, then compare our experimental results with the state-of-the-art models, and
finally perform ablation experiments to prove the effectiveness of our proposed model.

4.1 Datasets and Evaluation Metric

We use the PASCAL VOC 2012 Action [18] dataset and the Stanford 40 Actions [19]
dataset to train and evaluate the image action recognition task.

The PASCAL VOC 2012 Action dataset, which contains 9157 images covering 10
categories of actions. For training and validation, 400–500 images from each category
in the dataset are used, and the remaining images are used for testing. The Stanford 40
Actions dataset consists of 9532 images total, separated into 40 classes of actions, with
100 pictures every class used for training and the rest images used for testing. The two
datasets are split similarly to other methods that are currently in use in the field, allowing
for a performance comparison with those.

For action recognition in images, we measure the performance by Average Precision
(AP) and mean Average Precision (mAP). Average Precision (AP) is used to measure
the performance of the model on each category, and mean Average Precision (mAP) is
used to measure the overall performance of the model.

4.2 Experimental Setup

In our experiments, we set the input image size to 224 × 224 and the training epoch to
100 on all datasets. we utilize stochastic gradient descent (SGD) [20] with a momentum
of 0.9 and a learning rate of 0.0001 to optimize the model during the training period.
The entire model is constructed using the Tensorflow framework and trained on single
NVIDIA Tesla P40 GPU.
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4.3 Comparisons with the State-of-the-Art Models

In this section, we show the result of other state-of-the-art methods to provide a
comprehensive perspective on the performance of our proposed model.

Wefirstly evaluate ourmodel on the PascalVOC2012Action dataset. The results and
comparisonwith state-of-the-art approaches on the validation and test set are respectively
shown in Tables 1 and 2. On the validation and test sets, the mAP of our method achieves
93.1% and 94.2%, which is the State-of-the-art result among all methods. Especially on
the test set, our approach significantly improved the AP values for the categories of
‘playing instrument’, ‘using computer’ and ‘walking’ etc.

Table 1. Performance comparison on the PASCAL VOC 2012 Action validation set

Method Jumping Phoning Playing
instrument

Reading Riding
bike

Riding
horse

Running Taking
photo

Using
computer

Walking Mean
AP

R*CNN
[7]

87.7 80.1 94.8 81.1 95.5 97.2 87.0 84.7 94.6 70.1 87.3

Yan
et al.
[10]

87.8 78.4 93.7 81.1 95.0 97.1 86.0 85.5 93.1 73.4 87.1

Ma
et al.
[13]

89.2 89.8 96.5 87.6 98.2 99.1 92.3 91.6 95.2 79.2 91.9

Zhao
et al. [9]

89.6 86.9 94.4 88.5 94.9 97.9 91.3 87.5 92.4 76.4 90.0

Ours 92.4 84.5 98.8 92.7 95.5 99.8 91.6 91.2 98.4 85.5 93.1

Table 2. Performance comparison on the PASCAL VOC 2012 Action test set

Method Jumping Phoning Playing
instrument

Reading Riding
bike

Riding
horse

Running Taking
photo

Using
computer

Walking Mean
AP

R*CNN
[7]

91.5 84.4 93.6 83.2 96.9 98.4 93.8 85.9 92.6 81.8 90.2

Yan
et al.
[10]

92.7 86.0 93.2 83.7 96.6 98.8 93.5 85.3 91.8 80.1 90.2

Ma
et al.
[13]

91.1 89.8 95.4 87.7 98.6 98.8 95.4 91.4 95.8 84.3 92.8

Zhao
et al. [9]

95.0 92.4 97.0 88.3 98.9 99.0 94.5 91.3 95.1 87.0 93.9

Ours 96.6 89.5 99.1 91.9 97.8 99.2 91.4 87.7 98.6 90.6 94.2

Wefurther evaluate the proposedmodel on the Stanford 40Actions dataset. As shown
in Table 3, The mAP of our proposed method is 95.0%, achieving the state-of-the-art
performance. In particularly, The approach [13, 14, 21] focuses more on recognizing
the features of the interaction relationship between people and objects, but our approach
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evaluates from the aspect of context information, increasing themAP value by 1.8–5.5%.
The method [7, 10, 23] approaches the problem from a similar perspective as ours, but
these methods perform worse than ours, with a performance difference of 1.2–4.3%.

Table 3. Performance comparison on the Stanford 40 Actions validation set

Method Networks Mean AP(%)

Mi et al. [21] ResNet-101 89.5

Yan et al. [10] VGG-16 90.7

R*CNN [7] VGG-16 90.9

Zhao et al. [9] ResNet-50 91.2

Ma et al. [13] ResNet-50 93.1

Wang et al. [14] ResNet-50 93.2

Wu et al. [22] ResNet-50 93.7

Li et al. [23] ResNet-50 93.8

Ours ResNet-50 95.0

4.4 Ablation Study and Analysis

In this section, we conducted detailed ablation experiments on two datasets to
demonstrate the effectiveness of our proposed method.

Table 4. Ablation study on the two datasets

Method ResNet-50 Context Enhancement Module Mean AP(%)
Self-Attention
Submodule

Context Atten-
tion Submodule

PASCAL 
VOC 2012

Stanford 40

1 70.3 78.8
2 73.7 80.5
3 93.9 94.6
4 94.2 95.0

Firstly, we explored the impact of the model’s three components on the experimental
results, and the data are shown in Table 4. As shown in the table, the contextual attention
submodule plays a much significant role than the self-attention submodule. The experi-
mental results of adding the Context EnhancementModule into the model is the greatest,
with mAP of 94.2% and 95.0%, respectively, confirming that the proposed hierarchical
learning approach of pixel-level and region-level context information is beneficial for
recognizing action in still image.



120 J. He et al.

89

90

91

92

93

94

95

96

|R|=11 |R|=27 |R|=36

A
P(

%
)

PASCAL VOC 2012 Stanford 40

Fig. 3. Experimental results of different number |R| of integral regions

Figure 3 illustrates the effect of the number |R| of Integral Regions on model per-
formance. There are 10, 26, and 35 integral regions that can be obtained by altering the
values ofm and n in Formula (3) of Sect. 3, including the input image, the total number of
regions is 11, 27, and 36. When the number of regions was increased to 27, the PASCAL
VOC 2012 and Stanford 40 Actions datasets had the highest mAP values, proving that
the region provides the most contextual information in this setting. When the number
of regions is 36, the mAP values of the PASCAL VOC 2012 and Stanford 40 actions
datasets are the lowest, which means that the different regions overlapped more at this
time and the information contained in the feature maps was in an oversaturated state,
causing the performance of the model to decrease. This experiment shows that when
there are 27 regions, the model performs best on both datasets.

5 Conclusions

This paper presents a novel action recognition model based on contextual information.
Context information is an important clue of image activity recognition, but the exist-
ing methods do not make full use of it, resulting in poor recognition effect of static
images. We created a multiple-attention fusion strategy to solve this problem, which
build the context-enhancedmodules by applying attentionmechanisms in order to gather
more valuable contextual information for enhancing feature representation. Experimen-
tal results demonstrates that our method performs better than the state-of-the-art models
on PASCAL VOC 2012 and Stanford 40 Actions datasets.
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