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Abstract. One of the main problems with automatic text summariza-
tion is the lack of a “gold standard" for summary quality evaluation.
ROUGE [9] is the most widely used evaluation metric for summary
quality. However, its evaluation merely concentrates on reference sum-
mary and overlap features of sentences rather than focusing on more
critical semantic features. Some other exiting methods have issues with
improper noise handling and high cost. To solve these problems, we pro-
pose a lightweight reference-less summary quality evaluation method
(SE-tiny), which evaluates the summary from two aspects: the sum-
mary’s self-quality and the degree of matching the features of the sum-
mary with the key features of the source text. Then, we optimize compu-
tational efficiency and space cost. Compared with existing methods, SE-
tiny improves the quality of evaluation and reduces the cost. Besides,
our method does not rely on reference summaries and can be generalized
to evaluation on summarization datasets. For the goal of reproducibility,
we make the SE-tiny project’s code and models available.

Keywords: Automatic Text Summarization · Reference-Less
Summarization Quality Evaluation · Summarization Datasets

1 Introduction

In text summarization tasks, evaluating summary quality is a challenging chal-
lenge that severely limits model performance development. Three questions need
to be clarified before we can evaluate summary quality. (1) What is a summary?
The summary is not the same length as the source text and contains a limited
amount of information. The summary is a collection of key information in the
source text, rather than an abstraction of all the information. (2) How do humans
evaluate a summary quality? Humans evaluate the quality of a summary in two
steps, first evaluating the summary’s self-quality, and then judging how well the
summary matches the key information in the source text. (3) What kind of sum-
mary evaluation method is good? A good summary evaluation method should
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Fig. 1. SE-tiny architecture

minimize the cost while evaluating the summary quality comprehensively and
accurately.

The two primary types of summary evaluation methods are reference-based
and reference-less. The former completely depends on the quality of the refer-
ence summary, which is costly and labor-intensive. The latter uses the source text
information to match the summary, saving the cost of the reference summary.
However, current reference-less methods share common drawbacks. Firstly, the
noise information in the source text is not handled well, which affects the eval-
uation results. Second, the amount of information in the summary differs from
that in the source text. Using all the semantic information of the source text to
match the summary not only violates human logic but also fails to generate cor-
rect matching results. Furthermore, most of the well-performing reference-less
methods are based on complex models, which incurs a large cost.

In response to the above problems, we propose SE-tiny . Taking inspiration
from human evaluation, the method is divided into three steps. (1) Evaluate the
summary’s self-quality in terms of compression ratio, fluency, and readability.
(2) To acquire the representations of the summaries and source texts, we first
map them to the feature space. Then, we extract key features from the features
of the source text (simulate the extraction of key information from the source
text during the human evaluation) and use these key features to perform sim-
ilarity calculations with the features of the summary. This not only increases
evaluation accuracy, but also aligns with the logic when humans evaluate sum-
maries. Moreover, compared to existing methods that directly match summary
and entire source text information, this method greatly simplifies computation.
(3) We adopt a linear method to fuse the results of step1 and step2. Besides,
we use two lightweight language models, n-gram and BERT-base [3] to reduce
the cost of model loading. Experimental results show that SE-tiny not only
guarantees the quality of the evaluation but also reduces the cost.

Contributions. (1) We propose a lightweight reference-less summary quality
evaluation method (SE-tiny), which fully utilizes the source text information,
removes noise, and conforms to the logic of human evaluation. (2) We optimize
SE-tiny from two aspects: the computational complexity and the cost of the
model. (3) We construct a high-quality dataset (SE-tiny-db) for evaluation of
reference-less summarization and a reference-less summary evaluation system
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(SE-tiny-S) that can be easily invoked. (4) Since SE-tiny does not rely on
reference summaries, we generalize it to evaluation on summarization datasets.

2 Background and Motivation

2.1 Reference-Based Evaluation Metric

Model-Free Metrics: ROUGE [9] is a widely used metric, which evaluates
summary using the co-occurrence of n-grams between machine summary and
reference summary.

Model-Based Metrics: ROUGE-WE [13] uses the Word2Vec, and cosine dis-
tance to calculate the similarity of the two words, and then obtains the similarity
between the machine summary and the reference summary. ROUGE-G [17] is a
summary evaluation metric based on graph semantic matching. BERTScore [22]
uses the contextual embeddings in the BERT [3] to represent the words and then
calculates the similarity between the machine summary and the reference sum-
mary by the cosine similarity. MoverScore [23] calculates the similarity between
the machine summary and the reference summary by the Word Mover distance.
Based on MoverScore [23], Clark et al [2] use SMS and S+WMS to divide the
text into multiple sentence vectors or a mixture of sentence vectors and word
vectors to perform similarity detection on longer continuous text content. Clark
et al [21] have proposed a content-based weighted generative summary evaluation
metric.

These metrics can partly solve the quality evaluation problem of summary,
but they have the following drawbacks. (1) These methods rely on reference
summaries which are costly and labor-intensive, and the evaluation results com-
pletely depend on the quality of the reference summary. (2) The information in
the source text is greatly wasted. (3) Model-based evaluation methods have a
large cost, which is not conducive to practical use. Therefore, the researchers
proposed the reference-less evaluation metrics.

2.2 Reference-Less Evaluation Metrics

Model-Free Metrics: Louis et al. [12] first introduce a reference-less summary
evaluation method that uses JS divergence to determine whether the word distri-
bution in the machine summary is similar to the word distribution in the source
text.

Model-Based Metrics: Chen et al. [1] have proposed a summary evaluation
method based on a question answering system. SummaQA [16] uses generated
summaries to answer cloze-style questions, and evaluates summary quality by
reporting F1 overlap scores and QA model confidence. SUM-QE [20] uses the
BERT [3] to evaluate the quality of summary in five dimensions: grammar, redun-
dancy, clarity of reference, content relevance, and article organization. Kryscinski
et al. [7] present a method based on the factual content of the source text, using
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machine summary to match multiple text fragments extracted from the source
text. SUPERT [4] is an evaluation method for reference-less multi-document
summaries. LS_Score [19] is an unsupervised evaluation method based on con-
trastive learning, which combines semantic and linguistic dimensions to evaluate
the summary, and uses contrastive learning to optimize the model. QuestEval
[15] uses a question answering(QA) system to assess the semantic match between
the source text and the summary. Finally, the F1-score between the predicted
answer and the real answer is used as the semantic matching degree between the
summary and the source text.

Motivation: Although these metrics no longer rely on reference summaries and
utilize source text information, they also suffer from the following drawbacks.
(1) The noise information in the source text is not well handled, which affects
the evaluation results. (2) Using all the semantic information of the source text
to match the summary is not only inaccurate but also fails to generate correct
matching results. (3) Model-based evaluation methods have a large cost, which
is not conducive to practical use. In order to overcome the above problems, we
propose a lightweight reference-less method SE-tiny for summarization quality
evaluation.

3 Method

In order to overcome the shortcomings in the above analysis, we propose SE-
tiny . We divide the summary evaluation into the following two dimensions:
(1) Summary’s self-quality dimension. (2) The matching dimension of the sum-
mary and the source text. Based on the evaluation dimensions proposed above,
SE-tiny is divided into the following three steps: (1) Summary’s self-quality
evaluation. (2) Calculate the similarity between the summary features and the
key features extracted from the source text. (3) Integrate the scores of step1 and
step2. The details are as follows.

3.1 Summary Self-quality

The summary’s self-quality is mainly divided into compression ratio, readabil-
ity, and fluency. The compression ratio is a static metric and can be directly
calculated. In order to reduce the model cost while maintaining the evaluation
quality, we use the summary sequence S as input, and obtain the probability
value of the sequence S through a trained n-gram language model (CNN/DM)
to represent the readability and fluency scores. Furthermore, considering that
the n-gram model is unfriendly to long summaries, we add a penalty factor.

step1: For summary sequence S, the compression ratio is denoted as “Com-
press(S)". If “Compress(S)" within [0.75-0.98], continue to the next step, other-
wise the quality score of the summary is 0.

step2: We fuse the probability values of the unigram (Sg1) and bigram (Sg2)
outputs of the sequence S as readability and fluency scores (Ps). Adding a
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penalty factor for text length reduces the unfriendly of n-grams for long sum-
maries.

Ps = Min_max(α lgSg1 + β lgSg2 + η|S|) (1)

Where |S| is the text length, α, η is tuning parameters, α + β = 1 here.
Min_max(*) is a normalization function.

In the current summarization evaluation, only human scoring can be regarded
as the “gold standard". We use the Spearman correlation between our method
and human scoring (SE-tiny-DB) to analyze the value of α, η. The specific
analysis results are shown in Fig. 2. We can find that the Spearman correlation
is the highest when α = 0.401, η = 0.429 here.

Fig. 2. The effect of parameter α and η on SE-tiny . The abscissa is the α and η value,
the ordinate is the Spearman correlation between our method scores and human scores
(SE-tiny-DB).

3.2 Matching Degree

We use the BERT [3] contextual embedding to represent the summaries and the
source texts. In order to conform to the logic when humans evaluate summary,
we extract key features from the features of the source text to perform similarity
calculations with the features of the summary. This eliminates noise, improves
evaluation quality, and reduces computational cost. The specific method is as
follows:

Text Preprocessing: The preprocessing part removes stop words, prepositions,
and some content-independent words.

Feature Extraction: For the bridge between text and features, we choose a
lightweight language model BERT-base [3]. S and D represent summary and
source text, respectively. BERT (S) and BERT (D) represent the feature rep-
resentations of S and D. BERT (∗) is obtained through the token-level feature
representation by using the BERT-base [3].

Extraction of Key Features: The feature vectors of the source text are T =
[t1, ..., tn], and the key feature vectors of the source text are Ki = (k1, ..., kw).
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Stack the m key features as a key content matrix K = [K1, ...,Km]. We define the
approximative token vector ˜ti for the token ti as the optimal linear approximation
given by key feature matrix: ˜ti = α̃iK, where α̃i = argmin||ti − α̃iK||22, || ∗ || is
the Frobenius norm of a matrix. We use the key feature matrix to approximate
the features of the source text and minimize the approximate representation
error (E).

E =
n

∑

i=1

||ti − ˜ti||22 (2)

K = argminE(K) (3)

Without loss of generality, we make the key feature vectors [Ki]mi=1 to be
orthonormal. Then this optimization problem can be solved by Singular Value
Decomposition (SVD). T = UWV T , WV T is an approximate representation of
T. We denote key feature vectors ([Ki]mi=1) of the source text by the first m
vectors of V T . The W as the weight matrix of V T . This ensures approximate
representation error is minimized.

Calculate Spatial Distance: We calculate the cosine distance between the
key feature vectors of the source text and the feature vectors of the summary to
indicate the matching degree. Map the distance into [0, 1] to get the Matchscore.

We use the Spearman correlation between our method and human scoring
(SE-tiny-DB) to analyze the value of m, and the specific analysis results are
shown in Fig. 3. We can find that the spearman correlation is the highest when
m = 4.

Fig. 3. The effect of parameter m and θ on SE-tiny . The abscissa is the m and θ
value, the ordinate is the Spearman correlation between our method scores and human
scores (SE-tiny-DB).

3.3 SE-Tiny Score

We adopt a linear approach to fuse the scores obtained from the above two
dimensions.

SEtiny = θPs + (1 − θ)Matchscore (4)
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Where θ is a tuning parameter. We use the Spearman correlation between
our method and human scoring (SE-tiny-DB) to analyze the value of θ, and
the specific analysis results are shown in Fig. 3. We can find that the spearman
correlation is the highest when θ = 0.13.

4 Experiment

We verified SE-tiny from four aspects: correlation, actual effect, cost and cross-
datasets transferability. Select the commonly used evaluation metrics ROUGE
[9], MoverScore [23], BERTScore [22], LS_Score [19] and the current best per-
forming metric QuestEval [14] as the baselines for evaluating metrics. Select
Transformer [18], Presumm [10], Bart [8] and SimCLS [11] as baselines for
generating machine summaries. For specific model parameters, please refer to
Appendix A.

4.1 Evaluation Dataset

Since there is currently no high-quality dataset for reference-less summary eval-
uation methods, we constructed a dataset (SE-tiny-DB) dedicated to evalu-
ating reference-less summary and invited 6 linguists to score the <summary-
document> pairs. The specific scoring standard are as follows.

(1) Summary Self-quality Evaluation:
step1: If the compression ratio of the summary is in the range of [0.75-0.98],

the next scoring is performed, otherwise it is directly scored as 0.
step2: We count the frequency of occurrence of disfluency in the summary

as f . f ≥ 5: 0 points; f = 4: 1 points; f = 3: 2 points; f = 2: 3 points; f = 1:
4 points; f = 0: 5 points. We got the fluency score (Scorefluency) based on the
above standard.

step3: We count the frequency of incomprehensible occurrences in the sum-
mary as r. r = 5: 0 points; r = 4: 1 points; r = 3: 2 points; r = 2: 3 points;
r = 1: 4 points; r = 0: 5 points. We got the readability score (Scorereadability)
based on the above standard.

(2) Evaluation of Matching Degree: The percentage of the summary covering
the key content of the source text is denoted as k. k < 1/5: 0 points; 1/5 ≤ k <
2/5: 1 point; 2/5 ≤ k < 3/5: 2 points; 3/5 ≤ k < 4/5: 3 points; 4/5 ≤ k < 1: 4
points; k = 1: 5 points. We got the matching degree score (Scorematch) based
on the above standard.

(3) Dataset Construction Process: Our data source comes from the existing
datasets CNN/DM [6] and Newsroom [5]. Specific steps are as follows:

step1: We divided linguistic experts into two groups. The first group of
experts scored the data in SE-tiny-DB according to the scoring standard. The
second group of experts checked the scoring results of the first group.

step2: The two groups of experts exchanged and repeated step1.
According to the established scoring standard, the summary data scores in

CNN/DM [6] and Newsroom [5] are concentrated in the range of [2, 5] points,
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which is not conducive to our use. In response to this situation, we have processed
the summarization data in SE-tiny-DB . The processing methods include: delet-
ing some key points in the summary, rewriting the summary to make it difficult
to understand, rewriting the summary to make it less fluent, etc. After these pro-
cesses and repeating the scoring steps, we get the final dataset, and the statistical
results of the dataset are shown in Table 1.

Table 1. Statistics of the distribution of data in SE-tiny-DB on each score.

0 points 1 point 2 points 3 points 4 points 5 points

Fluency 178 417 472 500 408 43
Readability 127 305 582 532 402 70
Matching degree 122 308 526 476 486 100

4.2 Correlation

Correlation with Human Metrics. Human metrics are the current “gold stan-
dard" for summary quality evaluation. We selected fluency, readability, matching
degree and composite score for correlation calculation (Spearman) on SE-tiny-
DB . The specific results are shown in Table 2. Compared with other methods,
SE-tiny has the highest correlation with human metrics, which fully reflects
the superiority of our method.

Table 2. Correlation (Spearman) evaluation of SE-tiny and some baseline methods
with human scoring. Total represents the composite score of human metrics

Fluency Readability Match Total

ROUGE-L(F) 0.37 0.34 -0.10 0.28
MoverScore 0.35 0.31 0.28 0.27
BERTScore(F) 0.18 0.23 0.31 0.25
LS_Score 0.42 0.46 0.64 0.53
QuestEval 0.49 0.51 0.70 0.68
SE-tiny 0.66 0.55 0.78 0.71

4.3 Scoring Effect

In order to verify the actual scoring effect of SE-tiny , we use our method and
some baseline methods to score the machine summaries generated by the text
summarization models. The specific scoring results are shown in Table 3. We can
find that the evaluation results of SE-tiny are consistent with the quality of
the models.
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Table 3. The actual scoring effect of ROUGE, BERTScore (F), and SE-tiny on the
machine summaries generated by the text summarization models.

ROUGE-1 ROUGE-2 ROUGE-L BERT(F) SE-tiny

Lead3 40.42 17.62 36.67 75.16 61.42
TextRank 35.23 13.90 31.48 65.71 56.89
Pointer 39.34 17.21 35.23 76.54 63.76
Transformer 39.66 17.19 36.66 87.68 68.47
BertSumAbs 41.72 19.39 38.76 88.26 69.18
BertSumExtAbs 43.23 20.24 39.63 88.22 70.91
Bart 44.39 21.21 41.28 88.33 69.16
SimCLS 46.67 22.15 43.54 89.24 71.85

4.4 Model Cost

A good evaluation model needs to have less cost, we calculate the cost of various
methods to complete the evaluation of 10K <summary-document> pairs. The
specific results are shown in Table 4. Compared with model-based evaluation
methods, SE-tiny saves time and has less space cost.

Table 4. Model cost comparison

ROUGE BERTScore LS_Score SE-tiny

Time (s) <300 8,418 9,761 4,181
Space (MB) <10 4,280 3,525 716

4.5 Cross-Datasets Transferability

A good evaluation method should also have good transferability. In order to
verify this feature, we train SE-tinyon two datasets CNN/DM [6] and NEWS-
ROOM [5], and then evaluate the data quality of SE-tiny-DB and calculate the
correlation (Spearman) with human scoring. SE-tiny-DB in 4.1 above contains
part of the data in CNN/DM [6] and NEWSROOM [5] after scoring. The specific
experimental results are shown in Table 4. Both SE-tiny-CNN/DM and SE-tiny-
CNN/DM* are the correlation score between CNN/DM [6] scoring results and
human scoring, SE-tiny-CNN/DM is trained using CNN/DM [6] data, and SE-
tiny-CNN/DM* is trained using NEWSROOM [5]. Both SE-tiny-NEWSROOM
and SE-tiny-NEWSROOM* are the correlation score between NEWSROOM
[5] scoring results and human scoring, SE-tiny-NEWSROOM is trained using
NEWSROOM [5] data, and SE-tiny-NEWSROOM* is trained using CNN/DM
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[6]. We can find that the scoring results in other datasets are similar to the scor-
ing results trained in this dataset. This fully demonstrates the transferability of
our method.

Table 5. Cross-datasets transferability

Fluency Readability Match Total

SE-tiny-CNN/DM* 0.63 0.64 0.75 0.74
SE-tiny-CNN/DM 0.67 0.58 0.78 0.76
SE-tiny-NEWSROOM* 0.53 0.54 0.61 0.56
SE-tiny-NEWSROOM 0.57 0.60 0.68 0.62

5 Conclusion

SE-tiny is a lightweight reference-less summary quality evaluation method
based on key feature extraction. By matching the summary features with the
key features of the source text, this evaluation method conforms to human eval-
uation logic, eliminates noise, improves evaluation quality, and reduces the cost.
Experimental results show that our method outperforms existing model-based
summarization evaluation methods in both performance and cost. At the same
time, our method does not rely on reference summaries and can be generalized
to evaluation on summary datasets.

6 Limitation and Future Work

Our method is a general approach, effective for commonly used summarization
data, but lacks specificity for domain-specific summarization data evaluation. In
order to overcome this shortcoming, more algorithms for specific domains need
to be proposed in the future.

With the improvement of computing power, more and more large models
have been proposed (Chat-gpt, GPT-3 etc.), but when the model develops to a
certain scale, how to reduce the cost of the model while ensuring the quality of
summarization evaluation is also an area for future development. In addition to
the pruning algorithm, reducing overhead directly from the model architecture
is also a future trend. In the future, we hope to propose more lightweight and
efficient summarization evaluation algorithms.
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