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Abstract. Event extraction is a crucial research task in information
extraction. In order to maximize the performances of the pre-trained lan-
guage model (PLM), some works formulating event extraction as a con-
ditional generation problem. However, most existing generative methods
ignore the prior information between event entities, and are usually over-
dependent on hand-crafted designed templates, which causing subjective
intervention. In this paper, we propose a generative event extraction
model named KEPGEE based on internal knowledge-enhanced prompt
learning. We firstly use relational graph neural networks (RGCN) to
encode the event triples entities and fuse them with the word embed-
dings to obtain the knowledge representation. Then the knowledge rep-
resentation is concatenated with task-specific virtual tokens to compose
knowledge-enhanced soft prompts, which can provide additional event
information to adapt the sequence-to-sequence PLM for the generative
event extraction task. Besides, in template design, we add the related
topic words into the prompt templates to enhance the implicit event
information. We evaluate our model on ACE2005 and ERE datasets,
and the results show that our model achieves matched or better per-
formances with several classification-based or generation-based event
extraction models (including the state-of-the-art models).
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1 Introduction

Event extraction (EE) is a challenging task for natural language understanding
and cognition in context, which aims to extract events for structured data from
a piece of contexts. Each event is consists of triggers and arguments with their
specific event roles [6].

The general event extraction work considers the identification of event trig-
gers and event arguments as classification-based tasks, including in a pipeline
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paradigm that models the two sub-targets separately [3,7,26], or in a joint formu-
lation which constructs an end-to-end model to extract triggers and arguments
simultaneously [1,13,23].

Recently, to maximize the performances of the pre-trained language model,
some works formulating event extraction as a conditional generation problem.
These methods usually make a PLM output the conditional generation sequences
by hand-crafted designed template [8,15]. In comparison with the classification-
based methods, generative modeling methods could be more effective for low-
resource, achieving competitive performances without complex structural mod-
ifications.

However, generation-based event extraction methods encounter two momen-
tous obstacles to better performance. The one is static event information:
Recent generation-based methods attempt to learn the event information by
template, regardless of the prior information between event entities. The other
is over-dependence of predefined template: The performances of generative
methods are usually over-dependent on hand-crafted designed template, which
is lack of internal information of the corresponding events [8,15].

In this paper, to address above challenges, we propose KEPGEE (Knowledge-
Enhanced Prompt-based Generative Event Extraction), a generation-based
event extraction model with knowledge-enhanced soft prompts. Specifically, to
capture the internal event knowledge into generative PLM, we firstly use rela-
tional graph neural networks (RGCN) to encode the event triples entities from
given resources. Secondly, we design a semantic fusion module to align semantics
association between words and event entities, using predefined prompt templates
for the former and knowledge graphs for the latter. Then the fused knowledge
representation (latent embeddings) is concatenated with task-specific virtual
tokens (trainable embeddings) to compose knowledge-enhanced soft prompts.
Finally we add them into the encoder of BART [10] to adapt the sequence-to-
sequence PLM for generation-based event extraction task. Furthermore, follow-
ing the prompt template design of previous works [8,15], we introduce a variant
of Variational Auto-Encoders (VAE) model to get the topic words of event sen-
tences as additional event priori information, and add them into the prompt
templates. Our prompt templates leverages the implicit event knowledge effec-
tively for conditional generation, and can be seen as an end-to-end method that
solves event detection and event argument extraction simultaneously.

Contributions. The main contributions are as follows:

(1) We propose a novel generative event extraction model named KEPGEE,
which is based on internal knowledge-enhanced prompt learning. This
method is able to provide additional internal event entity information.

(2) Based on the original prompt templates, we add the related topic words into
the prompt templates, and the topic words are generated by a neural topic
model. This is an effective way to enhance the implicit event relating.

(3) We evaluate our model KEPGEE on ACE2005 and ERE datasets. The
experimental results show that our model achieves matched or competitive
performances with several classification-based model or generation-based
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model for event extraction (including the state-of-the-art models). KEPGEE
also performs well in low-resource settings.

2 Related Work

2.1 Classification-Based Event Extraction

Event extraction is an important task in the field of information extraction, and
has been studied for a long time [2,6]. Traditionally, related works follow the
sequence labeling classification modeling approach. DMCNN [3] is a classical
model for event extraction by using two dynamic multi-pooling convolutional
neural networks to classify trigger and argument words. PLMEE [26] is imple-
mented for trigger extraction and argument extraction via double BERT [4]. Lin
et al. [13] propose OneIE , which incorporates global features and employs beam
search. Additionally, some works formulate EE as a machine reading comprehen-
sion problem, which constructs questions and query model to get triggers and
arguments [7].

2.2 Generation-Based Event Extraction

There have recently been some works that formulate event extraction as a con-
ditional generation problem. Lu et al. [18] encode the input context to a tree-like
event structure, and parse the generation sentences to get corresponding struc-
tured events. Li et al. [12] attempt to mark the trigger words and design the event
templates by using <arg> as a placeholder for argument extraction. DEGREE
[8] is used for low-resource event extraction by predefined prompt templates,
which incorporates explicit event knowledge. GTEE-DYNPREF [15] integrates
context information via event-specific prefixes to establish links between different
event type.

2.3 Prompt Tuning

Prompt-tuning is a new paradigm for adapting pre-trained language models,
and has achieved outstanding performances in several downstream tasks with
the help of textual prompts [14]. The method of designing hand-crafted prompt
templates is called “hard prompts”, which depends on mapping from class labels
to answer tokens [17], and this method is effective in low-resource settings.

There are also some methods that optimize a series of embeddings into trans-
former, and can be seen as “soft prompts” [9,16], which focus on utilizing an
abstract vector as the prompt template rather than label words. Besides, several
works attempted to improve the performance of soft prompts by pre-training
[22] or incorporating external knowledge [22,24].
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2.4 Neural Topic Model

Topic model is a successful text analysis technology to mine the internal topics in
the corpus, which is based on statistical methods. In recent years, variation auto-
encoder (VAE) structure is the widely used in neural topic model (NTM), such
as [19]. Additionally, Dieng et al. [5] propose an embedded topic model (ETM),
which is a generative model of documents with word embeddings. [25] extract
topic words by semantic correlation graphs. Recently, Li et al. [11] attempt to
use a contrastive learning framework for topic mining.

3 Methods

In this section, we introduce our generative event extraction method KEPGEE,
and the composition of prompt templates design. The model framework is shown
in Fig. 1.

3.1 Overview of the Approach

Fig. 1. The main structure of KEPGEE. We first encode known event triples entities
by RGCN and generate the corresponding event prompt templates, then use a fusion
module to align word-entity embeddings and concatenate with a series of trainable
embeddings to construct soft prompts. Secondly, we integrate soft prompts into BART-
Decoder. Finally, we decode the generative sentences to obtain event structure results.

Problem Statement. We conduct event extraction as a conditional genera-
tion task. We assume that we are given the event data sources D with an event
type set ε = {ei | i ∈ [1, |ε|]}. The inputs Dgen sent to model for event type ei

consists of context C and a specific predefined prompt template Sei
. The gener-

ative output is Aei
, which contains the event records in the original placeholder

position.



94 H. Song et al.

The PLM. In our method, we take a pre-trained encoder-decoder language
model BART [10] as our basic architecture. The text generation process models
the conditional probability of selecting a new token given the previous tokens
and the input to the encoder.

3.2 Training and Inference

Training. The Training objective of our model KEPGEE is to generate an out-
put which is similar to event prompt templates. In this way, the position of origi-
nal placeholders are replaced by generated words. As shown in Fig. 1, <Trigger>
is expected to replaced by the trigger word “ left”, and some-place is expected
to replaced by the argument word “building” for role “Origin”, something is
replaced by “Saddam Hussein and sons” for the same role “Artifact”. Specially,
we assume that φ is trainable parameters. For event extraction task, we use
prompt-augmented context Dgen which is generated in training set D to derive
the prediction loss for learning φ , which is formally given as:

Lφ(D) = −
|D|∑

j=1

|ε|∑

i=1

log p
(
Gei,Cj

| Xei,Cj

)

Xei,Cj
= [Pk;Dgen,Cj

]
Dgen,Cj

= [Cj ; [SEP ];Sei
]

(1)

where Cj is j-th context in event sources D. Gei,Cj
is j-th ground truth sequence

by filling the gold words of event records replacing the placeholders, and Dgen,Cj

is j-th prompt-augmented context. Pkj indicates j-th soft prompts.

Inference. Similarly with [8], we generate a corresponding output by enumer-
ating all event types. After that, we compare the outputs with the predefined
event template and apply slot mapping to determine the predicted triggers and
arguments. We choose the closest one to the trigger span for argument predic-
tions We set an acceptable sequence length and make our model generate the
sequence by BEAM = 4.

3.3 Soft Prompts Components

Even if existing generative methods have achieved competitive performance for
event extraction, they lack the internal prior information between event entities.
Following previous works [24], we attempt to incorporate event-triples-KG from
given event data sources D, since it provides prior knowledge about event entities.

Knowledge Encoding. We first encode the entities to event-triples-KG. We
use relational graph neural networks (RGCN) [20] to obtain the event entity
embeddings, which can construct the event relational semantics by informa-
tion aggregation and flow. The derived entity matrix is E = [hE

1 , hE
2 , ..., hE

ne
],
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where ne is the number of event entities. Specially, we regard the output
embeddings of BART-Encoder as word embeddings, which encoder the prompt-
augmented sources Dgen to learn the particular format and information of cor-
responding event context. Similarity, the word embeddings matrix is denotes as
T = [hT

1 , hT
2 , ..., hT

nw
], nw is the length of input sequence.

Fig. 2. The example of a prompt template for MOVEMENT:TRANSPORT event.

Word-Entity Alignment. To align the semantic representation between words
and entities, we use a cross interaction algorithm to associate with these two
embeddings:

M = T�WE

T ′ = T + EM
(2)

where M is the correlation matrix between the two embeddings and T ′ denotes
the fused word-entity representations. W is the transformation matrix. We estab-
lish the semantic association between words and entities via the simple transfor-
mation above.

The Soft Prompts Design. Specially, we concatenate the word-entity embed-
dings T ′ with task-specific soft prompts Pori to construct the knowledge-
enhanced soft prompts Pk. The task-specific soft prompts Pori are series of
trainable embeddings and can be considered as if they were virtual tokens. They
are usually re-parameterized by a feed-forward network, which consists of two
linear transformations with a TANh activation function in between. The formal
description of Pk is:

Pk = [Pori;T ′] (3)

To limit the format of generating sequences in better, we then transfer Pk

and concatenate it with the key-value pairs K and V respectively of the BART-
Encoder attention layers rather than the BART-Decoder.
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3.4 Prompt Template Design

The event templates we use are based on the design of [8], and we add the topic
words of corresponding event sentences via a neural topic model. Our prompt
template design method can relieve the problem of over-dependence, and make
the model learn the implicit event information.

The Components of Prompt Templates. An example of the prompt tem-
plate is shown in Fig. 2. We concatenate each prompt template with correspond-
ing original context as prompt-augmented sources Dgen, which are generated
from the given event data sources D. We acquire the generative output sequences
Aei

, which contain the event records in the original placeholder position. Every
prompt template contains the following components: the event topic words which
are extracted by a neural topic model, the event type description, the event key-
words, and the event template. Specially, we regard the topic words as implicit
event relating, because these topic words may not mentioned in the correspond-
ing event context, but in the given event data sources D. Similarity, we regard
the event type description and event keywords as explicit event relating, for
these elements could be acquired directly. We also regard the event template
as template event relating, which guide the model to generate triggers and
arguments at the locations of placeholders.

Implicit Event Relating. We introduce the topic words in prompt templates
for providing related event information about corresponding context, because
the hand-crafted designed prompts may cause the subjective intervention. We
use a variant of classical topic model W-LDA [19] to obtain the topic words.
The model is composed of an encoder and a decoder, working resembling the
data reconstruction process. We assume that V is the vocabulary of given event
data sources D, and j-th context is represented as Cj = (x1, x2, ..., xn), where
n is the length of this context. The expected topic type num is K which is
predefined, and each topic k = 1, ...,K is a probability distribution over the
words in the vocabulary V . We also assume that every context has its related
topics θ ∈ �K ,

∑
k θk = 1, θk ≥ 0. The flow path for getting topic words is as

follows. We First get the intermediate embeddings μ and log σ via the encoder:

μ = fμ (Cj) (4)
log σ = fσ (Cj) (5)

where μ and σ are the hyper-parameters of sampling topic-word distribution,
and fμ and σ are the two feed-forward networks which have the same struc-
ture. We use Gaussian distribution to generate topic words, and the the topic
implicit variable of given context z is also subject to multi-dimensional Gaussian
distribution.
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z ∼ N
(
μ, σ2

)
(6)

θ = softmax(z) (7)
pw = softmax (Wϕθ) (8)

where Wϕ ∈ RK×V represents the distribution matrix of topic words. We take
given event data sources D as training data to reconstruct the predicted word
probability. The model takes the Gaussian mixture distribution as priori distri-
bution. We use above topic model to obtain the topic words of each context.
Specially, we set the expected topic type num K = 30. We choose Top3 related
topics and select Top3 words for each topic, amount of 9 words to add into the
prompt template of corresponding context as implicit event relating. The topic
words prompt is shown in Fig. 2.

Explicit Event Relating. We regard the event type description and event
keywords as explicit event relating, because they are clearly prompted by the
given event context. For each event type, we construct a unique event description
which is annotated from given event data sources D, and we treat some trigger
words that are semantically related to the given event type as keywords.

Template Event Relating. We take the event template as template event
relating, which defines the output format and slots for predicting. Firstly, we
hope to detect the trigger word via replacing the placeholder “< Trigger > ”
of “Trigger is < Trigger > ”. Secondly, we hope to obtain the argument words
related to events. In event template, we use some placeholders which are starting
with “some” to represent argument roles, and make the model generate target
arguments replacing these placeholders. Every event type has its own unique
event template.

4 Experiments

In this section, we evaluate the performances of our model KEPGEE by con-
ducting experiments on ACE2005 and ERE datasets.

4.1 Experiment Setup

Dataset. We conduct our experiments on two widely used datasets, ACE2005
[6] and ERE [21]. The former contains 33 event types and 22 argument roles,
the latter contains 38 event types and 21 argument roles. Specifically,we choose
English part and adopt the pre-process method in [13].

Experimental Details. We use the HuggingFace implementation of the pre-
trained encoder-decoder language model BART [10]. We set default prompt
length to 20, input length to 250 on ACE2005 and 375 on ERE, max output
length to 130. Epoch is 30, batchsize is 16 and the learning rate is set to 1e-5.
We report average performance and the best methods are bold.
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Evaluation Metircs. We use the same criteria in previous works [8,15]. We
report the F1-scores of trigger classification (Trg-C) and argument classification
(Arg-C) in major. We also report F1-scores of trigger identification (Trg-I) and
argument identification (Arg-I) in sub-experiments. Trg-I: an trigger is identified
correctly if its offset matches the ground truth. Trg-C: an trigger is classified
correctly if its offset and event type both match the ground truth. Arg-I: an
argument is identified correctly if its offset and event type both match the ground
truth. Arg-C: an argument is classified correctly if its offset, event type and role
all match the ground truth.

Compared Baselines. We compare our method KEPGEE with following
classification-based models and generation-based models. DYGIE++ [23]: a
span-based method which introduces a graph structure to capture the interac-
tion of span. BERT_QA [7]: a MRC-based method which uses QA pairs to
classify the position of the predicted span. OneIE [13]: a joint-based method
which employs global features to make decisions between instances and sub-tasks.
TEXT2EVENT [18] : a generation-based method which converts the input
sequences to the tree-like structure and generates target words. DEGREE [8]:
a conditional generation method which uses prompt templates to obtain the trig-
gers and arguments. GTEE-DYNPREF [15]: a conditional generation method
which is also enhanced by static and dynamic prefixes.

4.2 Main Result

The main results on ACE2005 and ERE are shown in Table 1. We display the
F1-scores of trigger classification (Trg-C) and argument classification (Arg-C).
We take methods into two groups, the one is group of classification-based models,
and the other is group of generation-based models. We implement our model in
BART-large, which is similar with other generation-based methods. The model
with * represents that the numbers are from previous paper.

Table 1. The Main results on ACE2005 and ERE datasets.

Model Type ACE2005-EN ERE-EN
Trg-C Arg-C Trg-C Arg-C

DyGIE++* Cls 69.7 48.8 – –
BERT_QA* Cls 72.3 53.3 – –
OneIE* Cls 72.8 54.8 57.0 46.5
Text2Event* Gen 71.8 54.4 59.1 50.5
DEGREE Gen 73.5 55.3 57.2 49.8
GTEE-DYNPREF* Gen 74.3 54.7 66.9 55.1
KEPGEE(ours) Gen 76.2 58.3 64.9 54.6
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Our proposed model KEPGEE achieves great performances for Trg-C and
Arg-C compared with other baselines. KEPGEE outperforms OneIE, which is
the state-of-the-art classification-based model, by 3.4/3.5% increase on ACE2005
and 7.4/8.1% increase on ERE for Trg-C/Arg-C. Although the test results
of KEPGEE are not better than the SOTA generation-based method GTEE-
DYNPREF on ERE, our model is competitive enough and outperforms the oth-
ers. Compared with GTEE-DYNPREF, we attempt to use soft prompts in a
knowledge-enhanced manner rather than aggregating information from various
event types. And compared with DEGREE, we introduce the topic words in
corresponding templates via a neural topic model instead of completely hand-
crafted prompt templates.

4.3 Result for Low-Resource

We conduct a experiment for low-resource event extraction. We re-implement
DEGREE and our model in BART-large. Following the pre-process method in
[8], we split training data into different proportions (1%, 3%, 5%, 10%, 20%,
30%, 100%) and use the original test set.

Fig. 3. The F1-scores for low-resource event extraction.

As visualized in Fig. 3, our model KEPGEE outperforms DEGREE (the
SOTA model for low-resource) and other models both trigger classification and
argument classification in general. This benefits from the introduction of internal
knowledge. Specifically, we discover that KEPGEE could improve more in event
argument-classification with more data. This demonstrates the effectiveness of
internal knowledge-enhanced soft prompts, making the model learn to recognize
argument words more effectively by entity knowledge.

4.4 Ablation Study

We conduct an ablation study for the components of KEPGEE. We implement
our model in BART-large and train in ACE2005. Table 2 demonstrates how
different components of KEPGEE affect the performance.



100 H. Song et al.

Table 2. The ablation study for the components of KEPGEE.

Model ACE2005-EN
Trg-I Trg-C Arg-I Arg-C

Full KEPGEE 80.9 76.2 60.8 58.3
- w/o word-entity knowledge 80.2 75.8 60.4 57.8
- only task-specific soft prompts 79.1 75.5 60.2 57.6
- only topic words 77.5 74.1 59.7 56.4
- w/o extra components (original DEGREE) 76.8 73.5 58.3 55.3

We simply consider that there are three optimized components than
DEGREE: word-entity knowledge, task-specific soft prompts and topic words.
We discover that introducing topic words into the prompt templates is effective
for event argument extraction particularly, this could demonstrate that the topic
words contain the implicit event relating information. Task-specific soft prompts
play an important role, which could greatly improve the performance via con-
tributing the virtual tokens in the attention layers. The word-entity knowledge
is also important to event extraction task, because it makes the event entities to
be highlighted in the corresponding context.

5 Conclusion

In this paper, we propose a generative event extraction model named KEPGEE,
which is based on internal knowledge-enhanced prompt learning. Specifically,
we firstly encode the event triples entities via relational graph neural networks
and fuse them with the word embeddings to obtain the knowledge representa-
tion, then the knowledge representation is concatenated with task-specific vir-
tual tokens to compose knowledge-enhanced soft prompts. Besides, we add the
topic words into corresponding prompt templates to enhance the implicit event
information. Moreover, our experimental results show that KEPGEE achieves
matched or better performances with several state-of-the-art classification-based
or generation-based event extraction models.
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