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Abstract. In recent times, it has become increasingly popular to examine a wide
range of environmental and earth data using remote sensing schemes supported by
satellite images (SI). Due to the complex nature of spatial, spectral, and temporal
characteristics of SI, it is quite difficult for automatic analysis to be performed
as it requires specially designed algorithms. As part of the research proposal,
an enhanced deep-learning scheme will be implemented in order to extract the
waterbodies from the chosen SIs. The phases involved in this scheme includes; (i)
the collection and resizing of images, (ii) Shannon’s Entropy preprocessing, (iii)
DeepLabV3+ extraction of waterbodies, (iv) the comparison of extracted sections
with ground truth (GT) and the calculation of performance metrics, and (v) valida-
tion of the effectiveness of the implemented scheme. In the proposedwork, the pro-
posed multi-thresholding approach is combined with DeepLabV3+ in order to get
thewaterbodies to be extracted from the chosen test images.DeepLabV3 is demon-
strated to have excellent segmentation performance when it is compared to UNet
and SegNet. The experimental results of this scheme indicate that DeepLabV3+
results in higher Jaccard value (>89%), Dice value (>93%), and segmentation
accuracy value (>97%)when compared to other pretrained segmentation schemes.

Keywords: Earth data · Satellite image · Waterbodies · DeepLabV3+ ·
Segmentation

1 Introduction

The rapid improvement in technology and the avalaibility of various computing facilities
helped to implement the Artificial Intelligence (AI) schemes to analyse a variety of the
database. Examination of the satellite data is one of the common procedure in geoscience
studies and the outcome of this assesment helps to provide a variety of vital information
regarding various key geoscience information for necessary monitoring and decision
making tasks [1, 2].

Detection of waterbodies from the Satellite İmagery (SI) is one of the key reaseach
area and this helps to achieve the following;
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• Water resource management: Accurate mapping of waterbodies is important for the
management of water resources such as rivers, lakes, and reservoirs. It helps in mon-
itoring changes in water levels, identifying areas of water scarcity or abundance, and
planning for the allocation of water resources.

• Flood monitoring: Waterbody detection is crucial in monitoring floods, which can
cause significant damage to property and human lives.

• Environmental studies: It can help in the identification of wetlands, which are critical
habitats for wildlife and provide several ecosystem services such as water purification
and carbon sequestration.

• Climate change studies: Changes in waterbodies, such as shrinking of glaciers, melt-
ing of sea ice, and changes in river flow patterns, can provide insights into the impacts
of climate change. Detection of these changes can help in developing mitigation and
adaptation strategies.

• Navigation and transportation: It helps in the planning of shipping routes, construction
of ports, and monitoring of maritime activities.

In the literature, there exists a variety of procedures to detect the waterbodies from
SIs, such as image segmentation, thresholding, and machine learning algorithms. Com-
pared to the traditional image processing schemes, the AI supported methods are widely
adopted in the literature for automatic examination and assesment of the SI.

Convolutional neural networks (CNNs) are a type of deep learning algorithm that
has shown great promise in waterbodies analysis from satellite imagery. CNNs are well-
suited for image analysis tasks as they can automatically learn and extract relevant
features from images without the need for manual feature engineering. CNNs can be
trained using labeled satellite images to detect and classify waterbodies at different
scales. The labeled images are typically manually annotated by experts to indicate the
location of waterbodies. The CNN then learns to recognize patterns in the labeled images
and applies them to new images to detect waterbodies [3, 4].

The CNNs are a powerful tool for waterbodies analysis from satellite imagery. They
can be used for detection and classification of coastal waterbodies, mapping of inland
waterbodies, flood monitoring, and detection of water quality parameters. The informa-
tion obtained from CNNs can be used for various applications such as water resource
management, environmental studies, and disaster response planning. In the proposed
research, DeepLabV3+ is considered to extract and evaluate the waterbodies from the
choen SI. The various stages of this scheme involves in; image collection and resizing,
preprocessing with Shannon’s Entropy (SE), DeepLabV3+ supported segmentation and
computing the necessary performance measures by comparing the mined region with
ground truth (GT). The experimental outome of this study confirms that the proposed
scheme is efficient in achiving a better segmentation outcome on the chosen image
database.

This work includes of five sections; Sects. 2 and 3 demonstrates the literature review
and methodology, Sects. 4 and 5 present experimental outcomeand conclusion of this
study.
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2 Literature Review

Recently, deep-learning based examination of SIs are widely discussed by the
researchers. The work of Zhang et al. (2021) proposes a method for waterbodies seg-
mentation using deep convolutional neural networks (DCNNs). The proposed method
achieved high accuracy in waterbodies segmentation in high-resolution satellite images
[5]. The study of Gao et al. (2022) proposes an unsupervised method for waterbodies
segmentation using generative adversarial networks (GANs) and region merging. The
proposed method achieved high accuracy in waterbodies segmentation in Landsat 8
satellite images [6]. The research by Yuan et al. (2020) proposes a deep learning-based
method for waterbodies segmentation using data augmentation techniques such as rota-
tion, flipping, and scaling. The proposed method achieved high accuracy in waterbodies
segmentation in multispectral satellite images [7].

Thework of Rana and Babu (2022) compares the performance of different waterbod-
ies segmentation techniques, including thresholding, segmentation using morphological
operations, and deep learning-based methods [8]. The review work by Babu and Rajam
(2020) provides an overview of different machine learning techniques for waterbod-
ies segmentation from satellite images, including thresholding, clustering, and deep
learning-based methods [9]. The paper also discusses the challenges and future direc-
tions in waterbodies segmentation. Based on this motivation, proposed research also
implements automatic evaluation of waterbodies from the chosen satellite images.

To achieve a better segmentation accuracy, this research considers the preprocessed
SIs and implements the DeepLabV3+. The experimental results of this work confirms
that the proposed scheme works well on the chosen images.

3 Methodology

This section of the research presents the methodology proposed in this research to exam-
ine the SIs. Figure 1 depicts the various stages existing in the waterbodies detection
scheme with DeepLabV3+.

The necessary SI database is collected from [10] and then every image and the
GT are resized to 512 × 512 × 3 pixels. These images are then enhanced using the
Shannon’s entropy supported tri-level thresholding along with the Mayfly-Algorithm
(SE + MA) [10]. The waterbodies region from the enhanced image is then mined using
the DeepLabV3+ and the extracted section is compared with the Ground-Truth (GT)
and the necessary performance metrics are computed. Based on the mean value of these
measures, the merit of the proposed technique is verified.

3.1 Database

The necessary test images for this study is obtained from [10]. The considered image
and the ground-truth (GT) is resized to 512 × 512 pixels and in this work a total of
1000 images are considered for the examination. Among the considered images, 80%
of the database is chosen for training the pretrained segmentation system and 20% is
considered for testing the performance. The sample test image and its related GT is
depicted in Fig. 2.
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Fig. 1. Proposed satellite image evaluation approach
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Fig. 2. Benchmark satellite image database

3.2 Thresholding

The chosen RGB scaled test images are preprocessed with a tri-level thresholding to
enhance the visibility of the waterbody section for better segmentation. The related
thresholding considered in this work can be found in [11–13].

Shannon’s Entropy (SE) thresholding is a technique used in image processing to
automatically determine a threshold value for image segmentation. This technique uses
SE formula to calculate the optimal threshold value for a given image. The basic idea
behind SE thresholding is that the threshold value should be chosen in such a way that it
maximizes the difference in entropy between the object and background regions of the
image. The entropy of an image can be calculated using the formula shown in Eq. (1):

H = −
∑

(p_i ∗ log 2(p_i)) (1)

where p_i is the probability of the intensity level i occurring in the image. The sum is
taken over all possible intensity levels in the image.
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To apply Shannon’s entropy thresholding, we first calculate the entropy of the entire
image. We then consider all possible threshold values between the minimum and max-
imum intensity values in the image. For each threshold value, we calculate the entropy
of the object and background regions of the image separately. The threshold value that
maximizes the difference between the entropies of the object and background regions is
then selected as the optimal threshold.

Once the optimal threshold value has been determined, the image can be segmented
into object and background regions by assigning all pixels with intensity values above the
threshold to the object region, and all pixels with intensity values below the threshold
to the background region. Shannon’s entropy thresholding is a simple and effective
technique for image segmentation. However, it is important to note that the technique
may not work well for images with non-uniform backgrounds or objects with complex
shapes. In such cases, more sophisticated thresholding techniques may be required. The
optimal thresholding with SE is obtained using the Mayfly Algorithm (MA) and the
complete information regarding this scheme can be found in [14, 15].

3.3 DeepLabV3+

DeepLabV3+ is a state-of-the-art deep neural network architecture for semantic segmen-
tation, which was proposed by Zhang et al. in 2020 [16]. It is an extension of the previous
DeepLabV3 architecture, whichwas designed to address the limitations of earlier seman-
tic segmentation models, such as low spatial resolution, coarse object boundaries, and
over-segmentation.

The core idea of DeepLabV3+ is to integrate the features extracted by a deep convo-
lutional neural network (CNN) with a powerful spatial pyramid pooling module and a
decoder network that restores the spatial resolution of the output segmentation map. The
model is built on top of a pre-trained backbone network, such as ResNet or Xception,
which is used to extract high-level features from the input image.

The spatial pyramid pooling module in DeepLabV3+ is designed to capture features
at multiple scales and at different levels of granularity. This module takes the output
feature maps from the backbone network and applies pooling operations at different
scales, with each scale capturing features at a different level of detail. This allows the
model to capture both global and local context information andbetter distinguish between
objects that are close together.

The decoder network in DeepLabV3+ is used to restore the spatial resolution of
the output segmentation map, which is reduced by the pooling operations in the spa-
tial pyramid module. The decoder network upsamples the feature maps to the original
input resolution and fuses them with the corresponding feature maps from the backbone
network, using a skip-connection mechanism similar to that used in U-Net [17, 18].

The final output of DeepLabV3+ is a pixel-wise segmentation map, where each pixel
is assigned a label indicating the object or background class. The model is trained using
a cross-entropy loss function, which measures the discrepancy between the predicted
and ground-truth segmentation maps.

Overall, DeepLabV3+ has demonstrated state-of-the-art performance on several
benchmark datasets for semantic segmentation. Its combination of deep CNNs, spatial
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pyramid pooling, and decoder networks allows it to achieve highly accurate segmentation
results, even in complex scenes with multiple objects and cluttered backgrounds.

3.4 Performance Evaluation

There are several commonly used measures for evaluating the performance of image
segmentation algorithms. Some of the most widely used measures are considered in this
research work and the necessary expressions are shown in Eqns. (2) to (5) [19, 20];:

Jaccard = TP/(TP + FP + FN) (2)

Dice = (2 ∗ TP)/(2 ∗ TP + FP + FN) (3)

Accuracy = (TP + TN)/(TP + TN + FP + FN) (4)

Precision = TP/(TP + FP) (5)

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negatives.

4 Result and Discussions

This section of the research presents the experimental outcome achieved using the imple-
mented pretrained schemes. The proposed scheme is trained using 800 images alongwith
its GT and the merit of this scheme is verified using 200 testing images.

The experimental outcome of DeepLabV3+ is presented in Fig. 3. Figure 3(a)
presents the outcome achieved during algorithm training and Figs. 3(b) and (c) shows
the training and validation accuracy and loss for a chosen epochs of 120. This confirms
that the proposed approach is efficient in acieving a better accuracy. After the training,
the proposed scheme provides a binary segmentation result and it is depicted in Fig. 3(d).
This picture also confirms that the segmented outcome of this scheme is better and it
similatr to the GT.

The performance measures from these images needs to be computed by executing a
pixel wise comparison among the segmented section and the GT and the mean value of
these measures are then considered for the validation. The sample results and the related
GT obtained during the study is presented in Fig. 4.

The result of DeepLabV3+ is compared and confirmed against other segmentation
procedures, like UNet, SegNet, VGG-UNet and VGG-SegNet available in the literature
and the mean ± standard deviation value is then considered for the assesment as shown
in Table 1. This table confirms that, the proposed approach helps in getting a better result
on the chosen database compared to other existing approaches.

The limitation of this research is, it implements a thresholding combined with the
segmentation process. In the future, the SE can be replaced with other thresholding
schemes existing in the literature. Further, the computational complexity of the proposed
scheme can be reduce by considering the light-weight deep learning based segmentation
achemes.
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(a) Training 

(b) Accuracy (c) Loss 

(d) Testing 

Fig. 3. Experimental outcome for DeepLabV3+
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Fig. 4. Sample GT section and its related segmented waterbody region
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Table 1. Computed performance values of the test images

Scheme Jaccard (%) Dice (%) Accuracy (%) Precision (%)

DeepLabV3+ 89.28 ± 1.05 93.63 ± 0.85 97.38 ± 0.31 95.17 ± 0.22

UNet 87.17 ± 1.17 91.13 ± 0.82 96.06 ± 0.33 93.37 ± 0.41

SegNet 86.81 ± 1.08 90.28 ± 0.75 96.22 ± 0.28 93.09 ± 0.38

VGG-UNet 88.83 ± 1.15 92.53 ± 0.38 97.14 ± 0.27 94.85 ± 0.16

VGG-SegNet 88.39 ± 1.13 92.17 ± 0.52 96.74 ± 0.19 94.29 ± 0.23

5 Conclusion

This work implements a methodology by integrating the thresholding and dee-
segmentation procedure to detect waterbodies in SI. The experimehtal outcome confirms
that the DeepLabV3+ has demonstrated its ability to accurately detect waterbodies, even
in complex scenes where the waterbodies are partially or completely occluded. By lever-
aging the powerful features of DeepLabV3+ and fine-tuning it on waterbody detection
datasets, the model can accurately detect waterbodies at different scales, shapes, and
orientations. Additionally, DeepLabV3+ can effectively distinguish waterbodies from
other similar-looking features such as shadows, rocks, and vegetation, making it a robust
tool for waterbodies detection. Overall, DeepLabV3+ based waterbodies detection has
the potential to provide valuable insights into water resources management, environ-
mental monitoring, and disaster response planning. However, like any other computer
vision model, it has its limitations and requires careful evaluation and validation before
deployment in real-world applications.
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