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Abstract. The purpose of the website We created is to provide consumers with
health and disease predictions based on machine learning algorithms. The website
is made with the user in mind, offering a straightforward and intuitive interface
that makes it simple for users to get about the platform and access their health
report and self-health evaluation.

The website’s machine learning algorithms are made to assess user informa-
tion, such as medical history, dietary preferences, and physical attributes, in order
to produce a unique health report for each user. The health report will provide
details on potential dangers and symptoms of various illnesses, as well as sug-
gestions for safeguards and lifestyle modifications that might help lower such
dangers.

The website also has a self-health assessment tool that lets users provide more
details about their personal health andwayof life. Themachine learning algorithms
will use this data to produce a more thorough health report that is customised to
the user’s requirements.

Keywords: Healthcare · Self-Assessment Tool · Diagnose ·Machine Learning
Algorithm ·Web Application for Health and Disease Detection · Decision Tree ·
Django Backend

1 Introduction

Humans have long placed a high value on their health and well-being. Nonetheless, there
has been a huge shift in how people view their health as a result of the development of
technology and the rising demand for rapid gratification. Due to their capacity to cor-
rectly identify ailments and offer individualised healthcare solutions, machine learning
algorithms have recently experienced tremendous growth in popularity in the healthcare
sector.

The website we show in this study uses machine learning techniques to forecast
ailments and give consumers a detailed health report. By giving users the resources,
they need to take charge of their health and make wise decisions about their well-
being, our website seeks to empower people. Users can detect potential health issues
and take preventive action before it’s too late thanks to our self-health assessment tool.
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Our research article intends to offer a thorough description of the website construction
process, algorithm selection method, and validation techniques. We think that by offer-
ing a straightforward and approachable platform for disease prediction and self-health
evaluation, our website has the potential to transform the healthcare sector. One of the
primary advantages of ourwebsite is that it enables users to take charge of their health. By
offering simple access to individualised health reports and self-assessment tools, users
are able to recognise potential health hazards and take preventative action before to the
onset of serious illnesses. This can lower healthcare expenses and improve the quality
of life overall. Our idea is unusual because it combines the most recent advancements
in machine learning algorithms with a user-friendly website design to create an acces-
sible and efficient healthcare solution. We think that by using the power of technology,
our website has the ability to revolutionise the healthcare business by making it more
personalised, convenient, and affordable.

Thework done in this research aims to provide a solution for self-assessment and dis-
ease prediction usingmachine learning algorithms. The project has successfully designed
and built a web application that uses machine learning models in the backend to process
the data for prediction of disease based on trained models. Our web application offers
twomajor services, first one is ‘Self-Assessment’ for the health examination and another
one is ‘Diagnosis Section’ to test the blood report of patient corresponding to suffering
disease to know whether they are in risk or safe.

2 Literature Survey

Heart Health Prediction Using Web Application. It uses machine learning, classifica-
tion, and data analysis techniques to predict heart conditions based on various parameters
such as glucose level, BP, BMI, etc. The model achieved an accuracy of 75-82% using
a random forest classifier and is presented as a web application using Streamlit [1].

Heart Disease Prediction UsingMachine Learning and DataMining here the proposed
method for detecting heart disease using machine learning algorithms such as K-Nearest
Neighbors, Naïve Bayes, Decision Tree, Support Vector Machines, and Random Forest.
Themodels are uploaded to aweb server using Flask framework, and users can input their
data. The authors conducted experiments and found that K-Nearest Neighbors provides
the highest accuracyof 87%.They also discuss previous studies onheart disease detection
using machine learning and data mining techniques [2].

Disease Prediction Web App Using Machine Learning. The study evaluates different
models such as Support Vector Classifier, Naive Bayes Classifier, and Random Forest
Classifier, and uses Django to create a self-assessment system based on the best accu-
racy model. The objective is to improve healthcare through accurate and early disease
detection. The proposed system, called HealthSure, allows users to register and check
their symptoms to predict diseases [3].

Heart Disease Prediction Using Machine Learning, The proposal for a web application
that aims to predict the occurrence of heart disease and suggest preventative measures.
The project will use data mining techniques to extract hidden patterns from datasets and
find a suitablemachine learning technique for heart disease prediction. The objectives are
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to develop an easy-to-use platform, require no human intervention, suggest preventative
measures. The project aims to improve medical efficiency, reduce costs, and enhance
the quality of clinical decisions [4].

Disease Prediction Using Machine Learning and Django and Online Consultation. It
is an online platform for users to receive quick medical advice based on their symptoms.
The system uses data mining techniques to determine the most likely disease related to a
patient’s symptoms. Doctors can access patient information and diagnose them online.
The system uses the Random Forest algorithm to predict diseases [5].

The authors conducted thorough analysis and normalization of models to understand
the need for these predictions. The Voting Classifier of Decision Tree, Sigmoid SVC,
and Adaboost achieved the highest accuracy of 88.57% for heart disease, while the
voting classifier had an accuracy of 80.95% for diabetes. The study also suggests the
potential extension of this methodology to predict a patient’s immunity to COVID-19.
Future work could involve developing a robust model with automated feature selection
to analyze both diseases and their relationship to COVID-19 [6].

The research provided useful disease prediction based on symptoms. A script was
developed to extract and format data as needed. Users can input symbols or select options
for prediction. Users can also create medical profiles to contribute to the database and
improve predictions over time. The analysis revealed similarities between diseases, but
the training model would benefit from a larger database [7].

The proposed research had a positive impact on hospitals, catering to dynamic envi-
ronments and benefiting both patients and organizations. It offers database filtering
for monitoring disease outbreaks and ensures data security with individual hospital
databases. Unique QR codes help identify patients and reduce wait times. The web
app allows patients to access lab reports and medicine notes, eliminating the need for
physical copies. Overall, the project improves patient experience and facilitates future
consultations [8].

This research implemented a Hospital Management System using Django. The eval-
uation and assessment by respondents and end-users showed that the system effectively
meets their needs and requirements. Itwas rated positively in termsof acceptability, effec-
tiveness, quality, and productivity in automating hospital management. The conclusion
is that the system is efficient, eliminates manual errors, improves hospital operations,
enhances patient satisfaction, and overall improves the functioning of the hospital [9].

The research aims to provide a significant solution for icterus sufferers. The proposed
rules engine framework is designed to identify parameters and administer appropriate
medicines. Future plans involve implementing machine learning to enhance the rules
engine’s success [10].

3 Proposed System

Our project is a web-based application that is based on amedical and hospital ecosystem.
This ecosystem is a comprehensive platform that is designed to provide patients with
easy access to a variety of health care services and resources. This platform is a new
strategy that has the potential to improve the healthcare business by providing patients
with a variety of features that make the process more convenient and effective overall.



240 R. Kumar et al.

The capability of the platform to allow users to do self-evaluations and view health
data online is one of the most important characteristics it possesses. Patients will be
better able to monitor their own health and recognise any possible issues before they
become more serious with the help of this tool. Patients are able to use this function
by using the user-friendly interface that the platform provides. This interface makes it
simple for patients to navigate and use the platform.

Comparatively with the existing system, we are able to achieve 89% accuracy in
self-assessment system and in the other part, the diagnose section where the patient’s
health report is tested, there in heart disease testing we achieve 90.2% accuracy. Our
project aims to build the whole health care environment to provide our users a complete
health guide to know the disease - from symptoms to test their report data from blood
sample, to know the potential risk of disease.

4 Analyzing Requirement

To build the project, the following requirements needed to be fulfilled:

• Front-end Development: The website’s user interface was developed using HTML,
CSS, and JavaScript.

• Back-end Development: Python Django framework was used for the back-end devel-
opment, which handles user requests, retrieves and stores data, and interfaces with
the machine learning algorithm.

• Machine Learning Algorithm: An appropriate machine learning algorithm was
selected for disease prediction.

• Self-assessment and Health Report Generation: The website has a self-assessment
module that allows users to input relevant information about their health, lifestyle,
and medical history.

The tech stack used to build the project included HTML, CSS, and JavaScript for
front-end development, Python Django framework for back-end development, and a
machine learning algorithm for disease prediction.

4.1 Front-End Development

The project’s front-end development included the design and creation of a user-friendly
website interface utilising HTML, CSS, and JavaScript. HTML was utilised to structure
the website’s content and define text, graphics, and other page elements. Using font,
colour schemes, and layout, CSS was utilised to style and make the website visually
appealing.

4.2 Back-End Development

The project’s backend was developed using the Python Django web framework. Django
is a robust and flexible framework that offers a comprehensive solution for web
development. It is renowned for its usability, scalability, and safety.
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The website’s backend was responsible for processing user requests, retrieving
and storing data, and communicating with the machine learning algorithm. The back-
end was developed utilising the Model-View-Controller (MVC) architectural paradigm
of Django. This pattern divides the programme into Model, View, and Controller
components.

4.3 Machine Learning Algorithm

We are developing symptom checker tools as part of our ongoing work on machine
learning, which will be used in the healthcare project we are working on. This will allow
patients to perform their own self-assessment check-ups. These tools are intended to
assist patients in evaluating their symptoms and providing recommendations regarding
the next steps that should be taken.

In this part of the project, machine learning is also being used to develop predictive
models in order to assist our healthcare project in predicting the health risks that patients
may face. These models are able to identify patients who are at a high risk of developing
certain conditions and provide personalised recommendations on how to manage the
patients’ health by analysing large sets of data pertaining to individual patients.

Decision tree is a method for machine learning that builds a tree-like representation
of decisions and their possible outcomes. It is useful for classification and regression
issues, and is ideally suited to data with both categorical and continuous characteristics.
Decision trees are simple to read, and the resultingmodelmay be represented graphically
and explained to non-specialists.

Logistic regression is an approach for supervised learning used to solve classification
problems. It models the link between a dependent variable and one or more independent
factors and estimates the likelihood that the dependent variable belongs to a specific class.
It is frequently used in medical research to estimate a patient’s likelihood of developing
a particular condition.

Random forest classifier is a technique for ensemble learning that mixes numerous
decision trees to enhance accuracy and avoid overfitting.At each split, it randomly selects
a subset of the features and trains each tree using a separate random sample of the data.
It is frequently employed for high-dimensional datasets with numerous features.

Naïve Bayes algorithm is a probabilistic classification system. Bayes’ theorem states
that the probability of a hypothesis is updated based on fresh data. The Naïve Bayes
assumption is that the features are conditionally independent of the class label, hence
the term “Naïve.” It excels at text categorization tasks, including spam detection and
sentiment analysis.

4.4 Data Management

Our training dataset contains a total of 4920 rows and 133 columns.Out of these columns,
132 represent different symptoms that a person can experience, and the final column
represents the prognosis or target disease.

We have a total of 41 diseases in our dataset, and each disease is represented by a
set of symptoms that have been mapped to it. Each disease is present in 120 rows of our
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dataset. This means that for each disease, we have 120 instances of symptom data that
can be used to train our machine learning model.

During the training phase, we used the symptom data from these 41 diseases dataset
to train our machine learning model. We divided the patient dataset into two files: train-
ing.csv and testing.csv. one file was used to train the model, while the other file was used
to validate the model’s performance during the training process (Table 1).

Table 1. Training Dataset Statistics

Type Count

rows 4920

columns 133

symptoms 132

disease 41

rows-disease 120

5 Methodology

We’vebeenworkingon extending the project to create aweb application that incorporates
a machine lesearning model [11, 12]. The web application provides an interface that
allows users to input their symptoms and receive a prediction (ref. Fig. 3) of the most
likely disease they might be suffering from, along with the confidence score of having
that disease [13–15].

Our project aimed to predict diseases using medical data through a machine learning
system employing multiple supervised learning approaches, such as logistic regression,
random forest classifier, Naïve Bayes, and decision trees. During the testing phase, we
evaluated the performance of these algorithms using k-fold cross-validation, a typical
strategy for model selection that involves dividing the data into k subsets, training the
model on k-1 subsets, and assessing the model’s performance on the final subset. We
performed this procedure with k values of 2, 4, 6, 8, and 10 and calculated the ultimate
score by averaging the results, represented in Table 2 and Fig. 1.

Based on our evaluation (ref. Table 2), we found that the decision tree algorithm at
k-value: 2 was themost effectivemethod for predicting diseases usingmedical data. This
is because decision trees are simple to read and can be displayed and explained to non-
experts, making them a valuable tool formedical practitioners and patients. Additionally,
decision trees can accommodate both categorical and continuous variables, which are
prevalent in medical datasets. We found that the decision tree algorithm accurately
classified 89% of the test cases, a high rate of accuracy. In contrast, we observed that
some methods, such as logistic regression, random forest classifier, and Naïve Bayes,
appeared overfit, with training scores above testing scores. Overfitting happens when
a model is overly complicated and has learned the noise in the training data, resulting
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in inadequate generalization to new data. Therefore, the decision tree approach was the
most appropriate for predicting diseases using medical data. So, we choose to build our
web application backend using the decision tree model to process and predict the health.

Table 2. Self-Assessment, Testing Score using K-fold cross-validation a different k value.

Algorithm k = 2 k = 4 k = 6 k = 8 k = 10

logistic regression 100% 100% 100% 100% 100%

decision tree 89% 100% 100% 100% 100%

random forest 100% 100% 100% 100% 100%

naïve bayes 100% 100% 100% 100% 100%

Fig. 1. Self-Assessment, testing score plot

The web application has another service (ref. Fig. 4) for health report generation
where the user inputs data from a blood report to determine whether they are at risk or
safe [16].

We have performedmodel preparation on heart disease. To achieve this, fourmachine
learning models were trained on the available data: random forest classifier, K-nearest
neighbors (KNN), logistic regression, and naive Bayes. The performance of each model
was evaluated using their training and testing scores, and the results are as follows
(Table 3):

In general, the higher the accuracy score, the better the model performs. From the
results above, we can see that the KNN and logistic regression models performed the
best, achieving the highest testing scores of 90.2%. However, between these twomodels,
logistic regression had a slightly better training score, suggesting that it might be more
reliable when it comes to predicting new cases [17–21].

Overall, the logistic regressionmodel is likely the best choice for thisweb application
as it demonstrated the highest testing score and a relatively high training score.
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Table 3. Report Testing, Heart Disease Accuracy table

Algorithm Training Score Testing Score

Random Forest 81% 86.9%

KNN 83.05% 90.2%

Logistic Regression 85.12% 90.2%

Naïve Bayes 84.29% 86.9%

The web application service has a total of six diagnoses (Fig. 2) in addition to heart
disease (Fig. 4). These include liver disorder, tuberculosis, kidney disorder, blood sugar
test, and diabetes test.

Fig. 2. Report Testing, Diagnose Section

The web application is designed to be user-friendly and accessible to anyone. Users
can input their symptoms in a simple and straightforward way, using dropdownmenus to
select. The web application sends the symptom data to the backend, where our machine
learning model processes it and predicts the most likely disease based on the symptom
data. The prediction is then displayed to the user alongwith the confidence score [22–24].

One of the benefits of our platform is that it allows individuals to self-assess (Fig. 3)
their health status without requiring a doctor’s visit. This can be particularly useful for
people who live in remote areas, or who may not have access to medical professionals
due to cost or other reasons. Our platform can also help people become more aware of
their health status, and encourage them to seek medical attention if necessary.

Suppose you are feeling “breathlessness, chest pain, nausea and back pain” in this
case you have to visit our ‘self-assessment section’ (Fig. 3) to know about the disease
that may risks in you.
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Fig. 3. Self-Assessment Section

Above in Fig. 3 Our system predicts the potential health disease from the give
symptoms. You may risk of ‘Heart Attack’. Now you have to visit testing laboratory to
fill the followingdata in ‘diagnosis section’ (Fig. 4) of heart diagnose,whichwill examine
the report from machine learning trained model to give the health report whether you’re
in risk or safe of heart attack.

Fig. 4. Heart Diagnosis Section

In summary, our web application provides a user-friendly and accessible platform for
health assessment and disease detection, refer Fig. 5 for Data Flow Diagram of our Web
Application where we have shown the services that our application offers in convenient
way.
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Fig. 5. Data Flow Diagram
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7 Future Work

In the future, we plan to develop a new feature for our web application by using recom-
mender system model to calculate the risk percentage of a person’s daily or regular food
consumption.

This model will be very beneficial for people who want to take control of their health
by understanding whether their diet is healthy or unhealthy for them.

To use this model, individuals will need to input their daily diet items and provide
information about any existing health conditions they have. Based on this data, themodel
will provide personalized recommendations on what foods to avoid to help reduce the
risk of exacerbating any existing health conditions.

Overall, this model has the potential to significantly improve people’s health
outcomes by providing tailored and accurate recommendations for their diet.

8 Conclusion

In conclusion, the work done in this research aims to provide a solution for self-
assessment and disease prediction using machine learning algorithms. The project has
successfully designed and built a web application that uses machine learning models in
the backend to process the data for prediction of disease based on trained models.

The dataset used in this project has 133 columns, with 132 of these columns being
symptoms that a person experiences, and the last column being the prognosis. These
symptoms are mapped to 41 diseases that the project aims to classify. The project has
trained its models on a training dataset and tested it on a testing dataset.

Decision tree classifier model was found to give the best accuracy among other
models for disease prediction. The project has designed and built a user-friendly web
application that allows users to perform self-assessment and generate health reports
about their risk or safety from specific diseases.

Overall, this project has successfully achieved its goal of building amachine learning-
based solution for disease prediction and self-assessment. It provides an easy-to-use tool
that can assist patients in identifying their disease risk, which ultimately leads to early
detection and treatment, thereby improving the overall healthcare system.
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