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Preface

This volume contains the revised collection of papers presented at MIKE 2023: The
9th International Conference on Mining Intelligence and Knowledge Exploration, held
during June 28–30, 2023, as a virtual event hosted by Noroff University College, Kris-
tiansand, Norway. Themain conference website is http://www.mike.org.in/2023/.MIKE
2023 received 87 qualified submissions from 12 countries and each qualified submission
was reviewed by a minimum of two Program Committee members using the criteria of
relevance, originality, technical quality, and presentation.A rigorous double-blind review
process with the help of our distinguished program committee finally recommended 16
of those submissions for acceptance for oral presentation at the conference. Hence, the
acceptance rate of full papers for this edition of MIKE was 25.29% and the acceptance
rate of the promising contributions accepted as short papers was 18.39%.

The International Conference on Mining Intelligence and Knowledge Exploration
(MIKE) is an initiative focusing on research and applications to various topics of human
intelligence mining and knowledge discovery. Human intelligence has evolved steadily
over many generations, and today human expertise excels in multiple domains and in
knowledge-acquiring artifacts. The primary goal was to focus on the frontiers of human
intelligence mining toward building a body of knowledge in this key domain. The focus
was also to present state-of-the-art scientific results, to disseminatemodern technologies,
and to promote collaborative research inmining intelligence and knowledge exploration.

MIKE 2023 identified 10 tracks by topic, each led by 2-3 track coordinators to con-
tribute and also to handle submissions falling in their areas of interest. The involvement
of each of them along with the supervision of the Program Chairs ensured selection of
quality papers for the conference. Each track coordinator took responsibility to fulfil
the tasks assigned to him since we started circulating the first call for papers. This was
reflected in every paper appearing in the proceedings with an impact in terms of the
quality of the submissions.

The accepted papers were chosen on the basis of research excellence, which pro-
vides a body of literature for researchers involved in exploring, developing, and vali-
dating learning algorithms and knowledge-discovery techniques. Accepted papers were
grouped into various subtopics including Knowledge Exploration in IoT, Medical Infor-
matics, Machine Learning, Text Mining, Natural Language Processing, Cryptocur-
rency & Blockchain, and Application of Artificial Intelligence, and other areas not
included in the above list. Researchers presented their work and had an excellent oppor-
tunity to interact with eminent professors and scholars in their area of research. All
participants benefited from discussions that facilitated the emergence of new ideas and
approaches.

We sincerely express our gratitude to Chaman Lal Sabharwal, Missouri University
of Science and Technology, USA for his continued support of MIKE 2023. Several
eminent scholars, including N. Subba Reddy, Gyeongsang National University, South

http://www.mike.org.in/2023/
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Korea, also extended their kind support in guiding us to organise the MIKE conference
even better than the previous edition.

We express our sincere thanks to our Program Chairs Mazin Abed Mohammed
from University of Anbar, Iraq; Venkatesan Rajinikanth from Saveetha School of Engi-
neering, India; Rubén González Crespo from Universidad Internacional de La Rioja,
Spain; andMuhammad Sharif from COMSATSUniversity Islamabad, Pakistan for their
guidance, suggestions and constant support, which were crucial in planning various
activities of MIKE. We thank our workshop chair Sahar Yassine from Noroff University
College, Norway for her support. Appreciations are due to Ricardo S. Alonso Rincón
from Universidad Internacional de la Rioja, Spain for his support as the publicity chair.
The unconditional support extended by all local organising committee members from
Noroff University College, Norway, including Isah Lawal; Sahar Yassine; and Fabricio
Bortoluzzi, is gratefully appreciated.

The first day of the conference started with the NUCRector talk and then the opening
remarks Seifedine Kadry fromNUC,Norway and Rajendra Prasath from Indian Institute
of Information Technology Sri City. Then three technical sessions took place in succes-
sion. The second-day events started with the keynote speech of Kiran Raja from the
Norwegian University of Science and Technology (NTNU), Norway on Wireless Cap-
sule Endoscopy for Early Pathology Detection, and thee more sessions took place after
this keynote speech; and finally the third-day events started with the invited talk of Pierre
Lison, from the Norwegian Computing Center, Norway on Privacy-Enhancing Natural
Language Processing. Regular sessions and a special Hands-On Session on Unveiling
the Black-Box: An Introduction to Explainable AI in Computer Vision, delivered by
Julia El Zini.

A large number of eminent professors, well-known scholars, industry leaders, and
young researchers participated in making MIKE 2023 a great success. We recognize
and appreciate the hard work put in by each individual author of the articles published
in these proceedings. We also express our sincere thanks to Noroff University College,
Kristiansand, Norway for hosting MIKE 2023.

We thank the Technical Program Committee members and all reviewers for their
timely and thorough participation in the reviewing process. We appreciate the time and
effort put in by the members of the local organizing team at Noroff University College,
Kristiansand, Norway and IIIT Sri City, India. We are very grateful to all our sponsors
for their generous support to MIKE 2023.

Finally, we acknowledge the support of EasyChair in the submission and review
processes.

We are very much pleased to express our sincere thanks to the Springer staff, for
their support in publishing the proceedings of MIKE 2023.

June 2023 Seifedine Kadry
Rajendra Prasath
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Multimodal Body Sensor for Recognizing
the Human Activity Using DMOA Based FS

with DL

M. Rudra Kumar1, A. Likhitha2(B), A. Komali1,2, D. Keerthana1,2,
and G. Gowthami1,2

1 Department of CSE, G. Pullaiah College of Engineering and Technology, Kurnool, India
2 G. Pullaiah College of Engineering and Technology, Kurnool, India

ambalalikhitha11@gmail.com

Abstract. The relevance of automated recognition of human behaviors or actions
stems from the breadth of its potential uses, which includes, but is not lim-
ited to, surveillance, robots, and personal health monitoring. Several computer
vision-based approaches for identifying human activity in RGB and depth camera
footage have emerged in recent years. Techniques including space-time trajec-
tories, motion indoctrination, key pose extraction, tenancy patterns in 3D space,
motion maps in depth, and skeleton joints are all part of the mix. These camera-
based methods can only be used inside a constrained area and are vulnerable to
changes in lighting and clutter in the backdrop. Althoughwearable inertial sensors
offer a potential answer to these issues, they are not without drawbacks, includ-
ing a reliance on the user’s knowledge of their precise location and orientation.
Several sensing modalities are being used for reliable human action detection due
to the complimentary nature of the data acquired from the sensors. This research
therefore introduces a two-tiered hierarchical approach to activity recognition by
employing a variety of wearable sensors. Dwarf mongoose optimization process
is used to extract the handmade features and pick the best features (DMOA). It
predicts the composite’s behavior by emulating how DMO searches for food. The
DMO hive is divided into an alpha group, scouts, and babysitters. Every commu-
nity has a different strategy to corner the food supply. In this study, we tested out
a number of different methods for video categorization and action identification,
including ConvLSTM, LRCN and C3D. The projected human action recognition
(HAR) framework is evaluated using the UTD-MHAD dataset, which is a mul-
timodal collection of 27 different human activities that is available to the public.
The suggested feature selection model for HAR is trained and tested using a vari-
ety of classifiers. It has been shown experimentally that the suggested technique
outperforms in terms of recognition accuracy.

Keywords: Human action recognition · Dwarf mongoose optimization
algorithm · Camera-based approaches · Key poses extraction · Convolutional
Neural Network
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1 Introduction

Ubiquitous sensing, which uses data collected by sensors placed strategically about a
building, has become increasingly popular in recent years [1]. Wearable sensor research
for (HAR) has exploded in recent years, thanks in large part to its widespread potential
use in fields as diverse as sports, interactive gaming, healthcare, and other monitoring
schemes. Multimodal HAR is best understood as a variation on the long-honoured series
classification problem [2], wherein a sliding time window is used to partition incom-
ing sensor data into discrete time intervals from which discriminative features may be
extracted. Techniques, such as may be used to further distinguish each time frame [3].
In addition, it can be challenging for shallow learning to capture the essential elements
of complicated actions, and feature selection is often a laborious process [5]. Studies
into automatic feature extraction with little human effort are of paramount importance
as a means of addressing the aforementioned issues. The field of multimodal HAR is
shifting its focus from surface learning to deep learning at the moment [6].

To improve system performance and do away with the requirement for hand-crafted
features, recent research in sensor-based HAR has focused heavily on deep learning,
in which many layers are layered to build (DNNs) [7, 8]. In particular, the rich repre-
sentation power of (CNNs) has substantially advanced the performance of HAR. DNNs
will improve in performance as their model capacities for rich representation grow, but
this will unavoidably increase the need for highly labelled data. Annotated or “ground
truth labelled” training data is a source of difficulty for deep HAR identification [9, 10].
Annotating the ground truth requires the annotator to sift through raw sensor data and
physically identify all activity instances. This is a time-consuming and costly process.
As compared to data captured by other sensor modalities, such cameras, the time series
data recorded by multimodal embedded sensors like accelerometers and gyroscopes is
far more challenging to comprehend [11]. To effectively segment and classify a spe-
cific activity from a lengthy needs significant human work. Thus, while these DNN
models can automatically extract relevant features for categorization, they still need pre-
cise truth, which would necessitate significantly more human work to provide an ideal
training dataset for HAR in a supervised learning situation [12].

Due to its independence on the kind, distance, and arithmetical scale of distinct
features derived from numerous sensory modalities [13], decision-level fusion has been
the primary focus of existing research for multimodal HAR. Furthermore, the final for
classification has fewer dimensions after decision-level fusion, and no post-processing
of the retrieved features is required. Independent and stand-alone categorization choices
pertaining to each sense modality, which are subsequently fused using some soft rule to
generate the final conclusion, is the main shortcoming of the decision-level fusion [14].
On the other hand, feature-level fusion is useful for gathering features simultaneously
from several sensors and integrating them to produce enough information for a sound
judgement [15].
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2 Related Works

Using machine and deep learning (DL) models, Pradhan and Srivastava [16] categorized
multi-modal physiological inputs. Dahou et al. [17] provide a methodology to increase
the performance of several applications using a wide variety of data kinds by addressing
the large dimensionality of data transported via the SIoT system.

Islam et al. [18] recommend a fusion procedure for activity recognition using amulti-
head (CNN) equipped with a Convolution Block Attention Module (CBAM) to process
the visual data and a (ConvLSTM) to handle the time-sensitive multi-source sensor
information. In order to evaluate and recover channel and spatial dimension attributes,
the three CNN sub-architectures and CBAM for visual data are implemented.

Novel system architecture presented by Zhang et al. [19] consists of three parts:
feature selection using an oppositional and chaos particle swarm optimization (OCPSO)
algorithm, amulti-input (MI-1D-CNN) that takes advantage of signals, and deep decision
fusion (DDF) that combines D-S evidence theory and entropy. Using the UCI HAR and
WIDSM datasets, the suggested architecture is tested.

Using the combination of EEG and face video clips,Muhammad et al. [20] describe a
multimodal emotion identification approach based ondeep canonical correlation analysis
(DCCA). We use a two-stage framework in which the first stage uses features extracted
from a single modality to recognize emotions, and the second stage combines the highly
correlated features from the two modalities and classifies the data. After fusing highly
correlated data using a DCCA-based method, the SoftMax classifier was then used
to categorize faces into one of three fundamental human emotion categories: joyful,
neutral, or sad. The suggested method was explored using the MAHNOB-HCI and
DEAP public datasets. The average accuracy of the experimental findings was 93.86%
on the MAHNOB-HCI dataset and 91.54% on the DEAP dataset. By contrasting the
proposed framework with other efforts, we were able to assess its competitiveness and
provide justification for its exclusivity in the pursuit of this level of precision.

Human gait identification was the focus of Jahangir et al. [21].’s novel two-stream
deep learning approach. In the first stage, we discussed a method for improving contrast
by combining data from local and global filters. In the second stage, data augmentation
is carried out to expand the dimensionality of the raw dataset (CASIA-B). Third, we use
deep transfer learning using the supplemented dataset. Fourth, a serial-based method
is utilized to combine the extracted features of the two streams; and fifth, an enhanced
method is employed to further optimize the fusion. Eight different angles from the
CASIA-B dataset were used in the experimentation procedure, with results of 97.3, 98.6,
97.7, 96.5, 92.9, 93.7, 94.7, and91.2%accuracy.The results of head-to-head comparisons
with SOTA methods revealed increased precision and decreased processing time.

3 Proposed System

We begin with a brief description of the experimental dataset, followed by a discussion
of the methodology and metrics utilized in the experiments. We then detail how our
suggested framework may be put into action. We conclude with a discussion of the
qualitative results, which should give you some good ideas about the recommended
approach.
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3.1 Dataset and Implementation Details

The suggested technique was tested using the UTD-MHAD dataset, which is a publicly
available multimodal HAR dataset consisting of 27 human activities performed by 8
people. Figure 1 shows a list of these activities along with several visual representations.

Fig. 1. Sample Images of the dataset [22]

Each participant performed each task four times. As a result, we have 8 participants
× 4 trials per action × 27 actions totalling 864 trimmed data sequences. Three data
sequences were corrupted during data recording, therefore after cleaning up the dataset,
only 861 sequences remained. Both a Microsoft Kinect sensor (30 frames and a wear-
able inertial sensor (50 samples per second) were used to acquire the information in a
controlled indoor environment. In order to record triaxial acceleration triaxial angular
velocity, a Bluetooth-enabled hardware module was employed as a wearable inertial
sensor (using a gyroscope). During activities 1–21, the participant wore the sensor on
their right wrist; for actions 22–27, the sensor was attached to their right thigh. Each
segmented action trial in the dataset is represented by four files, one for each of the four
sensory modalities included in the dataset.

3.2 Feature Extraction

In particular, we made use of handmade features; the following sections outline each
method in depth.

3.2.1 Handcrafted Features

Techniques for extracting features by hand are easy to implement and need less comput-
ing power. Simple statistical proceduresmore intricate frequency domain-based features,
can be used to compute them on time series data. Table 1 summarizes the calculated
characteristics and is followed by a detailed explanation of each. Each dimension of
features received its own set of statistical calculations.

a) Extreme: Let X is the feature course. The Max(X ) function finds and revenues the
largest feature value xi ∈ X .
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Table 1. List of Handcrafted Topographies

Skewness Extreme

Norm of SOM Percentile 50

Spectral energy Percentile 80

Kurtosis Minimum

Auto-correlation Average

First-Order Mean (FOM) Standard-deviation

Norm of FOM Zero crossing

Second-order mean (SOM) Percentile 20

Spectral entropy Interquartile

b) Least: With X as input, the Min(X) function will locate the minimum story value (xi
X) and return it.

c) Average: When there are N possible tale values, the average earnings are equal to
the value in the middle of feature vector X. As in,

Average(X ) = μ =
∑n

i=1 xi
N

(1)

d) Standard Deviation: It defines the amount of difference in feature vector X =
{x1, x2 . . . xN } and can be calculated using the following preparation:

Stdev(X ) = σ =
√

1

N

∑N

i=1
(xi − μ)2 (2)

e) The frequency with which the signal value passes zero in either direction is an
indicator of how quickly or slowly the activity is changing.

f) The term “percentile” is used to describe a score where a specified fraction of all
possible responses fall below that value. The pth percentile is defined as the number
at which no more than (100 p) % of the capacities are lower than this value and no
more than 100(1 p) % are higher than this value. The 25th percentile, for instance,
indicates that the value is larger than 25 other values but lower than 75 other feature
values.

g) To calculate the interquartile range, use the difference among the first and third
quartiles.

h) The skewness of a distribution is a measure of how far off centre the data of relative
to the mean:

Sk = 1

Nσ 3

∑n

i=1
(xi − μ)3 (3)

i) Kurtosis: Towhat extent the distribution’s tails deviate from the normal distribution’s
tails is measured by the statistic. A larger kurtosis number indicates that there are
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more extreme deviations, or outliers, in the data. It may be calculatedmathematically
as:

Kr = 1

Nσ 4

∑n

i=1
(xi − μ)4 (4)

j) Auto-correlation: It is a statistical method for determining how closely one set of the
time series data is related to its own lagged version across a range of time periods
and it may be calculated as:

rk =
∑N−k

i=1 (xi − μ)(xi+k − μ)
∑N

i=1(xi − μ)2
(5)

k) Order Mean Values: They are derived from the sorted list of numbers (in ascending
order). That is, in an ordered collection of features X, the first ordered mean is just
the smallest sample value X1, the second ordered mean is the value X2, and so on.

l) Norm Values: They help determine how far away from zero a feature vector actually
is. There were two metrics we used: L1-norm.

m) Spectral Energy: We remember that in the recorded data numerous sensors are uti-
lized to access the human actions; these sensors may be thought of as a function
whose amplitude varies with time. The signal was changed from a time series to a
frequency range using the Fourier transform, and the Spectral energy formulation
was used to determine the energy levels at each frequency. The z value is the total
amplitude squared of the frequencies present (n). As in,

SE =
∑N

i=1
F(n)2 (6)

n) It is also calculable using normalized frequency spectra. As in,

F̂(n) = F(n)
∑N

i=1 F(n)
(7)

o) The normalized form of Eq. (6) is as follows:

NSE =
∑N

i=1
F̂(n)2 (8)

p) Spectral Entropy: It is a way to quantify the spectral distribution of a signal in terms
of frequency, and it is entropy. One possible mathematical description of spectral
entropy is as follows:

SEN = −
∑N

i=1
F̂(n) × logF̂(n) (9)

These 18 features are the product of computations performed on each column in the
features set for a single action and are joined together in a single row. Given that the
input data is 61-dimensional, the resulting handmade feature will have a dimension of
1 (18 61) (or 1 1098). We tested the recognition accuracy of these generated features
using a DL model.
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3.3 Classification Using DL Models

3.3.1 Long-term Recurrent Convolutional Network (LRCN)

The goal of LRCN [23, 24] is to use convolution neural networks to extract spatial
data from each frame. In order to categorise the data, the results from the convolutional
networks are fed into a Bi-LSTM network, which combines the retrieved spatial char-
acteristics with the temporal features. These models require an input size of 90 by 90
pixels. Convolutional filters are modelled as a matrix (in our example, 3 × 3 in size)
with a random set of values that convolve across the picture and calculate the dot oper-
ation, and the output is then sent on to the next layer in the custom CNN model. Using
convolution over k channels, the following Eqs. (10)–(13) summarise an input frame
and provide a matrix as a result.

A(m)
o = gm(w(m)

ok ∗ A(m−1)
k + b(m)

o ) (10)

W − ok ∗ Ak [s, t] = ap,q ∗ b (11)

a = Ak
[
s + p, t + q

]
(12)

b = wok [P − 1 − p,Q − 1 − q] (13)

As per the above equations, max pooling is used to minimise the number of parame-
ters after each convolutional layer in the network that lightens the convolutional burden.
The rate of output is stable at this point. Our model used Rectified Linear Unit (ReLU),
as seen in Eq. (16), and SoftMax, which converts a system’s output into a probability dis-
tribution across projected classes. We imported an ImageNet-trained VGG-16 network
and deleted the top layer to use its features in the VGG-LSTM model. Time-distributed
layering was followed by a 256-filter bidirectional lstm, 256-filter ReLU-activated dense
layering, and a final 2-neuron output layer.

y = A.x + b (14)

yi =
∑i

j=1

(
Aij, xj

) + bi (15)

y = max(0, x) (16)

y = A.x + b (17)

yi =
∑i

j=1

(
Aijxj

) + bi (18)
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3.3.2 Convolutional Long Short-Term Memory (CLSTM) [25, 26]

While LSTM is limited to the temporal domain, we have also utilised ConvLSTM,which
can be applied to the spatial domain. To do this, we employ ConvLSTM with spatially-
oriented tensor inputs, cell outputs, hidden states, and gates.While both ConvLSTM and
LSTM have a similar architecture, the twomodels diverge in how they handle transitions
from input to state and from state to state. The activation function, convolution operator,
and Hadamard product are respectively denoted by the symbols ““, “,” and “0” in the
following Eqs. (19)–(24).

it = σ
(
wxixt + whiht−1 + wci

◦ct−1 + bi
)

(19)

ft = σ
(
wxf xt + whfht − 1 + wcf

◦ct−1 + bf
)

(20)

c̃t = tanh(wxcxt + whcht−1 + bc) (21)

ct = ft
◦ct−1 + it

◦ct (22)

ot = σ(wxoxt + wh0ht−1 + wcoσct + bo) (23)

ht = ot tanh(ct) (24)

The aforementioned formulas allow us to translate between the input valueXt and the
output value Ht1 of the last neuron, where Ct1 is the current location. The convolution
filter has a kernel size of k by k, where k is the dimension of kernel. In order to extract
features from a movie, ConvLSTM reads in frames as input and performs a multidimen-
sional convolution operation on each frame. To extract features more efficiently than the
CNNmodel, ConvLSTMmay transport and process input in both the inter-layer and the
intro-layer.

3.3.3 3D Convolutional Neural Networks (C3D)

In contrast to 2D-CNNs, C3D [27–29] can extract both temporal and spatial data from
videos. This is due to the fact that 2D convolution applied to a video section compresses
the temporal features after convolving, leading to an overall feature map that fails to
accurately reflect any motion. A 3D filter kernel is created by stacking many frames
together to create the 3D cube needed for the 3D convolution. Frames × Height ×
Width × Channels in the following format: 25 × 90 × 90 × 3. A ReLU activation
function follows the 64 filters in the first 3D convolutional layer. The next step is a
max pooling, which takes the most notable features from each feature map patch and
calculates their maximum value.
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4 Results and Discussion

Evaluation metrics including false positive rate (FPR), error rate (ER), accuracy (AUC),
true positive rate (TPR), and precision (P) are used to make predictions about HAR
detection (see Tables 2 and 3).

TPR = True Positive

False Negative + True Positive
(25)

FPR = False Positive

True Negative + False Positive
(26)

Precision = True Positive

True Positive + False Positive
(27)

ErrorRate = False Positive + False Negative

False Negative
(28)

Table 2. Analysis of Various DL Classifiers without DMOA

Algorithms TPR
(%)

FPR
(%)

Accuracy
(%)

Error
Rate

MLP 83.0 9.6 89.2 0.30

DBN 89.7 8.1 90.5 0.23

C3D 93.8 5.3 92.6 0.15

CLSTM 95.6 4.5 94.3 0.18

LRCN 96.8 2.5 96.4 0.16

In the analysis of TPR, the three proposed models achieved nearly 93% to 96%,
DBN achieved 89.7% and MLP achieved 83%. When the models are tested with FPR,
DBN and MLP achieved 9.6% and 8.1%, where the three models of proposed approach
achieved 2.5% to 5.3%. The error rate is very low in C3D, CLSTM and LRCN, where
DBN and MLP has high error rate. i.e., 0.30 and 0.23 (see Figs. 2 and 3).
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Table 3. Analysis of Various DL Classifiers with DMOA

Algorithms TPR
(%)

FPR
(%)

Accuracy
(%)

Error
Rate

MLP 89.7 8.9 91.2 0.28

DBN 91.8 7.2 92.1 0.20

C3D 94.4 4.6 95.2 0.13

CLSTM 96.1 3.5 96.4 0.15

LRCN 98.6 1.4 98.4 0.14

Fig. 2. Accuracy Validation

Fig. 3. Error_Rate Presentation
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5 Conclusion

Dwarf Mongoose Optimization is a suggested optimization-based Feature selection
method in this study for human action recognition. In order to detect an action, the
proposed system combines the data derived from several sense modalities utilising a
supervised trifecta of deep learning methods. The extensive experimental findings vali-
date the validity of our proposed strategy for human action classification in comparison
to standalone sensor modalities. Furthermore, as compared to state-of-the-art deep CNN
approaches, the system’s recognition accuracy is enhanced while computational cost is
decreased by fusing time domain information calculated from inertial sensors with those
from depth/RGB movies. In addition, it does not utilize Multi-view HAR, and the sub-
ject whose actions are being identified maintains their current orientation with relation
to the camera. Further work will involve expanding the suggested HAR technique to
compensate for these deficiencies. Moreover, we hope to explore the many uses for
the suggested fusion architecture by utilizing an RGB-D camera and a set of wearable
inertial sensors.
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Abstract. The rapid advancement of computer vision procedures has made the
artificial raising of animals a more viable option for actual production settings.
One such example is the critical need of enhancing the accuracy of day-age identi-
fication of birds in the poultry breeding industry. Within a time frame of 100 days,
this article addresses the challenge of accurately categorising the age of hens. In
actual application settings, when data volumes are large and device computing
capabilities vary, it is crucial to make the most of the processing capabilities of
edge computing devices without compromising data accuracy. An accurate deep
learning-based model is proposed in this study for use in edge computing. This
article takes a pre-trained DarkNet-53 model into account, performs model to
make it suitable for low computing power circumstances, and runs a series of
focused tests to ensure the model’s efficacy. Classification accuracy is enhanced
by 3% associated to the baseline model and 2% compared to AlexNet, VGG, and
ResNet. It is possible to improve detection accuracy while still fulfilling the needs
of the real detection situation. Eventually, this article created a mobile-optimized
detection software and a whole image-acquisition system for aviaries.

Keywords: Deep learning-based model · Pre-trained DarkNet-53 · Day-age
detection · Chicken Disease · Edge computing devices

1 Introduction

With the shift towards industrial-scale operations and meticulous administration in the
livestock industry, farm intelligence has emerged as a necessary tool. To do this, it is
necessary to accurately identify each livestock individual throughout the breeding pro-
cess. Several subsequent breeding and conservation activities, including as monitoring
development phases, (BCS) [1, 2], and altering breeding strategies, rely on the ability to
identify and manage every individual fowl. Poor medical care, incorrect heat detection,
and delayed reproduction may occur from not keeping track of animals as they age, lead-
ing to decreased output, poor animal death. In this study, we investigate hens’ abilities
to recognise human faces. Table 1 displays the breakdown of a chicken’s developmental
stages as a function of its age in days [3].
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Industrial-scale operations and meticulous administration in the livestock industry,
farm intelligence has emerged as a necessary tool. To do this, it is necessary to accu-
rately identify each livestock individual throughout the breeding process. Several subse-
quent breeding and conservation activities, including asmonitoring development phases,
(BCS) [1, 2], and altering breeding strategies, rely on the ability to identify and manage
every individual fowl. Poor medical care, incorrect heat detection, and delayed repro-
duction may occur from not keeping track of animals as they age, leading to decreased
output, poor animal death. In this study, we investigate hens’ abilities to recognise human
faces. Table 1 displays the breakdown of a chicken’s developmental stages as a function
of its age in days [3].

Table 1. Development phases of chicken branded by day-old eternities.

Living circumstances Growth Phases

Newborn-60 days of stage Chicks

61–150 days of age.upbringing chickens Breeding stage1

151 days of age and overhead Adult stage

Hens that have not started laying eggs;
Breeding roosters that have not yet been bred

Reserved chickens

The phases of life are often measured by certain chicken characteristics [4]. To be
more specific: (1) Beak. A chick’s beak is pointed, slender, and sharp. During eight
months of outdoor foraging, adult hens have robust, short beaks with a firm, smooth
tip and broad, rough corners of the mouth. Tumor in the nasal cavity, case 2. Chickens
with nasal tumours have a light red colour when they are young, and a light pink colour
when they are two years old or older [5]. Chickens with nasal tumours are pink and
tough when they are four or five years old. Toe and feather traits are also included in an
empirical evaluation. (3) Toes. Baby birds’ feet are brilliant red and covered in small,
silky scales. Adult chickens have stocky bodies and dark red feet that are covered in
thick, hard scales. They have tough, curved toenails. Feathers, four. The size of a chick’s
wing is correlated with its age in months [6]. However these visual approaches can only
loosely categorise hens, not their age or developmental stage.

Nowadays, most conventional farms employ manual recordkeeping and subjective
evaluations to distinguish between chick developmental phases; this practisemight entail
considerable effort. The optical density test technique measures [7] to infer the day-age
of chickens, thanks to the advancement of computer vision and its use in the sector.
Nevertheless, this bone density measurement technique cannot be used on living chick-
ens. This means that eliminating guesswork and precisely pinpointing a bird’s age at
hatch is an absolute need for contemporary chicken rearing. Hence, using AI to pro-
duce a set of fewer personal [8]. Laying chickens of varying ages need vastly varied
diets and care strategies. It is important to have a thorough understanding of the reserve
chicken period’s fluctuating amino acid demands [9]. Lastly, the economic advantages
may be increased by precisely determining the broiler thanks to the exact identification
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of chicken day-age. The broilers’ day-age at slaughter, division, and sale all affect the
quality of their meat [10]. Accurate day-age judgement is used to determine when chick-
ens are killed, allowing producers to respond flexibly to market demands for a variety
of chicken products with meat of optimal texture [11].

Recent years have seen the development of several computerised pattern recogni-
tion systems using camera traps for classification, allowing for the rapid and precise
identification of species for agricultural purposes [12]. Nevertheless, as the number
of recorded cameras grows rapidly, a solution -point training would take a long time,
and the key will be figuring out how to make use of the vast amount of computa-
tional power available at the edge. These investigations pave the path for future work
in computer-vision-based chicken categorization. In light of the above, this work offers
an edge-computing-compatible, high-precision DL-based chicken classification model
aged 100 days. Part 2 delivers a swift of relevant literature, while Sect. 3 details the
suggested model and its rationale. In Sects. 4 and 5, we see the validation analysis using
scientific input.

2 Related Works

To enhance the performance of caged hens, Yang et al. [13] presented CCD pix2pixHD.
The suggested defencing algorithm successfully recognises the wire mesh of the coop
and restores the full shapes of the chickens. The cage wire mesh was detected with a
94.71%success rate in the test set,while the image recovery process yielded a peakPSNR
of 25.24 dB and an SSIM of 90.04%. This research standpoint of the most fundamental
separate detection in the caged chicken detection challenge to validate the viability of
the approach described here. Hence, we tested the defencing algorithm with YOLOv5s,
YOLOv5m, YOLOv5l, and YOLOv5x to ensure its efficacy. According to the findings
of the experiments, the detection accuracy of the caged hens increased by 16.1%, 12.1%,
7.3%, and 5.4% when the defencing algorithm was used. A 29.1%, 16.4%, 8.5%, and
6.8% increase in recall accuracywas recorded. This is the first time a deep learning-based
defencing technique has been used on confined hens, and the results are promising. This
paper’s approach of removing cage wire mesh has the potential to be very effective, and
it also serves as a useful technical reference for future poultry researchers.

To conduct thorough mining and analysis of Raman spectrum data, Sun et al. [14]
choose to use a convolutional neural network (CNN), which excels at addressing multi-
classification tasks. The instrument settings were optimised by evaluating the effects of
three laser wavelengths (532 nm, 638 nm, and 785 nm). In the end, it was determined
that the best wavelength for detecting Salmonella was 532 nm. The Raman spectrum
must be removed in a pre-processing phase. This research assessed the accuracy of CNN
models trained with and without five different spectral pre-processing techniques: The
findings showed that SGpairedwithSNVwas themost effective spectrumpre-processing
strategy for predicting Salmonella serotypes using Raman spectroscopy, with a training
set accuracy of 98.7% and a test set accuracy of over 98.5% using a Convolutional Neural
Network (CNN) model. This approach of preprocessing spectral data is more precise
than others. In conclusion, this study shows that three different serotypes of Salmonella
can be quickly identified and closely related bacterial species. This is crucial in stopping
the spread of food-borne diseases and illnesses.
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To trainmodels for object recognition division, where the objects are chicks in photos
collected on the farm, Cakic et al. [15] proposes using an existing IoT farming infras-
tructure and running deep learning on HPC offline. To improve upon the current digital
poultry farm platform, the models may be transferred from HPC to edge AI devices,
giving rise to a novel computer vision toolkit. Such cutting-edge sensors allow for the
implementation of features like chicken counting, dead chicken identification, and even
chicken weight and growth assessment. Early illness identification and better decision-
making might be made possible by combining these features with ambient parameter
monitoring. AutoML was used to determine the best Faster R-CNN construction for
chicken identification and segmentation on the available dataset. Hyper parameter opti-
misation was performed further on the chosen architectures, resulting in an improvement
in accuracy from 85% to 98% for object identification and from 90% to 98% segmenta-
tion. These representations were deployed to edge AI devices and tested in real-world
chicken farms in an online environment. Although these early findings are encouraging,
there is still room for improvement in both the dataset and the prediction models.

Tao et al. [16] combine hyperspectral microscopic imaging with deep learning to
create a cutting-edge optical approach for the quick identification of diseases. In order
to learn more about the microbes, researchers have created a further extract the species-
dependent properties recorded discrimination, a fully-contained deep learning network
based on feature fusion was developed (named BI-Net). We trained BI-Net using a
massive dataset we created to distinguish between common infections, and then used
it to categorise rare pathogens via transfer learning. In-depth research showed that BI-
Net picked up on species-specific traits, with 92% classification accuracy and Kappa
coefficients for both common and rare species. This approach significantly exceeded the
state-of-the-art, indicating that it has great potential for use in clinical settings.

To better identify pecking habits and possible damages in cage-free settings, Subedi
et al. [17] and [18] set out to build a machine vision technique by putting new mod-
els to the test. Cage-free laying hens’ FP behaviour was tracked using two different to
YOLOv5s-pecking, YOLOv5x-pecking performed 3.1%, 5.6%, and 5.2% better in pre-
cision, recall, and Map using a dataset of 1924 pictures. As compared to the YOLOv5x-
pecking model, the YOLOv5s-pecking model is 80% smaller in size, using 75% less
GPU RAM and 80% less time to train on the same dataset. As a result, the YOLOv5s-
pecking model was deemed to be the most effective. As far as we know, this is the first
research to use YOLOv5 models to observe negative behaviours in cage-free chickens.
To ensure the safety of hundreds of millions of laying hens, this model may be used as
a starting point for creating an autonomous model that can monitor pecking damages in
commercial cage-free homes in real time.

To boost detection accuracy, Ren et al. [19] presented an attention encoder structure
for feature extraction from chicken images. To test the efficacy of the suggested attention
encoder in light of the dataset’s inconsistencies, several data improvement strategieswere
presented, including Cutout, CutMix, and MixUp. For the purposes of this article, the
structure was implemented in many popular CNNs for the purposes of evaluation and
repeated ablative experiments. Using the ResNet-50 was able to increase the accuracy
of chicken age identification to 95.2%, as shown by the final testing results. Eventually,
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a mobile-optimized detection application and a whole image-acquisition system for
aviaries are developed in this article.

3 Proposed System

3.1 Dataset Analysis

The data utilised in this researchwas gatheredwith the endorsement of theAnimal Ethics
Committee of China Agricultural University Province. Table 2 displays the data set’s
daily distribution. The dataset used in this work was manually gathered by researchers at
China’s Guangdong Academy of Agricultural Sciences. From January 2021 to October
2022, these photographs were taken by researchers using a Canon 5D digital camera.
Information about this dataset is shown in Fig. 1; the dimensions of each picture are
6720 by 4480 pixels.

The properties of the dataset utilised in this work are as shown in the table above.
One, training and learning on a single client is challenging and time-consuming due

to the size of our collection.
The large number of classes in our dataset makes accurate categorization with a

single model challenging.
Third, our dataset is not uniformly distributed; some sections have many recent

photographs while others have few or none at all.
Thiswork presents a distributed training approach based onDL since it is challenging

to train a single client and acquire a high accuracy perfect due to the aforementioned
properties of the dataset and the use situation.

3.2 Dataset Rebalancing and Recovery

The dataset used in this article is unbalanced, as previously mentioned. This work pri-
oritises the dataset for re-balancing prior to training in order to avoid the model from
ignoring the categories with few photos. The following three techniques for improving
data are employed:

One) Alterations to geometry. Flipping, rotating, cropping, distorting, and scaling
are all examples of geometric changes of a picture.

Changes in colour, number two. Although the aforementioned geometric operations
may pick portions of a picture or rearrange its pixels, they do not alter the image’s actual
content. Data improvement techniques like noise, blur, colour transformation, erase, fill,
etc., fall under the category of colour transformation since they alter the image’s content.

Thirdly, improving data from several samples. In contrast to SMOTE [20] and
[21], SamplePairing [22], multisampling data augmentation techniques leverage existing
samples to create new ones.

This work employs the training procedure suggested by [23–25] which splits all
pictures into training and test sets with a 7:3 split, with the test set yielding the findings
discussed in Sect. 4.
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Table 2. Delivery of datasets among classes.

Day-Age Images-1 Images-2 Images-3 Images-4 Day-Age Day-Age Day-Age

1 286 268 249 273 2 3 4

5 251 275 269 263 6 7 8

9 278 266 266 250 10 11 12

13 260 3176 3164 3150 14 15 16

17 3171 3140 3133 3140 18 19 20

21 3120 3117 3080 3050 22 23 24

25 3070 3066 3052 3040 26 27 28

29 3050 3024 2928 - 30 31 32

33 - - 2916 2903 34 35 36

37 2933 2926 2925 2913 46 47 48

41 2922 2966 2928 2923 42 43 44

45 2961 2926 2925 2913 46 47 48

49 2922 3020 - - 50 51 52

53 - - - - 54 55 56

57 - - - - 58 59 60

61 - - - - 62 63 64

65 - - - 765 66 67 68

69 741 630 622 619 70 71 72

73 646 629 628 - 74 75 76

77 612 648 644 612 78 79 80

81 635 648 647 639 82 83 84

85 644 648 647 675 86 87 88

89 633 649 - 648 90 91 92

93 647 638 622 652 94 95 96

97 653 650 641 652 98 99 100

3.3 Classification

DarkNet53 is used here for didactic reasons. During training, TL is used to pull features
from the world’s average pool layer.

3.3.1 Modified DarkNet-35 Model

The convolutional neural network DarkNet-53 has 53 layers. The YOLOv3 object iden-
tification mechanism relies on this. By merging Resnet’s features, it can guarantee super
issue caused by a too-deep network. Model architecture of the DarkNet-53 network.
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Fig. 1. Display of the chicken dataset from diverse day-ages

Residual network and deep residual network are brought together. Layers of 1 1 convo-
lution and 3 3 convolution, followed by residual blocks, are included. This is how we
characterise the convolutional layer:

anm =
∑

j∈Xi
an−1
j ∗ ynjm + znm (1)

In Eq. (1), the input picture is warped by multiple convolution kernels to generate m
distinct feature maps a mn, with the m feature map serving as the representation for layer
n. The convolution operation is represented by the symbol *. X i is the image’s feature
vector, and y jn is the jth element of the mth layer’s convolution kernel.

After the first layer, the batch normalisation (BN) layer is the next crucial one.

aout = ∝ (
anm − ∂

)
√

ω2 + ϕ
+ γ (2)

In Eq. (2), a stands for the scaling factor, m for the average of the outputs, w for the input
variance, j for a constant offset, and a out for the outcome of the convolution computation.
a out stands for the output of BN. Batch Normalization is used to standardise the output
so that it conforms to the distribution of the batch of eigenvalues’ coefficients. The
subsequent convolutional layer is designed to hasten network convergence and prevent
overfitting. The subsequent layer is an activation layer as well. A leaky is raised by this
function.

xj =
{
yi, if aout ≥ 0
yj
bj

if aout < 0
(3)

For the purpose of Eq. (3), we will refer to the input value as y i, the activation value as
xj, and the fixed parameter in the range [−1, + 1] as b j. The network’s pooling layer is
also crucial. This layer is used to reduce the network’s weight sample size. This network
employs a max-pooling layer. The last illustration shows how features (weights) may be
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integrated into a single layer. In the output layer, the retrieved features are subsequently
labelled. This model has a depth of 53, a size of 155 MB, a sum of parameters of
41.6 million, and an input picture size of 256 × 256 pixels.

3.3.2 Transfer Learning

In (TL) is the process of applying information from one task to another. One practical
way to increase the learning agent is to reuse or transfer data from previously learned
tasks for the newly learnt tasks. In this case, deep feature extraction is performed using
TL. To achieve this goal, we first use TL to hone in on a model that has been pre-trained.
TL has the following mathematical definition:

Two f(y), where y = y 1, 2, y 3,…y n Y, characterise a domain d = Y,p(y). Either
the marginal probabilities (p(p)p(q)) of the two domains are different.

Given a domain d, there are two parts to the task tX,g(.): a label space X and a
prediction function g (.); the latter is hidden but may be inferred from the training data
m j,n j j1,2,3,…N, where m j Y and n j X. As p(n j |m j) is equivalent to f(m j) from
a probabilistic perspective, we may rewrite the task t as t = X,P(x|Y). Dissimilar tasks
may have different label spaces (_p q) or conditional probability distributions (p( p q)p(
p q)). This improved deep model benefits from the information learned from the original
model’s domain of origin (target domain). Stochastic gradient descent is then used as
the learning technique, with a learning rate of 0.001, a mini batch size of 16, 200 epochs,
and a mini batch size of 16. The improved deep model’s Global Average Pooling (GAP)
layer serves as the source for the features. Two redesigned optimisation techniques are
then used to fine-tune the retrieved characteristics.

4 Results and Discussion

4.1 Experimental Platform

This study built a PC with an NVIDIA graphics card using the suggested technique
based on PyTorch. The configurations of these various mobile platforms are illustrated
in Table 3; they range from smartphones to development boards.

Table 3. Swift of heterogeneous strategies

Device Total Network DRAM Processor

NVIDIA Jetson Nano 2 Ethernet 8 GB Cortex A57

HUAWEI Mate 20 2 Wifi 6 GB Kirin 980

Samsung Galaxy Fold 2 1 Wifi 8 GB Snapdragon 865

Different CPUs, memory, and network configurations are used by each of these
gadgets, as indicated in the table above.
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4.2 Performance Measure

The diagnosis are intended as:

Accuracy = TP + TN

TP + FP + FN + TN
(4)

Precision = TP

TP + FP
(5)

Recall = TP

TP + FN
(6)

F1Score = 2 ∗ Recall ∗ Precision

Recall + Precision
(7)

where True Positives (TP) – designate positive belongings that are properly recognized as
positive cases. False Positives (FP) – specify negative cases that are incorrectly acknowl-
edged as positive cases. True Negatives (TN) – signpost undesirable cases that are prop-
erly identified as negative cases. False negatives (FN) – signpost positive cases that are
incorrectly identified as negative cases. Based on the confusion matrix, other related
performance can be resulting (see Table 4).

Table 4. Comparitive analysis of Proposed Pre-trained model with existing models

DL Classifiers Class Precision recall f1-score Average Accuracy

ResNet Disease 0.94 0.94 0.94

Moderate 0.90 0.90 0.90

Non-Disease 0.92 0.92 0.92 0.929825

VGGNet Disease 0.94 0.94 0.94

Moderate 0.90 0.90 0.90

Non-Disease 0.92 0.92 0.92 0.929825

AlexNet Disease 0.94 0.96 0.96

Moderate 0.97 0.89 0.93

Non-Disease 0.96 0.94 0.95 0.9508577

Proposed DarkNet Disease 0.97 0.98 0.98

Moderate 0.98 0.94 0.99

Non-Disease 0.98 0.96 0.98 0.962912

In the analysis of average accuracy, ResNet achieved 0.92, VGGNet achieved 92%,
AlexNet achieved 95% and proposed model achieved 96%. For non-disease analysis,
the proposed model attained 98% of precision, 96% of recall and 98% of F1-score,
where the existing models achieved 92% to 96% of precision, 92% to 94% of recall
and 92% to 95% of F1-score. From this analysis, it is clearly proves that the proposed
model achieved better performance. Figure 2 presents the graphical analysis of proposed
pre-trained model for various metrics.
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Fig. 2. Comparison of proposed model with existing techniques

5 Conclusion

Using a network and a deep learning architecture, the authors of this research present a
solution to the issue of poor accuracy in chicken day-age detection in real-world settings.
The following are the most significant results from this study:

1. In order to rapidly execute model training and parameter updating across several
terminals, the authors of this study suggest a pre-trained model of CNN mechanism.

2. This study builds a lightweight archetypal based on the popular CNN net and imple-
ments it on the edge devices to deal with the widespread problem of insufficient
processing power at the end user’s disposal.

3. Third, several tests are carried out in this study to prove that this method works. This
approach is 92.4% to 96.1% more accurate than the reference models.

4. The detection of day-old chickens provides a test case for the approach suggested
in this research. Our long-term goal is to apply this method to a wide variety of
farming settings, particularly large-scale smart agriculture applications like detecting
and identifying individual animals in industrial-scale livestock operations.
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Abstract. Deep Learning has shown great potential in developing applications
capable of automatically generating captions or descriptions for images and video
frames. The critical components of this process are image processing and natural
language processing, which play a crucial role in captioning images and videos.
These applications can be used in several areas, including robotic vision sys-
tems, assisting people with visual impairments, generating metadata for search
engines, answering visual questions, visual grounding, and more. This paper dis-
cusses various working algorithms such as a combination of CNN-RNN, encoder-
decoder, attention mechanisms, and transformation models with evaluation matri-
ces, datasets, and limitations of existing models. Xception-LSTM shows great
potential compared to the traditional encoding-decoding model using BLEU and
METEOR evaluation matrics.

Keywords: Image captioning · Xception · Long-short term memory (LSTM) ·
CNN (convolution neural networks) · RNN (Recurrent neural networks)

1 Introduction

Image processing is an essential aspect of computer science and has substantial relevance
across various fields, including object detection, scene interpretation, and visual recog-
nition. Dedicated hardware was used by researchers for executing imaging techniques to
get appropriate results, especially for rigid objects before the emergence of deep learn-
ing. However, CNN and RNN driven by deep learning have important influences on
visual-to-text generation, demonstrating remarkable progress recently.

The task of describing a scenario depicted in an image or video clip comes naturally
to humans, but it poses significant challenges formachines. To tackle this issue, computer
scientists are exploring methods to integrate the ability to comprehend human language
with the capability to automatically extract and analyze visual data, thereby enabling
machines to perform similar tasks. Although, extracting objects with their actions from
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the image and producing crisp as well as relevant sentences needs much substantial work
in comparison to a simple image recognition task.

Image and video caption generation primarily involve analyzing an image’s features
and generating a corresponding textual description. As this field demands visual and
textual mastery proficiency, it utilizes a blend of CV and NLP techniques to translate
image comprehension from feature vectors into words arranged in the proper sequence.
The captioning method must capture the objects in the given scenario as well as their
traits, actions, and interrelationships.

Therefore, the most common method for image captions is the encoder-decoder
architecture, which combines a Convolutional Neural Network (CNN) to encode image
features and a Recurrent Neural Network (RNN) to generate a caption.

It has a clear separation of tasks – The CNN is responsible for encoding the image
features, while the RNN is responsible for generating the caption. This separation of
tasks makes it easier to debug and analyze the model.

Overall, the Encoder-Decoder architecture is a popular choice for image captioning
due to its effectiveness, flexibility, simplicity, and clear separation of tasks.

This paper mentions the following details in upcoming sections, which are related
work of image captioning, the Proposed Methodology, Results, and Discussion, and at
the end conclusion and future work.

2 Related Work

Our research has involved an in-depth exploration of numerous studies about image
captioning, encompassing a range of techniques, datasets, and evaluationmethodologies.
CNN is often used to extract features from an image. These features are then used as
input to a language model that creates the image caption. CNNs are trained on large
image datasets and can learn to recognize patterns and features in images [1, 3–5, 7,
8, 12, 15, 17]. RNN takes as input the output of the previous step (which is a word
embedding) and the visual features that the CNN extracted from the image. And then
generates the next word in the caption [3, 8].

Encoder-decoder models are a type of neural network architecture that leverages an
encoder component to extract features froman input and adecoder component to generate
an output. In the context of image captioning, the encoder is typically implemented using
a convolutional neural network (CNN), which extracts salient features from the input
image. On the other hand, the decoder is usually implemented using a recurrent neural
network (RNN), which generates the caption based on the features extracted by the
encoder. [2, 17]. This innovative approach has served as a starting point for subsequent
research in the area of image captioning in 2015 [18].

Subsequently, the author of [19] introduced a novel approach to simultaneously train
a CNN and an RNN for generating captions by aligning image regions with their corre-
sponding linguistic units. To facilitate their experimentation, the authors employed the
COCO dataset, which has since emerged as a widely accepted benchmark for assessing
the effectiveness of image captioning models. Of significance, this paper also introduced
the CIDEr score, a widely used evaluation metric for image captioning models [19].
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After that, an attention-based approach to image captioning was introduced [20],
where the model learns to selectively attend to different image regions when generating
captions. The authors showed that attention mechanisms improve caption quality and
reduce ambiguity, and proposed a novel “hard” attention mechanism that can be trained
using backpropagation [20]. Attention mechanisms play a vital role in enabling image
captioning models to focus on the most pertinent aspects of an image during caption
generation. Rather than solely depending on the global image features, attention mech-
anisms allow these models to selectively concentrate on specific regions of the image
that are most relevant to the current context of the caption being generated [2, 5, 13].

Thereafter bottom-up and top-down attention mechanism combines object-level fea-
tures with region-level features to generate captions introduced [21]. This paper intro-
duced a new dataset called Visual Genome, which contains more detailed object and
attribute annotations than other datasets used for image captioning. This paper also
introduced a new evaluation metric called SPICE, designed to measure the semantic
similarity between generated and human captions [21].

Afterward, a new pre-training approach for image captioning that combines vision
and language tasks to learn joint representations of images and captions was introduced
[22]. The authors of this paper use a Transformer-based architecture that is pre-trained
on a large corpus of image-caption pairs and shows that their method achieves state-of-
the-art performance on several benchmark datasets.

Following that, a new Transformer-based architecture for image captioning that uses
a meshed-memory mechanism to selectively attend to different regions of the image
and the caption was introduced [23]. The authors show that their method outperforms
other Transformer-basedmodels and achieves state-of-the-art performance on theCOCO
dataset. Transformer Models Transformers are a relatively new development in the field
of natural language processing and have proven to be highly successful in tasks such
as text generation and machine translation. This is mainly because they use a self-
attentionmechanism that allows them toprocess input sequences simultaneously,making
them well-suited for processing long input sequences such as captions. When creating
captions, Transformer models are usually equipped with an encoder for extracting image
features and a decoder for generating captions [11].

Visual Question answering is one of the major applications of image captioning
that is mentioned in [24]. This paper proposes a new pre-training approach for image
captioning using a single encoder to encode images and captions jointly.

Anewapproachwas brought up in [25] for generating image captions by parallelizing
the decoding process to improve efficiency. The authors propose a hierarchical structure
for the caption that allows the model to generate the words in a parallel and efficient
manner. The authors show that their method achieves state-of-the-art performance on
the COCO dataset and is significantly faster than other models.

Throughout the years, numerous encoder-decoder techniques have emerged, employ-
ing different variations of Convolutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN).
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3 Methodology

A combination of CNN-LSTM is a commonly used Neural network in image captioning
[3, 5–9, 12, 13, 15, 17]. In the proposed model Xception model is used for feature
extraction. The Xception takes an input image and outputs a vector of visual features as
the following equation.

V = Xception(I) (1)

In the given context, before utilizing the Xception model, a series of image prepro-
cessing techniques were employed to adequately prepare the image. Consequently, the
Xception model was applied to extract the feature vector associated with the image. In
the current context, In Eq. (1) the variable “I” represents the input image, while “V”
refers to the vector of visual features extracted from it.

The Xception model’s utilization of depthwise separable convolutions, in contrast
to traditional CNN models, delivers notable improvements in computational efficiency
and speed. This architectural choice enables the model to analyze spatial relationships
and feature interactions more effectively while minimizing redundant computations.
Therefore, the Xception model is used for encoding features from the image compared
to the traditional one.

Fig. 1. Proposed Model

In the case of the decoding side, LSTM is a type of RNN that is frequently used for
image captioning tasks because it is better suited for capturing long-term dependencies
in sequential data such as natural language [3, 5–9, 12–13, 15, 17]. Figure 1 depicts the
flow of the proposed model with training and testing bifurcations.

In image captioning, a critical task involves the model’s ability to comprehend
the context of the image and produce a fitting caption accordingly. To this end, the
LSTM network is employed to process the image features extracted by an Xception.
The LSTM network generates a sequential set of words, which are then combined to
form a grammatically sound and semantically coherent sentence.

Compared to conventional RNNs, LSTM networks possess an added memory cell
capable of preserving and retrieving information over extended periods. This feature
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enables LSTMs to more effectively manage long-term dependencies, a challenge for
traditional RNNs. Additionally; LSTMs overcome the issue of vanishing gradients that
are commonly encountered in traditional RNNs, thereby increasing the effectiveness
and efficiency of the network [5, 6, 9].

Moreover, LSTM networks can also selectively forget or remember information
from the previous time step, making them well-suited for tasks where the model needs
to maintain a context for a long period.

Therefore,we have usedLSTMnetworks over traditionalRNNs for image captioning
tasks because of their ability to better capture the complex dependencies and long-term
context of natural language data.

The LSTM takes the vector of visual features from the Xception and generates a
sequence of words that form the image caption. The LSTM does this by processing each
word in the sequence one at a time and updating its internal state based on the previous
words in the sequence. This can be represented in Eq. (2)

ht = LSTM
(
V , h{t−1}

)
(2)

yt = Softmax
(
W{hy}ht + by

)
(3)

where V is the visual features at time t, ht is the internal state of the LSTM at time t,
yt is the output probability distribution over the vocabulary at time t, and W{hy} is the
weight matrix connecting the LSTM output to the vocabulary, and by is the bias term.

The Softmax function is used to convert the output of the LSTM to a probability
distribution over the vocabulary so that the network can predict the next word in the
sequence based on the probability of each possible word as per Eq. (3).

In this paper, we have used the Flickr8k dataset. It contains 8000 images [26], each
with five different captions provided by human annotators. The dataset is divided into
the train, validation, and test sets, and is often used for evaluating image-captioning
models.

Figure 2 depicts the outcome of our proposed model where we have used the start
and end keywords to indicate the starting and ending of the captions.

4 Results and Discussion

Several evaluation methods are used for image captioning, including:

1. BLEU:
It is an evaluation metric used in natural language processing to measure the

quality of machine-generated translations. It compares the n-gram overlap between
the sentences. BLEU scores range from 0 to 1, with higher scores indicating a better-
quality translation. [2, 4, 5, 8, 11–17].

2. ROUGE:
The ROUGE evaluation matrix consists of several metrics, including ROUGE-

1, ROUGE-2, and ROUGE-L. ROUGE-1 calculates the overlap of unigrams (single
words) between the generated and reference summaries. ROUGE-2 calculates the
overlap of bigrams (pairs of adjacent words), while ROUGE-L measures the longest
common subsequence between the generated and reference summaries [8, 10, 12, 15,
16].
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Fig. 2. Results of Xception-LSTM model on Flicker30K dataset

3. METEOR:
It uses a combination of unigram precision, recall, and alignment-basedmetrics to

evaluate the similarity between the sentences.METEORis designed to handle nuances
of natural language such as synonyms, paraphrases, and word order variations, [5, 6,
8, 10, 12, 13, 15–17].

It should be emphasized that a holistic assessment of image captioning systems
cannot rely solely on a singlemetric. Instead, a blend ofmultiple evaluation techniques
is usually employed to achieve amore comprehensive and precise evaluation of image
captioning system performance.

The Xception-LSTM model evaluates the quality of the captions generated using
BLEU and METEOR matrices shown in Fig. 3. BLEU evaluation works on n-gram
overlapping words where the n value changes from 1 to 4. Based on the value of n
results decrease. With that METEOR works on the ordering of the generated caption
compare to the labeled caption.

5 Limitation

Despite significant advancements in the field of image captioning in recent years, there
remain several challenges and issues that require attention and resolution. Here are a
few examples:

• Context – It can be challenging to generate an accurate caption that conveys the
intended message of an image. A single image can be perceived in different ways,
leading to ambiguity in generating a descriptive caption. For example, a picture of
a person riding a bicycle might be captioned differently depending on the specific
details in the picture. The caption could vary from “aman riding a bicycle”, “a woman
riding a bicycle” or “men riding a vehicle” depending on the contextual information
in the image.
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Fig. 3. Evaluation matrices on Flicker30k dataset using Xception-LSTM

• Ambiguity – Creating a precise and descriptive caption for an image can be a difficult
task due to the ambiguity and subjectivity of visual content. Images can be inter-
preted in various ways, making it difficult to generate a single caption that accurately
represents the content. Additionally, there may be more than one valid caption for a
single image due to the different interpretations that people may have.

• Rare or Unseen Words – In some cases, image captioning models may generate
captions that contain infrequent or unfamiliar words, making them difficult for people
to comprehend. This issue can be particularly troublesome for individuals who do
not have expertise in the language utilized in the caption.

• Data Bias – The process of training image captioningmodels involves using extensive
datasets of image-caption pairs. However, these datasets may occasionally exhibit a
bias towards particular types of images or captions. Consequently, the trained model
may generate less accurate or less descriptive captions for certain types of images
due to this bias.

• Evaluation – Assessing the quality of image captions lacks a single standard metric,
and the suitability of various metrics varies based on the specific application. For
instance, certain metrics may prioritize accuracy, whereas others may prioritize the
diversity or originality of the generated captions.

6 Conclusion and Future Work

Compared to other models like VGG-LSTM and ResNet-LSTM, the Xception-LSTM
model offers several advantages. For one, it boasts greater computational and memory
efficiency, which makes it more suitable for training on larger datasets. Additionally,
the LSTM-based language decoder employed by the Xception-LSTM model is capable
of modeling long-term dependencies during the caption generation process. This is a
crucial factor in generating coherent and semantically meaningful captions. Moreover,
the Xception-LSTM model can be fine-tuned on other tasks such as visual question
answering and image retrieval, which demonstrates its versatility and effectiveness in
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various applications. However, the Xception-LSTM model still faces some challenges
such as handling rare words and dealing with the ambiguity and diversity in the cap-
tion generation process. Future research can focus on addressing these challenges and
improving the performance of the Xception-LSTM model on image captioning.
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Abstract. Acritical requirement for a traffic assistance system that can detect and
recognize traffic signs in challenging circumstances has arisen as a result of the
increased use of electrically powered autonomous cars. In order to overcome this
difficulty, we provide a real-timemethod that greatly improves the effectiveness of
traffic sign identification.Weexamine twowidely utilizedmodern object detectors,
Faster RCNN and YOLO, for traffic signal detection. Our experimental study
shows that the faster RCNN model and the YOLO model give better accuracy,
but they cannot meet real-time performance. In this paper, we evaluate a method
for detecting traffic signs that has the potential to greatly enhance traffic safety
and avoid accidents, especially in the era of electrically powered automobiles.
The suggested solution has undergone extensive testing on the GTSDB and is
based on reliable and effective techniques for feature extraction, ROI detection,
and subclass sign recognition. Our method represents a significant advancement
in the creation of traffic assistance systems that can swiftly and reliably detect and
recognize traffic signs.

Keywords: Gabor filter · HOG transform · Linear binary pattern · SVM ·
Random Forest · KNN

1 Introduction

The control of traffic and promotion of road safety are both greatly aided by traffic
signs. Accidents and traffic jams are still frequently brought on by people disobeying
traffic laws, such as failing to follow traffic signs. A driver alert system with the ability
to precisely detect and recognize traffic signs in real-time is necessary to address this
problem.

In this study, we offer a unique method for detecting and recognizing traffic signs
in real-time in a busy traffic environment. The proposed method involves converting
images of the road scene to grayscale and filtering them with simplified Gabor wavelets
(SGW) to enhance the edges of traffic signs for improved detection [1]. The Maximally
Stable External Regions (MSER) approach is then used to extract the area of interest
(ROI). We have explored the use of multiple machine learning algorithms with various
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feature extraction techniques to classify the detected ROI from the MSER. This was
done to compare the performance of different approaches and determine which is best
suited for our proposed system. A classifier is used to classify the superclass of traffic
signs.

Extensive tests were carried out on actual traffic scenarios to assess the detection
accuracy, recognition accuracy, and processing speed of our suggested method. The
findings demonstrate that our approach performs competitively in terms of accuracy and
processing speed, qualifying it as a viable option for real-time traffic sign detection and
identification.

In addition, we have explored the use of multiple machine learning algorithms with
various feature extraction techniques to classify the detected ROI from the MSER [2].
This was done to compare the performance of different approaches and determine which
is best suited for our proposed system. The results of these tests are included in our
findings, providing a comprehensive evaluation of the effectiveness of our proposed
approach.

The ultimate objective of the proposed method is to create a driver warning system
that, by giving timely and precise notifications to driverswhen they approach traffic signs,
will dramatically minimize traffic rule breaches. A system like this has the potential to
significantly improve traffic flow, lessen accidents, and improve road safety, resulting in
more effective and sustainable transportation systems.

Authors Contribution

1. We have recorded videos in busy local street to get some real life environment
situation.

2. We have created a database of images from the videos for testing purpose.
3. We have compared different feature descriptor like HOG and LBP.

2 Literature Review

The process of recognising traffic signs typically consists of two stages: the initial stage
is traffic sign detection, which looks at the position and size of the signs in the images
of the traffic scene, and the second is traffic sign recognition, which is focused on
classifying the signs into the correct category. Traffic sign detection often relies on the
colour and form characteristics of the signs, while traffic sign identification frequently
uses classifiers like convolutional neural networks (CNN) and SVMwith discriminative
features.

Red, blue, and white make up the limited colour palette used on traffic signs, which
helps us recognise themfrom the surroundings [3]. The colour-based traffic signdetection
approach is demonstrated to be the most direct and basic method in the current study.
However, colour-based detection techniques frequently fall short of expectations owing
to intense light, weak light, and other unfavourable weather circumstances.

Many researchers have recently used technologies in this field, as deep learning
approaches have prominently displayed representation ability and produced remarkable
performance in traffic sign identification. With a hinge-loss stochastic gradient descent
approach and a convolution neural network based on deep learning, it was able to attain
a high recognition rate. Offered a multi-column deep neural network operating on a
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graphics processing unit (GPU) for traffic categorization and achieved a recognition
rate that was superior to that of a person. In order to categorise traffic signs, Qian
employed CNN as the classifier and learned the discriminative feature of maximum
pooling locations. He achieved a performance that was equivalent to that of the state-
of-the-art technique [4]. Nevertheless, to satisfy the needs of real-time applications, it
is required to further investigate the selection of discriminative features and explore the
network topology in order to increase classification accuracy and processing speed.

For a long time, there were no tough public datasets in this domain, but that changed
in 2011. Larsson and Felsberg, as well as Stallkamp et al., presented difficult datasets,
containing annotations for traffic sign detection categorization. The German Traffic
Sign Recognition Benchmark (GTSRB), the German Traffic Sign Detection Benchmark
(GTSDB), and the Belgian Traffic Sign Classification (BTSC) were among the datasets
used. More academics have been drawn to the GTSDB and, in particular, the GTRSB,
and some of them have discovered novel techniques to verify utilizing this database.

3 Methodology

3.1 Dataset

The dataset is an important part of this strategy.A substantial amount of traffic sign data is
required to train and validate a deep convolutional neural network traffic sign recognition
model, which is currently included in well-known traffic sign databases. The GTSRB
and GTSDB traffic sign datasets are used in this work. These two datasets contain a wide
range of sophisticated traffic signs, including sign tilt, uneven illumination, traffic signs
with distraction, occlusion, and comparable backdrop colours, as well as genuine scene
maps (Fig. 1).

3.2 Proposed Method

Our proposed method has three steps: feature extraction, detection, and classification.
First, we extract the road images from the streaming video and convert them to grayscale.
Then comes the feature extraction phase. For edge detection and smoothing of the image,
we use the simplified Gabor filter. By using different parameters, the image has been
smoothed. The borders of the traffic signs were reinforced, and the regions inside the
traffic signs were smoothed in the resulting Gabor feature map picture. Then comes the
detection phase. In this step, we used the maximally stable extremal regions (MSERs)
method to determine the regions of interest (ROI) and filtered out places where there
was a minimal chance of traffic signs existing based on our stated filter rules.

The proposed regions were then categorised using a variety of different processor
and classifier combinations to determine the super-class of traffic signs to which each
area belonged (Fig. 2).

4 Feature Extraction

Feature extraction is the process of converting raw data into numerical features that may
be processed while retaining the information in the original data set. It generates better
results than merely utilising machine learning on raw data. It comprises features like
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Fig. 1. Different Traffic Signs in Data-set

Fig. 2. Flowchart of the Methodology

corners, edges, ROI, and so on. The system’s precise feature is to distinguish the traffic
sign from the backdrop image by using image colour, shape, size, and orientation.

4.1 Gabor Filter

AGabor filter is a linear filter that is used in image processing to identify edges, classify
textures, and extract features. When a Gabor filter is applied to a picture, it produces the
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best results near the edges and where the texture varies. A bank of Gabor filters with
varying orientations is used to analyse texture or extract features from images.

It is particularly useful for detecting edges and other texture features in images with
complex textures. It is also used to smooth the non-edge areas of the images (Fig. 3).

4.2 Canny

Fig. 3. Gabor filter output

An effective edge detection technique that is frequently used in image processing is
the Canny feature extractor. It functions in several steps, including hysteresis threshold-
ing, non-maximum suppression, gradient computation, andGaussian blur. By examining
an image’s intensity gradient, keeping just the local maximum in the gradient direction,
and suppressing non-maximum gradients, it successfully finds edges. The precision of
the Canny feature extractor’s edge detection while reducing noise and false positives
is well recognised. It is a well-liked option in the field of image analysis and object
identification since it generates binary edge maps, which are commonly used in several
computer vision applications (Table 1).

When compared to the Canny and traditional Gabor wavelet approaches, the SGW-
based strategy produced the best computational results.

The Canny method produced a binary image, which resulted in a significant loss of
image information and could not guarantee adequate detection and classification results,
despite the SGW being slightly faster than the Canny.
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Table 1. Comparison of the computational complexities of Canny, TWG and SWG algorithm

Algorithms No. of Additions No. of Multiplications

Canny 40N2 17N2

TGW 48N2log2N2 + 16N2 32N2log2N2 + 32N2

SGW 18N2 16N2

5 Traffic Sign Detection

Traffic signs are strictly classified based on shape and colour, so that they can be identified
by these attributes by any AI. As a result, traffic sign recognition is dependent on its
shape or shade.

In our suggested technique, we improved the shape information of traffic signs by
using simpler Gabor filters to smooth and enhance the edges. Then the gabor maps have
been processed by theMSER algorithm for finding the region of interest. Then the ROI’s
have been classified into different signs.

5.1 MSER Algorithm

MSER is a powerful tool for extracting regions of interest (ROI) from an image and
has many practical applications in computer vision and image processing. Maximally
Stable Extremal Regions (MSER) is an image segmentation algorithm that identifies and
extracts regions of interest from an image. The algorithm works by identifying regions
that are both stable and extremal with respect to a threshold parameter [5].

In this study, the MSER algorithm was employed to identify the regions of interest
(ROI) in the image. By utilising a threshold value, specifically set at a delta of 18, in
our implementation, the algorithm determined the stable and extremal regions based on
their intensity values. A region in MSER is defined as a connected component of pixels
with similar intensity values. Initially, the algorithm calculates the intensity threshold
that produces the largest region and then progressively decreases the threshold until the
region breaks into smaller pieces. The stable regions are the ones that persist across
multiple thresholds, while the extremal regions are the ones that have the most distinct
intensity values compared to their surroundings.

The chosen threshold value of 18 was determined empirically, based on the charac-
teristics of the specific image dataset used in this context. It enabled the algorithm to
capture the regions of interest with optimal performance. MSER demonstrates several
advantages over other image segmentation methods, such as its robustness to noise and
its ability to handle images with varying illumination and contrast. Its versatility has
been leveraged in various applications, including object detection and text detection in
images.

5.2 Image Pre-processing

In order to prepare the image data before feeding it through the different classifiers, we
have implemented both HOG and LBP image per-processors. These techniques extract
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relevant features from the grayscale image data, which are then used as input for the
subsequent classification steps. By using both HOG and LBP, we are able to capture
complementary information about traffic signs, improving the accuracy of our system.

5.2.1 HOG

To determine which superclasses the suggested regions should be assigned to, we first
extracted the Histogram of Oriented Gradient (HOG) features from the SGW feature
map, which we dubbed SGW-HOG features [6]. We will be using the built-in function
HOG from the Python library Skimage. By analysing the orientation and distribution
of gradients, the HOG technique is used to extract features from the detected region of
interest. The gradient strengthsmust be locally normalised to take into account variations
in illumination and contrast, which necessitates combining the cells into bigger, spatially
connected blocks. The road sign blob is separated into smaller sections termed ‘cells’ in
order to discover the HOG characteristics. The cells were then gathered into blocks, and
the resulting histograms were subjected to block normalisation to address the issue of
illumination variance. It offers a condensed representation of the image that is reason-
ably resistant to changes in lighting, contrast, and image distortion. Better invariance to
variations in illumination and shadowing is the effect of this normalisation. Values for
parameters of HOG are orientations 9, pixels_per_cell (6, 6), and cells_per_block (6, 6).

skimage Compute the HOG by:

1. computing the gradient image in x and y
2. computing gradient histograms
3. Normalizing across blocks

5.2.2 LBP

Local Binary Patterns (LBP) is a widely used feature extraction technique that describes
the local texture of an image by comparing the intensities of its pixels with their neigh-
bors. In our proposed system, we use LBP as one of the image processors to extract
features from the grayscale images of traffic signs [7]. Specifically, we have divided the
image data into small parts, or regions, and for each region, we calculate a histogram
of the LBP values of its pixels. These histograms are combined to generate a feature
vector, which reflects the image’s texture information. By using LBP as a feature extrac-
tion technique, we are able to capture the local texture and pattern information of the
traffic signs, which can be useful for accurate classification. LBP is initially defined in a
neighborhood of eight pixels, and a threshold is established using the centre pixel’s grey
value. All neighbors are assigned a value of 1 if their values are greater than or equal to
those of the centre pixel; otherwise, they are set to 0. The values for parameters of LBP
are radius = 1, n_points = 8 * radius, and method = ‘uniform’.

6 Traffic Sign Classification

We have explored the use of multiple machine learning algorithms with various feature
extraction techniques to classify the detected ROI from theMSER. Specifically, we have
used three classifiers, namely Support Vector Machines (SVM), K-Nearest Neighbors
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(KNN), and Random Forest, and compared their performance in terms of accuracy,
precision, recall, and F1 score. These tests were conducted to determine the best clas-
sifier for our proposed system and to provide a more comprehensive evaluation of the
effectiveness of our approach. A classifier is used to classify the superclass of traffic
signs.

6.1 SVM

SVM is a strong and extensively used classification technique that has proven to be
useful in a wide range of real-world applications. SVM has several advantages over
other classificationmethods, including the ability to handle high-dimensional data, noise
robustness, and effectiveness in dealingwith non-linear data distributions. SVMhas been
utilised effectively in a range of applications, including image classification, due to its
adaptability and dependability [8].

In our technique, we used a multi-class SVM classifier to divide data into two or
more groups depending on input data attributes. Because the traffic signs had two super
classes (triangular and circular), we trained a three-class SVM because there was a third
super class known as the super class of negative data. This enabled us to efficiently
categorise traffic signs, ensuring precise detection and identification.

SVM’s capacity to handle high-dimensional data is one of its primary benefits. This
was especially useful in our approach because the input photos comprised a significant
number of elements that required to be analysed in order to identify and recognise traffic
signs effectively. Furthermore, SVM is very resistant to noise and can deal success-
fully with non-linear data distributions, which improves its performance in real-world
applications.

Overall, the use of SVM in our approach proved to be highly effective, achieving
high levels of accuracy in both detection and recognition tasks. We believe that SVM
will continue to play an important role in the development of transportation systems,
providing a reliable and efficient method for traffic sign detection and recognition.

6.2 Random Forest

Random Forest is a well-known andmostly used classification and regression algorithm.
It uses multiple decision trees and takes the majority vote for classification [9]. Random
forest has the advantage of being able to accommodatemissing values and a high number
of features without overfitting. It is basic, adaptable, and capable of handling binary
and categorical data. The random forest method is an ensemble learning strategy that
combines several classifiers to improve the performance of a model.

6.3 KNN

A non-parametric supervised learning technique for classification and regression appli-
cations is the k-nearest neighbor (k-NN) classifier. It operates by categorising fresh
observations in a feature space according to the majority class of their k-nearest neigh-
bors. Euclidean distance, Manhattan distance, and Minkowski distance are a few of
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the often-used distance metrics for gauging how closely two observations match each
other. Through cross-validation or other tuning techniques, the value of k, which stands
for the number of nearest neighbors to take into account, is frequently calculated. The
k-NN algorithm is easy to understand, can handle high-dimensional data, and is straight-
forward. For large datasets, it can be computationally expensive and subject to the
dimensional curse [10].

It is also known as a lazy learner algorithm since it keeps the training dataset instead
of learning from it right away. When categorizing data, it instead utilizes the dataset to
execute an action.

7 Experimental Results

Based on our proposed approach for real-time traffic sign detection and recognition using
simplified Gabor wavelets (SGW) and Maximally Stable Extremal Regions (MSER),
we conducted extensive tests to evaluate the performance of our system using various
machine learning classifiers and feature extraction techniques.

We specifically evaluated the performance of our suggested method, which uses
Histogram of Oriented Gradients (HOG) and Local Binary Patterns (LBP) as feature
extraction techniques, against three classifiers: Support Vector Machines (SVM), K-
Nearest Neighbors (KNN), and Random Forest (Table 2, Table 3).

Table 2. Comparision of SVM, Random Forest and KNN with LBP

LBP SVM Random Forest KNN

Accuracy 0.802 0.841 0.826

Precision 0.986 0.845 0.868

Recall 0.829 0.992 0.935

F1 score 0.900 0.967 0.897

Specificity 0.389 0.684 0.461

Table 3. Comparison of SVM, Random Forest and KNN with HOG

HOG SVM Random Forest KNN

Accuracy 0.961 0.944 0.954

Precision 0.991 0.974 0.972

Recall 0.965 0.961 0.975

F1 score 0.977 0.967 0.973

Specificity 0.952 0.863 0.870

The experimental results showed that HOG and LBP both yielded high accuracy,
precision, recall, and F1 score for all three classifiers. However, we observed that HOG
generally outperformed LBP in terms of accuracy and F1 score for all three classifiers.
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SVM had the greatest accuracy and F1 score among the three classifiers for HOG.
For LBP, on the other hand, the Random Forest classifier fared best, with the greatest
accuracy and F1 score.

Overall, our experimental results demonstrate the effectiveness of our proposed app-
roach for real-time traffic sign detection and recognition, with HOG as the preferred
feature extraction technique and SVMas the preferred classifier for optimal performance
(Fig. 4).

Fig. 4. LBP VS HOG

8 Conclusion

Our proposed approach using Gabor filter feature maps and SVM on the HOG feature
proved to be a promising method for real-time traffic sign detection and recognition. The
results showedhigh accuracy and anF1 score for circular and triangular shapes,which are
common shapes for traffic signs. Additionally, we compared the performance of three
classifiers (SVM, KNN, and Random Forest) with two feature extraction techniques
(HOG and LBP) to further evaluate the effectiveness of our proposed approach.

For future improvement, we can explore the use of deep learning algorithms, such
as Convolutional Neural Networks (CNNs), which have been shown to achieve state-
of-the-art performance in image classification tasks. We can also investigate the use of
more advanced feature extraction techniques, such as Scale-Invariant Feature Transform
(SIFT) and Speeded Up Robust Features (SURF), to further enhance the detection and
recognition of traffic signs.

Furthermore, we can extend the scope of our proposed approach to other road-
related objects, such as pedestrian detection, lane detection, and vehicle detection, to
develop a more comprehensive and advanced driver assistance system. Ultimately, the
implementation of our proposed approach and future improvements can lead to the
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development of more effective and sustainable transportation systems by reducing traffic
rule breaches, improving traffic flow, and enhancing road safety.
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Abstract. Class imbalance exists in many real-life applications. Classification of
an imbalanced dataset without pre-processing is more complex. Existing litera-
ture has numerous solutions to get rid of this problem either through data level
or algorithm level modification, but the imbalanced data classification still needs
significant improvements. In the proposed work, a new method has been formu-
lated to reduce the misclassification in the classes. The feature filtering technique
is applied iteratively in an imbalanced dataset to use only significant features for
the classification. The chi-square statistics is used for the filtering process and
Mahalanobis distance (MD) is used for classification. The performance of the
MD is being compared with the state-of-the-art classifiers and observed that the
Mahalanobis distance performs better in 6 datasets and gives the same result in
3 datasets out of the 12 experimented datasets. The observations show that the
association between the features is a major deciding factor during the classifica-
tion. If each feature is independent, then the classification region is separable even
though the dataset is imbalanced. The combination of the MD and the chi-square
feature filtering helps in achieving a better AUC score.

Keywords: Imbalanced Data · Classification · Feature Filtering ·Mahalanobis
Distance

1 Introduction

Imbalanced data distribution between the classes exists in many fields. The importance
of solving this problem with respect to classification is still an open research problem.
From the literature, it is found that this problem can be solved either with data level or
algorithm level approach. The data re-sampling improves the performance of the model
but often leads to overfitting or under-fitting issues, and there are conflicting views and an
overall lack in research regarding the data level modification that needs to be addressed
properly [1], so instead of data re-sampling it has been decided to perform algorithm
level approach to solve the class skewed classification.
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MD [2] is a metric which takes into account the correlation between variables and
provides a more accurate measure of the difference between two observations than the
Euclidean distance. MD is better than the Euclidean Distance [3] since it considers the
mean and covariance to calculate the distance of each pattern with the available patterns.
Buda et al., [4] have used the MD in handling the extreme imbalanced data especially in
anomaly detection. Abdi and Hashemi [5] have used the MD to oversample the minority
class data; the generated synthetic samples have the same class average of the samples in
theminority class that helps in reducing the sample overlapping in different class regions.
Bennin et al., [6] have proposed theMAHAKIL algorithm that divides the minority class
data into two parent groups and each new synthetic sample inherits the properties of the
parents which creates diversity in the data distribution and avoids overfitting issues. Arun
and Lakshmi [7] have shown that the initial discriminationmeasure for theminority class
data is calculated using theMD and theminority class samples are separated into clusters
based on MD. The parent samples for the genetic algorithm (GA) are chosen from
different clusters to form the synthetic samples. Taguchi and Rajesh [8] have presented
the Mahalanobis-Taguchi System (MTS) classifier, the MD is used to calculate the
similarity of unknown samples from the known samples. Taguchi method is used for an
optimized classification performance, but MTS lacks in finding a perfect threshold for
classification. El-Banna [9] has proposed theMahalanobisGeneticAlgorithm (MGA) by
combining MD and GA. Training data is converted into the balanced form by applying
SMOTE on the minority class data and theMD is considered as a critical threshold value
(MDcr) to separate the major and minor classes. During the classification, if the MD of
the test pattern is greater than MDcr then it is considered as a majority class sample,
otherwise it is considered as a minority class sample. El-Banna [10] has proposed the
ModifiedMahalanobis Taguchi System to enhance the performance ofMTS by applying
the ROC curve to determine the threshold that helps in separating the classes. Yao and
Lin [11] have proposed an evolutionary MD oversampling which integrates the multi
objective particle swarm optimization with Gustafson-Kessel algorithm to improve the
learning ability of the classifier in a multi class environment. Siddappa and Kampalappa
[12] have proposed the local mahalanobis distance learning method to improve the
performance of the K-nearest neighbour algorithm for classification. Here the MD is
used to extract the necessary information that helps in finding the separable region of
the classes and avoids the risk of overfitting.

Feature filtering is based on the important relationship between the input features
and the output. After removing the irrelevant features, better classification accuracy is
obtainedwithminimal overfitting issues. Some popularmethods used for feature filtering
are chi-square, Pearson correlation coefficient, recursive feature elimination and analysis
of variance tests [13].

In this research, a new approach is proposed to classify the imbalanced data by
using MD after filtering insignificant features but without data re-sampling. It extracts
the significant features based on the chi square test. It increases the performance of the
classification and reduces the misclassification in both major and minor classes. The rest
of the sections are organized as follows: Sect. 2 describes the proposed method, Sect. 3
presents the findings of the data analysis, and Sect. 4 concludes with the major findings.
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2 Proposed Method

Significant feature selection, MD calculation, probability calculation for the calculated
distance and data classification are involved in this method. The proposed method filters
the insignificant features using the chi-square statistics and performs classification using
theMD. Following the feature filtering,MD is calculated between the testing pattern and
the major and minor class of the training data separately. With the obtained MD value,
the probability scores are calculated for bothmajor andminor classes and a class with the
highest probability is considered as class label for the test pattern. The predicted labels
are compared with the actual labels of the testing pattern to find the misclassification in
both major and minor classes and AUC score.

3 Mahalanobis Distance

MD is a statistical distance measure that measures the distance between a test pattern
and the mean of the training patterns by taking into account the correlation between the
features. The MD is used to determine how a test pattern is similar or dissimilar with the
training patterns. Initially covariance (C) for the training patterns is calculated. Mean of
the training patterns is calculated (µ). MD is calculated using

D2 = (x− µ).C−1.(x− µ)T

where x, µ, C−1 represents a test pattern, mean of the training patterns and the inverse
of the covariance of the training patterns respectively. The steps in calculating the MD
are as follows:

1. Generate mean pattern with the means of each feature of the training dataset
2. Calculate difference between test pattern and mean pattern
3. Find Inverse covariance for the training patterns
4. Transpose the values obtained in step-2
5. Multiply the results obtained in step 2, step 3 and step 4
6. Find Square root for the value obtained in step 5.

3.1 Feature Filtering

Feature filtering can significantly improve the performance of the classifier because
of its significance. Scikit-learn [14] is a python based tool that assists in performing
classification, regression and many other tasks. Significant features for our experiment
are extracted using the “selectKBest” function available in scikit-learn. The score func-
tions available in scikit-learn for the feature filtering are ANOVA test (f_classif), mutual
information for a discrete target (mutual_info_classif), Pearson correlation coefficient
(f_regression), mutual information for a continuous target (mutual_info_regression) and
chi-square statistics (chi2). These score functions are applied on the selectKBest method
to identify the function that performs better on the dataset. From the trials made, it is
observed that the chi-square statistics score function performs better than others. So,
the chi-square function is used for filtering the significant features. The steps in feature
filtering are as follows:
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1. Compute the chi-square statistics for each feature
2. Each feature is assigned with a score
3. Use selectKBest method to pick the required number of representative features based

on the highest score obtained in step-2

3.2 Proposed Procedure

1. Perform feature filtering on the original data to select the k-significant features by
selectKBest function with chi-square statistics.

2. After the feature filtering, divide the original dataset randomly into Training (70%)
and the Testing (30%) datasets.

3. Divide the Training dataset into Major and Minor class data.
4. Find MD for the test data with Major and Minor training data separately.
5. If the covariance matrix has zeros in the diagonals during MD calculation, then the

matrix is singular, and cannot compute its inverse. To overcome this issue, add a
small amount of noise with the dataset.

6. The MD value of the Major and Minor classes are used for probability prediction.
7. Divide the MD value of the Major class by the sum of MD values of the Major and

Minor classes. Obtained value is subtracted from 1 and the result is the score. Do
the same division for the Minor class data.

8. Class of the highest probability score is the class of the test pattern.
9. Compare the predicted label with the actual label to evaluate the performance.
10. Do the steps 1 to 9 by varying k from 2 to the number of features in the dataset.

4 Results and Discussion

The proposedmethod is experimented with 12 imbalanced datasets with different Imbal-
ance Ratio (IR) which are collected from Keel repository [15] and UCI repository [16].
The information about the datasets is given in Table 1. The original dataset is divided
into training dataset (70%) and testing dataset (30%) and no data leakage is present in
both training and testing datasets.

The classification accuracy is not a proper measure to evaluate the performance of
the classifiers in an imbalanced dataset since the class with lesser number of instances is
not reflected in accuracy score because of the large volume of instances in other classes
[17]. Area under the curve (AUC) is a proper evaluationmeasure for the imbalanced data,
since it allocates equal importance to both the classes. So, the AUC score is considered
in the rest of the discussion.

The experiment starts without pre-processing and the results of the classification
are observed and found that the classifiers strive to differentiate the classes when the
features of different classes are highly correlated and that leads to unstable or inaccurate
classification. Yeast-1–2-8-9_vs_7 is such a dataset with more correlation and is shown
in Fig. 1. It gives challenges in determining the variables that are truly playing a role
to obtain the outcome. When there is a lesser correlation between the features then the
classification is done without difficulty even if the classes are imbalanced, which is the
Iris0 dataset and is shown in Fig. 2.
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Table 1. Dataset Information

Dataset # Patterns IR Category

Abalone9-18 731 16.4 Real

Abalone19 4174 129.4 Real

Ecoli-0–1-3-7_vs_2-6 281 39.1 Real

Glass5 214 22.7 Real

Iris0 150 2 Real

Page-blocks-1-3_vs_4 472 15.8 Real/Integer

Shuttle-c2-vs-c4 129 20.5 Integer

Yeast-1–2-8-9_vs_7 947 30.5 Real

Yeast-2_vs_8 482 23.1 Real

Yeast5 1484 32.7 Real

Yeast6 1484 41.4 Real

Diabetes 390 18.18 Real/Integer

Fig. 1. Pairwise plot of Yeast-1–2-8-9_vs_7 Dataset

The dataset is also experimented with C4.5, K-Nearest Neighbour (KNN), Support
Vector Machine (SVM) and Multi-Layer Perceptron (MLP) classifiers for comparison.
The AUC score of each classifier is recorded for each filter size and the scores are plotted
in Figs. 3 and 4. In each figure, x-axis and y-axis represents filter size and AUC score
respectively.

Each classifier performs better at a certain filter size which is dependent on its
characteristics. The best results of each classifier are tabulated to analyze the classifier
that works better with the imbalanced data. The AUC scores of the original dataset
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Fig. 2 Pairwise plot of Iris0 Dataset

Fig. 3 AUC Score at different Filter Size

without feature filtering and the best AUC result obtained with feature filtering are
shown in Table 2. In Table 2, –F along with the classifier name represents the results
after applying the filters and –O represents the results without applying the filters. From
Table 2, it is clear that the original data without pre-processing does not give better
results in 10 out of 12 datasets. Table 3 shows the best AUC score obtained from the
proposed method on different classifiers.

From Table 3, it is observed that the Mahalanobis distance with feature filtering
works better than C4.5, KNN, SVM and MLP classifiers in 6 datasets and gives same
result in 3 datasets and in other datasets the observed results are closer to the better
results of other classifiers. The problem in calculating the inverse covariance arises in
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Fig. 4 AUC Score at different Filter Size

Table 2 AUC score of different classifiers with and without Feature Filtering

Dataset MD-F MD-O C4.5-F C4.5-O KNN-F KNN-O SVM-F SVM-O MLP-F MLP-O

Abalone9-18 0.814 0.79 0.677 0.629 0.651 0.538 0.576 0.5 0.761 0.723

Abalone19 0.855 0.569 0.544 0.493 0.5 0.499 0.5 0.5 0.5 0.5

Ecoli-0–1-3-7_vs_2-6 1 0.5 1 0.743 1 0.743 1 0.75 1 0.75

Glass5 0.833 0.5 1 0.833 1 0.833 0.5 0.5 1 1

Iris0 1 1 1 1 1 1 1 1 1 1

Page-blocks-1-3_vs_4 0.992 0.875 0.992 0.988 1 0.804 0.812 0.687 0.988 0.5

Shuttle-c2-vs-c4 1 0.5 1 1 1 1 1 1 1 1

Yeast-1–2-8-9_vs_7 0.749 0.592 0.602 0.598 0.555 0.553 0.5 0.5 0.714 0.648

Yeast-2_vs_8 0.873 0.822 0.826 0.815 0.833 0.829 0.833 0.663 0.833 0.818

Yeast5 0.976 0.838 0.841 0.805 0.842 0.804 0.842 0.688 0.841 0.762

Yeast6 0.917 0.766 0.723 0.723 0.766 0.766 0.636 0.636 0.677 0.672

Diabetes 0.901 0.737 0.835 0.717 0.934 0.934 0.883 0.833 0.868 0.84

the datasets, ecoli-0–1-3-7_vs_2-6, glass5, shuttle-c2-vs-c4, yeast-1–2-8-9_vs_7, yeast-
2_vs_8, yeast5 and yeast6, and are resolved by adding a small amount of noise to the
original dataset.
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Table 3 The Best AUC score of different classifiers after Feature Filtering

Dataset MD C4.5 KNN SVM MLP

Abalone9-18 0.814 0.677 0.651 0.576 0.761

Abalone19 0.855 0.544 0.5 0.5 0.5

Ecoli-0–1-3-7_vs_2-6 1 1 1 1 1

Glass5 0.833 1 1 0.5 1

Iris0 1 1 1 1 1

Page-blocks-1-3_vs_4 0.992 0.992 1 0.812 0.988

Shuttle-c2-vs-c4 1 1 1 1 1

Yeast-1–2-8-9_vs_7 0.749 0.602 0.555 0.5 0.714

Yeast-2_vs_8 0.873 0.826 0.833 0.833 0.833

Yeast5 0.976 0.841 0.842 0.842 0.841

Yeast6 0.917 0.723 0.766 0.636 0.677

Diabetes 0.901 0.835 0.934 0.883 0.868

5 Conclusion

Chi-square statistics is used in feature filtering to accelerate the classification process.
The key findings of the experiment are each classifier exhibits better results at different
filter sizes; Strong association between the featuresmakes the classification processmore
complex; and less association between the features and the wide dispersion of feature
values help the classifier to extract the significant features. The combination of the MD
and the chi-square feature filtering outperforms the selected state-of-the-art classification
algorithms and provides a better classification to the imbalanced classification problems.

References

1. Fernández, A., García, S., Galar, M., Prati, R.C., Krawczyk, B., Herrera, F.: Learning from
imbalanced data sets. Vol. 10. Springer, Cham (2018)

2. Mahalanobis, P.C.: On the generalized distances in statistics: Mahalanobis distance. Journal
Soc. Bengal 26, 541–588 (1936)

3. Ghorbani, H.: Mahalanobis distance and its application for detecting multivariate outliers,
pp. 583–595. FactaUniversitatis, Series, Mathematics and Informatics (2019)

4. Buda, M., Maki, A., Mazurowski, M.A.: A systematic study of the class imbalance problem
in convolutional neural networks. Neural Netw. 106, 249–259 (2018)

5. Abdi, L.,Hashemi, S.: To combatmulti-class imbalancedproblemsbymeans of over-sampling
techniques. IEEE trans. Knowl. Data Eng. 28(1), 238–251 (2015)

6. Bennin, K., Keung, J., Phannachitta, P., Monden, A., Mensah, S.:Mahakil: Diversity based
oversampling approach to alleviate the class imbalance issue in software defect prediction.
IEEE Trans. Softw. Eng. 44(6), 534–550 (2017)

7. Arun, C., Lakshmi, C.: Genetic algorithm-based oversampling approach to prune the class
imbalance issue in software defect prediction. Soft Computing 26(23), 12915–12931 (2022)



Classification of the Class Imbalanced Data 53

8. Taguchi, G., Rajesh, J.: New trends in multivariate diagnosis. Sankhyā: The Indian Journal
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Abstract. There is an ever-growing need to review Artificial Intelligence
and its corresponding implementation methodology in medical image
analysis. The discussion of optimizing code versus improving data is of
prime importance when maximizing model performance in medical image
classification. Recently, a majority of studies have been model-centric.
It is crucial to investigate data-centric methodologies and how medical
image quality impacts a model’s learning capabilities. This study opts
toward data-related modifications for model improvement in lung can-
cer classification, acting as a proof of concept for developing data-centric
AI. The proposed data-centric approach (DCA) modifies CT-scan images
of the lung through 3 stages; image preprocessing, image segmentation,
and feature extraction. The modified images were used to train a simple
Convolutional Neural Network (CNN) for the classification task. We eval-
uate the performance of the proposed method using a publicly available
real-world dataset of lung CT scans. Our method achieves a classifica-
tion score (F1 score) of up to 0.889. This performance is superior to that
reported using a model-centric approach on the same dataset, which con-
ducted automatic hyperparameter optimization using the random search
algorithm.

Keywords: Lung Cancer Classification · Data-Centric AI · Medical
Image Analysis

1 Introduction

Lung cancer is the most prominent and deadly variant of cancer, indicating
the need for accurate identification and diagnosis. Computed Tomography (CT)
scans are a method for capturing images of the lungs, to identify clumps of abnor-
mal cells. CT is considered the most common, due to its accuracy and benefit of
perspective without having features overlap one another [3]. However, even with
the technological development of these machines, human limitations are often
the cause of inefficient information evaluation. Manual reading, understanding,
and overall analysis of the scans could become unreliable without an experi-
enced radiologist [4]. Therefore, to combat these issues, the process of automat-
ing detection and diagnosis in healthcare has been researched and developed
through Machine Learning.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Machine Learning (ML) is an area within Artificial Intelligence that revolves
around computers and how they can learn in order to process data, find more
complex patterns, and present information collected from these patterns. The
process mainly consists of training a model on real-world examples, such that
it is capable of learning their distinctive characteristics. Three major ML types
are supervised, semi-supervised, and unsupervised learning [9]. Each category
has various problem-solving capabilities, however this study will primarily focus
on supervised ML as it focuses on lung cancer classification. In supervised ML
there are features (inputs) and labels (outputs); the goal of the algorithm is to
learn how it can map these features to their respective labels [2]. Once an ML
model has been created and trained, it can be further improved through specific
optimization. However, these optimizations may come in many forms based on
the two important components that build up the ML model; the data, which
would be some type of input (images etc.), and the code, that is, the algorithm
that undergoes the learning described above [6].

Recently, there has been a large discussion as to which part should be opti-
mized for a more accurate model; the data, or the code. Andrew Ng [7] popular-
ized this discussion through his presentation of model-centric and data-centric AI
concepts, bringing to light an important consideration as ML applications con-
tinue growing. A model-centric approach refrains from adjusting the data while
continuously optimizing a model’s structure by tuning the model parameters
and hyperparameters to maximize performance (see Fig. 1) [6]. A data-centric
approach, on the other hand, is concerned with keeping the model structure fixed
while improving the quality of data through pre-processing (see Fig. 2) [8].

Fig. 1. Model-centric approach focused on model optimization. The dotted region
encapsulates the overarching stages of this optimization for performance improvement.

The problem with the model-centric approach for medical image classification
is that the model sometimes becomes too complex due to excessive parameter
tuning to fit the raw medical images. Thus potentially leading to a model with
poor classification accuracy that is undesirable for medical applications. Addi-
tionally, a lack of available data in large amounts and a lack of refined solutions
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Fig. 2. Data-centric approach focused on data enhancement. The dotted region encap-
sulates the primary stages to achieve higher-quality data for performance improvement.

within the medical sector should pave the way for an increase in data-centric
methodologies [6,12].

The main idea of this study is to improve the quality of medical images and
data preparation stages through a data-centric approach, thus achieving a more
accurate lung cancer classification model. We improve the performance of a sim-
ple CNN model implementation through modification of image pre-processing,
image segmentation, and feature extraction stages. Firstly, we extract prominent
information through data analysis. Secondly, we undergo pre-processing stages
to transform the data into more suitable input. Finally, determining the most
informative features for final input such that even a simple machine learning
model can easily and accurately classify them without the rigor of parameter
tuning by an expert. It is acknowledged that this paper presents simple but
effective image modification processes for improving lung cancer classification.
Moreover, this paper serves as a proof of concept for developing data-centric
AI in lung cancer classification and the importance of improving data quality.
It shows the efficiency of employing simple data processing implementations for
performance gain when measured against a base model with a simple architec-
ture. The goal is to demonstrate the difference in results when conducting a
data-centric approach.

2 Related Work

There has been a growing interest in research on the concept of data-centric
AI since the term became popularized. Still there exists a large knowledge gap
within the field due to a lack of available studies, especially in the medical sector.

Research by Angela Zhang et al. [13] in 2022 expressed the importance and
limitations of transforming model practices into data practices in healthcare.
The paper outlines several concepts that could prove useful in the future, plac-
ing heavy emphasis on dataset creation and improvement, along with model
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optimizations. While they do praise data-centric AI, they rightly point out the
limitations. Large, quality and standard datasets are hard to gain access to, much
less create. In the medical sector, this may be especially difficult, as data is not
so easily available, either due to the privacy of individuals or the differences in
data structures within institutions.

Overall, there is a lack of available literature on data-centric approaches
in medical image applications, mainly in lung cancer classification. Even so,
despite the term being newly formed, the concept of enhancing data and images
has been heavily researched. Chaturvedi et al. [3] presented the intricate nature
of image modification and how it can improve the performance of models. This
review of current research highlights a variety of available and refined techniques.
Three primary stages are outlined for a data-centric approach in medical image
applications: image preprocessing, image segmentation, and feature extraction.

Studies such as the one conducted by Vas and Dessai [10] in 2017 on small
medical images, go into further detail about the effectiveness of these stages. Vas
and Dessai first cropped the images to reduce unnecessary parts, then applied
3× 3 median filters to remove impulse noise. Moreover, the images were seg-
mented through morphological operations such that only the Region of Interest
(ROI), the lungs in this case, are kept. For feature extraction, the Gray-Level
Co-Occurrence Matrix (GLCM) was used, scanning for Haralick features. The
artificial neural network was chosen for the classification algorithm for the clas-
sification task.

Vero and Srinivasan [11] more recently in 2020, also conducted such an app-
roach by applying image pre-processing, segmentation, feature extraction, and
furthermore feature selection. First, Histogram Equalization was used to make
image intensity differences clearer, followed by an Adaptive Bilateral Filter to
remove any noise present. For image segmentation, the nodules were segmented
using the Artificial Bee Colony method. Then various techniques were tested to
locate the nodules within an image. Through ROI feature extraction, the follow-
ing features were considered: volumetric, texture, intensity, and geometric.

Similarly to the [11] method, our proposed method (DCA) employs basic
but rigorous data-related stages allowing for a comprehensive comparison of
techniques, and providing insight into the potential of data-centric approaches
in lung cancer classification and other healthcare applications.

3 Methodology

3.1 Data Processing

For the lung cancer classification DCA modeling, we used the Lung Nodule
Analysis (LUNA16) dataset described in Sect. 4.1. Figure 3 shows samples of
some of the raw CT scan slices and the following discussion explains the data
processing techniques that were used to improve the overall quality of the image
and in preparing them as input to a simple convolutional neural network.
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Fig. 3. 10 randomly selected samples from the LUNA16 dataset. Each sample is a
single slice from a computer tomography scan.

Firstly, simple filtering techniques, such as the median filter, were used to
reduce any potential noise in the slices. The prime reason for using median
filters is that they are better at detail conservation, such as edges. The core
implementation of this is that it selects the median value for a pixel, depending
on its neighbors. The filter size determines the number of these neighbors, and
a 5× 5 filter was selected for our study. The transformation of one of the raw
images can be seen in Fig. 4. For a larger testing environment, the Mean and
Gaussian filters were later employed to measure the effectiveness of implementing
other basic filters for performance changes.

Fig. 4. Figure showing how the 5× 5 median filter modifies the original raw image
(left) causing smoothing and blur (right).

Secondly, we performed image segmentation. Regions of interest are first
identified, then followed by morphological operations. Every slice in every CT
scan was individually segmented, going through 8 steps. Firstly, the image is
transformed into black and white, followed by the second step, border refinement.
The third step is to label the different regions of the image and then, in step
4, remove those deemed irrelevant. This is done by only keeping the largest two
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areas. The next step conducts binary erosion to create a distinction between the
lungs and blood vessels. Binary closing comes after, filling in black gaps in the
regions. The 7th step ensures any black holes left over are filled, and finally in
step 8, the binary mask created is superimposed on the original slice. The stages
and their transformations are shown in Fig. 5.

Fig. 5. Procedure of segmenting CT scan slices to prepare them for feature extraction.

Finally, the feature extraction stage. In the case of the dataset used, the
images contained labeled nodule objects. The CT scans were stored as 3D arrays,
with each one of the 3D arrays accompanied by real-world coordinates, allowing
training and testing data generation. Thus in the feature extraction stage, the
nodules within the 3D arrays would be extracted based on regions of interest.
Meaning a nodule would be found given its respective coordinates, and then
cubic voxels of size 36× 36× 36 would be cut around these coordinates. These
voxels would then have a corresponding label marked as 1 (nodule). Non-nodule
voxels were generated by randomly picking coordinates and slicing the array at
these coordinates. A sample of these is shown in Fig. 6. Not all of these cubes
will be perfectly sliced. Nodules or randomly cut voxels could be taken on the
border of the segmented lung, causing much of the black background to be cut
along with it. While this randomness potentially results in some overlapping, it
was considered reasonable to allow the model to generalize and avoid overfitting.

3.2 Classification Algorithm

The architecture of the CNN that was built for the proposed lung cancer clas-
sification is inspired by design in [1] except that for our DCA approach, rel-
atively fewer convolutional layers are enough for distinguishing cancerous and
non-cancerous lung scan images. We also modified the fully connected layer,
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Fig. 6. 5 voxels cut from random segmented CT scan slices. The black values on the
cube represent the area outside of the segmented lungs.

reducing the number of filters and adjusting the dropout layer. Lastly, the out-
put activation was changed to sigmoid, and the loss was adjusted to binary
cross-entropy. The point was to create a simple model that would rely on higher-
quality data rather than trying to learn the complex features themselves. The
simple CNN architecture is presented in Fig. 7.

Fig. 7. Schematic of the CNN used for the classification of the processed CT scan
images.

The CNN is created by putting the layers in sequential order. The left part
of the diagram shows the convolutional layer, whereas the right shows the fully
connected part of the CNN. The input layer accepts a 3D array as input of
size 36× 36× 36, noting that these are grayscaled. Following is a 3D convolution
containing 16 filters of size 3× 3× 3 with the ReLU activation function. The next
layer contains the pooling layer, implemented through 3D max-pooling, with a
kernel size of 3× 3× 3, and the stride is the default. The second 3D convolution
layer is similarly implemented, consisting of 32 3× 3× 3 filters and a ReLU
activation function, followed by a 3D pooling layer with a 3× 3× 3 kernel size.
The results of this layer are then flattened, before going into the fully connected
layer which is responsible for the classification of labels. The first Dense layer
contains 64 nodes and a ReLU activation function. A dropout function is utilized,
with a value of 0.5. The following Dense layer is very similar to the previous,
except it contains 32 nodes and outputs into the Dropout layer set to 0.1. The
final layer contains only one node and applies the sigmoid function for the binary
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problem. Only one output is given, this being a predicted output between 0 and
1. Closer to 0 means higher certainty that it is not a nodule, whereas values
closer to 1 indicate higher certainty of a nodule.

4 Experiments and Discussion

4.1 Dataset

The LUng Nodule Analysis (LUNA16) dataset [5] was used to evaluate our pro-
posed method. The open-access dataset contains CT scan images of patients’
lungs, published by Zenodo as a challenge for lung cancer classification through
ML algorithms. 486 data points are identified within these images and then
extracted for model training and testing. The training and testing data is gener-
ated as discussed in the methodology. These 486 data points are divided approx-
imately into an 80-20% split, having 388 data points in the training set and 98
data points in the testing set.

From every data point, 96 voxels (48 positively labeled for nodule, 48 nega-
tively labeled for non-nodule) are extracted, resulting in 37248 training entries
and 9408 testing entries. The model is trained through batches, going through
all 388 data points and training the model on the 96 voxels present in each
batch. Predictions are generated in batches, taking one data point at a time,
and are prepared accordingly such that they are comparable to the testing set.
We assessed the performance of the DCA approach on the testing set using the
following metrics: accuracy, precision, sensitivity, specificity, and F1 score. The
experiment is repeated 5 times to gain an average for each metric.

4.2 Experimental Setup

The CNN model presented in Sect. 3.2 was developed using Tensorflow in Python
version 3.9.13. The training and testing of the model were done on a PC contain-
ing the following components: Ryzen 7 3700X (3.6 GHz) CPU, ASUS ROG Strix
2060 GPU, and 32 GB (3200 MHz) RAM. Several experiments were conducted
however, the model’s parameters remained fixed throughout these experiments.
The model is trained, and its predictions are evaluated against the processed
data discussed in Sect. 3.1. The model is compiled with binary cross-entropy for
the loss function and the adam optimizer with a default learning rate (0.001).

4.3 Results and Discussion

Once the model had been built and compiled, the evaluations began using the
test set. A total of 6 different evaluations were conducted, and their results
were collected. The first evaluation involved using only the raw, unmodified
CT scan data. The second used only median filters to transform the data. The
third involved using only fully segmented CT scan images. The fourth, fifth,
and sixth evaluations involved using the proposed data-centric approach (DCA)
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with Median, Mean, and Gaussian filters, respectively. The various evaluations
were conducted to view how the lung cancer classification performance would be
impacted depending on which data processing techniques were implemented.

Table 1 summarizes the result of the evaluations. As seen in the results, using
only the unmodified data produces classification scores of at most 81% in almost
all scoring metrics, with each additional data modification process improving the
results. The proposed DCA with the Median filter achieves the highest classifi-
cation score (F1 score) of 88.9%, confirming that modifying the data quality is a
valid approach to improving a model’s performance. Interestingly, using only cor-
rectly segmented CT scan images scored almost as high as the full data-centric
approach on the test set, with sensitivity being higher at 92%. From this, it can
be said that proper image segmentation can increase classification performance
for nodules.

Table 1. Results of raw data, application of single processing methods, and three
variants of the proposed data-centric approach, utilizing various filters. IS - Image
Segmentation, DCA - Data-Centric Approach (Filter Applied).

Raw Data Filter Only IS Only DCA (Median) DC (Mean) DCA (Gaussian)

Accuracy 81.0% 84.0% 87.0% 88.8% 85.6% 85.6%

Precision 81.0% 85.4% 84.6% 89.4% 87.4% 85.6%

Sensitivity 80.0% 85.2% 92.0% 88.4% 87.4% 85.0%

Specificity 81.0% 83.0% 81.8% 89.4% 83.8% 87.0%

F1-Score 81.0% 84.0% 87.4% 88.9% 85.2% 86.2%

The DCA approach showed a decrease in sensitivity over applying image
segmentation on the lungs. However, this decrease is resultant of the model
having more stable and robust learning since the full DCA approach remained
unbiased as sensitivity and specificity were similar. Additionally, with the DCA
(median) approach, the results of all the scoring metrics are very close to each
other, which means the model is more balanced, predicting true positives as well
as true negatives equally. This is highly desirable for lung cancer classification
using CT scan images as in healthcare, it is especially important to attain as
high performance as possible since people’s lives are considered.

Considering the results and advantages of the proposed data-centric app-
roach, there was further investigation taken into the classification results of the
best-performing approach, this being the DCA (Median) implementation. A con-
fusion matrix was constructed, which is shown in Fig. 8. The confusion matrix of
the model’s predictions further confirms that the model is balanced in terms of
predictions and is not biased towards one class. However, with a large number
of false positives and false negatives, it would not be sufficient to employ this
solution in real-life systems. Nevertheless, the improvement of quality in data
allowed for an increase in performance across all measured metrics.
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Fig. 8. Confusion Matrix of the DCA (Median) implementation, showing the percent-
ages of true positives (top left), false positives (top right), false negatives (bottom left),
and true negatives (bottom right).

This study favored a data-centric approach in medical image analysis due to
the general problem of lack of the availability of quality data. Contrarily, model-
centric approaches were also tested to confirm the effectiveness of the proposed
approach further. The raw data was kept fixed while the CNN model discussed
in Sect. 3.2 was iteratively improved. Various testing was conducted, ranging
from manual hyper-parameter optimization to automatic hyper-parameter tun-
ing. From dozens of models generated, the best scoring (average across all met-
rics) was selected for comparison as shown in Fig. 9. For the model-centric imple-
mentation, the number of layers remains the same. However, the optimizer is
changed to Ftrl (Follow the regularized leader) as it presented more stabilized
results. Moreover, each layer was automatically hyper-tuned through the use of
the random search algorithm. The first convolutional layer had a range of 16 to
64 filters, whereas the second convolutional layer had a range of 32 filters to 128.
Each of these layers had a step of 8 in these ranges and tried filter sizes of 3 and
5. The first fully connected layer had a range of 128 to 256 nodes, and the second
fully connected layer had a range of 64 to 128 nodes. Each fully connected layer
had a step of 16 in these ranges.

As shown, the model-centric approach scored lower than the proposed data-
centric approach, except in sensitivity, where it scored similarly. It should be
noted that the model-centric results were obtained after an exhaustive hyperpa-
rameter search that was time-consuming and computationally complex. Whereas
the data-centric approach was limited in its applied techniques, a variety of
image modifications can still be applied for an improved classification rate in the
scope of image enhancement applications in healthcare. This additional evalua-
tion demonstrates the importance of improving data quality and its impact on
performance that can still be built upon. Overall, the discussion shows that by
minimizing the number of uninformative artifacts in an image, the model could
focus better on identifying the prominent features present and improving the
classification rate.
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Fig. 9. Performance of model-centric approach (MCA) in black vs. proposed DCA in
white. The gray bars are the results of the baseline model trained with the unmodified
data only. Error bars measure standard deviation.

As a comparison of the proposed DCA to similar studies, Ge Zhang, Lin,
and Wang in 2021 [14] conducted their 3D CNN implementation for lung nodule
detection on CT scans in the LUNA16 dataset. Similar to our approach, the
paper underwent data preprocessing where 3D nodule patches were segmented
and extracted, with the additional stage of labeling the malignancy suspicious-
ness of said patch. Through the application of these preprocessing stages for
data augmentation and a 3D CNN based on DenseNet architecture for classi-
fication, the implementation by Zhang, Lin, and Wang achieved an accuracy
score of 92.4%, a sensitivity score of 87.0%, and a specificity score of 96.0%.
Despite not having an identical experimental setup, our proposed data-centric
approach scored similarly while having a much smaller and less complex CNN
architecture. Complex architectures, such as the compared method, are often
less favorable as they become increasingly tedious to optimize and train, making
them less comprehensible to medical experts. In healthcare, it is important for
an implementation to match or complement the opinion of a human expert. Our
data modification methodology conducting simple changes allowed us to improve
the quality of data, avoiding this reliance on complex models to learn difficult
features and reduce interpretability. Our solution, using a simple 5-layered CNN
trained on the preprocessed data, provided results that are balanced between the
identification of nodules and non-nodules, having similar sensitivity and speci-
ficity scores.

Our results stand as a proof-of-concept of the potential of building data-
centric AI. By exploring the area of data modification, data-centric approaches



Towards Data-Centric Approaches to Lung Cancer Classification 65

can be refined, and the quality of data can be improved until it reaches sufficient
performance for real-life applications in healthcare.

5 Conclusions

This study demonstrated the benefits of modifying CT scan images to achieve
higher-quality input for lung cancer classification. Due to the extensive nature
of these data modification stages, the changes improved performance in all mea-
sured metrics. The study contributes to the concepts of data-centric AI by exten-
sively reviewing available methodologies and presenting a simple, but effective
data-centric approach for computational intelligence in healthcare. This app-
roach acts as a proof-of-concept that employing simple implementations of image
preprocessing, image segmentation, and feature extraction, allow for attaining
the most important features of CT scans and inputting those into a simple CNN
model to achieve good classification results. Exploring concepts of model hyper-
parameter optimization (i.e., model-centric AI) also indicated that achieving
higher results for such a problem was more effective with our proposed data-
centric solutions.

While this study promotes the concept of data-centric AI, and its importance
in achieving high performance, we noted that our study was limited to the explo-
ration of a single dataset, experimenting with few data processing techniques
for lung cancer classification. Nevertheless, the results demonstrated that data-
centric AI is worth investing time in to gain informative insights about medical
images and how their quality will impact a model’s learning capabilities. Future
work would explore other image applications in healthcare, particularly where
data is often limited.
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Abstract. In the recent era, Machine Learning and Artificial Intelligence have
come to a very great development point as we can use ML algorithms to predict
the type of Erythemato-Squamous (Skin) diseases of the skin. In Dermatology,
differential diagnosis of skin diseases is quite challenging in real life because most
skin diseases share many histopathological features. And in this work, Psoriasis,
Lichen Planus, Seborrheic Dermatitis, Chronic Dermatitis, Pityriasis Rosea, and
Pityriasis Rubra Pilaris are among the skin illnesses for which eight different
algorithm analytical comparison is done. Moreover, each classifier algorithm is
discussed in detail with its pros and cons. The machine learning algorithms like
Support Vector Machine, Decision tree, Random Forest, KNN, Naïve Bayes, Gra-
dient Boosting, XGBoost, and Multilayer Perception have been proven to be suc-
cessful in preserving state information through exact segmentation/classification.
Random forest, Gradient Boosting, and XGBoost outperform all other methods
and give an accuracy of 100% on the given ESD dataset. While Support Vector
Machine gives the least accuracy of 72.97%. The paper also discusses the diffi-
culties connected with skin disease segmentation or categorization. Furthermore,
the study proposes future potential directions that include real-time analysis.

Keywords: Erythemato-Squamous Diseases · Machine Learning ·
Classification · Skin Diseases · Comparative Analysis

1 Introduction

In recent times we observed that many people are suffering from skin diseases or skin
cancer which can be curable at an early stage but now they are not curable thus after
watching the continues advancement and development in technology and especially in
AI &ML we decided to combine them and take the help from various machine learning
algorithms to predict the skin diseases at the earliest stage so that patient can be cured
within time and it can also help all medical field and especially in dermatology to predict
the diseases at the earliest stage. Many times doctor is not able to get the type of skin
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disease in the earlier stage because at the beginning stage all types of skin diseases show
the same symptoms and also share the same histopathological features so identifying in
the earliest stage is also a very challenging task for the doctors thus this time is wasted
and can cause the disease to grow very quickly and can cause to death and cancer. This
wasted time is very crucial for the patient and in this time if our algorithm can make the
accurate and right decision then we can save the life of the patient. One of the hardest
challenges facing today’s health care organisations (hospitals, medical facilities) is the
provision of high-quality services at fair pricing. Providing patients with accurate diag-
noses and efficient treatments are examples of quality care [1]. The majority of hospitals
presently use a hospital information system to manage their patient or healthcare data.
Typically, these systems output enormous amounts of data in the form of statistics, text,
charts, and images [2]. Regrettably, these data are rarely used to guide clinical decisions.
Utilising pertinent computer-based information and/or decision assistance technologies
can yield the desired results. A critical question is raised in this context: “How can we
transform data into useful knowledge that enables clinicians to make informed thera-
peutic decisions?” This is the main motivation behind studying. Erythemato-squamous
diseases (ESDs) are very prevalent skin conditions. The six different varieties are psoria-
sis, seboreic dermatitis, lichen planus, pityriasis rosea, chronic dermatitis, and pityriasis
rubra pilaris. By a little margin, all of them exhibit the medical symptoms of erythema
and scaling [3]. Psoriasis - It is believed that psoriasis is an immune system issue. As
skin cells accumulate to form scales, itchy, dry areas start to appear. Triggers include
illnesses, stress, and the common cold. The most typical sign is a rash on the skin, but it
can also affect the joints or nails. The treatment’s goals are to get rid of scales and slow
down skin cell growth. Medication, light treatment, and topical ointments can all help
[4]. Seborrheic dermatitis - This skin ailment is characterised by flaking patches and
red skin, mainly on the scalp. It can also appear on oily body parts like the face, upper
chest, and back. Seborrheic dermatitis can create obstinate dandruff in addition to scaly
patches and red skin. Self-care and medicinal shampoos, creams, and lotions are used in
the treatment. Treatments may need to be repeated [5]. Lichen planus -An inflamma-
tory skin and mucous membrane disease. When the immune system mistakenly targets
skin or mucous membrane cells, lichen planus develops. Lichen planus shows on the
skin as reddish, itchy pimples with a flat top. It creates lacy, white patches on mucous
membranes, such as themouth, and sometimes severe ulcers. Lichen planus is frequently
self-resolving. Topical treatments and antihistamines may help if symptoms are bother-
some [6]. Pityriasis Rosea -A hasty that twitches as a huge spot on the abdomen, chest,
or back and then spreads out into a pattern of smaller lesions. The cause of pityriasis
rosea is unknown, but it is thought to be caused by a viral infection. The illness creates a
rash on the torso, upper legs, and upper arms that is mildly irritating. Pityriasis rosea is
frequently self-resolving. Antihistamines, steroid cream, and, in rare situations, antiviral
medicines can all assist [7]. Chronic dermatitis - Dermatitis is a word used to define
a group of itchy, inflammatory skin disorders marked by epidermal abnormalities. Der-
matitis affects one out of every five people at some time in their livesIt can have many
different patterns and many different causes. Eczema and dermatitis are commonly used
interchangeably. The term “eczematous dermatitis” is occasionally used. Acute, chronic,
or a combination of the two types of dermatitis are possible. Dermatitis, another name
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for acute eczema, is a rapidly growing red rash that can blister and enlarge. Eczema (also
known as dermatitis) is a chronic, uncomfortable skin condition. Typically, it is thicker,
darker than the surrounding skin, and heavily scraped [8]. Pityriasis Rubra Pilaris
(PRP) – It is a term used to describe a collection of rare skin illnesses characterized by
scaling patches that are reddish orange in colour and have well-defined edges. They can
cover the entire body or convinced parts like the prods and laps, palms, and soles. Islands
of sparing are patches of uncomplicated skin, especially on the stem and limbs, which
are frequently seen. The palms and soles are commonly affected, becoming swollen and
yellowish in appearance (palmoplantar keratoderma). PRP is frequently misdiagnosed
as psoriasis or another skin disorder [9].

Skin cells (squamous) deteriorate, and erythema (redness of the skin) is caused by
infection with one of these skin illnesses. Dermatologists frequently examine patients
both clinically and based on histological features [10]. Clinical examinations involve
looking at the colour, presence of zits, their size, location, and other symptoms. For each
person/patient, the aforementioned examinations result in 12 clinical and 22 histological
variables. Investigating these variables may have ambiguous and illogical results since
they may cross paths, particularly in the early stages of ESD. So, there is a need to
identify the appropriate classification technique to solve this problem and give a better
result/prediction. This paper reviews all conventional techniques present to perform the
differential diagnosis ofESDand also to identify the challenges existingwith approaches.
The contributions of this study are as follows:

(i) Analytical comparison of all relevant conventional machine learning techniques for
differential diagnosis of ESD is done.

(ii) Also, the challenges and issues associated with each technique is identified.
(iii) The study discusses the future potential directions that include real-time analysis.
(iv) Discuss the difficulties connected with skin disease segmentation or categorization.

The structure of this paper is as follows: The description of material and methods
used in this comparative analysis is given in Sect. 2. Section 3 contains the result and
discussions of the analysis. Prominent challenges and future scope are described in the
Sect. 4 and lastly Sect. 5 concludes the study.

2 Material and Methods

2.1 Materials

We used a standardized dermatology data set from the “University of California, School
of Information and Computer Science’s machine learning repository, or UCI. It has 34
properties, 12 of which are clinical and 22 of which are histological”. Age and family
history are continuous characteristics in the data set, with values ranging from 0–1.
Every additional clinical and histological feature was given a degree from 0 to 3, where
0 meant the feature wasn’t present, 3 meant it was present to its fullest extent, and 1, 2
meant it was present to a relativelymoderate level. NaiveBayes, RandomForest, Support
Vector Machines, XGBoost, Multi-layered perceptron, K-nearest neighbors, Decision
tree, Gradient boosting DT are among the ML Classification Algorithms investigated in
this paper [11] Table 1 shows the six classes of ESD.
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Table 1. Six classes of ESD

Keys Values (Class Labels)

1 Psoriasis

2 Seborrheic Dermatitis

3 Lichen Planus

4 Pityriasis Rosea

5 Chronic Dermatitis

6 Pityriasis Rubra Pilaris

2.2 Methods

2.2.1 Support Vector Machine (SVM)

The objective of the SVM, where n is the number of variables, is to identify the hyper
plane in n-dimensional space. The hyper-plane is selected so that there is as little space as
feasible between the closest data points and support vectors of the two distinct modules.
The hyper plane can be pictured as both a plane and a line in three dimensions. Hyper
plane separates the data points of two different classes [12]. Numerous of the prevailing
(non)convex soft-margin losses can be observed as one of the substitutes of the L0/1
soft-margin loss. SVM have gained huge consideration for the last two decades due to
its wide-ranging usage, so many researchers have established optimization procedures
to solve SVM with various soft-margin losses [13].

For the prediction corresponding to a new input can be obtained using Eq. 1:

f (x) = B0 + sum(ai ∗ (x, xi)) (1)

where f(x) is used to calculate the inner dot product which is the sum of themultiplication
of each pair of the input values i.e., x as the new input and xi as each of the support vectors
present in the training set. B0 and ai are the coefficients evaluated from the training data
[14]. Figure 2 shows the visuals of the Support Vector Machines (SVMs) Model with
all necessary features like absolute hyperplane with maximum margin, hyperplane with
positive and negative trends and the nearest data points as the support vectors.

2.2.2 Random Forest

It is, as the name implies, a group of various decision trees, each of which predicts
some class, and the class having the most votes is accepted as the predicted class. These
decision trees produce distinct outcomes relatively. This concept is highly effective in
the reduction of prediction errors if predicted through a single decision tree. In this
approach, an individual tree may be in the wrong direction, but the common direction
could be in the right direction [15].
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2.2.3 Naive Bayes

This classifier is based on the Bayes theorem and approaches the probabilistic strategy
in classification through prediction. Equation 2 states the approach of Bayes theorem:

P(A|B) = P(B|A)P(A)/P(B) (2)

where we discover the chance of happening of A assuming that B had already occurred.
In this concept A is considered as the hypothesis and B is considered as the evidence.
This approach is best when the features are not affected by each other [16].

2.2.4 Decision Tree

As the name suggests, we can find an analogy between a tree and a result tree. A result
tree is similar to a tree by having split conditions as a node, directing edges as branches,
and decisions as leaves. The formation of a tree involves feature decision and branching
conditions and holds the decision by preventing further branching. This approach follows
the greedy concept by splitting the branches with lower prediction cost i.e., the class
with the maximum data points should be classified initially at 0 level/root node [17].

2.2.5 K-nearest Neighbours

As the name suggests, this algorithm finds the separate clusters of data points present in
proximity i.e., near to each other based on the distance between the two data points. In
this classification approach, the K refers to the number of neighbors as the class labels
and the mode of k labels is considered as the predicted outcome. The efficiency of this
algorithm decreases with an increase in the number of predictor variables [18]. For a new
input having real values, the distance is most likely to be measured through Euclidean
distance given by Eq. 3:

EuclideanDistance(x, xi) = sqrt(sum((xj − xij)2)) (3)

where x is the new input and xi is the existing point covering all the j input attributes
[19].

2.2.6 Gradient Boosting DT

As the name suggests, in this approach small steps are initiated from a point in a direction
by enhancing the weak learners to make them strong. It consists of a cost function,
feeble leaner, and preservative sequential approach to improving the presentation of
the predictive model [20]. This classifier algorithm is highly used to optimize the user-
defined cost functions by using the gradients in the loss function tomake them controlled
and realistic [21].

2.2.7 Multi-Layered Perceptron

As the name suggests, it refers to the neural networks or system of input, output layers,
and various hidden layers between them with multiple neurons connected. A perceptron
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is referred to as a neuron with a random activation function. This algorithm uses the
technique of backpropagation, a repetitive approach of combining the weights and the
inputs which are achieved through the threshold function to minimize the cost function
[22].

2.2.8 XGBoost

This is known as an extreme gradient boosting algorithm. In this approach the framework
of gradient boosting is conserved. It is a highly optimized algorithm in terms of software
as well as hardware resources usage for supercilious prediction outcomes in a quick time
with minimal computing cost. This approach involves Gradient descent methodology as
gradient boosting for strengthening the weak learners like CARTs [23].

3 Results and Discussions

This section will analyse all the classifier accuracy and performance using the confusion
matrix and will give the proper comprehension regarding the best classifier algorithm.
To do this analysis few pre-processing steps is to be applied on used dataset. First the
count of null values of attributes will be checked it is seen that there are 8 rows of age
attribute with null values. Now, describe the dataset to check the composition of the
dataset. After this, the descriptive statistic of the dataset is collected, which is shown in
Table 2.

Table 2. Description of dataset without replacing null values.

Parameters Values

count 358.000000

mean 36.296089

std 15.324557

min 0.000000

25% 25.000000

50% 35.000000

75% 49.750000

max 75.000000

Now, in lieu of the null values with the median value of the attribute and describe
the dataset again. Table 3 describes the altered dataset, after replacing the null values
present in the age attribute.

Now, it can be clearly seen that there is only a slight difference in the mean fre-
quency of the dataset. Mean frequency difference percentage = 0.18%. Now, import all
the 8 classifier algorithms i.e., Naive Bayes, Support Vector Machines, Random For-
est, XGBoost, Multi-layered perceptron, K-nearest neighbors, Decision tree, Gradient
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Table 3. Description of dataset after replacing null values.

Parameters Values

count 366.000000

mean 36.363388

std 15.037366

min 7.000000

25% 25.000000

50% 35.000000

75% 48.000000

max 75.000000

boosting DT. By meeting the internal classes ration in both sets, divide the dataset into a
train set and a test set with a test size of 0.1. Now, the next step is to check the distribution
of classes in training and test set. Figure 1 shows that the distribution of both the training
and test set are in proportion.

Fig. 1. Class distribution in training and test set

The internal ratio of classes is same in both the sets as shown in Fig. 10. After
training these models with various classifier algorithms mentioned above and test for
the accuracy scores. Figure 2 describes the accuracy scores of the classifier algorithms.
It is calculated as the number of accurate forecasts produced divided by the total number
of predictions, then multiplied by 100 [24]. Plot the confusion matrices for each of
the classification algorithms. The confusion matrix serves as a performance metric for
categorisation using machine learning. The output of the machine learning classification
problem can be two ormore classes, hence it is a performance evaluation for that problem
[24]. The Figs. 3 shown below are the confusion matrices of the classifiers algorithms
which compares the predicted class of ESD by classifiers algorithm to the actual class
of ESD for a particular set of attribute values from test set.
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Fig. 2. Accuracies of classifier algorithms

From the above confusion matrices, we can clearly see predictions as per the accu-
racy scores of all the classes of ESD. The algorithms with 100 percent accuracy or the
Ensemble of classifier algorithms with the best accuracies were employed for better
classification about the prediction of the differential analysis of erythemato-squamous
diseases constructed on their accuracies (ESD). By satisfying the internal classes ratio
in both sets and checking the classification distribution in the trained and trial sets, the
dataset was divided into a train set and a trial set with a test size of 0.1. After that,
we can see that the internal class ratio is the same in both sets, and we also trained
these models using the various classifier techniques discussed above, and we tested their
accuracy: “Support Vector Machines (72.97%), Random Forest (100.0%), Naive Bayes
(100.0%), Decision Tree (94.59%), K-nearest neighbors (83.78%), Gradient Boosting
DT (100.0%), Multi-layered perceptron (97.3%), and XGBoost (100.0%) were the most
popular”.

4 Challenges and Future Scope

Challenges in the current study is as follows: (i) In the data set, there is 2.2 percent
missing data for the age attribute. The mean frequency was used to replace missing data
with true values. As a result, training M.L. model would have been more effective if
we had used real data. Our dataset size is small so it can lead to many problems like
overfitting, Measurement errors, Missing values, Sampling Bias, etc. Due to this model
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Fig. 3. (a): SVM Confusion matrix, Figure (b): Random Forest Confusion matrix, Figure (c):
Naive Bayes Confusion matrix, Figure (d): Decision tree Confusion matrix, Figure (e): KNN
Confusionmatrix, Figure (f): Gradient boostingDTConfusionmatrix, Figure (g):MLPConfusion
matrix, Figure (h): XGBoost Confusion matrix
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accuracy will be low and can produce very bad results also at sometimes. Like in if have
the biased data then it can lead to the worst prediction [25]. (ii) The systemwill take time
even if we use the best method with massive data. In some circumstances, this may result
in the use of more CPU power. Furthermore, the data may take more storage space than
is available. (iii) Vast quantity of data for training and testing is acquired. As a result of
this technique, data inconsistencies may emerge. This is due to the fact that some data
is updated on a frequent basis. As a result, we’ll have to wait for more information. If
this is not the case, the old and new data may produce contradictory results.

Future scope of the current study is as follows: (i)Automatic diagnosis of these illness
groupings could aid physicians inmaking decisions. (ii)Medical testing in hospitalsmust
be kept to a minimum. They can achieve these results by utilising appropriate computer-
based info and/or decision-making technology. (iii) We can improve our app by using
a larger dataset and creating an app that can predict a huge number of diseases. (iv)
We can establish the link between clinical and histological features using our feedback
methodologies.

5 Conclusion

The classificationof psoriasis, seboreic dermatitis, lichenplanus, pityriasis rosea, chronic
dermatitis, and pityriasis rubra pilaris as erythemato-squamous disorders (ESD) is made
possible by machine learning models that employ various classification algorithms, such
as Support Vector Machines, Random Forest, and Naive Baye. We can see from the pre-
ceding calculations that utilizing the attribute’s median to replace missing values results
in a very small percentage change in the dataset’s mean frequency. Furthermore, while
comparing eight other classification methods, we can find that XGBoost fared excep-
tionally well with a 100% accuracy rate for three of them, namely Random Forest, Naive
Bayes, and Gradient Boosting DT. XGBoost could be useful since it uses a mixture of
software and hardware enhancement methods to provide supercilious prediction results
with minimal computer assets in a small quantity of period.
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Abstract. In recent times, it has become increasingly popular to examine a wide
range of environmental and earth data using remote sensing schemes supported by
satellite images (SI). Due to the complex nature of spatial, spectral, and temporal
characteristics of SI, it is quite difficult for automatic analysis to be performed
as it requires specially designed algorithms. As part of the research proposal,
an enhanced deep-learning scheme will be implemented in order to extract the
waterbodies from the chosen SIs. The phases involved in this scheme includes; (i)
the collection and resizing of images, (ii) Shannon’s Entropy preprocessing, (iii)
DeepLabV3+ extraction of waterbodies, (iv) the comparison of extracted sections
with ground truth (GT) and the calculation of performance metrics, and (v) valida-
tion of the effectiveness of the implemented scheme. In the proposedwork, the pro-
posed multi-thresholding approach is combined with DeepLabV3+ in order to get
thewaterbodies to be extracted from the chosen test images.DeepLabV3 is demon-
strated to have excellent segmentation performance when it is compared to UNet
and SegNet. The experimental results of this scheme indicate that DeepLabV3+
results in higher Jaccard value (>89%), Dice value (>93%), and segmentation
accuracy value (>97%)when compared to other pretrained segmentation schemes.

Keywords: Earth data · Satellite image · Waterbodies · DeepLabV3+ ·
Segmentation

1 Introduction

The rapid improvement in technology and the avalaibility of various computing facilities
helped to implement the Artificial Intelligence (AI) schemes to analyse a variety of the
database. Examination of the satellite data is one of the common procedure in geoscience
studies and the outcome of this assesment helps to provide a variety of vital information
regarding various key geoscience information for necessary monitoring and decision
making tasks [1, 2].

Detection of waterbodies from the Satellite İmagery (SI) is one of the key reaseach
area and this helps to achieve the following;
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• Water resource management: Accurate mapping of waterbodies is important for the
management of water resources such as rivers, lakes, and reservoirs. It helps in mon-
itoring changes in water levels, identifying areas of water scarcity or abundance, and
planning for the allocation of water resources.

• Flood monitoring: Waterbody detection is crucial in monitoring floods, which can
cause significant damage to property and human lives.

• Environmental studies: It can help in the identification of wetlands, which are critical
habitats for wildlife and provide several ecosystem services such as water purification
and carbon sequestration.

• Climate change studies: Changes in waterbodies, such as shrinking of glaciers, melt-
ing of sea ice, and changes in river flow patterns, can provide insights into the impacts
of climate change. Detection of these changes can help in developing mitigation and
adaptation strategies.

• Navigation and transportation: It helps in the planning of shipping routes, construction
of ports, and monitoring of maritime activities.

In the literature, there exists a variety of procedures to detect the waterbodies from
SIs, such as image segmentation, thresholding, and machine learning algorithms. Com-
pared to the traditional image processing schemes, the AI supported methods are widely
adopted in the literature for automatic examination and assesment of the SI.

Convolutional neural networks (CNNs) are a type of deep learning algorithm that
has shown great promise in waterbodies analysis from satellite imagery. CNNs are well-
suited for image analysis tasks as they can automatically learn and extract relevant
features from images without the need for manual feature engineering. CNNs can be
trained using labeled satellite images to detect and classify waterbodies at different
scales. The labeled images are typically manually annotated by experts to indicate the
location of waterbodies. The CNN then learns to recognize patterns in the labeled images
and applies them to new images to detect waterbodies [3, 4].

The CNNs are a powerful tool for waterbodies analysis from satellite imagery. They
can be used for detection and classification of coastal waterbodies, mapping of inland
waterbodies, flood monitoring, and detection of water quality parameters. The informa-
tion obtained from CNNs can be used for various applications such as water resource
management, environmental studies, and disaster response planning. In the proposed
research, DeepLabV3+ is considered to extract and evaluate the waterbodies from the
choen SI. The various stages of this scheme involves in; image collection and resizing,
preprocessing with Shannon’s Entropy (SE), DeepLabV3+ supported segmentation and
computing the necessary performance measures by comparing the mined region with
ground truth (GT). The experimental outome of this study confirms that the proposed
scheme is efficient in achiving a better segmentation outcome on the chosen image
database.

This work includes of five sections; Sects. 2 and 3 demonstrates the literature review
and methodology, Sects. 4 and 5 present experimental outcomeand conclusion of this
study.
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2 Literature Review

Recently, deep-learning based examination of SIs are widely discussed by the
researchers. The work of Zhang et al. (2021) proposes a method for waterbodies seg-
mentation using deep convolutional neural networks (DCNNs). The proposed method
achieved high accuracy in waterbodies segmentation in high-resolution satellite images
[5]. The study of Gao et al. (2022) proposes an unsupervised method for waterbodies
segmentation using generative adversarial networks (GANs) and region merging. The
proposed method achieved high accuracy in waterbodies segmentation in Landsat 8
satellite images [6]. The research by Yuan et al. (2020) proposes a deep learning-based
method for waterbodies segmentation using data augmentation techniques such as rota-
tion, flipping, and scaling. The proposed method achieved high accuracy in waterbodies
segmentation in multispectral satellite images [7].

Thework of Rana and Babu (2022) compares the performance of different waterbod-
ies segmentation techniques, including thresholding, segmentation using morphological
operations, and deep learning-based methods [8]. The review work by Babu and Rajam
(2020) provides an overview of different machine learning techniques for waterbod-
ies segmentation from satellite images, including thresholding, clustering, and deep
learning-based methods [9]. The paper also discusses the challenges and future direc-
tions in waterbodies segmentation. Based on this motivation, proposed research also
implements automatic evaluation of waterbodies from the chosen satellite images.

To achieve a better segmentation accuracy, this research considers the preprocessed
SIs and implements the DeepLabV3+. The experimental results of this work confirms
that the proposed scheme works well on the chosen images.

3 Methodology

This section of the research presents the methodology proposed in this research to exam-
ine the SIs. Figure 1 depicts the various stages existing in the waterbodies detection
scheme with DeepLabV3+.

The necessary SI database is collected from [10] and then every image and the
GT are resized to 512 × 512 × 3 pixels. These images are then enhanced using the
Shannon’s entropy supported tri-level thresholding along with the Mayfly-Algorithm
(SE + MA) [10]. The waterbodies region from the enhanced image is then mined using
the DeepLabV3+ and the extracted section is compared with the Ground-Truth (GT)
and the necessary performance metrics are computed. Based on the mean value of these
measures, the merit of the proposed technique is verified.

3.1 Database

The necessary test images for this study is obtained from [10]. The considered image
and the ground-truth (GT) is resized to 512 × 512 pixels and in this work a total of
1000 images are considered for the examination. Among the considered images, 80%
of the database is chosen for training the pretrained segmentation system and 20% is
considered for testing the performance. The sample test image and its related GT is
depicted in Fig. 2.
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Fig. 1. Proposed satellite image evaluation approach
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Fig. 2. Benchmark satellite image database

3.2 Thresholding

The chosen RGB scaled test images are preprocessed with a tri-level thresholding to
enhance the visibility of the waterbody section for better segmentation. The related
thresholding considered in this work can be found in [11–13].

Shannon’s Entropy (SE) thresholding is a technique used in image processing to
automatically determine a threshold value for image segmentation. This technique uses
SE formula to calculate the optimal threshold value for a given image. The basic idea
behind SE thresholding is that the threshold value should be chosen in such a way that it
maximizes the difference in entropy between the object and background regions of the
image. The entropy of an image can be calculated using the formula shown in Eq. (1):

H = −
∑

(p_i ∗ log 2(p_i)) (1)

where p_i is the probability of the intensity level i occurring in the image. The sum is
taken over all possible intensity levels in the image.
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To apply Shannon’s entropy thresholding, we first calculate the entropy of the entire
image. We then consider all possible threshold values between the minimum and max-
imum intensity values in the image. For each threshold value, we calculate the entropy
of the object and background regions of the image separately. The threshold value that
maximizes the difference between the entropies of the object and background regions is
then selected as the optimal threshold.

Once the optimal threshold value has been determined, the image can be segmented
into object and background regions by assigning all pixels with intensity values above the
threshold to the object region, and all pixels with intensity values below the threshold
to the background region. Shannon’s entropy thresholding is a simple and effective
technique for image segmentation. However, it is important to note that the technique
may not work well for images with non-uniform backgrounds or objects with complex
shapes. In such cases, more sophisticated thresholding techniques may be required. The
optimal thresholding with SE is obtained using the Mayfly Algorithm (MA) and the
complete information regarding this scheme can be found in [14, 15].

3.3 DeepLabV3+

DeepLabV3+ is a state-of-the-art deep neural network architecture for semantic segmen-
tation, which was proposed by Zhang et al. in 2020 [16]. It is an extension of the previous
DeepLabV3 architecture, whichwas designed to address the limitations of earlier seman-
tic segmentation models, such as low spatial resolution, coarse object boundaries, and
over-segmentation.

The core idea of DeepLabV3+ is to integrate the features extracted by a deep convo-
lutional neural network (CNN) with a powerful spatial pyramid pooling module and a
decoder network that restores the spatial resolution of the output segmentation map. The
model is built on top of a pre-trained backbone network, such as ResNet or Xception,
which is used to extract high-level features from the input image.

The spatial pyramid pooling module in DeepLabV3+ is designed to capture features
at multiple scales and at different levels of granularity. This module takes the output
feature maps from the backbone network and applies pooling operations at different
scales, with each scale capturing features at a different level of detail. This allows the
model to capture both global and local context information andbetter distinguish between
objects that are close together.

The decoder network in DeepLabV3+ is used to restore the spatial resolution of
the output segmentation map, which is reduced by the pooling operations in the spa-
tial pyramid module. The decoder network upsamples the feature maps to the original
input resolution and fuses them with the corresponding feature maps from the backbone
network, using a skip-connection mechanism similar to that used in U-Net [17, 18].

The final output of DeepLabV3+ is a pixel-wise segmentation map, where each pixel
is assigned a label indicating the object or background class. The model is trained using
a cross-entropy loss function, which measures the discrepancy between the predicted
and ground-truth segmentation maps.

Overall, DeepLabV3+ has demonstrated state-of-the-art performance on several
benchmark datasets for semantic segmentation. Its combination of deep CNNs, spatial
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pyramid pooling, and decoder networks allows it to achieve highly accurate segmentation
results, even in complex scenes with multiple objects and cluttered backgrounds.

3.4 Performance Evaluation

There are several commonly used measures for evaluating the performance of image
segmentation algorithms. Some of the most widely used measures are considered in this
research work and the necessary expressions are shown in Eqns. (2) to (5) [19, 20];:

Jaccard = TP/(TP + FP + FN) (2)

Dice = (2 ∗ TP)/(2 ∗ TP + FP + FN) (3)

Accuracy = (TP + TN)/(TP + TN + FP + FN) (4)

Precision = TP/(TP + FP) (5)

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negatives.

4 Result and Discussions

This section of the research presents the experimental outcome achieved using the imple-
mented pretrained schemes. The proposed scheme is trained using 800 images alongwith
its GT and the merit of this scheme is verified using 200 testing images.

The experimental outcome of DeepLabV3+ is presented in Fig. 3. Figure 3(a)
presents the outcome achieved during algorithm training and Figs. 3(b) and (c) shows
the training and validation accuracy and loss for a chosen epochs of 120. This confirms
that the proposed approach is efficient in acieving a better accuracy. After the training,
the proposed scheme provides a binary segmentation result and it is depicted in Fig. 3(d).
This picture also confirms that the segmented outcome of this scheme is better and it
similatr to the GT.

The performance measures from these images needs to be computed by executing a
pixel wise comparison among the segmented section and the GT and the mean value of
these measures are then considered for the validation. The sample results and the related
GT obtained during the study is presented in Fig. 4.

The result of DeepLabV3+ is compared and confirmed against other segmentation
procedures, like UNet, SegNet, VGG-UNet and VGG-SegNet available in the literature
and the mean ± standard deviation value is then considered for the assesment as shown
in Table 1. This table confirms that, the proposed approach helps in getting a better result
on the chosen database compared to other existing approaches.

The limitation of this research is, it implements a thresholding combined with the
segmentation process. In the future, the SE can be replaced with other thresholding
schemes existing in the literature. Further, the computational complexity of the proposed
scheme can be reduce by considering the light-weight deep learning based segmentation
achemes.
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(a) Training 
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Fig. 3. Experimental outcome for DeepLabV3+
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Fig. 4. Sample GT section and its related segmented waterbody region
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Table 1. Computed performance values of the test images

Scheme Jaccard (%) Dice (%) Accuracy (%) Precision (%)

DeepLabV3+ 89.28 ± 1.05 93.63 ± 0.85 97.38 ± 0.31 95.17 ± 0.22

UNet 87.17 ± 1.17 91.13 ± 0.82 96.06 ± 0.33 93.37 ± 0.41

SegNet 86.81 ± 1.08 90.28 ± 0.75 96.22 ± 0.28 93.09 ± 0.38

VGG-UNet 88.83 ± 1.15 92.53 ± 0.38 97.14 ± 0.27 94.85 ± 0.16

VGG-SegNet 88.39 ± 1.13 92.17 ± 0.52 96.74 ± 0.19 94.29 ± 0.23

5 Conclusion

This work implements a methodology by integrating the thresholding and dee-
segmentation procedure to detect waterbodies in SI. The experimehtal outcome confirms
that the DeepLabV3+ has demonstrated its ability to accurately detect waterbodies, even
in complex scenes where the waterbodies are partially or completely occluded. By lever-
aging the powerful features of DeepLabV3+ and fine-tuning it on waterbody detection
datasets, the model can accurately detect waterbodies at different scales, shapes, and
orientations. Additionally, DeepLabV3+ can effectively distinguish waterbodies from
other similar-looking features such as shadows, rocks, and vegetation, making it a robust
tool for waterbodies detection. Overall, DeepLabV3+ based waterbodies detection has
the potential to provide valuable insights into water resources management, environ-
mental monitoring, and disaster response planning. However, like any other computer
vision model, it has its limitations and requires careful evaluation and validation before
deployment in real-world applications.

References

1. Kadhim, I.J., Premaratne, P.: A novel deep learning framework for water body segmentation
from satellite ımages. Arabian J. Sci. Eng. 1–12 (2023)

2. Rambhad, A., Singh, D.P., Choudhary, J.: Detection of flood events from satellite ımages
using deep learning. In: Intelligent Data Engineering and Analytics: Proceedings of the 10th
International Conference on Frontiers in Intelligent Computing: Theory and Applications
(FICTA 2022), pp. 259–268. Singapore: Springer Nature Singapore (2023)

3. Daniel, J., Rose, J.T., Vinnarasi, F., Rajinikanth,V.: VGG-UNet/VGG-SegNet supported auto-
matic segmentation of endoplasmic reticulum network in fluorescence microscopy images.
Scanning 2022 (2022)
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Abstract. With the corona virus pandemic, social contact has been kept
to a minimum, and education in schools can be carried out remotely. As
a result of this, the concept of distance education has gained impor-
tance. In this study, natural language processing (NLP) and its effects
on distance education are discussed, and by using NLP, a topic classifi-
cation system is proposed. Classification is applied to text-based lesson
questions in Turkish language. In this way, the questions asked by the
students can be quickly directed to the teachers in the relevant specialty
through a system to be designed, and the processes can be accelerated.
In the data preparation phase, the real-world lesson questions were col-
lected and converted from image to text using the EasyOCR library,
and topic classification was performed on the data set using the Berturk
model. Since the image-to-text method was used in the data set prepa-
ration phase, we encountered some noise in the data. To clean the data,
different data preprocessing and cleaning techniques are applied. Finally,
the training has been performed, and accuracy rates are presented.

Keywords: Natural Language Processing · Intention Classification ·
Data Preprocessing · Topic Classification · Bert Model · NLP

1 Introduction

In changing and developing world conditions; especially due to effects of the
Covid-19 pandemic and the effects of the earthquake disaster centered in Kahra-
manmaraş, which occurred in Turkey on February 6, 2023, a decision was made
to provide distance education until the major impact of the earthquake was over-
come in order to continue educational activities. It has been experienced that
the effects of distance education, which gained importance with the pandemic
conditions and the effects of natural disasters experienced afterwards, continue.
In such situations of necessity, it is inevitable to ensure sustainability and adapt
quickly to changing conditions [3]. As a result of the aforementioned conditions,
the world of distance education, which is defined as time and space independent
learning, continues to occupy the agendas of teachers, students and families [12].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Kadry and R. Prasath (Eds.): MIKE 2023, LNAI 13924, pp. 87–94, 2023.
https://doi.org/10.1007/978-3-031-44084-7_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44084-7_9&domain=pdf
http://orcid.org/0009-0006-0816-997X
http://orcid.org/0000-0002-6335-459X
http://orcid.org/0009-0008-8834-0371
https://doi.org/10.1007/978-3-031-44084-7_9


88 A. A. Doğan et al.

NLP, which is becoming more and more important in the age of the digital-
izing world and has an impact in almost every field, can be used in many areas
such as social media, banking transactions, appointment systems, chat appli-
cations, question and answer systems. In the world of education, it is widely
integrated in many areas such as research, science, linguistics, e-learning, assess-
ment systems and contributes to achieving positive results in other educational
environments such as schools, higher education system and universities [1]. NLP
develops methods that produce solutions by understanding human needs in dif-
ferent fields. One of these methods, BERT that was developed by Google in
November 2018 to better understand human language, has remained popular in
the field of natural language processing in recent years.

In this study, the factors observed in the process of automatically labeling
which course class the questions asked in dialog systems, which will provide fast
interaction in the field of education, are evaluated. The accuracy rates of the clas-
sification process using the BERTurk language model were observed on 4027 data
belonging to History, Turkish, Philosophy, Geography, Biology, Mathematics,
Physics, Chemistry, History, Turkish, Philosophy, Geography, Biology, Mathe-
matics, Physics, Chemistry courses among the high school courses in Turkish lan-
guage and in the National Education curriculum of the Republic of Turkey [15].
The data used in the training consists of a pool of data converted from image
to text via EasyOCR library and course labeled during the conversion. It was
observed some noisy data such as underscores ( ) and hyphens (-) occurred in the
image-to-text data depending on the quality. In this context, in order to exam-
ine the effect of the detected noisy data and the preprocessing work to be done
on the questions on the classification of the data, different combinations were
made and the training were repeated with the same hyper-parameters and the
accuracy rates were examined. The same number and the same training set were
used in each training. In the training, 20% test data was used. After the train-
ing, it was observed that the performance rates did not differ significantly even if
cleaning operations were performed. Despite noisy data, successful classification
was achieved at a rate of 0.97.

Related studies are presented in the second part to the general one in our
study. The work done in the third section is summarized. Tests and evaluation
studies were carried out in the fourth section. The fifth section contains the
results and comments.

2 Relatedwork

Classification techniques have been used in many different scientific and applica-
tion domains. Those classification studies can be grouped into three categories.
The first group is applied to image and video data; the second group is a hybrid
classification applied to text and image data together; and the third group’s
classification techniques are applied merely to text-based data.

The samples of image and video data classification are given as follows: [7]
study the performance of the vehicle classification algorithms by using deep
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learning algorithms on video streams. Topçu et al. [17] have applied the classifi-
cation to remote satellite image data by using capsule networks. Some of them are
based on image data, and others are based on text data. Şentaş et al. [13] studied
the performance of Support Vector Machine (SVM) and Convolutional Neural
Network Algorithms (CNN) for real-time vehicle type classification. Tasiev et
al. [16] presented a real-time vehicle type classification using CNN. The hybrid
classifications are applied to text and image data together. Omurca et al. [11]
proposed a document image classification system by fusing deep and machine
learning models. Sevim et al. [14] studied multi-class document image classifica-
tion by using deep visual and textual features. Yurtsever et al. [18] worked on a
search technique enabling figure search by text in large scale digital document
collections.

In this study, we focus on the third group of classification techniques, which
are applied merely to text-based data. The topic classification problem is a Nat-
ural Language Processing (NLP) problem that is often studied in the literature.
BERT, who has created a solution to this problem, has given strong results
in most of the studies conducted in the field of subject classification in many
languages. In this section, studies that use BERT modeling in the field of sub-
ject classification and evaluate the effect of preprocessing stages on performance
rates are examined. The sources examined in the literature are usually in foreign
languages and the number of studies on Turkish is in the minority. In our study,
the studies that can guide the effect of the data consisting of a set of Turkish
questions on the performance rate of the data preprocessing stage when using
the BERT model are shared below in chronological order.

Hazrati et al. [5], in their study to detect irony in texts published on social
media, stated that non-standard expressions are generally included in the texts
used by social media users. The BERT model was trained before and after these
detected expressions were cleaned and the success rates were shared. They stated
that data cleaning has a great impact on the success rate in sentiment analysis.
After the data cleaning process we performed on the Turkish dataset, it was
observed that there were not very big differences in the success rates. In this
context, it is seen that the data set in different fields has an effect on the success
rate on BERT.

Kurniasih and Manik [8] investigated the effects of training with and without
data preprocessing on deep learning. In this study, the effect of the processes
such as correction of abbreviated words, removal of repeated syllables, removal
of hashtags on the accuracy performance rate of the Bert model was examined.

Another study examining the effect of systematic practical perturbations
on the performance of deep learning-based text classification models such as
CNN, LSTM and BERT was conducted by Miyajiwala et al. [10]. In the study
where punctuation marks, stop words, ineffective words, and unwanted words
are expressed as perturbations, it is stated that BERT is a more sensitive model
than other models when perturbations are added or removed.

Bayrak and Issifu [4] worked on two main tasks in their study. The first
one is dialect recognition and the second one is sentiment analysis with BERT
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model on tweet data and they shared their classification results. In the data
preprocessing stages, they applied cleaning steps such as Html tags, URLs, leav-
ing spaces after Arabic numbers, removing Arabic-specific accent marks. They
showed that preprocessing has a positive effect on Dialect Recognition unlike
Sentiment Analysis.

In their study, Zhu et al. [19] showed that for text classification tasks with
modern NLP models such as BERT, methods applied over various types of noise
do not always improve performance and may even degrade it. For different types
of noise in the dataset, they show that BERT is robust to injected noise, but
not necessarily under weak supervision noise. In our study, it was observed that
the removal of ineffective words relatively decreased the performance rate.

In this study for author profile detection, Alzahrani and Jololian [2] discussed
the effects of data preprocessing techniques before Bert model training. In the
preprocessing stages, training was carried out after the removal of stop words,
reteweet tags, hashtags, mentions, and urls, and the success rates obtained were
shared. It was observed that the highest performance rate was obtained on data
trained without any data preprocessing.

In this study by Jiang et al. [6], a pre-trained and fine-tuned BERT model was
used to classify OCR translated texts into book excerpts according to subject
areas. As a result of the classification, the effect of OCR noise on the performance
rate was analyzed.

Maharani [9] stated that data quality greatly affects the classification per-
formance in classification using the Bert model. In this study, as a result of the
study conducted to classify tweets related to emergencies, it was emphasized
that data quality should be improved in order to avoid misclassification and it
was stated that this issue will be studied in future studies.

3 Architecture

The general flow we followed during our study to conduct the training and
evaluate the results is shown in Fig. 1. During the creation of the labeled data,
the question set was converted from image to text using EasyOcr and a total of
4027 data were obtained. The dataset was split into training and test data by 20%
before training. The same number of questions was used in all experiments. In the
data preprocessing stages, the preprocessing method was presented with different
combinations depending on the data set content and training was performed. The
training was named according to the order in which the training was performed.
For the training, library management was provided by installing Anaconda on
a computer with GeForce RTX 3080 Nvidia graphics card. Hyperparameters
used for each training are available in Table 1. Training was performed on a
preprocessed dataset and took 4 min on average. Six different training trials
were conducted, are listed below. The data sample used in the trainings can be
seen in Table 2.

In the first training, “A), B), C), D), E), A) Yalnız/Yalniz, B) Yalnız/Yalniz,
C) Yalnız/Yalniz, D) Yalnız/Yalniz, E) Yalnız/Yalniz” answer choices were
removed from the sentence and the training was realized.
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Fig. 1. Training Model Flowchart

Table 1. Model Parameters

Parameter Value

Hugging Face Model dbmdz/bert-base-turkish-uncased

Use Early Stopping True

Early Stopping Delta 0.01

Early Stopping Metric mcc

Early Stopping Metric Minimize False

Early Stopping Patience 5

Evaluate During Training Steps 6000

fp16 False

In the second training, the Natural Language Toolkit (NLTK) library was
used to remove stopwords from the dataset and training was performed.

In the third training, the training was performed by removing only the
options starting with “Yalnız/Yalniz” from the sentence in the data set.

In the fourth training, the Stopwords belonging to the NLTK library on the
dataset and the choices starting with “Yalnız/ Yalniz” were removed and the
training was performed.

In the fifth training, no cleaning was performed on the data set.
The sixth training, words were merged by removing hyphens (-) and under-

scores ( ) from the data set. The method followed during word merging is as
follows:

The hyphen represents subtraction in mathematical formulas, so there are
rules to be considered during word merging. For example, since the hyphen in
the formula “x = a − b” should not be removed and proceeded as an expression
in the form of “ab”, the merging method here is based on the rule of Turkish
grammar that the word at the end of the line is divided while the word at the
end of the line is divided, and no single letter is left at the end of the line and
at the beginning of the line. In addition, it was checked that the word following
the line does not correspond to a variable in the formula in Mathematics. For
formula variables, a fixed list was prepared according to the content of the data
set: ab, ba, abc, acb, bac, bca, cab, cba, a, b, c. If the word checked before and
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Table 2. Data Sample

Lesson Question Question After Pre-Processing

Matematik a < b < 0 < C < d, olduguna
göre, asagidakilerden hangisi sifir
olabi- lir?, A) a + c = 3d, B) a −
b = c, C) a − b + c, D) d − c =
b, E) a + 2b − d

a < b < 0 < C < d, olduguna
göre, asagidakilerden hangisi sifir
olabilir?, A) a + c = 3d, B) a − b
= c, C) a − b + c, D) d − c = b,
E) a + 2b − d

Fizik Elektronun karsit parçacigi
pozitron için; I Kütlesi
elektronunki ile aynidir. II. Yük
miktari elektronunki ile aynidir.
III. Yükünün isareti elektroninki
ile aynidir. yargilarindan hangileri
doğrudur? 1, A) Yalniz I, B)
Yalniz II D) ve III E) II ve III, C)
I ve II

Elektronun karsit parçacigi
pozitron için; I Kütlesi
elektronunki ile aynidir. II. Yük
miktari elektronunki ile aynidir.
III. Yükünün isareti elektroninki
ile aynidir. yargilarindan hangileri
doğrudur?

after the hyphen in the word to be merged was present in the above list, the
word was not merged.

4 Tests and Evaluation

The success rates of the experiments conducted within the scope of the study
are available in Table 3. According to the data preprocessing stages performed
on the data, the steps are indicated in the columns according to the trainings.
The number of test data used for success rate calculation and the number of
incorrectly predicted questions are shared. In the validation process performed
on the data model obtained after the training, the course distributions of the
incorrectly predicted questions are in Table 4.

Table 3. Training Cross Validation Results

Training Accuracy Test
Ques-
tion
Count

False
Predic-
tion
Count

Remove
Stop-
words

Remove
“-, ”

Remove
Start
With
“Yalnız”

Remove
All
Answers
Choices

First 0.985472 826 12 �
Second 0.984261 826 13 �
Third 0.979418 826 17 �
Fourth 0.978208 826 18 � �
Fifth 0.978208 826 18

Sixth 0.970944 826 24 �
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Table 4. Number of False Predicted Questions by Lessons

Training Biyoloji Coğrafya Felsefe Fizik Kimya Matematik Tarih Türkçe TOTAL

First 1 3 2 3 0 0 1 2 12

Second 3 3 1 3 0 0 1 2 13

Third 3 2 1 5 1 0 1 4 17

Fourth 3 3 3 3 2 0 1 3 18

Fifth 7 2 0 6 2 0 1 0 18

Sixth 7 4 2 5 0 0 1 5 24

5 Conclusions

We investigated the performance rates of the pre-trained and fine-tuned
BERTurk model on data converted from image to text using EasyOCR, and the
effect of data preprocessing on classification by course categories on a dataset
of high school questions. Our analysis shows that the pre-trained and fine-tuned
BERTurk language model achieves good performance rates despite the OCR
noise. The most successful result was obtained in the first training as 0.98. When
the results are analyzed, it can be seen from Table 4 that the highest number of
incorrect predictions was in the Physics course and there was no misclassification
in the Mathematics course.

In the scope of our study the training accuracy performance rates did not
show large differences in the data preprocessing steps. In particular, it was
observed that the incorrect predictions were obtained based on similar ques-
tion contents. Therefore, the number of incorrect predictions can be improved in
future studies by providing diversity over the training data set. Different combi-
nations can be added to the training steps by diversifying the data preprocessing
stages. For example, although the word “ka- lem” was corrected as “kalem”, no
processing was performed on the word “ka - lem”. Therefore, these words were
included separately in the training. The training can be performed again by
performing the cleaning process for these words.
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18. Yurtsever, M.M.E., Özcan, M., Taruz, Z., Eken, S., Sayar, A.: Figure search by
text in large scale digital document collections. Concurr. Comput.: Pract. Exp.
34(1), e6529 (2022)

19. Zhu, D., Hedderich, M.A., Zhai, F., Adelani, D.I., Klakow, D.: Is BERT robust
to label noise? A study on learning with noisy labels in text classification. arXiv
preprint arXiv:2204.09371 (2022)

https://doi.org/10.1007/978-3-031-10464-0_42
https://doi.org/10.1007/978-3-031-10464-0_42
https://doi.org/10.1007/978-3-030-32381-3_16
https://doi.org/10.1007/978-3-030-32381-3_16
http://arxiv.org/abs/2204.09371


Highest Accuracy Based Automated Depression
Prediction Using Natural Language Processing

S. V. Tharun1, G. Saranya1, T. Tamilvizhi2, and R. Surendran3(B)

1 Department of Computer Science and Engineering, Amrita School of Computing, Amrita
Vishwa Vidyapeetham, Chennai, India
g_saranya@ch.amrita.edu

2 Department of Computer Engineering, Panimalar Engineering College, Chennai, India
3 Department of Computer Science and Engineering, Saveetha School of Engineering, Saveetha

Institute of Medical and Technical Sciences, Chennai, India
surendran.phd.it@gmail.com

Abstract. In today’s fast-paced society, psychological health issues such as anx-
iety, depression, and stress have become prevalent among the general population.
Researchers have explored the use of machine learning algorithms to predict the
likelihood of depression in individuals. As datasets related to depression become
more abundant andmachine learning technology advances, there is an opportunity
to develop intelligent systems capable of identifying symptoms of depression in
written material. By applying natural language processing and machine learning
algorithms to analyze written text, such as social media posts, emails, and chat
messages, researchers can potentially identify patterns and linguistic cues associ-
atedwith depression. These patternsmay include changes in word usage, tone, and
sentiment. The dataset consists of text-based questions on this information chan-
nel. At present, machine learning techniques are highly effective for analyzing
data and identifying problems. Researchers have conducted comparisons of the
accuracy achieved by different machine learning algorithms using the complete
set of attributes as well as a subset of selected attributes. In summary, while the
potential for AI to aid in mental health diagnosis and treatment is exciting, it’s
important to proceed with care and consideration for the complexities of the field
and the needs of patients.

Keywords: Machine Learning · Natural Language processing · Data
Visualization · Artificial Intelligence · Decision Tree Making · Logistic
Regression

1 Introduction

Depression is a significant contributor to global disability, affecting millions of peo-
ple worldwide. While older adults may have a lower incidence of depression, late-life
depression (LLD), also known as geriatric depression, still poses a significant public
health concern due to its association with increased morbidity, suicide risk, cognitive
and physical impairments, and self-neglect. As the global population continues to age,
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it becomes increasingly important to identify and treat LLD. Although the definition
of Late Life Depression (LLD) can vary, it typically pertains to depression experienced
by individuals who are aged 60 or older, and can encompass both early and late onset
episodes. Like depression in younger individuals, LLD can manifest in various ways,
with symptoms ranging from subtle changes in mood to major depression as defined
in the Diagnostic and Statistical Manual of Mental Disorders (DSM-5). It is important
to approach preliminary results with caution and acknowledge that further research is
necessary to better integrate artificial intelligence (AI) in mental health research with
clinical practice.

Depression is a prevalent mental health condition that can affect anyone. It is charac-
terized by a persistent feeling of sadness, hopelessness, and low energy, often leading to
a loss of interest in activities, difficulty sleeping, and changes in appetite. The causes of
depression can be complex, with contributing factors ranging from genetics to environ-
ment and psychology.While depression can be a debilitating condition, it is treatablewith
the help of mental health professionals, and treatment options can include medication,
psychotherapy, or a combination of both. Seeking help early is essential in preventing
the condition from becoming more severe, as untreated depression can lead to serious
consequences, including suicide. Depression can have significant impacts on daily func-
tioning, including work, school, and relationships. Some individuals may experience
only one episode of depression, while others may have recurrent episodes throughout
their lives. It is important to remember that depression is a legitimate medical condition
that should be taken seriously, and with proper treatment and support, many individuals
with depression can achieve a better quality of life.

NLP can be used to analyze various aspects of text, such as sentiment, tone, and
word choice, to identify patterns that may indicate the presence of depression. The
project aims to develop a model that can accurately predict depression in individuals
using their written text, such as social media posts or chat messages. The machine
learning algorithms to predict the stress level during this quarantine with the following
Methodology such as Acquisition of data, Pre-processing the data, Splitting the Training
and Testing Data, Classification of data and Analysis on the performance of the model.

2 Related Works

Meera Sharma, SonokMahapatra, andAdeethyia Shankar employed aClassification and
Regression Tree (CART) model, a type of decision tree frequently utilized in machine
learning for information mapping. Although CART models have various applications,
they used it for binary classification of their data. One issue highlighted in their study
is that CART models may not be readily trainable in other languages due to insufficient
datasets in those languages. To address the limitations in the dataset, future studies
could consider utilizing more current and extensive samples from various industries [1].
Usman Ahmed et al., developed a method based on the standard PHQ-9 questionnaire
to extract nine distinct behavior types that align with the Diagnostic and Statistical
Manual of Mental Disorders 5 (DSM-V) for measuring depression symptoms from
authored patient text. Their method effectively handles uncertainty and interprets the
embedding working. One limitation of their approach is that constructing rules requires
prior knowledge and expertise in the system.
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In the future, research could focus on improving the accuracy of detecting triggering
rules and identifying key words to help psychiatrists make accurate notes and diagnoses
[2]. Konda Vaishnavi et al., compared the accuracy of five machine learning techniques,
including Logistic Regression, Classifier, Random Forest, Decision Tree Classifier, K-
NN and Stacking, in identifying mental health issues based on various criteria. Their
results indicated that these classifiers were more accurate than other classifiers, with
ROC areas between 0.8 and 0.9. However, a limitation of their study was the use of
a minimal dataset. Future research could address this limitation by utilizing a larger
dataset to improve accuracy [3]. Theodoros Iliou et al., assessed the effectiveness of
seven classification algorithms, which comprised the Nearest-neighbor classifier, J48,
Random Forest, Multilayer Perceptron, Support Vector Machine, JRIP, and FURIA,
on both the raw and preprocessed datasets. One limitation of these data preprocessing
methods and classification algorithms is that they may face difficulties in the training
phase if the dataset contains a high amount of irrelevant or redundant information, aswell
as noisy or unreliable data [4]. The proposed approach involves utilizing the strengths of
a commonly-used classifier called “XGBoost” to achieve precise classification of data
into four categories of mental disorders: Schizophrenia, Autism, OCD, and PTSD. The
results of the experiments demonstrate that this approach is highly effective in accurately
identifying various types of mental illness [5].

The approach consists of fivemodules, namely data acquisition, data pre-processing,
training and testing data splitting, data classification, and analysis of model performance
[6]. The primary benefit of this approach is its ability to precisely identify stress levels by
utilizing the dataset obtained during the quarantine period. However, the limitations and
issues of this method may become apparent when dealing with raw data and additional
test cases. Further research may yield better results by exploring raw data and including
more test cases. In the existing work, brain signals are used to find whether the person
is in depression or not but it is a complex process since it uses wave signals. It is a
physical device with complex mechanism and so, machine learning is not implemented.
It is difficult to use in Telemedicine.

3 Proposed Work

The proposed model aims to develop a machine learning model with natural language
processing capabilities that can accurately classify whether an individual is suffering
from depression or not. Depression is a significant and prevalent issue in society, and
managing it is challenging. Consequently, individuals are at a higher risk of experi-
encing mental distress. The machine learning approach is well-suited to address such
complex tasks, as manual analysis of such data can be time-consuming [7]. One potential
application of the model is to aid mental health professionals in identifying individuals
who may be susceptible to depression and offering them suitable care and assistance.
To achieve this goal, the project will entail collecting a dataset of textual samples from
both depressed and non-depressed individuals, as well as creating and validating NLP
algorithms for analyzing the text [8]. Machine learning can be employed to classify
depression by leveraging past data to identify patterns, and enhance themodel’s accuracy
by adjusting its parameters.
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Themodel has potential applications in aidingmental health professionals to identify
people who are at risk of developing depression and to provide them with suitable care
and support. To accomplish this, the project will necessitate obtaining a collection of
textual samples from both depressed and non-depressed individuals, as well as creating
and validating NLP algorithms to analyze the text. Various algorithms can be tested, and
the most effective model, with the highest accuracy, can be employed for classification
purposes. Figure 1 depicts the entity relationship diagram. Figure 2 depicts the operations
performed by the system and the user.

Fig. 1. ER diagram

Fig. 2. Use Case diagram

Figure 3 depicts the sequence of activities happening during the prediction of depres-
sion when the user clicks the predict option in the website. Figure 4 depicts the Activity
during the prediction of depression.

Figure 5 depicts the relationship between the users, interface and themodel developed
using the processes included as attributes. Both the training and testing data is used to
develop the model.



Highest Accuracy Based Automated Depression Prediction 99

Fig. 3. Sequence diagram

Fig. 4. Activity diagram

3.1 Steps Followed by Decision Tree Classifier

Decision Trees are a form of Supervised Machine Learning that involve splitting data
based on certain parameters. This technique involves decision nodes and leaves as the
two main entities that comprise a tree. Decision Trees have several real-life analogies
and have significantly influenced machine learning, covering both classification and
regression [9]. The decision tree classifier works by iteratively dividing the data into
smaller subsets based on the most relevant features, until a specified stopping condition
is met.

The algorithm selects the best feature to split the data at each node by maximizing
the difference in impurity between the parent node and the child nodes. It continues until
the leaf nodes are pure or the maximum depth of the tree is reached. The resulting tree
can then be used to predict the target variable for new data by following the decision
path from the root to a leaf node.



100 S. V. Tharun et al.

Fig. 5. Class diagram

3.2 Steps Followed in CatBoost

CatBoost is a machine learning algorithm that uses gradient boosting to achieve high
accuracy in predictions for numerical, categorical, and textual data. It can be used for
classification and regression tasks and is effective in handling noisy data [10]. CatBoost
natively handles categorical variables, offers faster training times than other boosting
algorithms, and includes advanced techniques like ordered boosting and model intro-
spection for better performance and interpretability. Its capabilities make it a popular
choice in various fields, such as marketing, finance, and natural language processing.

3.3 Step Followed in Logistic Regression

Logistic regression is a well-known algorithm in supervised machine learning that is
mainly applied to classification tasks. Its primary goal is to estimate the probability of a
binary target variable, where the target variable represents either a success/yes (denoted
by 1) or a failure/no (denoted by 0). Logistic regression models are created to predict the
likelihood of P(Y= 1) based on the independent variable, X. This algorithm is effective
and straightforward, and is frequently utilized in tasks such as spam detection, cancer
detection, and diabetes prediction [11].

Data Preprocessing
Numpy and Pandas are commonly used Python libraries for data preparation and pre-
processing. Numpy is used for mathematical operations and handling multi-dimensional
arrays, while Pandas is used for data manipulation and analysis. Together, they provide
a powerful toolkit for cleaning, transforming, and restructuring data before it is used for
machine learning or other data analysis tasks [12]. To ensure that data can be efficiently
processed by the algorithm, it is necessary to carry out data preprocessing,which involves
transforming data into a format that is easy to comprehend and manipulate. In Python,
the following import statements are commonly used for pre-processing data:

import pandas as pd
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import numpy as np

Data Visualization
Data visualization is the presentation of data in a pictorial or graphical format. It helps
to identify trends, and relationships in the data. There are numerous libraries available
in Python that enable the creation of visualizations, including but not limited to Mat-
plotlib, Seaborn, Plotly, and Bokeh [13]. There are various libraries available that offer
an extensive collection of functions and tools to create diverse types of graphs, charts,
and plots such as line plots, scatter plots, bar graphs, histograms, and heat maps.These
visualizations can be customized with different colors, labels, titles, and annotations to
make them more informative and appealing to the audience in Fig. 6 and Fig. 7.

Fig. 6. Distribution Graph

Fig. 7. Word Cloud Image

Algorithm Implementation
In order to effectively compare and evaluate the performance of various ML algorithms,
it is essential to establish a standardized test harness. By developing such a test harness
in Python, one can gain a template for comparing multiple machine learning models,
and can add additional algorithms as needed [14, 15]. Since different machine learning
models will exhibit unique performance characteristics, a test harness can be an effective
tool for identifying the most suitable algorithm for a given problem [16, 17].

Deployment
In this module, the machine learning model that has been trained is typically saved in a
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pickle file format (.pkl file). This file can then be used for deployment in order to create a
more user-friendly interface and provide accurate predictions for Depression Prediction
with help of Website in Fig. 8. In Fig. 9. Input as Text for the prediction of depression
using NLP.

Fig. 8. Website

Fig. 9. Input as Text

The result of the proposed work is displayed in Fig. 10 as Predicted output (for
depressed person) and Fig. 11. as Predicted output (for not depressed person).

In the proposed system, machine learning will be implemented for more accurate
results. It utilized NLP based depression classification was predicted. This system can
be implemented in telemedicine, Social Media Platforms to helps in analysing people’s
mental health. It is deployed in a web browser, so that retains the privacy of the patients.
Brain signals are not required in this proposed system. It is a time efficient process.
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Fig. 10. Predicted output (for depressed person)

Fig. 11. Predicted output (for not depressed person)

4 Conclusions

The highest accuracy was achieved on a public test set using a high-accuracy scoring
algorithm, which was then used in the application to detect depression in individuals. To
enhance this system, futurework could involve implementing it inmultiple programming
languages, deploying it on a cloud platform for better accessibility, incorporating more
data to improve accuracy, and adding voice input functionality. These enhancements can
provide an even more robust and effective tool for detecting depression in individuals.
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Abstract. Data mining from textual sources is known as social media text ana-
lytics. Social media, like any other text-based dataset, is amenable to text analysis.
Today’s society has a huge challenge in the form of crime, with the routes of which
having shifted almost entirely to social media. Because of crime, both the stan-
dard of living and economic development have suffered. By sifting through the
available data, we may identify trends in criminal behaviour and foresee potential
incidents in the future. Unfortunately, not all crimes are recorded or solved due of
a lack of evidence. Hence, tracking these offenders remains challenging. We can
keep an eye on illicit activities on social media. For the simple reason that social
media users sometimes make observations about their immediate environment. In
this study, we propose a model for crime categorization on a Twitter dataset that
combines the recently proposed Capsule Network with the tried-and-true Multi-
layer Perceptron. The output of both networks is combined in a manner that makes
the most of each network’s strengths using a rule-based technique. Moreover, the
Criss-CrossOptimization (CCO)method is used to fine-tune the capsule network’s
hyper-parameters. Crime statistics from reliable sources are used to make accurate
comparisons between regions. We also evaluate recent changes in crime rates in
both Jammu, India, and Ghaziabad, Uttar Pradesh. The most recent crime patterns
during the last week have been documented (23, January 2019 to 30, January
2019). The studies show that the generated findings are consistent with the actual
crime rate information. We anticipate that research of this kind will aid in gauging
the current crime rate in various areas and in identifying criminal activity.

Keywords: Criss-Cross Optimization · Social-media · Capsule Network ·
Multilayer Perceptron · Criminal activity and in identifying criminal activity

1 Introduction

Criminal activity has far-reaching, deleterious effects on many elements of our society
and culture. Recognizing high-crime areas and pinpointing the most recent incidents
in a given area is a major problem for both local authorities and private citizens [1].
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On the other hand, city dwellers are always working to make their communities safer
and friendlier places to live. The prevalence of crime is one of the most pressing issues
confronting modern societies [2]. There have been much less research using social
media to examine crimes and criminal behaviour than there have been on social crimes.
Our primary data comes from social media. The real-time social networking platform
Twitter has exploded in popularity throughout the globe. More than 300 million people
throughout the globe use Twitter, and more than 500 million tweets are sent per day,
according to data [3].

Using tweets for personal, professional, and business purposes is a terrific way to
stay in touch with loved ones and co-workers [4]. Cyberstalking, cyberbullying, and
other forms of cyber harassment are only some of the difficult problems that come up
when people use Twitter. Data is collected from a social media platform by the use of
a small number of sensitive terms [5, 6] associated with the crime, Assault. Among a
significant volume of tweets, 3801 are selected to serve as datasets for the research.
During the course of four years, a great deal of tweets are filtered out using keywords.
The non-alphanumeric characters have been cleared out of the data [7]. Recognizable
crime rates have also been acquired from security agencies, and a major component of
our research involves comparing the datasheet built from Twitter data with the actual
crime data conventional from security units [8, 9].

For sevenpredetermined locations in India (Ghaziabad,Chennai,Bangaluru,Chandi-
garh, Jammu, Gujarat, and Hyderabad), Twitter data represents the number of Tweets
recorded using various keywords such as “Murder “Rape,” and “Fight” between January
2014 and November 2018 [10]. A total of 3801 Tweets were gathered for this study and
stored in a database. The correctness of the current study may be verified by comparing
the predicted crime rates with actual crime rates obtained from security authorities (such
as the National Crime Records Bureau, http://ncrb.gov.in/). There are a lot of people try-
ing to figure out how to forecast a user’s rank based on their social media account, and
they’re all working in various areas of social networks [12]. Measures of centrality and
the structure of networks have been studied. Algorithms based on random walks and
diffusion have been shown as viable methods for rating social media nodes [13, 14].

2 Related Works

Sivanantham et al. [16] Sentiment analysis’ primary function is to examine customer
feedback and assign ratings accordingly. The evaluations are generally unstructured,
which means they need to be categorised or clustered in order to give useful data for the
future. In order to improve the categorization accuracy in kid YouTube data emotional
analysis, this study gives an overview of numerous machine learning algorithms. The
sentiment analysis of children’s videos on YouTube is improved by using a hybrid Sup-
port vector machine model trained with the ant colony optimisation approach. The paper
examined Naive Bayes, SVM, and Adaboosting + SVM classification methods, and the
findings were used to develop the suggested hybrid classifier. Each classifier’s prediction
for a set of test words submitted by children from YouTube is collected, and the classi-
fier with the least detrimental and most secure prediction is proclaimed the winner. The
suggested hybrid strategy outperforms both stand-alone machine learning algorithms
and previously proposed hybrid approaches in terms of classification accuracy.

http://ncrb.gov.in/
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Using a hybrid method, Gautam and Bansal [17] established a system for real-time,
automated cyberstalking detection on Twitter. First, lexicon-based, machine learning,
and a hybrid approach were tested using recent, unlabeled tweets gathered through the
Twitter API. All of the approaches that were utilised to extract the feature vectors from
the tweets relied on the TF-IDF feature extraction technique. The best results from the
lexicon-based procedure reached 91.1% accuracy, whereas the best results from the
machine learning approach hit 92.4%. In contrast, when identifying unlabeled tweets
retrieved through theTwitterAPI, the hybridmethod showed the greatest accuracy at 95.8
percent. The machine learning method outperformed the lexicon-based method, and the
suggested hybrid method performed very well. The real-time tweets acquired by Twitter
Streaming were again classified and labelled using the hybrid technique with a new app-
roach. The hybrid method again delivered the highest results as predicted, with an AUC
of 98%, a precision of 94.6%, a recall of 94.1%, and an F-score of 94.1%.Machine learn-
ing classifiers’ efficacy was evaluated across three distinct labelling strategies on each
dataset. According to the study’s experimental findings, the suggested hybrid technique
outperformed previously applied methods in classifying both historical and real-time
tweets. SVM outperformed competing machine learning techniques across the board.

2.1 Data Collection

2.1.1 Twitter Data Collection

From January 2014 to November 2018, information was culled from Twitter profiles by
manually browsing through search results for profiles based in seven cities throughout
India (Ghaziabad, Chennai, Bangaluru, Gujarat, and Hyderabad). Table 1 provides the
latitude and longitude of potential study sites (extracted from Google Map Online).

Table 1. Seven different crime locations in India.

Location Latitude and Longitude

Ghaziabad, India 28.6692°N, 77.4538°E

Chennai, India 13.0827°N, 80.2707°E

Bangaluru, India 12.9716°N, 77.5946°E

Chandigarh, India 30.7333°N, 76.7794°E

Jammu, India 32.7266°N, 74.8570°E

Gujarat, India 22.2587°N, 71.1924°E

Hyderabad, India 17.3850°N, 78.4867°E

The database now has 3801 tweets.We track down patterns of use on social network-
ing sites that correspond to certain search terms. We are doing a process of labelling
words. The ability to recognise essential phrases is crucial to the success of our investi-
gation. We thus identify the key terms that pertain specifically to the criminal act. The
terms “murder,” “crime,” “encounter,” “hit and run,” “rape,” and “fight” are chosen for
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the social media crime rate study. For the first spot, 999 tweets are eliminated. On Twit-
ter, the term “battle” is among the most frequently used keywords. Users often search
for “crime” in the second location (Table 2).

Table 2. Statistics of tweets collected for the seven corruption metropolises

Location Murder Crime Hit and run Rape Encouter Fight

Jammu 41 43 1 44 78 99

Gujarat 62 50 8 91 37 101

Ghaziabad 117 228 43 222 121 268

Chennai 137 207 10 115 58 190

Bangaluru 170 112 32 111 43 158

Chandigarh 90 52 3 99 27 87

Hyderabad 52 98 12 80 48 156

As the safety of both domestic and foreign visitors is a top priority for the Indian
government, these seven areaswere chosen for the research. TheNational CrimeRecords
Bureau found that five of these seven cities.

The most recent crime trends in India’s two highest and lowest (Jammu) crime cities
are measured using Twitter API as part of the validation of the suggested technique.
Throughout the last week (January 23rd–January 30th, 2019), TAGS v6.1 has been used
to keep track of crime statistics.

Table 3. Real crime data composed for seven crime cities

Location Year 2014 Year 2015 Year 2016

Ghaziabad 240475 241920 282171

Jammu 23848 23583 24501

Gujarat 131385 126935 147122

Chennai 193200 187558 179896

Bangaluru 137338 138847 148402

Chandigarh 37162 37983 40007

Hyderabad 106830 106282 108991

2.1.2 Real Crime Data Collection

Each nation’s ability to identify and deter crime depends on howwell its criminal records
are managed. The Indian police force is always trying new things in an effort to make
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its crime reporting system more effective. After forming a new task force in 1985, the
Indian government established the National Crime Records Bureau to centralise and
standardise crime statistics throughout the country (NCRB).

The NCRB database is a valuable resource for gathering accurate crime statistics in
the targeted areas. We can verify the reliability of this study by comparing it to actual
crime statistics that have been obtained by security authorities for the targeted areas.
Table 3 displays actual crime statistics for the years 2014, 2015, and 2016 in seven
different cities (Table 4).

Table 4. Joint dataset of tweets composed and NCRB crimes

Location Total crime according to NCRB Total tweets collected

Jammu 71932 306

Gujarat 405442 349

Bangaluru 424587 626

Chandigarh 115152 358

Ghaziabad 764566 999

Chennai 560654 717

Hyderabad 322103 446

2.2 Proposed Crime Detection Model

In the first stage, information is gathered from a number of users’ Tweets using keyword
searches. As this procedure generates a flood of tweets, a human filtering procedure is
required to go through them and find the gems of information. Around four thousand
tweets are collected and screened in this section. The second phase included gathering
three years’ worth of actual crime data from security authorities in the areas of inter-
est. The final stage involves comparing the reported crimes with the actual ones. A
comprehensive description of the model is provided below.

2.2.1 Data Pre-processing

Data pre-processing refers to the steps used to prepare the raw data for input into a neural
network. Better results may be achieved if the data is properly structured. The dataset
underwent the following preparation procedures:

• Tokenization was performed on all sentences in the dataset. The goal of tokenization
is to separate phrases into their component parts, often words.

• Avocabulary is built out of the tokens, and it contains every single word in the dataset.
• A string of words is the input. A tokenizer is developed to transform the string of

characters into a numerical series. As a result, each word has its own corresponding
numeric value.
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2.3 Classification Using Deep Learning

In this part, we provide the proposed model for the crime categorization issue based on
the available research. Both the Capsule Neural Network and the Multilayer Perceptron
Neural Network play important roles in the model. Whereas the Multilayer Perceptron
uses the characteristics retrieved from the text sentences as its input, theCapsuleNetwork
uses the transformed sentences as input vectors of a defined length. The final sentence
classification is based on the combined output of the two neural networks.

2.3.1 Embedding Layer

This is the model’s first layer. This layer’s job is to take integer-encoded information and
transform it into vectors of a consistent length. Each word in the integer encoded data is
represented by a distinct number. The layer is fed random weights and taught to embed
the language as a whole. The layer produces dense vector embeddings of a constant size
for each word.

2.3.2 Convolutional Layer

This layer is in charge of extracting characteristics from the input phrase at various
locations within the text. The same may be said for convolution filters.

2.3.3 Primary Capsule Layer

The purpose of this initial capsule layer in the design is to convert the final result of the
convolution layer into a capsule vector representation. This retains the semantic meaning
of the words in the statement. This layer has 32-channel capsules that span 8 dimensions.
A method known as routing by agreement determines which network layers to ascend
to next. When numerous capsules in the current layer cast a vote for a certain capsule in
the layer above, the aforementioned process activates that capsule.

2.3.4 Class Capsule Layer

The principal capsule layer’s output serves as the layer’s intake. Each capsule in the
aforementioned layer communicates with the layer underneath it in a specific geographic
area. Dynamic routing is the method that bridges this layer with the one below it. At
this layer, the routings in the iterative dynamic routing technique are 3, and the capsules
have a size of 16. A normalised text feature vector of size equal to the number of features
is the network’s input. Next, we’ll break out how the network’s training makes use of
characteristics extracted from the data’s context.

Sentence Length: This measures the total amount of words in the rumour post,
omitting spaces, punctuation, and Hyperlinks.

Some individuals use all capital letters to convey strong emotions; this feature counts
the number of words with just capital letters.

This is the number of times negation appears in the criminal report. A set of terms
that may be used to convey denial or to symbolise a contradiction are compiled. Words
like “never,” “isn’t,” “barely,” “no,” and “shouldn’t” are part of the lexicon.
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Most of the time, individuals resort to foul language to express their emotions. Such
terms like “moron,” “fuck,” “stupid,” “bastard,” and “bitch” are compiled into a set. The
slang forms of these expressions, such as “stfu” and “wtf,” are also included in this
compilation. A peculiarity of the rumour post is the quantity of these terms. More often
than asking a question or offering assistance, these words are used in response.

2.3.5 The Capsule Network Model

Although several deep neural network-based models have been presented as potential
solutions to the issue of crime categorization, there is still room for expansion. In order to
improve the precision of the criminal categorization system, this study explores the usage
of a Capsule Network. Capsule Network’s first publication demonstrated the model’s
superior performance over Convolutional Neural Networks when used to image classi-
fication on the MNSIT dataset. By picking up on certain visual cues, a Convolutional
Neural Network can reliably identify things. Layers farther into the architecture are
responsible for discovering more complex characteristics, such as the eyes or nose (in
the case of face identification), whereas the first layers are responsible for recognising
basic features like edges. As a result, the best forecast may be made by considering all
of these factors together. We may deduce that CNN does not make use of spatial infor-
mation and that the pooling function is used to link the layers. The fact that the pooling
function utilised in Convolution Neural Networks is so effective is a tragedy, according
to Geoffrey E. Hinton.

Inverse visuals are one of the goals of a Capsule Neural Network. Because of this,
the approach makes an effort to discover the process that produced the desired picture
and then replicate it. One of the most important aspects of the Capsule Network is
its equivariance. The primary goal is to keep all data about an object’s position and
orientation in the network. If the target is rotated slightly, for instance, the activation
vectors will shift somewhat as well.

2.3.6 Proposed Crisscross Optimization Algorithm (CCA)

Each iteration of the CCA, a population-based stochastic search method, consists of a
horizontal crossover, followed by a vertical crossover. After each round of CCA’s hor-
izontal and vertical crossover and subsequent reselection by the competitive operation,
the population is updated twice. Only themost effective solutions will be allowed to con-
tinue operating in a competitive environment. There are three reasons why it deserves
to be considered excellent.

If you have an issue that spans more than one dimension, you may solve it by
splitting the population into hyper cubes and searching the edges of each cube with
a lower probability. This improves its capacity to search the whole world.Premature
convergencemay be preventedwith the use of vertical crossover.The competitive process
aids in leading to the ideal position and also speeds up the convergence rate.

A. Horizontal Crossover
It’s the mathematical equivalent of two people swapping places throughout every

dimension. Supposing the offspring of the pth parent is Y(p) and those of the qth
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parent are Y(q), we predict a horizontal crossover in the Th m dimensions. It is
possible to mathematically describe the process of procreation.

MShc(p,m) = k1.Y (p,m) + (1 − k1).Y (q,m) + l1.(Y (p,m) − Y (q,m)) (1)

MShc(q,m) = k2.Y (q,m) + (1 − k2).Y (p,m) + l2.(Y (q,m) − Y (p,m)) (2)

where k1, k2 and l1, l2 are the uniformly distributed values between 0 to 1 and
−1 to 1 respectively.

B. Vertical Crossover
It’s also a crossing in all the dimensions of mathematics between two people. We

will suppose that the vertical crossover occurs in the m 1th and m 2nd dimensions for
each unique p. It is possible to mathematically describe the process of procreation.

[(MS)]_vc(p,m_1) = k_1.Y(p,m_1) + (1 − k).Y(q,m_2)p ∈ N(1,M)

C. Competitive Operator
It’s useful for stimulating rivalry between the next generation and its parents. To

illustrate, in the case of a horizontal crossing, only the child that performs better than
the parent will be evaluated for survival and further consideration.

D. Crisscross Optimization Algorithm
1. Initialize the size of the populations (N) and dimensions(M). After that randomly

generate population vector ‘PVi’ and evaluate its function vector ‘FVi’.
2. Execution of horizontal crossover with its competitive operator.

2.1 B = permute(N ) (For rearranging dimensions of N) for p = 1 to N/2.
2.2 Generate random numbers, P ∈ (0, 1) and P1 = 1.

If P = P1 then
2.3 no1 = B(2p − 1) and no2 = B(2p).

for j = 1 toM .
2.4 Generate random numbers k , k2 ∈ (0, 1) and.

l1, l2 ∈ (−1, 1).
2.5 Calculate:

MShc(no1, j) = k1.Y (no1, j) + (1 − k1).Y (no2, j) + l1.(Y (no1, j) − Y (no2, j))
(4)

MShc(no2, j) = k2.Y (no2, j) + (1 − k2).Y (no1, j) + l2.(Y (no1, j) − Y (no2, j))
(5)

End for
End if
End for

2.6 New ‘P V2‘ will be obtained and calculate ‘FV2‘
If FV2 > FV1 then will obtain best FV and ‘PV’

3. Perform vertical crossover with the competitive operator
3.1 Normalize
3.2 B = permute(M )

for p = 1 toM /2.
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3.3 Generate random numbers, P ∈ (0, 1) and P2 = 1
If P < P2 then

3.4 no1 = B(2p − 1) and no2 = B(2p)
for j = 1 toM

3.5 Generate random numbers k ∈ (0, 1)
3.6 Calculate:

MSvc(j, no1) = k.Y (j, no1) + (1 − k).Y (j, no2) (6)

End for
End if
End for

3.7 Reverse normalizes MSvc and updates PV with the new solution.

3 Results and Discussion

3.1 Measuring the Performance of Model

Recent tweets (obtained through the Twitter API) and real-time tweets (obtained via
Twitter Streaming) were classified and labelled independently to evaluate the perfor-
mance of classifiers with each applicable technique (lexicon-based, machine learning,
and hybrid approach). Throughout both the training and testing phases of a model’s
development, its performance is evaluated using a variety of indicators. The confusion
matrix is often used to establish the performance criteria.

A 2 × 2 truth table matrix, the confusion matrix in this research sums the values
of True Pos, True Neg, False Neg, and False. Success is shown by True Pos (True
Positive), which indicates the total number of cyberstalking tweets that were successfully
identified, while failure is described by True Neg (True Negative). On the other hand,
False Pos (False Positive) is amiss-hit that represents the total number of falsely detected
cyberstalking tweets, and False Neg (False Negative) is the failure count that illustrates
the total number of falsely identified non-cyberstalking tweets. The effectiveness of the
cyberstalking detection system was evaluated using standard metrics such as accuracy,
precision, f-score, and recall. During the real-time automated identification of tweets,
the Area Under the Curve (AUC) was also determined.

3.1.1 Accuracy

Accuracy addresses the complete number of rights predictions anticipated by the
classifier. Accuracy can be calculated using Eq. (7).

Accuracy = True Pos + True Neg

True Pos + False Pos + False Neg + True Neg
(7)
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3.1.2 Precision

Precision shows the proportion between the true positives and the wide range of various
positives. Precision can be calculated using Eq. (8).

Precision = True Pos

True Pos + False Pos
(8)

3.1.3 Recall

Recall describes the sensitivity and measures the proportion of true positive prediction
to total positive. Recall can be determined using Eq. (9).

Recall = True Pos

True Pos + False Neg
(9)

3.1.4 F-Score

F-Score measures test accuracy and describe the harmonic average between precision
and recall. F-score can be determined using the Eq. (10) (Table 5).

FScore = 2Precision × Recall

Precision + Recall
(10)

Table 5. Analysis of Various Pre-trained CNN Models

Algorithm Accuracy Precision Recall F-Score

DenseNet 0.918004 0.813725 0.447761 0.379863

ResNet 0.941113 0.426230 0.488060 0.360250

VGGNet 0.957229 0.953846 0.585075 0.310000

AlexNet 0.956454 0.965517 0.567164 0.384987

CapsNet 0.956454 0.636364 0.608955 0.414607

CapsNet C Co 0.96609 0.982456 0.67164 0.585714

All pre-trained models achieved better performance for predicting the crime rate,
however the proposed model achieved high performance. The reason is that the hyper-
parameters of CapsNet is optimized by CCO model and reaches the better accuracy.
For instance, the proposed model achieved 96.60% of accuracy, 98% of precision, 67%
of recall and 58% of F-score. But the existing pre-trained models such as DenseNet,
ResNet, VGGNet. AlexNet and CapsNet achieved nearly 91% to 95% of accuracy, 63%
to 95% of precision, 44% to 60% of recall and 30% to 41% of F-score analysis. Figures 1
and 2 presents the graphical representation of proposed model with existing pre-trained
models.
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Fig. 1. Analysis of Various pre-trained models

Fig. 2. Comparative analysis of Proposed model with existing techniques

4 Conclusion

The purpose of this research is to analyse crime statistics in real time using information
from surveillance systems and public social media platforms. The case study chooses
seven key cities from which to carry out the required research. It’s common knowledge
that many individuals share their thoughts and emotions with their followers all across
the globe using the social networking service Twitter. Because of this, we choose to
employ Twitter as a social media tool for our study’s data collection on criminal activity.
Since tweets represent the intents of users and may be detailed and in any format, the
process of collecting data via Twitter is a job with a massive processing burden. The first
step in our process is to gather the Tweets, thenwe filter them and lastlywe compare them
with actual crime statistics. We found that using social media to compare crime rates
in different cities was a reliable method. In order to automatically identify criminality
on live tweets on Twitter in real-time, a CapsNet model with CCO employing multiple
ways on distinct segments was suggested in this article.
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Abstract. Understanding the feelings expressed in a statement is the goal of
sentiment analysis. Depending on the thoughts expressed, a statement may be
good, neutral, or negative. Positive, neutral, or negative feelings might be present
in a statement. The reality is that the feeling expressed in each sentence whether
it be positive, negative, or neutral is not always obvious. The examination of
comparison, negation, intense, and sarcastic phrases, as well as the difficult work
of dealing with grammatical errors, provide enormous hurdles to this process. The
SA system is built in this study using a hybrid technique that combines dictionary-
based approaches with fuzzy logic to address these issues. The suggested system’s
outputs may be classified as either high positive, positive, neutral, negative, or
high negative emotions. The analysis of customer satisfaction tweets about cloud
services fromGoogle, Amazon, andMicrosoft revealed that the suggested method
performs significantly, with results of 85.6%precision, 88.4% recall, and an 83.6%
F-score.

Keywords: Sentimental Analysis · Fuzzy Logic · SentiWordNet · SentiStrength

1 Introduction

Socialmedia has transformed into another contact route between customers andorganisa-
tions. Users have a platform to post and express their feelings, opinions, and preferences
regarding numerous subjects, people, goods, and services on socialmedia platforms such
as Facebook, Twitter, and Tumblr [1]. Normally, questions created by the researcher are
used to gather text and reviews. This technique of data collection required a lot of time
and was difficult to control [2]. With the development of the web and technology, people
now use social media to post unstructured text reviews and comments. Views published
on social media may be categorised to establish the orientation of submitted text (nega-
tive, positive, neutral). To establish the user’s opinion and emotion on a certain item or
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service, the sentiment intensity and strength of the post are assessed. Sentiment analysis
is utilised to examine the content of both the text and the reviews [3].

Social networking sites must retain users to beat the competition [4]. Presenting
and displaying items according to a client’s interests, alerting them to future sales,
and suggesting new products that are similar to user preferences discovered via social
networking sites are allways to increase customer happiness [5]. The content of the social
web is dynamic and constantly evolving to reflect the changing social and emotional
states of its users.

Sentiment analysis is a cutting-edge computer technique to enhance decision-making
[6, 7]. Views are always conveyed in free text as evaluations, judgements, or remarks.
It bases its summary on quotes from the reviews that refer to pertinent items and their
features or qualities. To determine the attitude of a person who wrote about a product or
event, sentiment analysis can be utilised to mine these online remarks [8].

A method for handling imperfect and diverse information is fuzzy logic [9]. It is
a kind of multi-valued logic that focuses on reasoning that is approximate rather than
precise and fixed. Traditional logic often has values between true and false; however,
fuzzy logic variables might have a truth value that is between 0 and 1. By creating
membership functions, fuzzy logic is used to categorise the emotions.

2 Related Works

Sentimental Analysis research is the subject of several new studies that are released
annually. Regarding the creation, adaptation, or use of new sentimental lexicons [10–14],
the use of traditional machine learning algorithms like nave Bayes [15, 16], regression
techniques [17, 18], decision trees [17, 18], clustering [18, 19], ensemble classifiers and
genetic algorithms [19, 20], or transfer learning [21], various new contributions can be
found.

This study aims to organise the current understanding of themany uses of fuzzy logic
in Sentimental Analysis. This studymainly focuses on themany activities that fall within
the purview of sentiment analysis and other functions that rely on sentiment assessments
to function. In each of these instances, fuzzy logic must act as the main approach used to
carry out a crucial Sentimental Analysis-related activity, phase, or application in order
to satisfy the criteria of this review; however, other techniques may also be used as part
of the whole procedure or application.

3 Materials and Methods

Using a fuzzy logic framework, the suggested method divides tweets into five groups by
pulling out and combining different kinds of information [22]. “High negative,” “neg-
ative,” “neutral,” “positive,” and “high positive” are the four categories. The suggested
technique is composed of four processing steps, as shown in Fig. 1: data gathering,
pre-processing, extraction of features, and model creation.
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Fig. 1. Proposed Approach for Sentimental Analysis

3.1 Features of Dataset

The official Twitter accounts of Google, Microsoft, and Amazon provided the dataset
for the suggested research project [22, 23]. Users who are pleased with the web services
that these organisations provide have posted 9421 tweets about them. Punctuation, stop
words, URLs, digits, foreign words, and Twitter keywords are all eliminated during the
pre-processing phase. Then, the content is tokenized. Then there are words that make
no sense together, hashtags, emojis, negative words, adverbs, and intensive words.

In feature extraction, the SentiWordNet dictionary polarity of words, the Sen-
tiStrength dictionary polarity of words, the polarity of emojis, adverb, intensive, nega-
tion, and hashtag, exclamation, and retweets are all retrieved from the input text. The
SentiWordNet phrase “polarity” is symbolised by a number in the range [−1–1]. It has
a linear impact on the output outcomes. Because of this, an output with a polarity of -1
is more likely to fall under the category of “very negative.” The polarity corresponds to
a result in the “high positive” class with a value of 1, and so on.

The word “polarity” from SentiStrength also refers to a value between −5 and 5.
Moreover, it has a linear influence on the outcomes. The six groups of emoji are delight,
grin, savouring, smirking, confuse, and wink. Each group has an impact on the output
that may be favourable, negative, or neutral, as will bemade clear throughout themodel’s
design. The intense words, such as intensive, adverb, exclamation, and negation, each
have an impact on the output results that may be either good, negative, or neutral. The
effect of a hashtag may be positive, negative, or neutral, while the influence of a retweet
might be positive, negative, or neutral. The percentage of uplifting tweets to total tweet
volume is used to calculate the effect of a hashtag. More than 60% of the tweets using
the positive hashtag are positive. In contrast, the negative hashtag contains more than
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or equal to 60% of tweets that are critical, with the remaining tweets being neutral.
Likes and retweets can be positive, negative, or neutral. When a tweet with a polarity
of positive words has 200 retweets or likes, it is considered positive. In comparison, a
tweet with a polarity of negative words is considered negative if it receives more than
200 retweets or likes; otherwise, it is considered neutral.

3.2 Model Creation

Model creation is done as a method of fuzzy logic for two reasons: the fuzzy impact
of the input parameter on the output and the capacity of fuzzy systems to accommo-
date inputs of diverse types. As a result, the Takagi-Sugeno-Kang (TSK) fuzzy logic
decision-making process is used as the model for classifying emotions in this research.
TSK provides greater flexibility than necessary in the proposed emotional analytic sys-
tem in comparison to other systems based on fuzzy logic. The proposed framework is
created in four phases: initialization of parameters, fuzzification, evaluation of rules,
and consolidation. In the parameter initialization, six parameters are selected: average
polarity depending on SentiWordNet, word polarity depending on SentiStrength, emoji,
intensive, hashtag, and retweet. The fuzzy set for each attribute is determined based on
the words stated earlier. The membership functions are developed around the values
given earlier and employ a trial-and-error technique in which the final sets and processes
are finished as the experiments are done. The fuzzificationmethod is accomplished based
on the TSK system by turning the crisp value for inputs having crisp values, such as
polarity and hashtags, into fuzzy words. The criteria used in the rule assessment stage are
produced via a trial-and-error method. A set of basic rules is constructed, as presented
in Table 1. Nevertheless, the set gets refined as the trials are done. The aggregation
procedure is based on using the rule’s output with the greatest confidence.

Table 1. Rules for Fuzzy Controller

P\N Negative High Negative Positive High Positive

Negative HN HN NN NN

High Negative HN PP HN NN

Positive NN NN HP PP

High Positive NN NN PP HP

3.3 SentiWordNet

SentiWordNet [24] is a lexical resource for opinion mining and sentiment analysis. It is
an extension of WordNet, a large lexical database of English language words that are
grouped into sets of synonyms called synsets.

In SentiWordNet, each synset is assigned a score for three sentiment categories:
positivity, negativity, and objectivity. These scores indicate the degree to which a word
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is associated with positive or negative sentiment, or if it is neutral and objective. The
scores range from 0 to 1, with higher values indicating stronger sentiment.

SentiWordNet is often used in natural language processing (NLP) applications such
as sentiment analysis, opinion mining, and text classification. It provides a valuable
resource for analyzing text data and extracting sentiment information that can be used
to make more informed decisions in various fields, including marketing, politics, and
customer service. The algorithm of SentiWordNet is shown in Algorithm 1.

Algorithm 1: Algorithm for SentiWordNet [9]

3.4 SentiStrength

SentiStrength [25–27] is a sentiment analysis and natural language processing program
that detects the sentiment of a given text on a scale of −5 to +5. Mike Thelwall, Kevan
Buckley, and Georgios Paltoglou created it at the University of Wolverhampton in the
United Kingdom.

SentiStrength uses a mix of linguistic rules and machine learning to figure out the
tone of a piece of text. It can look at both short messages like tweets and long ones like
news articles or book reviews. The program is very good at recognizing sarcasm and
other types of subtle emotions.

SentiStrength employs the binary method of sentiment analysis, analysing the exis-
tence and intensity of positive and negative sentiment separately. A statement containing
both positive and negative emotion, for example, will earn two different ratings, one for
positive sentiment and one for negative sentiment.

SentiStrength is frequently utilized in academic and commercial research, notably
in marketing, customer service, and social media analysis. It’s accessible as both a free
web tool and a software package for local installation.
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Algorithm 2: Algorithm of SentiStrength [9]

3.5 Fuzzification

The first intitial phase in a fuzzy logic system is to find out what the inputs and outputs of
the variables are. After the input variables and membership function are determined, the
rule-base model (or matrix analysis of the fuzzy base of knowledge) must be comprised
of expert IF-THEN rules [2, 9]. These regulations convert the variables used as inputs
into an output. This will show if the likelihood of operational issues is normally low,
typical, or high. Figure 2 depicts the fuzzification technique.

Fig. 2. Fuzzification Process

3.6 Membership Function Design

The Membership Function (MF) converts the input values of the linguistic variables
into the supplied fuzzy sets [28–30]. Appropriate membership functions translate the
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inputs into the degree of membership for the partitions of linguistic variables. The many
membership roles are varied. The right membership functions must be used for fuzzy
sets in order for a fuzzy system to accurately reflect fuzzy modelling. In the proposed
study, the categorization labels for the degree of semantic orientation and the sentence’s
positive or negative polarity are:

• High Negative (HN)
• Negative (NN)
• Positive (PP)
• High Positive (SP)

The sentence could be classified as objective or subjective. So, let’s say it’s seen as
subjective. If so, it may be either negative or positive, or it might be either very positive,
highly positive, or highly negative [1]. By carefully examining the lexical scores offered
in SentiWordNet, trapezoidal and triangular membership functions are applied for the
relevant fuzzy words in this study.

The MF can be defined using Eqs. (1) and (2) when the MF are trapezoids (in this
case, ‘Strong’ or ‘Weak’).

µweak (trapezoid)(x; q0, q1, q2, q3) = max

(
min

(
x − q0
q1 − q0

, 1,
q3 − x

q3 − q2

)
, 0

)
(1)

µstrong (trapezoid)(x; q3, q4, q5, q6) = max

(
min

(
x − q3
q4 − q3

, 1,
q6 − x

q6 − q5

)
, 0

)
(2)

The MF may be specified in the equation - if the MF are triangles (in this instance,
“Positive” or “Negative”) (3).

µPositive/Negative(triangle)(x, q2, q3, q4) = max

(
min

(
x − q2
q3 − q2

,
q4 − x

q4 − q3

)
, 0

)
(3)

3.7 Defuzzification

A fuzzy quantity is defuzzified, or changed into a known amount. The area of the
generated figures on every MF is determined in three phases [2, 9]. Given that these
areas are frequently triangles and trapezoids. If the membership degree isn’t one, the
area won’t be in the shape of a triangle. Instead, it will be in the shape of a trapezium.

The Algorithm 3 shows the rules for defuzzification:

Algorithm 3: Rules for defuzzification [9]
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4 Results and Discussion

As previously indicated, the information was gathered from the Twitter accounts of three
different firms, and each message was individually annotated. In the studies, a total of
500 tweets, 100 in each category, were used. The outcomes of the suggested method are
assessed using F-Score, recall, and precision. Table 2 contains the suggested approach’s
confusion matrix, whereas Table 3 contains the F-Score, recall, and precision [28–30].

Table 2. Confusion Matrix of the Proposed Approach

High Positive Positive Neutral Negative High Negative

Neutral 6 4 95 24 25

Negative 0 0 2 69 0

High Negative 0 0 0 0 65

Positive 6 96 3 7 10

High Positive 88 0 0 0 0

Total 100 100 100 100 100

Table 3. Values of F-Score, recall, and precision from the Proposed Approach

Categories Precision Recall F-score

High Positive 88% 100% 93%

Positive 96% 88% 91%

Neutral 95% 60% 75%

Negative 78% 96% 80%

High Negative 71% 98% 79%

Average 85.6% 88.4% 83.6%

The proposed approach has given an average precision value of 85.6, Recall of 88.4%
and an F-Score of 83.6%. There was significantly reduced recall for the “positive” group
(88%), and somewhat less recall for the “negative” category (96%). Also, the proposed
approach had given a high recall value of 100% and 98% percentage in High Positive
and High Negative category. There was somewhat less Recall for the “negative” group
(96%), and slightly less for the “positive” category (88%). With just 55% of recall the
“neutral” category, the suggested technique is seen as resilient since it was necessary to
find both positive and negative comments when studying sentiment in this area in order
to enhance the services. As a result, having poor “neutral” recall has no effect on how
usable the suggested strategy is for SA of cloud service providers since it belongs to
a less advantageous category. For all of the categories, the accuracy was good, except
for “very negative,” where some of the “neutral” categories were mistakenly labelled as
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negative by the proposed method. This is seen as a problem with the technique that was
suggested, and it will be taken into account in future research.

5 Conclusion

In this essay, a novel approach to studying human emotions is proposed. It is based
on a fuzzy logic system with many extracted characteristics. The suggested method,
which can be categorized as a mix of machine learning and dictionary-based methods,
combines the polarities of the emoji, hashtag, and intense words in fuzzy logic after
extracting the polarities of the words in the input text using two dictionaries. As a
result, the implementation of a fuzzy system involves three steps: fuzzification, rule
evaluation, and aggregation. For each input, the systemmay produce one of the following
five outputs: high positive, positive, neutral, negative, or high negative. Three well-
known cloud service providers, Amazon, Google, and Microsoft, were included in a
dataset measuring consumers’ satisfaction with providers. The suggested approach’s
performance on the gathered data revealed that it had an F-score of 83.6%, an precision
of 85.6%, and a recall of 88.4%. The outcomes also showed that 100% of the time,
the suggested method correctly remembered both “high positive” and “high negative”
categories. The recall for the “negative” group was somewhat lower (96%), while the
recall for the “positive” category was slightly lower (88%). Despite the poor recall of
the “neutral” category (60%), the suggested technique is regarded as robust since it was
necessary to discover negative and sometimes positive feedbackwhen studying themood
of such a domain in order to enhance their services. As the less advantageous category
in the suggested method, having a poor “neutral” recall has no effect on the usefulness
of the proposed technique for SA of cloud service providers. All categories, with the
exception of “strong negative,” had excellent results in terms of accuracy. Several of the
“neutral” classes were given a negative label by the suggested technique, which is seen
as a drawback and will be taken into account in further work.
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Abstract. Real-time web applications are widely implemented and used past few
years. Different web applications like sports, taxi booking, stocks, tracking system
needs to refresh itself without any human request. Different business and organi-
zation demand automate refresh of web pages to give users a better experience.
Hyper Text Transfer Protocol (HTTP) is a basic and slow technology for informa-
tion exchange between client and server. It is not appropriate for real time changes
and updates. WebSocket is communication protocol with persistent connection. It
has event driven architecture and duplex communication that makes it suitable for
real time web. Further, SignalR is a library with automatic reconnection feature
and fallback transports features. This research paper discusses HTTP, WebSocket
and SignalR in terms of their data transfer, connection, performance, error han-
dling, and reliability. This study gives an idea of three protocols performance and
benefits in different use cases.

Keywords: Real time web applications ·WebSocket · SignalR · Protocol

1 Introduction

A real-time web application enables user interaction in real-time such that any event and
consecutive changes made by a user gets immediately effective in the system for access
by others. Different real time applications like chat applications, collaborative document
editing, real-time analytics, online gaming etc are widely used to support different tasks
of users. When compared to conventional web applications, which often require users to
refresh the page to see new content, real time wed applications offer a more interactive
and engaging user experience. Real-time web applications like slack, Google Docs,
Trello, and Twitch [1] etc are widely used by companies to customize intra-employee
communication, document availability and collaborative updating, track tasks etc. In
current era online applications, need constant communication between the server and
client, the conventional HTTP request/response approach has shown to be inefficient.
HTTP performs slow especially for applications demanding large data transfers. HTTP
is a request-response protocol wherein each request and responsemust be communicated
in its entirety before the next request can be generated.With this, the overall performance
of an application may suffer due to delays caused by latency generated due to distance,
network congestion or bandwidth limitations [2].
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New technologies have consequently arisen with the goal to offer a more effective
and trustworthy method of real-time communication. Using a single TCP(Transmission
Control Protocol) connection,WebSocket is a technology that permits two-way commu-
nication among client and server. The ability ofWebSocket to decrease network latency
and enhance application speed is one of its key advantages to increase its adaptability
by developers. This is because WebSocket uses initial handshake (for authorization and
authentication), a WebSocket connection solely uses HTTP; thereafter, it uses a TCP
connection to transfer data using its own protocol. More over, the WebSocket offers a
faster method of data transport between client and server because it employs a binary
data format that is more compact as compared to HTTP’s text-based format, which is
more compact. The amount of data that needs to be transmitted over the network is
decreased which in result support performance and use less bandwidth [3].

Real-time communication in web applications is made simpler using the library
SignalR, which is built on top of WebSocket. SignalR is the free and open-source that
enables server to send asynchronous messages to client-side web application. SignalR
shields from low-level facts so that it appears as though the client and server are connected
permanently and persistently. SignalR offers an API for building server-to-client and
client-to server remote procedure calls (RPCs) that may be used to provide data to clients
and receive data from them. SignalR offers advantages like reduced latency, scalability,
automatic reconnection etc.Web applications that require real-time updates, such as chat
rooms, online games, real-time dashboards, and other applications, frequently employ
SignalR [5].

The study in this paper presents an in-depth assessment between HTTP, WebSocket
and SignalR based web systems in terms of functionality, scalability, usability, and
security. This study presents pros and cons of each of three and discusses use cases in
various situations. The research will assist architects and developers to choose the best
approach for real time web application.

2 Literature Study

According to Alex Diaconu [11] limitation of HTTP since its inception HTTP has gone
a long way. The issues using HTTP as the underlying transport protocol have forced
WebSocket to evolve to achieve higher performance. HTTP was developed to provide
hypermedia resources in a request-response manner. Real-time application, which typ-
ically require frequent or continuous client-server contact and the capacity to respond
quickly to changes, had not been optimised to run on it. The real-time web has been
transformed byWebSocket technology,which allows programmers tomake dynamic and
responsive apps. According to study of Paul Murley, Zane Ma, Joshua Mason, Michael
Bailey, Amin Kharraz [18] WebSocket is a relatively new technology that has gained
a lot of popularity since it enables low-latency, two-way communication between web
clients and servers. Rui Lu and Zhenyu Chen [27] suggests that WebSocket is the ideal
option if full-duplex, bidirectional communication with low latency is a top goal and
cross-browser support is less crucial. However, SignalR is a better choice because it
offers WebSocket-like features with fallback options for browsers that do not support
them. In addition, WebSocket frameworks like SignalR offer approaches for scaling
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and optimisation that enable the handling of numerous concurrent users. Eilon Lip-
ton [19] study claims that for creating real-time web application with need to update
clients instantly, SignalR is a compelling tool. The SignalR library offers a straight for-
ward application programming interface (API) for integrating real-time functionality
into web applications and supports a few transport protocols, includingWebSockets and
long-polling.

3 HTTP vs WebSocket and SignalR

A network protocol is a description of collection of rules or instructions that directs how
a network should behave. This involves the design and structure of messages, their trans-
mission and reception in chronological sequence, and the decisions made in response
to the data they contain [16]. This section discusses three network protocols/library and
their corresponding attributes and fitness in context of relal time web applications.

3.1 Data Transfer

Data transport protocols primarily used in web applications are HTTP, WebSocket, and
SignalR, however eachof these protocols vary in termsof functionality anduse cases. The
common protocol used for sending data over the internet is HTTP is a request-response
protocol. Onweb servers, content is stored.Web servers are also known as HTTP servers
since they support theHTTP protocol. TheseHTTP serversmaintain the data of the Inter-
net and make it available to HTTP clients upon request HTTP uses TCP connection to
send and receive data as it is stateless where each request is independent of all previous
and upcoming requests [10]. TheWeb Socket protocol allows for real-time, bidirectional
communication between client and server. Data can be transferred in both directions
without the need for repeated requests as it establish a persistent connection between
the client and server. WebSocket is especially useful for applications based on real-time
updates and low latency such as chat programmes, online games etc [11]. The SignalR
is a library which uses WebSocket whenever possible, which includes functionality like
connection management, automatic reconnections, and support for different transport
protocols (including WebSockets, Server-Sent Events, and Long Polling). WebSockets
and SignalR offer extra functionality for real-time communication, while HTTP is the
standard protocol used for data delivery only. Low latency real-time applications ben-
efit from WebSockets, although SignalR offers more functionality and makes real-time
application development easier [22].

3.2 Connection

With the use of HTTP protocol, client and server communicate via requests generated
by client to server where each request is independent of any prior requests. For each pair
of request-response cycle, a connection is established that is terminated after each cycle
is finished. This connection approach is appropriate for online applications, including e-
commerce websites or static websites, where real-time communication is not necessary
[24].
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WebSocket applies a stateful connection mechanism. Here the same connection
instance is maintained even after data exchange process is complete among client and
server. Second, WebSocket is bi-directional where data may be sent and received in
real time from client and server simultaneously. Consecutively, WebSocket helps to
construct exceptionally responsive and dynamic applications those offer a seamless user
experience by utilisingWebSocket [1]. SignalR offers a high-level abstraction overWeb-
Sockets that helps developers to concentrate on core functionality implementation of the
respective application without having to worry about the nitty-gritty of the communi-
cation protocol. It is an effective tool for creating real-time web applications that need
sophisticated capabilities and flexibility [25].

3.3 Scalability

The scalability of a web application is the capacity to manage multiple concurrent con-
nections preserving high performance and cost in response to change in application. A
HTTP server is capable to process concurrent requests effectively as the most popular
application like Google and Facebook process billions of requests per day using HTTP.
Beside more concurrent demands, scalability also means to preserve good performance,
de pendability, and security while scaling up. HTTP is scalable but for accomplishing
scalability user need careful planning and optimizing technique [10]. In comparison,
WebSockets are persistent that makes them better that HTTP requests. The WebSocket
client establishes a new connection and then reuses the same for communication with
server. Both the server and client can broadcast and reply to events across the same per-
sistent connection. This is known as duplex connection. A load balancer can be used to
open connections, but once established the connection remains with the server until it is
terminated or disrupted. The use of vertical and horizontal scaling allows the application
to add extra WebSocket servers to manage increased load [11].

However, scalability in SignalR is achieved by – vertical scaling and horizontal
scaling. Scaling vertically increased the power (e.g., CPU, RAM) of an existing com-
puter and is also referred to as scaling up. Scaling horizontally increased the number
of machines on the network to share the processing load is a process known as scaling
out. The advantage of SignalR over WebSocket is that SignalR enables high scalability
and fault tolerance by distributing messages over numerous servers. Performance can
be enhanced by, for instance, distributing data over several servers to avoid obstruction
[5].

3.4 Communication

HTTP is clearly a request-response. The client generates a request whereas the corre-
sponding server waits until it receives a complete request and sends a reply only after
that. The client and server cannot send message at the same time as http is a half-duplex
in nature [23]. WhereasWebSocket utilises full duplex communication by default. Web-
Sockets is an option when a full duplex communication is taking place [26]. Depending
on the transport mode it uses, SignalR can communicate in full or half duplex.
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3.5 Methods and Events

Methods are used in HTTP such as GET, POST, PUT, and DELETE for exchange of
information [21]. A web page or picture file can be retrieved from a server using the
GET protocol. For example, when submitting a form or uploading a file, POST is used
to transmit data to a server for processing. Similarly, PUT is the method for updating
already-existing data like updating a file or a database record and DELETE is used
to delete data from a server, including database records and files. HTTP completely
functions based on polling mechanism [10].

In contrast to HTTP, WebSocket is an event driven protocol. Both client and server
listen to events to handle data change, error occurrence and connection status. Web-
Socket also has two methods send() and close () for the purpose to transmit data and
close the connection respectively. Other than methods, WebSocket also has four events
named as open, message, error and close with callbacks nooepn, onmessage, onerror
and respectively [11].

SignalR uses methods OnReconnected(), OnDisconnected(), OnConnected() When
a onclose transport con nection is automatically re-established after becoming lost [11],
the Hub’s OnReconnected event handler fires. After the end of a SignalR connection,
the OnDisconnected event handler is called. The framework offers a collection of events
that can be started at various points in a SignalR connection’s lifespan [20].

3.6 Error Handling

Even though all three protocols handle errors, the precise methods and procedures
employed does vary depend ing on connection models and protocols lifecycles. HTTP
relies on error codes and response messages. HTTP error codes occurs when web page
is no longer accessible (404 not found) or if there is a server issue (500 inter nal error).
Although, error codes of HTTP are not a part of web pages, alternatively, they are server
response indicating how the request was handled [10].

On the other side WebSocket is event driven and uses error events and close codes
When there is an unex pected error or problem (like when some data couldn’t be trans-
mitted), the error event is fired. An error event is always swiftly followed by a close event
since errors force the WebSocket connection to terminate [11]. Where as SignalR offers
extra error handling tools built on top of WebSocket such as automatic reconnection,
connection management [12].

3.7 Reliability

HTTP is not the ideal choice for real-time applications as it demands a constant com-
munication. Though TCP abstraction is the web socket. In other words, TCP is the pro-
tocol that underlies the Web Socket protocol (Web socket messages are transferred over
TCP). TCP is used on top of the HTTP protocol [11]. Implementations of WebSocket
have their own frames or packets, which may include extra assurances such message
sorting based on correlation ids, so http can be ideal choice rather than http. SignalR
offers further characteristics that helps to make real-time applications more reliable and
resilient as it supports multiple transport protocols and group management which makes
Acknowledgement (ACK) more powerful and flexible (Fig. 1).
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Fig. 1. HTTP vs WebSocket Connection

SampleHeading (Forth Level). The contribution should contain nomore than four levels
of headings. The following Table 1. Gives a summary of all heading levels.

Table 1. HTTP vs WebSocket vs SignalR

Parameters HTTP WebSocket SignalR

Data transfer Small amount of data
Occasional updates

Frequent updates
Data transferred quickly

More flexible than
WebSocket
Low latency

Connection Stateless
Unidirectional

Stateful
Bi-directional

Stateful

Scalability Less effective when
traffic increase

More scalable than
HTTP

Alternate transport
protocol
Distributing data

communication Half-duplex Full duplex Use both full-duplex
and half-duplex

Performance Each request and re
sponse are independent.
Poor performance

Supports data
compression
Better performance
compared to HTTP

Multi-platform
compatibility
Automatically select
optimum transport
protocol

Error Handling Relies on error codes
and response messages

Uses error events
and close codes

Automatic reconnec
tion

Reliable Not ideal for real time
application

It is ideal choice for real
time application

Make ACK more
powerful
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4 Analysis and Observations

This study discusses all three technologies i.e., HTTP, WebSocket and SignalR. The
discussion and details presented above are evidence to claim that that when HTTP,Web-
Socket and SignalR are compared, each of these three has advantages and disadvantages
primarily based on the use case and context of the application to be developed. Important
observations are listed below.

a. HTTP is a trustworthy protocol for client-server interaction, but it is not intended for
real-time and two-way communication.

b. For a web application that largely relies on CRUD operations and the user doesn’t
need to respond to changes right away, HTTP is a good option.

The WebSocket, on the other hand is important to be adopted to achieve scalable,
low-latency and reliable real-time web applications. The lightweight

c. WebSocket protocol, permits full-duplex communication between a client and server,
making it perfect for real-time applications like chat programmes and online games.

d. SignalR builds on top of WebSocket and provides additional features such as au
tomatic reconnection, message grouping [12].

Ultimately, the application-specific requirements determine the protocol and library
to be used. While making the technology decision, developers must carefully weigh the
trade-offs between performance, dependability, and ease of implementation. Real-time
communication technologies like WebSocket and SignalR are trust worthy, but their
dependability varies depending on the use case and how the technology is implemented
by the developer.

5 Conclusion

Realtime web applications are important to industry and business. Each company wants
web pages updating in real time for better user experience and no delay in in formation.
This paper does an exhaustive and comparative discussion on three web application
technologies i.e., HTTP,WebSocket, SignalR. TheHTTP is basic proto col, exhaustively
used for web application development and usage. However, HTTP fails to support real
time updates due to request-response and polling mechanism for refresh. Alternatively,
WebSocket and SignalR are event driven and duplex connection-based techniques that
ensures a all-time connectivity and refresh on client time in real time.
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Abstract. The proposed IoT-based energy monitoring system is a powerful tool
for managing and monitoring energy consumption in homes and small businesses.
It is designed to measure the voltage and power consumed by appliances con-
nected to it, providing users with real-time energy consumption data and a histor-
ical record of energy usage over time. Additionally, the system is equipped with
features that enable remote access via a software application, allowing users to
monitor their energy consumption and track their daily usage patterns to identify
opportunities for energy savings. One of the most significant advantages of this
system is its ability to turn off the appliances connected to it. Users can set up
the system to turn off appliances when they are not in use, reducing energy con-
sumption and lowering their electricity bills. The software application provides
users with a comprehensive view of their energy consumption, allowing them to
identify the appliances that consume the most energy and develop strategies to
conserve energy. The application’s data storage capabilities enable the safe and
secure storage of energy consumption data, which can be accessed at any time. The
appliance is a sophisticated energy monitoring system that operates by measuring
the power and voltage consumption of appliances. It can be easily integrated into
a home or small business network, and its data can be accessed remotely through
the software application. With its powerful features, including real-time energy
consumption monitoring, historical data tracking, and the ability to turn off con-
nected appliances, this IoT-based energy monitoring system is an ideal choice for
those looking to conserve energy and lower their energy bills.

Keywords: IoT-based energy monitoring system · voltage · power · remote
access · energy consumption data · historical record · conserve energy · data
storage · turn off appliances · real-time monitoring

1 Introduction

In recent years, energy management has become a critical issue in homes and small busi-
nesses due to the ever-increasing demand for energy and the need to conserve resources.
With the advent of the Internet of Things (IoT), a new generation of energy monitor-
ing systems has emerged, enabling consumers to monitor their energy consumption

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Kadry and R. Prasath (Eds.): MIKE 2023, LNAI 13924, pp. 136–147, 2023.
https://doi.org/10.1007/978-3-031-44084-7_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44084-7_14&domain=pdf
https://doi.org/10.1007/978-3-031-44084-7_14


An IoT Based Early Alert System 137

more efficiently and take steps to reduce their energy usage. The proposed IoT-based
energy monitoring system aims to provide users with real-time monitoring of energy
consumption and control over connected appliances, offering a simple and effective way
to conserve energy [1].

The idea of monitoring energy consumption and controlling appliances remotely is
not new. Several studies have been conducted on energy monitoring and conservation,
and a variety of devices have been developed to help usersmanage their energy usage [2].
For instance, a study by Han et al. (2012) proposed a system that allows users to monitor
energy consumption in real-time and control appliances remotely. The system used
sensors and a cloud-based platform to provide users with real-time energy consumption
data and offer suggestions for energy conservation [3]. The system consisted of sensors
and smart plugs that could be used to turn off appliances when they were not in use,
helping users reduce their energy consumption [4]. Similarly, a study by Tian et al.
(2013) developed an energy monitoring system that could measure and analyze energy
consumption in homes and small businesses.

The proposed IoT-based energy monitoring system builds on the work of previous
studies and offers several innovative features that make it an ideal solution for homes
and small businesses [5]. First, the system can measure voltage and power consumption
accurately, providing users with a precise measurement of their energy usage. Second,
the system is integrated with a software application that allows users to access real-time
energy consumption data and historical records of energy usage [6]. This feature enables
users to monitor their energy usage and identify opportunities for energy conservation.
Third, the system has the ability to turn off connected appliances remotely, providing
users with a convenient way to conserve energy and reduce their electricity bills [7].

Several studies have shown that energymonitoring systems can be effective in reduc-
ing energy consumption [8–10]. For example, a study by Jin et al. (2015) found that
energy monitoring systems can help users reduce their energy consumption by up to
15%. Similarly, a study by Garg and Singh (2015) showed that energy monitoring sys-
tems can help users identify energy wastage and develop strategies for energy conserva-
tion. These studies highlight the importance of energy monitoring systems in promoting
energy efficiency and reducing energy consumption.

The proposed IoT-based energy monitoring system offers several advantages over
traditional energy monitoring systems. First, it provides real-time energy consumption
data, enabling users to monitor their energy usage and identify areas for improvement.
Second, the system can be controlled remotely, allowing users to turn off appliances
and reduce energy consumption with ease. Third, the system is highly accurate and
reliable, ensuring that users receive precise measurements of their energy usage. These
advantages make the proposed system an ideal solution for homes and small businesses
looking to conserve energy and reduce their electricity bills.

In conclusion, the proposed IoT-based energy monitoring system is a significant
innovation that can help consumers manage their energy consumption more effectively.
The system’s innovative features, including real-time energy consumption monitoring,
remote control of appliances, and accurate measurements of energy usage, make it an
ideal solution for homes and small businesses. The system builds on the work of previ-
ous studies on energy monitoring and conservation and offers several advantages over
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traditional energy monitoring systems. The next section will discuss the methodology
used in developing the proposed system.

2 System Description

The power supply of 220 V is given to the step down transformer. It converts the high
volt to low volt and the power supply of 12 V is given to the rectifier. Rectifier has 2
regulators, 7812 and 7805. 7812 is the regulator that is used for the power supply of
12 V for the relay. 7805 is used to provide power supply for the controller, WiFi Module
and LCDDisplay. 2 Current sensors and 2 voltage sensors are connected with it. Voltage
sensor is done by connecting the rectifier with the Potential transformer. Analog input is
given to the Arduino board. The values are updated to the cloud and that can be accessed
by software using the channel number. The values can be viewed on the software. Once
the units reaches the threshold. With the relay the power is turned off.

2.1 Hardware Components

2.1.1 Microcontroller Arduino Uno

Arduino Uno is a popular microcontroller board that is widely used in energymonitoring
devices for data acquisition, processing, and control. In energy monitoring systems,
Arduino Uno is used as the main control unit that interfaces with different sensors and
modules to collect data, analyze it, and provide control signals to different components.

By using Arduino Uno, energy monitoring devices can be customized and pro-
grammed to meet specific requirements, enabling the implementation of advanced mon-
itoring and control algorithms. Arduino Uno is equipped with various input/output pins
that can be used to interface with different sensors and modules, such as current and
voltage sensors, WiFi modules, LCD displays, and relays (Fig. 1).

Fig. 1. Microcontroller Arduino Uno
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2.1.2 Step Down Transformer

Step-down transformers can also be useful in energymonitoring devices, which measure
and monitor the amount of electrical energy used by households, businesses, or other
facilities. These devices typically use current transformers (CTs) or voltage transformers
(VTs),which are types of step-down transformers, to reduce the voltage or current level of
the AC power signal before it is measured. The current transformer reduces the current
level of the AC signal, making it easier to measure accurately. Similarly, a voltage
transformer can be used to measure the voltage level of the AC signal by reducing it to
a lower, more manageable level.

Fig. 2. Step Down Transformer

2.1.3 Current Sensor

Current sensors, also known as current transducers, are important components in energy
monitoring devices used for measuring and monitoring electrical energy consumption.
These devices measure the electrical current flowing through a conductor and convert
it into an electrical signal that can be measured and analyzed. In energy monitoring
devices, current sensors are typically used with a microcontroller or a similar electronic
device that can process the signals from the sensor and calculate the amount of electrical
energy being consumed by the load. By measuring the current flowing through a power
line, current sensors can provide real-time information about the power consumption of
devices, machines, or entire systems, which is essential for optimizing energy usage,
identifying power-hungry appliances, or detecting energy waste and leaks. Current sen-
sors are widely used in energy monitoring systems for various applications, such as
monitoring the power consumption of HVAC systems, refrigeration systems, motors,
pumps, and lighting systems in industrial, commercial, and residential settings (Fig. 3).
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Fig. 3. Current Sensor

2.1.4 Voltage Sensor

Voltage sensors are important components in energymonitoring devices used formeasur-
ing and monitoring electrical energy consumption. These devices measure the electrical
voltage level of a circuit and convert it into an electrical signal that can be measured and
analyzed. In energy monitoring devices, voltage sensors are typically used in conjunc-
tion with current sensors to determine the amount of electrical energy being consumed
by a load. By measuring both the current and voltage levels of a circuit, the power con-
sumption of the load can be calculated in real-time. This information can be used to opti-
mize energy usage, identify power-hungry appliances, or detect energy waste and leaks.
Voltage sensors are essential components in energy monitoring devices that enable the
accurate and precise measurement of electrical energy consumption, facilitating energy
management and conservation efforts in various industries and applications.

2.1.5 Relay

Relays are important components in energy monitoring devices used for controlling the
flow of electrical power to loads or circuits. In energy monitoring systems, relays are
used to switch power on and off to the loads being monitored. Relays work by using an
electromagnetic coil to open or close a set of contacts. When the coil is energized, the
contacts close and power flows to the load. When the coil is de-energized, the contacts
open, and power is disconnected from the load. In energy monitoring systems, relays are
typically used to control the power supply to specific loads or circuits. For example, a
relay can be used to switch off the power supply to a specific appliance during off-peak
hours when energy consumption is high. This can help to reduce energy consumption
and save costs. Relays can also be used to control the power supply to entire buildings
or facilities (Fig. 4).
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Fig. 4. Relay

3 Proposed System

• Hardware Components: The proposed system will include a set of hardware compo-
nents such as sensors, microcontrollers, and relays to measure the voltage and power
consumed by the appliances that are connected to the system. These components will
be connected to a central hub that will communicate with the software application.

• Software Application: The system will include a software application that will be
accessible from a mobile device or computer.

• Cloud Storage: The data collected by the sensors will be stored on a cloud-based
platform. The cloud storage will allow for easy access to the data from anywhere in
the world and ensure the data is not lost in case of a system failure.

• Data Analytics: The proposed system will incorporate data analytics to provide
insights into energy consumption patterns. The data analytics will help users identify
which appliances consume the most energy and at what time of day, enabling them
to make more informed decisions about their energy consumption.

• Integration with Smart Home Devices: The proposed system can be integrated with
smart home devices to provide a more seamless user experience.

3.1 Methodology

1. Identify the objectives and requirements:

– Define the goals of your early alert system, such as reducing energy consumption,
identifying abnormal usage patterns, or optimizing energy efficiency.

– Determine the specific requirements, including the types of sensors, communica-
tion protocols, and alert mechanisms you want to incorporate.

2. Sensor selection:

– Choose appropriate sensors to collect data on energy consumption. This can
include smart energy meters, current sensors, temperature sensors, or occupancy
sensors.

– Ensure that the selected sensors are compatible with IoT platforms and can provide
accurate and real-time data.



142 V. Chakkaravarthy et al.

3. IoT platform and connectivity:

– Select an IoT platform or framework that supports data collection, storage, and
analysis. Examples include AWS IoT, Google Cloud IoT, or Microsoft Azure IoT.

– Determine the connectivity options for your IoT devices, such asWi-Fi, Bluetooth,
or Zigbee, based on the range and scalability requirements.

4. Data collection and transmission:

– Install and configure the selected sensors to collect energy consumption data at
regular intervals.

– Establish a secure and reliable communication channel between the sensors and
the IoT platform for transmitting the data. Ensure encryption and authentication
mechanisms are in place to protect the data.

5. Data storage and processing:

– Set up a data storage system, such as a cloud database, to store the collected energy
consumption data.

– Implement data processing algorithms to analyze the data and identify patterns or
anomalies in energy usage. This can involve statistical analysis, machine learning,
or rule-based methods.

6 Alert generation and notification:

– Define the criteria for triggering an alert based on predefined thresholds or
abnormal usage patterns.

– Implement an alert generation mechanism that can generate notifications when
unusual energy consumption is detected.

– Choose appropriate alert mechanisms, such as email notifications, SMS alerts, or
mobile app notifications, to inform users about energy consumption anomalies.

7. User interface and visualization:

– Develop a user-friendly interface, either a web or mobile application, to visualize
energy consumption data and provide insights to users.

– Display real-time energy consumption information, historical trends, and alerts in
an easily understandable format, such as graphs or charts.

8. Testing and validation:

– Conduct extensive testing of the entire system to ensure its reliability, accuracy,
and responsiveness.

– Validate the system’s effectiveness in identifying abnormal energy consumption
and generating timely alerts.

– Gather user feedback and iterate on the system to improve its performance and
usability.
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9. Deployment and maintenance:

– Deploy the system in the target environment, such as residential homes or
apartments.

– Monitor the system regularly to ensure it continues to functionproperly andprovide
accurate alerts.

– Address any maintenance or upgrade needs, such as replacing faulty sensors or
updating the software, to maintain the system’s efficiency over time.

4 Circuit Implementation

See Fig. 5.

Fig. 5. Circuit of the Proposed System

5 Energy Consumption Graph

See Fig. 6.
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Fig. 6. Energy Consumption Graph

6 Future Enhancements

Enhanced Data Analytics: The current system collects data on energy consumption but
there is scope for further analysis of the data to provide insights into energy consumption
patterns, such as identifying which appliances consume the most energy and at what
time of day. This could help users make more informed decisions about their energy
consumption and identify areas for potential energy savings.

Artificial Intelligence: AI could be integrated into the system to provide predictive
analysis of energy consumption patterns, enabling users to make more informed deci-
sions about how they use their energy. For example, the system could predict when
energy usage is likely to be high and suggest ways to reduce consumption or reschedule
energy-intensive tasks.

Renewable Energy Integration: With the increasing adoption of renewable energy
sources, such as solar panels, wind turbines and hydroelectric systems, IoT-based energy
monitoring systems can be enhanced tomeasure the energy generated from these sources
as well as the energy consumed. This would enable users to optimize their use of
renewable energy and potentially sell excess energy back to the grid.

Smart Grid Integration: With the advent of smart grid technology, IoT-based energy
monitoring systems can be integrated with the smart grid to enable more efficient
energy consumption. For example, the system could receive signals from the grid indi-
cating when energy prices are low, enabling users to schedule energy-intensive tasks
accordingly.

Voice-Activated Controls: Integrating voice-activated controls into the systemwould
provide a more convenient way for users to control their appliances. Users could simply
issue voice commands to turn appliances on or off or adjust their settings.

Augmented Reality: By integrating augmented reality into the system, users could
get a visual representation of their energy consumption in real-time. For example, they
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could use their smartphone or tablet to view a 3D model of their home and see which
appliances are consuming the most energy.

Blockchain Technology: Integrating blockchain technology into the system could
provide a more secure and transparent way of managing energy transactions. For exam-
ple, users could earn rewards for reducing their energy consumption during peak demand
periods, and these rewards could be stored on a blockchain-based platform.

7 Advantages

Energy Savings: One of the primary advantages of an IoT-based energy monitoring
system is the potential for energy savings. By monitoring and controlling the energy
consumption of connected appliances, users can optimize their energy usage and reduce
their overall energy bills.

Increased Awareness: IoT-based energy monitoring systems provide users with real-
time information on their energy consumption, which can increase their awareness of
how much energy they are using and where it is being used. This can help users make
more informed decisions about their energy consumption and potentially reduce their
energy usage.

Remote Control: IoT-based energy monitoring systems allow users to control their
connected appliances remotely, which can be particularly useful for households with
multiple occupants or for users who are away from home for extended periods.

Improved Efficiency: By optimizing energy consumption patterns, IoT-based energy
monitoring systems can improve the overall efficiency of energy usage. This can lead to
reduced energy waste and potentially lower greenhouse gas emissions.

Data Analytics: IoT-based energy monitoring systems provide users with detailed
information on their energy consumption patterns. This information can be used to
identify inefficiencies and areas for improvement, enabling users to make informed
decisions about their energy consumption.

Integration with Smart Home Devices: IoT-based energy monitoring systems can be
integrated with smart home devices such as thermostats, lighting, and security systems,
providing users with a more seamless user experience.

Cost-Effective: IoT-based energy monitoring systems are generally cost-effective
compared to traditional energymonitoring systems.Additionally, the potential for energy
savings can help users recoup the initial investment in the system over time.

Environmental Benefits: By reducing energy waste and potentially lowering green-
house gas emissions, IoT-based energy monitoring systems can provide environmental
benefits and contribute to a more sustainable future.

8 Limitations

• While an IoT-based energy monitoring system has many benefits, it also has some
limitations that should be considered. Here are some potential limitations:

• Cost: IoT-based energy monitoring systems can be expensive to install and maintain.
This could limit their adoption among households and small businesses that cannot
afford the upfront costs.
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• Connectivity: The reliability of the system depends on the strength of the internet
connection. Poor connectivity can affect the accuracy of the data collected and the
ability to control appliances remotely.

• Compatibility: The system may not be compatible with all types of appliances. Older
appliances may not be able to connect to the system, or may require additional
hardware to do so.

• Security: IoT devices are vulnerable to cyber-attacks, and an energy monitoring sys-
tem is no exception. Hackers could potentially gain access to the system and control
appliances remotely or steal sensitive data.

• Data privacy: Collecting data on energy consumption raises concerns about data
privacy. Users may not want their energy usage data to be shared with third-party
companies or government agencies.

• Reliability: The accuracy of the system’s data collection depends on the accuracy
of the sensors used. If the sensors are not properly calibrated or are faulty, the data
collected may not be accurate.

• Limited Control: While the system allows users to control their appliances remotely,
it may not provide the same level of control as manual control. Users may not be
able to adjust the settings of their appliances as precisely as they would if they were
physically present.

• Overall, while an IoT-based energy monitoring system has many advantages, it is
important to consider these potential limitations and address them appropriately.

9 Conclusion

In conclusion, the IoT-based energy monitoring appliance offers an efficient and effec-
tive solution to monitor and manage energy consumption in homes and businesses. By
providing real-time energy consumption data and historical records of energy usage, the
system enables users to make informed decisions about their energy usage and identify
opportunities to save energy and reduce costs.

The ability to remotely turn off connected appliances to conserve energy also offers
added convenience and control. The system provides accurate measurements of energy
usage for each appliance, allowing users to understand the energy consumption of
individual appliances and make informed decisions about their usage.

Moreover, the system is easily accessible through auser-friendly software application
that provides a comprehensive overview of energy consumption, making it easy for users
to understand their energyusage and identify areas for improvement.By storing historical
records of energy usage, the system also allows users to track their energy consumption
over time and identify patterns and trends.

Overall, the IoT-based energy monitoring appliance represents a significant step for-
ward in energymanagement technology and has the potential to revolutionize thewaywe
monitor and manage energy consumption in homes and businesses. The system provides
a cost-effective and easy-to-use solution for energy management that has numerous ben-
efits for both individuals and society as a whole, including reduced energy consumption,
cost savings, and a more sustainable future.
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Abstract. Security in Mobile Ad Hoc Networks (MANETs) is complicated by
attacks such request route flooding, which are simple to launch but hard to defend
against. An attack can be launched by a rogue node by delivering a flood of
route request (RREQ) packets or other worthless data packets to non-existent
destinations. As the network’s resources have been exhausted trying to handle this
deluge of RREQ packets, it has been rendered incapable of performing its usual
routing function. The majority of the available literature on identifying such a
flooding assault use a threshold based on the rate of RREQ generation attributable
to a certain node. These algorithms are effective to a point, but they have a high
misdetection rate and hinder the efficiency of the network. Using a (CNN), a
Bidirectional Long Short and the (RF) for classification, this study suggests a
novel technique for detecting flooding threats. The method uses each node’s route
discovery history to recognise shared traits and routines among members of the
same class, allowing it to determine whether or not a given node is malicious.
The effectiveness of the projected method is measured by associating the results
of NS2 simulations run under normal and RREQ attack scenarios with respect to
attack detection rate, packet delivery rate, and routing load. Simulation findings
demonstrate that the proposed model can identify over 99% of RREQ flooding
assaults across all scenarios with route discovery, and outperforms state-of-the-art
methods for RREQ flooding attacks in terms of packet delivery ratio and routing
burden.

Keywords: Route request · Mobile Ad Hoc Networks · Flooding attack ·
Convolutional Neural Network · Random Forest

1 Introduction

AMANET is network that does not rely on a predetermined topology to facilitate com-
munication activities. Temporary network formed by wireless nodes that rely on multi-
hop communications since no underlying infrastructure is present [1]. Self-organization
and decentralised control are hallmarks of MANETs, making it possible for individual

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Kadry and R. Prasath (Eds.): MIKE 2023, LNAI 13924, pp. 148–160, 2023.
https://doi.org/10.1007/978-3-031-44084-7_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44084-7_15&domain=pdf
https://doi.org/10.1007/978-3-031-44084-7_15


Securing the MANET by Detecting the Flooding Attacks 149

nodes to work together to achieve the network’s goals and ensure reliable communica-
tion. Issues with routing, security, access control, dependability, and power consump-
tion are only some of MANET’s difficulties [2]. To overcome these obstacles, a secure
routing protocol is used in order to identify rogue nodes and isolate them from the
communiqué network so that network performance may be improved. In MANETs,
data announcement must be protected at all times. The majority of DoS attacks [3,
4] originate from security breaches caused by packet flooding on the network, which
uses up more resources and leads to congestion. By using a trustworthy route, you may
lessen the chances of interacting with malicious nodes. For MANETs to be a secure,
low-infrastructure communication channel, trust management is essential [5]. The on-
demand routing architecture employed by AODV relies heavily on routing protocols to
determine which paths to take. Security parameters are included in the route reply packet
and the discovery packet by changing them [6].

Without intermediary devices like routers or base stations, communication between
MANET nodes is possible. Transmissions such as single-hop and multi-hop are used
in MANETs to facilitate communication between mobile nodes via intermediary nodes
that function as routers to transmit and relay messages [7, 8]. MANETs’ instantaneous
deployment and lack of need for a preexisting infrastructure make them a strong con-
tender for use in a wide variety of contexts, including but not incomplete to: military and
police communications; fire and rescue; inter-vehicle networks; emergency and disaster
recovery; personal area networks; healthcare; and educational and medical settings. The
cooperative and dispersed nature of a MANET’s routing design makes it more suscep-
tible to denial-of-service assaults [11]. DoS attacks are launched to stop their intended
recipients from making use of the system’s resources and, by extension, its services.
Mobile nodes in MANETs are particularly vulnerable to intrusion, and once infiltrated,
theymay be used to achieveDoS assaults. (DoS) attacks occur when several nodes across
a network all launch simultaneous DoS attacks. DDoS bouts are more hazardous and
harder to counteract in real time [12].

There are two broad types of denial-of-service attack: vulnerabilities (in which a
known flaw in the target process is exploited) and floods (in which a large number of
service requests or fake traffic are generated). Hateful nodes will launch a large number
of packets with route RREQ for IP addresses including destinations, draining the battery
capabilities of intermediate nodes and increasing their energy consumption, in a flooding
DoSattack [14]. InMANETs, the discoveryof a route is often initiated packets containing
the RREQ protocol; nevertheless, the flooding of such RREQ fake packets without any
adherence for regulating rate in a network can have a profoundly degrading effect on
system throughput [15].

The following are the most important results from this research.
Create an accurate attack-detection system using an ensemble CNN-BiLSTM-RF

construction trained using ML and DL replicas.
Provide a module for data preprocessing that looks at the temporal features of the

dataset.
To emphasise the importance of the proposed research, a comparison will be

made between the suggested ensemble CNN-BiLSTM-RF construction and the more
traditional learning and DL replicas.
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The residue of the paper is organised as shadows: Sect. 2 summarises the relevant
papers, and Sect. 3 provides a brief account of the suggested model. Sections 4 and 5
show the results of the validation analysis and draw a conclusion…

2 Related Works

Using security localization and an improved multilayer network, Gebremariam et al.
[16] presented detection and localization against numerous assaults (MLPANN). The
suggested approach detects and localisesWSNDoS attacks using a combination of local-
ization andmachine learning techniques. Simulation inMATLAB is used to construct the
suggested system, while the IBM SPSS toolbox and Python are used to handle the data.
Using amultilayer perceptron artificial neural network, we can identify 10 different types
of assaults, such as denial-of-service (DoS) attacks, by dividing the dataset into training
and testing sets. Results from applying the proposed system to benchmark datasets show
that it significantly outperforms the state-of-the-art with an average detection accuracy of
100%, 99.65%, for different types of DoS assaults, respectively. The proposed approach
achieves better results than state-of-the-art alternatives in all measures of localization
performance (accuracy, f-score, precision, and recall). Lastly, simulations are run to
evaluate the security performance of the proposed strategy for identifying and pinpoint-
ing malicious nodes. This technique yields a low localization error approximation of
the unknown node’s position. The results of the simulations demonstrate the efficacy of
the proposed system in detecting and securely localising malicious assaults in wireless
sensor networks that are scalable and hierarchically distributed. With this method, we
were able to reduce the worst-case localization error to 0.49 % and improve the average
to 99.51 %.

A hybrid deep learning strategy, devised by Elubeyd and Yiltas-Kaplan et al. [17],
integrates elements from three distinct deep learning algorithms. Both theoretical analy-
sis and empirical testing showed that this method obtained very high accuracy (99.81%
and 99.88%, respectively) on two separate datasets. Specifically for software-defined
networks, this study represents a major advancement in the field of network security.
DoS/DDoS attacks may be avoided and SDN security can be improved with the help of
the suggested technique. Since SDNs play a key role in today’s network architecture,
safeguarding them from assaults is essential to preserving the reliability and accessibil-
ity of such resources. Overall, the work proves that a hybrid deep learning technique
can effectively spot DoS/DDoS assaults in SDNs, and it points the way for further
investigation into this topic.

Stacked auto-encoder based technique for MANET was presented by Meddeb et al.
[18] to improve intrusion detection systems (Stacked AE-IDS) is a method for minimis-
ing correlation using neural networks in Machine Learning (ML). It employs numerous
processing layers in an effort to model important aspects at a high level and to obtain
a suitable representation feature from Data Correlation. When the input and output
dimensions are the same, the Stacked AE-IDS approach attempts to recreate the input
while minimising the correlation between the two. We suggest a two-stage process for
implementing Deep Learning in IDS. Classification is performed using a Deep Neural
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network (DNN) using the auto-output encoder’s as training data (DNN-IDS). It lever-
ages the most likely assaults to disrupt routing services in Mobile Network and zeroes
down on DoS attacks within labelled datasets available for intrusion detection.

Tekleselassie et al. [19] provide a new way to project information about assaults
on wireless networks onto a grid-like data structure, which can then be used to train
the EfficientNet CNN model. Determine how the attribute values should be arranged in
a matrix before it can be recorded as an image. The goal is to create an accurate and
lightweight IDS module that can be implemented in IoT networks by merging the most
significant subset of features with EfficientNet. Use the AWID dataset (which contains
information onWi-Fi assaults) to analyse the suggestedmodel. Obtain a 99.91%F1 score
of 0.11% for optimal performance. This indicates that the suggested model successfully
leveraged the spatial information in tabular data to preserve detection correctness, and
that its results were equivalent to those of previous statistical machine learning models.
The false positive rate is kept at roughly 0.11 %. So, the suggested model was compared
to three existing machine learning models, and it was shown to be competitive with their
performance. Where it is assumed that the spatial info must be taken into account by
mapping out the tabular data on a grid.

In this research, we suggest (CLPDM-SSA) using the sparrow search algorithm
introduced by Venkatasubramanian et al. [20] and by [21, 22]. This proposal employs
a cluster-based meta-heuristic detector to single out a malicious node in a real-world
data gathering system hit by a packet drop (PD) assault. Results: Throughput„ and false
positive rate are utilised to validate the deployment of NS-2. The results show significant
improvements once SSA intelligence was integrated. The method analyses the central
processing unit and memory to identify false positives of suspected malicious nodes.

A novel Intrusion Detection System (IDS) is presented to increase network perfor-
mance by identifying DDoS assaults in wireless networks by Nalayini and Katiravan
[23], and by [24,25]. In order to pick the features that contribute the most to improv-
ing classification accuracy, we present a novel approach Feature Optimization Method
(SFSH-FOM). In this paper, We provide a new deep learning method, Fuzzy Tempo-
ral Features integrated Convolutional Neural Network, for accurate classification (FT-
CNN). To further enhance performance, we also provide an unique cross-layer feature
fusion technique in this study, which makes use of FT-CNN and LSTM. Using assess-
ment criteria like detection IDS was put to the test on benchmark datasets including
KDD’99, NSL-KDD, and DDoS; the findings demonstrate that the proposed IDS is
more effective than competing methods.

2.1 Research Gaps

There have been a lot of studies showed in this area, but the threshold value has seldom
been taken into account. The study also proposes a deep learning model to determine
the threshold value.

While many studies have been conducted on filtering-based systems, trust, and game
theory, there are still obstacles to overcome before an effective solution can be designed.

Thirdly, there is a lack of study on how to protect AODV-based mobile ad hoc
networks from attacks like hello flooding. We are unaware of any method for protecting
Mobile Adhoc Networks from hello flood attacks.
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3 Proposed System

3.1 Problem Statement

The security of MANET is crucial for revealing and avoiding the many assaults that
pose a risk to MANET. An example of a DoS attack that poses a danger to network
operations is the Flooding attack, which sends out bogus packets in an effort to slow
down or halt legitimate data transmissions between nodes. To discover the shortest way
between network nodes, the original AODV is an on-demand routing protocol; however,
it does not have any means of detecting or avoiding the Flooding attack.

3.2 Our Contribution

To that end, we investigated the nature of the Flooding assault and its impact on the
network, and we improved the deep learning model’s ability to withstand this type of
attack.By empowering nodes in the networkwith the ability to decidewhether the request
is received from an attacker node or from a normal node, our proposed model helps to
avoid false judgement on nodes by putting them in a suspicious list before judging them,
thereby reducing the negative effects of fake request packets on the network. Lastly, we
attempted to make the limit value..

In this research, we provide a new statistically-based method for preventing flooding
attacks on Mobile Adhoc Networks. The suggested approach makes use of the distribu-
tion as a statistical justification for navigating to the node that is causing network disarray
due to an excess of RREQs. Spreading in a Mobile Ad hoc Network is computed by
determining the standard deviation of RREQs answered by nodes with different char-
acteristics. The detection and prevention of Mobile Adhoc Networks operating under
the AODV protocol are greatly aided by this method. The statistical cutoff value is the
foundation of this technique. This cutoff is based on the dispersion of the RREQs gen-
erated by several nodes in the MANET relative to the mean. If there are ’n’ nodes in the
MANET, and that for each I in the range.

Mean of Route Requests(MRREQ) =
n∑

i=1

xi
n

(1)

After the mean has been determined for all RREQs in the Mobile Adhoc Network,
the next step is to determine their variance. The dispersion of all nodes’ route requests
from x1, x2, x3, x4, . . . , xn is calculated as

Variance2 =
∑n

i=1(xi − MRREQ)2

n − 1
(2)

Variance = 2

√∑n
i=1(xi − MRREQ)2

n − 1
(3)

After different threshold values have been computed, flood attackers and malicious
nodes in the MANET can be located with more ease. STV is what you’ll get when you
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plug in your mean and variance numbers.

STV = 2 ∗
n∑

i=1

xi
n

∗
∑n

i=1
xi
n

2
√∑n

i=1(xi−MRREQ)2

n−1 + 1
(4)

The STV is the cutoff point used to identify the MANET’s bad actor. The suggested
DL model for determining STV’s worth is described in detail below. The total number
of RREQs generated by the n unique nodes in the mobile ad hoc network is denoted by
the variable x, where x ranges from 1 to xn. Now we can see if x i> STV holds true for
every xi with I ranging from 1 to n. Node ′i′ is sending fake RREQs in the mobile ad hoc
network to decrease performance if the cost of x i > STV is genuine. After the rogue
node has been identified, a packet will be sent out through the mobile ad hoc network
to cut it off. This process of sending RREQs to many recipients is carried out by every
node in a mobile ad hoc network. In a mobile ad hoc network, malevolent nodes are well
isolated. For the forthcoming statistical and threshold-based approach, this algorithm is
intended.

Step 1: Start
Step 2: Determine how many RREQs each network node sent and keep track of those
numbers in variables. as x1, x2, x3, x4, . . . . . . . . . . . . . . . .., xn by increasing the source
node pawn as xi + +
Step 3: Find out the mean of the network using Eq. (1).
Step 4: If you want to see how much variation there is in the RREQs sent by different
network nodes, you may do it by using Eq. (2–3).
Step 5: Compute Statistical Threshold Value (STV) using Eq. (4).
Step 6: For slightly node xi where i = 1, 2, 3, . . . . . . . . . . . . , n.
If xi > STV then change to step 7 else go to step 8.
Step 7: The RREQs from node I are being dropped since it has been identified as a
malicious source attempting to flood the network..
Step 8: End.

This technique does a scan of the whole network in order to identify any potential
attacker nodes. This approach of isolating malicious node is more effective than other
arithmetical and threshold-based strategies flooding attacker harmful nodes in MANET
because the value of variance is determined based on the deviation of RREQs made by
each node in the network.

3.3 Proposed CNN-BiLSTM-RF Architecture

The suggested method consists of three main parts. In the input layer of deep learning
networks, we feed them 111 pairs of Click fraud data. It consists of a single-dimensional
(CNN) layer,which together permit sample-baseddiscretizationof parameters for feature
recognition, speed up training, and avoid over-fitting. The Batch Normalization layer
follows the Maxpooling layer to enable parameter normalisation across intermediate
layers and save prolonged training durations. There are 64 filters in the 1-D CNN layer,
and the activation function is Relu. The kernel size is 2. Maximum pooling length of 2
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is used in the Maxpooling layer. The BiLSTM layer receives its input features from this
map. The 128 memory blocks of a BiLSTM are used to acquire expertise in the time
domain characteristics. After a Maxpooling layer with pooling length 2, and before a
Batch Normalization layer, the BiLSTM layer is placed. Afterwards, the input will be
Flattened in preparation for the subsequent Dense layers. Filters 128 and 64 are used to
add two thick layers. The activation function Relu has been applied to both dense layers.
Between the two thick layers, a 0.5-dropout layer is utilised. Even if Max Pooling is
used in between each layer in the model, the Dropout Layer is still there to prevent Over
Fitting. This is typically the case since combining CNN with BiLSTM increases the
likelihood of over-fitting and hence leads to subpar results on the testing set. At last, the
attributes are used as input into RF to distinguish between genuine and fake clicks.

In addition, a hybrid model is taught to function using f(X,y) Where X,y [S 1,…,S
K]. In order to reduce training and validation error, the Adam optimizer is used to adjust
the weights at the end of each training session based on the training and validation loss
and accuracy. Accuracy throughout both training and validation is also recorded for
each K-set. In order to train the RF model, the f method is used to the output of the
trained hybrid CNN-BiLSTM model, which is then utilised to extract hidden features
from input data (EF,ytrain). Following feature extraction and RF training, the hybrid DL
model is used to extract features for unseen data through f(ENF; ytest) to yield ypred.
Accuracy, Precision, Recall, F1 Score, and Area Under the Curve (AUC) are only few of
the assessment criteria used to assess performance after prediction results are achieved..

4 Results and Discussion

4.1 Simulation Environment

This subsection provides an illustration of the planned DL-performance AODV’s eval-
uation. The simulation is run for 50 randomly placed nodes in a 1000m x 1000m region
using a random way point model. In order to pinpoint the source of the network breach,
a simulation duration of 900 s is used, and each scenario is run 10 times. The additional
variables and typical values used in simulations are shown in Table 1. The effectiveness
of the proposed DL-AODV is demonstrated against an adversarial node density variation
attack. Moreover, classic AODV and trust-based AODV systems are compared to the
proposed DL-AODV.

The effectiveness of the newDL-AODV ismeasured by the next set of routing KPIs:.

• Routing overhead: Ratio of control/routing packets used to total packets is the
metric…

Routingoverhead = Numberofroutingpackets

Numberofdatapackets + Numberofcontrolpackets
(5)

• The term “Packet Lost” refers to the sum total of all packets that were lost while
running the simulation.

PacketLost = Numberofpacketssent − Numberofpacketsreceived (6)
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Table 1. Network Imitation parameters

Typical Value Parameter

802.11p MAC Protocol

10,20,30,40,50 Node densities

~ 250m Communication Range(m)

CBR Traffic Source

0–20 m/s Max Speed

512 (bytes) Packet size

• Throughput: The percentage of received data during the allotted simulation period is
calculated. A more secure and efficient network is one with a high throughput value.

Throughput =
∑

Successfully received data packets at destination

Simulation time ∗ 1024
(7)

• Average round-trip waiting time: The latency of a network is measured in mil-
liseconds, or the time it takes a data packet to get from one point to another
(Fig. 1).

E2Edelay =
∑n

i=1(ReceivingTime − TransmittedTime)

TotalNumberofconnections
(8)

• Reliability: The rate at which data packets are received is compared to the rate at
which they are sent. This number is always between zero and one (Table 2).

R = sumofdatapocketsrecived

sumofpocketstransmitted
(9)

Table 2. Comparative Assessment of PDR

No. of nodes Packet delivery ratio (%)

RF CNN Bi-LSTM CNN-Bi-LSTM-RF

10 89.57 94.87 87.56 99.80

20 90.78 93.93 88.98 99.80

30 88.69 93.54 87.75 99.56

40 88.94 94 85.83 98.36

50 87.56 95.5 84.67 96.67

When the node is 30, the existing models achieved nearly 87% to 93%, where
ensemble model achieved 99% of PDR. When the nodes are high, the PDR is low for
every technique. For instance, RF achieved 87.56%, CNN achieved 95.5%, Bi-LSTM
achieved 84.67% and proposed model achieved 96.67% of PDR (Table 3 and Fig. 2).
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Fig. 1. PDR Analysis

Table 3. Comparative Assessment of throughput

No. of nodes Throughput (bps)

RF CNN Bi-LSTM CNN-Bi-LSTM-RF

10 67 250 95 700

20 38 148 70 520

30 45 125 74 425

40 40 178 69 345

50 35 185 73 240

Fig. 2. Throughput Comparison

When comparing with all models, RF and Bi-LSTM achieved low performance on
throughput analysis. For instance, when the node is 40, RF has 40bps, CNN has 178bps,
Bi-LSTM achieved 69bps and proposed model achieved 345bps. The reason is that the
RF works based on tree methodology, which needs to store all nodes in the memory. It
consumes high computation for RF and provides poor performance (Table 4 and Fig. 3).
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Table 4. Assessment of Energy consumption

No. of nodes Energy Consumption (J)

RF CNN Bi-LSTM CNN-Bi-LSTM-RF

10 10 10 11 6

20 16 17 15 9

30 19 21 18 12

40 25 27 23 16

50 33 34 26 19

Fig. 3. Analysis of Energy Consumption

When the node is 10, CNN achieved 10J, RF achieved 10J, Bi-LSTM achieved 11J
and proposedmodel achieved 6J. Less energy consumption means better performance of
the model, therefore, the proposed model achieved 19J, CNN achieved 34J, RF achieved
33J and Bi-LSTM achieved 26J for the node 50 (Fig. 4).

Table 5. Evaluation of Network life time

No. of nodes Network Lifetime (s)

RF CNN Bi-LSTM CNN-Bi-LSTM-RF

10 60 119 98 150

20 75 140 115 300

30 86 186 140 420

40 94 230 167 530

50 120 265 198 580
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Fig. 4. NLT Comparison

More number of packets transferred to the destination without losing energy will
have high network lifetime, which is analyzed in the Table 5. According to this theory,
the proposed model has 300s, RF has 75s, CNN has 140s and Bi-LSTM has 115s for
the node 20. When the node is 40, the RF has 94s, CNN has 230s, Bi-LSTM has 167s
and proposed model has 530s. From this experimental analysis, it is clearly proves that
proposed model achieved better performance than single classifiers.

5 Conclusion

In order to identify flooding attacks in MANETs, this study proposes a Secure AODV
Routing Scheme (DL-AODV) that is powered by Deep Learning. For a variety of node
densities, the effectiveness of DL-AODV was compared to that of standard AODV
and trust-based AODV. Furthermore, the suggested DL-AODV significantly boosts the
secure communication by enhancing the accuracy and throughput of intrusion detection
with CNN and Bi-LSTM classifier. In addition, in comparison to previous DL based
AODV protocols, the suggested method increases network burden. Just 50 nodes are
included in this analysis of the planned DL-AODV, which has a top speed of 20m/s. As
the node density and speeds in complete urban settings are very dynamic, DL-AODV is
best suited for information transmission in semi urban environments.
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Abstract. The problem of efficiently covering an area with a limited
number of sensors or cameras is an important research topic in various
fields such as surveillance, monitoring, and inspection. This problem can
be posed as a Traveling Salesman Problem (TSP), where the optimal
path needs to be found to visit all the coverage points and return to the
starting point. However, the computational complexity of solving TSP
increases exponentially with the number of coverage points, making it
impractical for large-scale applications. This paper proposes a novel app-
roach to solving the coverage problem as a TSP by incorporating tree
selection algorithms to improve efficiency and accuracy. The proposed
approach represents the study area as a graph, with each node repre-
senting a coverage point and the edges representing the distance between
them. To reduce computational complexity, we use various tree selection
algorithms to select the best possible starting point for the TSP algo-
rithm. To evaluate the effectiveness of the proposed approach, we conduct
simulations using different scenarios with varying numbers of coverage
points. The simulation results demonstrate that the proposed approach
significantly improves the quality of coverage while reducing computa-
tional complexity compared to traditional TSP algorithms. Moreover, the
proposed approach can be applied in a wide range of real-world applica-
tions, such as surveillance, monitoring, or inspection, where efficient and
accurate coverage of an area is essential.
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1 Introduction

Unmanned aerial vehicles (UAVs), often called drones, are aircraft that do not
have a human pilot on board. They may be designed to fly autonomously accord-
ing to instructions stored on board, or they can be controlled remotely by a
human operator on the ground. Little quadcopters that fit in the palm of your
hand and massive fixed-wing aircraft used in the military and industry are just
two examples of the sizes and types of drones available. Path planning is an essen-
tial component when it comes to the safe and effective operation of drones. It’s
the process of determining the most effective path for the drone to take in light of
its capabilities, the surrounding environment, and the mission at hand. Drones
benefit from path planning because it allows them to safely navigate around
obstacles, maximize their flight duration, and arrive at their destinations with-
out delay. Drones’ safety is greatly improved by using route planning software.
Path planning guarantees that drones can safely fly through hazardous settings
by avoiding obstacles like trees, buildings, and other structures. This lessens the
potential for drone and environmental damage caused by collisions. Drones may
use route planning to safely fly across disaster zones and other hostile settings
where people shouldn’t go. There may be more than one feasible route for a
drone to take from its origin to its final destination in any deployment scenario.
Choosing a route that shortens the total tour duration and distance is crucial.
There could be more than one path for a drone from its source to its destination
when deployed in any application, as shown in Fig. 1 and Fig. 2. The major role
lies in choosing the path with less time and tour length. Both the figures have
the same number of nodes to be traversed, but both paths are different.

Fig. 1. Nodes = 49 - Path A Fig. 2. Nodes = 49 - Path B

Covering a large area with a small number of sensors or cameras is a common
need in many practical applications like surveillance and monitoring. In a TSP
formulation, the nodes (sensors or cameras) are cities, and the goal is to find
the shortest route from the starting point to each node and back again. The
suggested method begins by representing the research region as a graph, with
each node representing a coverage point and the edges representing the distance
between them. The Traveling Salesman Problem (TSP) technique is then used



Smart Coverage Path Planner 163

to determine the best route to every node and then back to the origin. The best
feasible jump-off point for the TSP method is chosen using various tree selection
techniques, which boosts the approach’s efficiency and accuracy. Each algorithm
has its own benefits and drawbacks, and the right one may be chosen for every
given task. The suggested method employs tree selection methods to both lessen
the computing burden of the TSP issue and increase the quality of sensor or
camera coverage. Several real-world situations call for effective and efficient cov-
ering of a particular region, and this method may be put to use in such cases.
Using tree selection methods to increase efficiency and accuracy, the suggested
methodology offers a unique and efficient way to address the coverage issue as a
TSP. The method has the potential to be used in several practical contexts, as
it can both increase coverage quality and decrease computing complexity.

2 Literature Review

Many existing strategies are being developed by writers worldwide to discover the
ideal route for an Intelligent UAV. Noor et al. summarises the uses of unmanned
aerial vehicles (UAVs)/drones using remote sensing technologies in populated
regions [1]. Heidari et al. provide a comprehensive analysis of machine learning’s
uses in IoD systems, which can be found in [2]. Security, privacy, and standardiza-
tion are just a few unanswered questions addressed in this discussion of recent
IoD system implementations. Daud et al. has broadly studied drones’ poten-
tial uses in crisis management. Damage assessment, searching for survivors, and
managing supplies are just some of the many ways drones have been utilized
in disaster management, all of which are briefly discussed by the writers [3].
To categorize flood-affected regions in UAV-captured aerial photos, Akshya and
Priyadarsini analyze several machine-learning algorithms. They talk about the
difficulties of flood mapping and how unmanned aerial vehicles (UAVs) may
help with flood monitoring and control [4]. Path planning for numerous UAVs
is addressed in [5], where Shafiq et al. suggest a max-min ant colony optimiza-
tion strategy. The authors use a minimum and maximum distance criterion to
fine-tune the route planning of many UAVs.

To better design routes for unmanned aerial vehicles (UAVs), Zhang et al.
take into account restrictions such as height, distance, and angle, and the authors
optimize UAV route planning [6]. Chowdhury and De offer a UAV path-planning
technique for a 3D dynamic environment inspired by Reverse Glowworm Swarm
Optimization [7]. In [8], Graph Convolution Network-based optimum route plan-
ning for intelligent UAVs (GCNs). The authors use topological structure and
semantic information about objects to improve UAV route planning. For the
symmetric traveling salesman problem, Cinar et al. (2020) offer a discrete tree-
seed approach (TSP) [9]. For the drone version of the traveling salesman problem,
Nguyen [10] suggests using a Monte Carlo Tree Search method. The authors max-
imize the TSP by balancing exploration and exploitation, two objectives that are
made more difficult by the drone’s mobility. In [11], Song et al. offers a Graph
Neural Network (GNN) strategy for TSP that uses geographical information.
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The TSP is optimized by considering the location of all nodes and edges [12]. For
the Traveling Salesman Problem (TSP) and the Steiner Tree Problem, Ganesh
et al., by focusing on algorithm robustness and scalability, the authors optimize
solutions for the TSP and Steiner tree issues. In [13], Bogyrbayeva et al. sug-
gests using drones to solve the Traveling Salesman Problem (TSP) using a deep
reinforcement learning technique. In the context of drone and robot-supported
packet stations, the Multiple Traveling Salesman Problem (mTSP) is discussed
in [14]. The goal of the mTSP is to determine the best routes for a group of
salespeople who must each visit a different set of destinations.

In [15], the TSP is discussed with a drone that can refuel at specific locations.
The classic Traveling Salesman Problem (TSP) tasks a salesperson to make a
single trip to many places before returning to his origin. Yet, the addition of
a drone to the situation allows for the transportation of some of the commodi-
ties while also allowing for their recharging in certain areas. The application
of computational geometric approaches for UAV (Unmanned Aerial Vehicle)
route planning is discussed in [16]. In order to plot a course for the UAV that
is smooth and free of obstacles, the study suggests a technique based on the
Delaunay triangulation and Voronoi diagram. Results from comparing the pro-
posed technique to other well-known route planning algorithms reveal that it
provides smoother pathways and more effectively avoids obstacles. The research
finds that the suggested strategy is effective for UAV route planning in dynamic
situations at real-time speeds.

3 Solving TSP for Path Planning of Drones

Drone path planning is selecting the most efficient flight route or trajectory for
a drone to complete a mission. Drone operations rely heavily on careful path
planning to guarantee the drone can fly safely and efficiently, avoiding obstacles
while using the least amount of power possible. Sensing the surroundings, map-
ping the environment, and planning the route are the three primary processes
in the path planning process. The drone’s cameras, LiDAR, and GPS, are used
to map and collect data about the surrounding region. With this map, the best
route for the drone may be mapped out. The algorithms calculate the best route
for the drone based on its capabilities and the features of its surroundings. The
next part will focus on the procedures taken to formulate the issue as a TSP
and locate the best possible solution for the drone.

3.1 Tree Selection Algorithms for Solving TSP

Tree selection methods are often used to obtain an optimum solution to the TSP
(Traveling Salesman Problem) quickly and efficiently. By simplifying the TSP
problem using tree selection methods, we may discover solutions more quickly
and with less effort. Nevertheless, the number of nodes and the distribution of
distances between nodes in the TSP instance may influence the decision of which
method to use. The right tree selection method is crucial for finding the best
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answer to any given TSP problem. This subsection will discuss the tree selection
algorithms we have utilized.

1. Kruskal’s Algorithm: The well-known Kruskal’s approach is used for com-
puting the MST of a weighted undirected graph. The method achieves its goals
by sorting the graph’s edges in non-decreasing order of their weight and then
incrementally adding those edges to the MST without introducing any cycles.
After a tree covering the complete graph with the lowest feasible total weight
has been constructed, the algorithm finishes running. The time complexity for
Kruskal’s approach is O(E log E), where E is the total number of edges in the
graph. Because of this, it is often used in contexts where locating the MST is
crucial, such as in the design and optimization of networks. Kruskal’s technique
can independently identify the MST of each linked component, which is one of its
benefits when used to graphs with unconnected components. Because of this, it
may be used to solve issues like clustering, where many clusters inside a network
must be located and studied. Kruskal’s algorithm offers a robust and flexible
method for determining the shortest path in a weighted undirected network. Its
ease of use and effectiveness make it a go-to if top-notch network optimization
is necessary. The tree obtained using Kruskal’s algorithm is shown in Fig. 3.

Fig. 3. Kruskal’s Algorithm.

2. Prim’s Algorithm: To determine the MST of a weighted undirected graph,
several researchers turn to Prim’s algorithm. The method begins with a single
vertex and adds the nearest vertex to the expanding MST at each iteration,
checking to make sure that no cycles are produced along the way. Each time
through the procedure, the minimum-weighted edge between the current MST
and a vertex not yet in the MST is chosen. In the graph, Prim’s algorithm has a
temporal complexity of O(E log V) when E and V are the numbers of edges and
vertices, respectively. Its efficiency and applicability to large-scale applications
like network design and optimization justify its adoption. Prim’s algorithm is
advantageous since it can be coded and used in reality using a priority queue data
structure. The program further ensures that the MST is correct and optimum
every time. Prim’s algorithm for finding the least spanning tree of a weighted
undirected graph is robust and commonly used. Network design, cluster analysis,
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and optimization are just a few fields that benefit from this method’s ease of
use, speed, and precision.

3. Boruvka’s Algorithm:
For UAV (Unmanned Aerial Vehicle) route planning in a network of nodes

and edges, a frequent choice is Boruvka’s method, a graph-based technique.
The approach generates a minimal network spanning tree (MST) by repeatedly
connecting nodes using the edge with the lowest weight. UAV route planning uses
a graph with nodes representing waypoints and edges representing flight time or
distance between them. The MST produced by Boruvka’s algorithm provides a
collection of interconnected components, which may be used to plot a course for
the UAV. The approach is effective for large-scale route planning issues since it
only considers the local minimum-weight edge at each node. The tree obtained
using Kruskal’s algorithm is shown in Fig. 4.

Fig. 4. Boruvka’s Algorithm.

4. Held-Karp Algorithm: The Traveling Salesman Problem (TSP) is a clas-
sic optimization issue in computer science, and the Held-Karp algorithm is a
dynamic programming approach used to solve it. The Traveling Salesman Prob-
lem (TSP) may be seen as the challenge of determining the quickest route
between a given set of waypoints (locations the UAV must reach to complete
its job). To solve the TSP, the Held-Karp algorithm creates a table of optimum
solutions for subproblems, each of which entails finding the shortest route that
begins at a given waypoint and stops at a certain number of the remaining way-
points. The Held-Karp method finds the best answer by repeatedly solving these
smaller problems and filling the table. By iteratively solving these subproblems
and building up the table, the Held-Karp algorithm can find the optimal solution
for the entire problem. The Held-Karp algorithm has a time complexity of O(n2̂
* 2n̂), where n is the number of waypoints, which makes it computationally fea-
sible for small to medium-sized instances of the TSP. The Held-Karp algorithm
can be expressed using the following recurrence equation:

C(S, i) = minC(S − i, j) + d(j, i) (1)
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for all j in S, where S is a subset of the set of waypoints 1, 2, ..., n, i is a particular
waypoint in S, and d(j, i) is the distance between waypoints j and i.

The tree obtained while making use of Kruskal’s algorithm is shown in Fig. 5.

Fig. 5. Held-Karp Algorithm.

Overall, the graph’s nature and the task’s needs dictate the method used.
Graphs with few connections benefit most from Kruskal’s method, whereas those
with numerous connections benefit most from Prim’s and Borvka’s algorithms.
Borukva was selected since its implementation requires less time overall.

3.2 Solving TSP Using Tree Selection Algorithm

Finding the shortest path between a group of cities and back to the origin is
the goal of the Traveling Salesman Problem (TSP), a classic optimization issue.
Exact, heuristic, and approximation algorithms are viable options for address-
ing the TSP. The optimum solution to the TSP may be found with certainty
using exact methods like the brute force approach and the branch and bound
algorithm. Unfortunately, because of their exponential time complexity, they are
only useful for minor problems. For more complex examples of the TSP, heuris-
tic techniques like the closest neighbor algorithm and the 2-opt algorithm are
preferable to accurate algorithms because of their speed and efficiency. Heuris-
tic algorithms are effective because they repeatedly enhance a solution until a
local optimum is reached. Yet the best answer isn’t always found by heuristic
algorithms. To obtain a solution near the optimum, approximation techniques
like the Christofides algorithm and the Lin-Kernighan heuristic are developed.
Approximation techniques may handle more significant instances of the TSP and
are often quicker than precise algorithms, but they are not guaranteed always
to provide the optimal solution.

The closest neighbor approach is a common method for resolving optimiza-
tion issues like the traveling salesman problem (TSP) because of its simplicity
and ease of implementation. The method selects a random beginning place and
then chooses the nearest unvisited spot until every possible location has been
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explored. While the technique is straightforward, it may not always provide the
best results and may get mired in local optima. An example path obtained while
computing for 49nodes is depicted in Fig. 6.

Fig. 6. Nearest Neighbor Algorithm.

The Lin-Kernighan algorithm is a more sophisticated algorithm widely used
to solve TSP and other optimization problems. This approach relies on heuristics
to repeatedly enhance an existing solution. The algorithm finds a better answer
by beginning with a good one and then making a series of adjustments. These
actions are based on heuristics that aim to optimize the solution by exchanging
edges and making other modifications. An example path obtained while com-
puting for 49 nodes using the Lin-Kernighan algorithm is depicted in Fig. 7.

Fig. 7. Lin-Kernighan Algorithm.

The Christofides algorithm is another popular algorithm for solving TSP
and other optimization problems. This procedure is a heuristic, and the result
is guaranteed to be within 1.5 times as close to the ideal answer as possible.
The technique builds an Eulerian tour of a least-spanning graph tree to solve
the problem. A Hamiltonian cycle is created by modifying the tour in some way.
An example path obtained while computing for 49 nodes using the Christofides
algorithm is depicted in Fig. 8.



Smart Coverage Path Planner 169

Fig. 8. Christofides algorithm.

4 Experimental Results

QGIS and Concorde TSP Solver were used to collect experimental data. We
first tried to figure out which tree selection technique worked best for the chosen
random nodes. Table 1 summarises the relevant data under the assumption of a
network topology in which the number of nodes is 49. In Fig. 9, we see the effects
of changing the total number of nodes on the network and the complexity of
the corresponding algorithms. The data indicated that the Held-Karp algorithm
consistently generated longer tours than the other three methods. Boruvka’s
algorithm consistently achieves the smallest runtime while achieving the same
tour length as Kruskals’s and Prim’s algorithms. In light of this, we have used
Boruvka’s algorithm to carry out additional TSP issue-solving, as it can lead to
the best solution while reducing the total computing time.

Table 1. Comparison between various Tree Selection Algorithms.

S.No Algorithm Tour Length Computation Time

1 Kruskal’s 355293 0.98

2 Prim’s 355293 0.72

3 Boruvka’s 355293 0.68

4 Held-Karp 423826 1.42

The minimal spanning tree (MST) of a graph is a tree that connects all of the
nodes in the network with the fewest possible edges, and Boruvka’s algorithm
may help you discover it. Using Boruvka’s algorithm, the MST can be located,
and then the TSP can be solved in a certain fashion. The Traveling Salesman
Problem (TSP) is an example of a combinatorial optimization problem that aims
to determine the shortest path that visits each vertex in a graph precisely once
and then loops back to the initial vertex.

Many algorithms have been used in our efforts to crack the TSP. Because
of its simplicity and effectiveness in solving the Traveling Salesman Problem,
the Nearest Neighbor algorithm is utilized (TSP). The program selects a city
at random as a starting point and then chooses the closest unvisited city until
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Fig. 9. Tour Length and Computation Time Analysis.

all cities have been visited. The Greedy Algorithm is the next candidate. When
applied to the Traveling Salesman Problem, the Greedy algorithm provides a
heuristic solution (TSP). Once all cities have been visited, including a final return
to the beginning city, the algorithm operates by picking the edge with the lowest
cost at each step and adding it to the tour. There are a variety of algorithms to
pick from when attempting to solve an optimization issue. Neighbor-finding, Lin-
Kernighan, and Christofides algorithms are some of the more popular ones. In
Fig. 10, the best route is analyzed in detail, with the number of nodes changed to
show how the complexity of the algorithms changes. The data indicated that the
Held-Karp algorithm consistently generated longer tours than the other three
methods. Time complexity analysis of all algorithms is shown in Fig. 11 (Table
2).

Table 2. Comparing Algorithms for Solving TSP.

S.No Algorithm Tour Length Computation Time

1 Nearest neighbor 500855 1.12

2 Greedy 509984 1.54

3 Nearest Insertion 481857 1.62

4 Christofides Tour 506673 1.45

5 Lin-Kernighan tour 440259 1.36

6 Chained Lin-Kernighan Tour 425824 1.38
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Fig. 10. Tour Length Analysis.

Fig. 11. Computation Time Analysis.

5 Conclusion

Drone path planning is a hot issue in robotics and surveillance from above. Cov-
ering a large region with a finite set of sensors or cameras is a significant challenge
that may be posed as a transportation scheduling problem (TSP). Unfortunately,
large-scale applications are not feasible because of the exponential growth in
processing complexity required to solve TSP. This research proposes a solution
to this problem by using tree selection algorithms, which have been shown to
increase productivity and precision. The method uses a graph representation of
the research region, and simulations demonstrate that it greatly improves cover-
age quality while decreasing computing costs compared to standard TSP meth-
ods. Solving TSP, however, becomes prohibitively computationally expensive for
large-scale applications as the number of covering points grows exponentially. In
this research, we offer a new method for addressing the coverage issue by casting
it as a TSP and using tree selection algorithms to boost speed and precision.
The suggested method visualizes the research region as a network, where each
node represents a coverage point and the links between them are represented by
distances. Selecting the optimal initial state for the TSP method is computation-
ally expensive, thus we use a number of tree selection strategies to narrow the
search space. In comparison to standard TSP algorithms, the Boruvka method
and Lin-kernigham TSP solver are shown to dramatically enhance coverage while
decreasing computational cost. We simulate many situations with variable num-
bers of coverage points to assess the performance of the suggested method.
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The simulation results show that, compared to conventional TSP algorithms,
the suggested technique greatly increases coverage quality while decreasing com-
puting costs.
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Abstract. In the realm of unmanned aerial vehicles (UAVs), path plan-
ning is crucial. The objective is to create a safe, practical, and opti-
mum flight route for UAVs to fly across unfamiliar terrain while avoiding
obstacles. Because of their high computational complexity and inability
to handle changing surroundings, traditional route planning algorithms
confront hurdles in real-world applications. As a result, academics have
created many sophisticated ways to handle UAV route planning chal-
lenges. This research provides a unique technique for intelligent UAV
route planning. The program first divides the research region using the
Delaunay Triangulation method. After obtaining the partitions, the cov-
erage points are located, and the issue is framed as the Traveling Sales-
person Problem (TSP). The Bat Optimization Algorithm (BOA) is used
to find an optimum route for the TSP. The suggested technique seeks
to find the best route for UAVs in dynamic situations. The suggested
approach was verified by comparing it to other existing algorithms. The
findings demonstrate that the suggested method can construct an opti-
mum route that meets all requirements while avoiding obstacles. More-
over, the method may swiftly identify a new route as the environment
changes. The study findings show that the suggested approach beats the
other techniques in total computing time, saving roughly 0.03 s. More-
over, the suggested technique reduces the UAV’s route by around 0.02 cm,
substantially improving existing algorithms.
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1 Introduction

Unmanned Aerial Vehicles (UAVs), commonly known as drones, are aircraft
that fly remotely without the presence of a human pilot. UAVs may be outfitted
with a broad range of sensors and cameras, making them ideal for anything
from military reconnaissance and surveillance to search and rescue missions,
disaster relief, and agricultural monitoring. Aerial photography and videography
are examples of how they may be utilized for entertainment. UAVs are getting
more sophisticated as technology progresses, capable of autonomous flying and
difficult tasks such as obstacle avoidance and course planning.

UAVs, or unmanned aerial vehicles, may be used with CPP to optimize flight
patterns and boost efficiency. CPP entails determining the quickest and most
direct path to a location while considering topography, weather, and barriers
into consideration. By employing CPP, UAVs can traverse difficult surround-
ings and achieve their goals swiftly and securely. UAVs may use CPP in vari-
ous ways, including real-time mapping and route planning. Swarm intelligence,
which includes coordinating the motions of several UAVs to accomplish a shared
objective, is another method that UAVs might employ CPP. Swarm intelligence
may enhance efficiency and lessen the danger of collision or other incidents by
applying algorithms to optimize the flight paths of each UAV.

In this study, we used Bat optimization (BO) to solve the CPP issue for
intelligent UAVs. BO is a metaheuristic algorithm inspired on bat echolocation
behavior that may be used to address the critical path planning (CPP) issue
for unmanned aerial vehicles (UAVs). CPP seeks the shortest and most effi-
cient route between two places while accounting for numerous limitations such
as obstructions, topography, and weather conditions. The BO method employs
a population of bats that alter their location and velocity by criteria to find the
best answer. The bats communicate with one another and modify their behavior
depending on the results of prior searches. This enables them to effectively tra-
verse the search space and arrive at a near-optimal answer. To apply BO to the
CPP issue for UAVs, the method is updated to consider the problem’s special
restrictions, such as the requirement to avoid obstacles or travel over difficult
terrain. The bats are depicted as unmanned aerial vehicles (UAVs), and their
locations and speeds are modified depending on environmental data acquired by
sensors and cameras on board. The BO method is used to develop a series of
optimum UAV pathways, which are then assessed and compared to determine
the most efficient and effective route. UAVs can navigate through difficult sur-
roundings and reach their goals swiftly and securely by employing BO to solve
the CPP issue, making them a useful tool for a broad variety of applications.
BO is a successful method for addressing the CPP issue for unmanned aerial
vehicles, providing a viable solution for real-world applications. Figure 1 depicts
the general architecture of the suggested technique.
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Fig. 1. Architecture Diagram.

2 Literature Review

Many exciting strategies are being developed by writers worldwide to discover
the ideal route for an Intelligent UAV. As the utilization of unmanned aerial vehi-
cles (UAVs) grows, so do the applications for which they are used. [1] discusses
recent advancements and future potential for using UAVs in the cryosphere.
The article shows how, because to their high geographical and temporal resolu-
tions, unmanned aerial vehicles (UAVs) are becoming a useful tool for exploring
the cryosphere. Fan, B. et al. in [2] provide an in-depth examination of the
development and present applications of unmanned aerial vehicle (UAV) tech-
nology. It encompasses everything from the airframe and motor system to the
sensors on the UAV. This article also discusses the current and potential appli-
cations of unmanned aerial vehicles (UAVs) in agriculture, construction, and
surveying. The author of [3] outlines how UAVs may be utilized effectively in
various industries such as agriculture, mining, SAR, and environmental moni-
toring. The author of [4] investigates the viability of utilizing unmanned aerial
vehicles (UAVs) and artificial intelligence (AI) in the mining industry. The arti-
cle discusses the advantages of employing unmanned aerial vehicles (UAVs) with
sensors and cameras for geological mapping, mineral exploration, and mine mon-
itoring.

As a first step in finding an ideal route, the flight region must be divided into
several divisions so that the CPP algorithms may be easily deployed. McLaughlin
et al. proposed in [5] utilizing an immunity-based approach to evaluate whether
or not a UAV’s sensors and actuators are malfunctioning. Acevedo et al. [6] pro-
vide a successful distributed area division technique in their study to support
cooperative monitoring applications using many UAVs. Luna et al. propose a
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rapid multi-UAV path planning technique to get the highest possible coverage
in aerial sensing applications [7]. Priyadarsini et al. [8] provide a computational
geometric technique for route planning for intelligent UAVs in their research.
This approach provides a route planning algorithm employing a Voronoi dia-
gram and Delaunay triangulation that can work in difficult environments while
ensuring complete coverage.

Different efforts are also being made to determine the best route for UAVs.
The authors offer an overview of how AI has been used to determine paths
for groups of unmanned aerial vehicles in [9]. (UAVs). The writers stress the
practicality of these tactics and explore their advantages and disadvantages.
Akshya et al [10] describe a graph-based route planning algorithm for UAVs
utilized for area coverage. This approach enhances route planning by segmenting
the area into grids and using graph theory ideas.

Certain route-planning algorithms employ evolutionary algorithms in very
particular ways. Priyadarsini et al. demonstrate how to apply evolutionary algo-
rithms for efficient and effective UAV route planning [11]. The approach enhances
overall route planning using evolutionary algorithms to discover the shortest
path across each part. Gul et al. [12] propose a meta-heuristic optimization app-
roach to solve the issues of multi-objective route planning for autonomous guided
robots. The technique combines particle swarm optimization, grey wolf optimiza-
tion, and evolutionary programming to optimize route planning while reducing
parameters like energy consumption, path length, and collisions. Song et al. [13]
provide an improved particle swarm optimization approach for smooth route
planning of mobile robots using a continuous high-degree Bezier curve. Yahia et
al. [14] use meta-heuristic tools to explore path-planning optimization for UAVs
in detail. Malyshev et al. propose using evolutionary optimization approaches
to synthesize trajectory planning algorithms [15]. The method uses evolutionary
algorithms to fine-tune the parameters of the planning algorithm, resulting in
more effective trajectory planning. Overall, the articles in this collection provide
a broad range of techniques to enhance UAV route planning via AI, optimization
algorithms, and segmentation methods. These strategies are intended to improve
the utility, performance, and security of UAVs in various situations.

3 Solving Coverage Path Planning Problem

When it comes to deploying UAVs in real-time applications, one of the most cru-
cial restrictions is the solution of CPP. It is critical for unmanned aerial vehicles
(UAVs) to find the shortest route for numerous reasons. For starters, it enables
the UAV to finish its task more quickly, saving time and energy. This is partic-
ularly crucial in applications like search and rescue, surveillance, and inspection
when the UAV must cover a big area quickly. Second, determining the shortest
route reduces the likelihood of an accident or collision with a barrier, such as
a building or a tree. The UAV may avoid needless diversions or obstructions
by choosing the most direct path, lowering the risk of damage or harm. Finally,
selecting the shortest route may increase the UAV’s battery life, a significant fac-
tor for battery-powered UAVs. The UAV can preserve energy and remain in the
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air for extended periods by selecting the most efficient path, expanding its range,
and minimizing the need for regular recharging. The following sub-sections will
go through the numerous procedures we took in this research to solve the CPP
issue successfully.

3.1 Area Partitioning - Delaunay Triangulation

We explored building a polygon with random coordinates as vertices as a starting
step to discover an optimum route by solving the CPP problem. This polygon will
be used as the region of investigation for the suggested algorithms. The procedure
is picking random coordinates inside the flight space and linking them to form
a polygon with the randomly chosen locations as vertices. Figure 2 depicts the
randomly chosen vertices. This polygon acts as the UAV’s flight path’s border,
and the UAV will fly inside it while avoiding any obstacles or no-fly zones.
This strategy may be effective when the flying environment is complicated and
creating a precise flight plan is challenging.

Fig. 2. Selection of Vertices.

After selecting random coordinates as vertices, we constructed a convex hull
using the Graham Scan technique to improve route planning for UAVs further.
The Graham Scan technique is a well-known approach for calculating the convex
hull of a collection of points in a plane [26]. By using the Graham Scan technique
to build a convex hull, the final form is a polygon with a minimum perimeter that
encompasses all of the randomly picked vertices, as illustrated in Fig. 3. This is
particularly advantageous when the vertices are not uniformly distributed, since
it creates a smoother and more efficient route for the UAV to follow. After
constructing a convex hull, the next step we have adopted for area partitioning
is the application of Delaunay triangulation [27], as seen in Fig. 4.



178 A. Jothi et al.

Fig. 3. Convex Hull - Study Area.

Fig. 4. Delaunay Triangulation - Study Area.

The circumcircle of each triangle in the Delaunay triangulation has no addi-
tional points in its interior, which is one of its important features. This attribute
may be stated numerically using the triangle circumcircle equation:

(x−m)2 + (y − n)2 = rad2 (1)

where (x, y) are the coordinates of a point, (m, n) are the coordinates of the
triangle’s circumcenter, and rad is the circumcircle’s radius. Delaunay triangu-
lation, in the context of UAV route planning, may assist in discovering possible
areas of interest or risks inside the flight space by creating a precise network
of triangles linking the randomly generated vertices. This is particularly impor-
tant when the flying environment is complicated or has many obstacles, as it
may assist in identifying regions where the UAV should avoid or pay special
attention.
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3.2 Computation of Coverage Points

The next stage is to find the coverage spots after partitioning the region. As
the covering point in the suggested method, we calculated the centroids for each
triangle. Figure 5 shows the computed centroids for the partitioned region.

Fig. 5. Centroids - Delaunay Triangulation.

The centroid of a triangle is the point at where the triangle’s three medians
connect, and it may be computed using the formula below:

Cent = (M + N + P )/3 (2)

where Cent is the centroid and M, N, and P are the coordinates of the triangle’s
vertices. The centroids may be utilized as possible UAV waypoints. After we
have the centroids, we can rename the issue the Traveling Salesperson Problem
(TSP), which can be solved using any evolutionary technique. We used the Bat
optimization technique in our suggested study.

3.3 Solving TSP - Bat Optimization

The Traveling Salesman Problem (TSP) entails determining the shortest route
that visits a set of cities and returns to the originating location. In our proposed
work, we assume the coverage point to be a city, and the UAV must visit every
calculated centroid. Bat optimization is a metaheuristic optimization technique
based on bat echolocation activity. The calculated route using BOA is shown in
Fig. 6.
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Fig. 6. Convex Hull - Study Area.

To solve TSP using Bat optimization through the centroids of Delaunay
triangulation, we can follow these steps:

1. Generate a set of points representing the cities that must be visited.
2. Define the objective function to be the total distance traveled during the tour,

which is the sum of the distances between consecutive centroids in the tour.
3. Initialize a population of bat solutions, each representing a potential city tour.
4. For each bat solution, calculate its fitness value (i.e., the total distance trav-

eled during the tour) using the objective function.
5. While the stopping criteria are not met, perform the following steps:

(a) Generate a new solution by adjusting the bat’s position based on its
current position and velocity.

(b) Evaluate the fitness of the new solution.
(c) Update the position and velocity of the bat based on the current and new

solutions.
(d) If the new solution has a better fitness value than the current solution,

replace the current solution with the new solution.
6. Return the best solution found as the solution to the TSP.

We may limit the number of cities to examine and simplify the issue by uti-
lizing the centroids of the Delaunay triangulation as prospective cities to visit.
Moreover, bat optimization is well-suited to handling combinatorial optimiza-
tion problems like TSP, and it can often discover high-quality solutions in a
reasonable period.

4 Experimental Results

The experimental results were obtained from QGIS. In the first stage, poly-
gon geometries were taken and their values, such as area and perimeter, were
calculated. Table 1 summarizes some of them.
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Table 1. Polygon Geometries.

ID Area Perimeter

1 0.000231 0.078581

2 0.000354 0.084567

3 0.000476 0.092546

4 0.000598 0.097834

5 0.000673 0.099361

After obtaining the convex hull for the vertices chosen, the area and perimeter
of the polygon were computed again, and various ID examples are presented in
Table 2. According to both tables, even if the overall area to be covered increases
when using the convex hull approach, the perimeter that the UAV must travel is
lowered while simultaneously lowering the number of vertices. This might allow
the UAVs to travel as little as possible inside the research region.

Table 2. Convex Hull Geometries.

ID Area Perimeter

1 0.000246 0.078531

2 0.000367 0.084524

3 0.000489 0.092529

4 0.000612 0.097820

5 0.000682 0.099317

After the geometries are determined, we must apply the Delaunay Triangu-
lation to the acquired area and compute the centroids for each division. The
centroids serve as coverage points, which are then utilized to pose the issue as
a TSP. We calculated the distance matrix for the centroids before solving the
TSP, and a few of them are shown in Table 3. After getting the centroids, we used
the Bat optimization technique to solve TSP and find the best route. Figure 7
depicts the optimum route achieved by using the suggested approach.
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Table 3. Centroids - Distance Matrix.

InputID TargetID Distance

22 9 2165.882

22 2 1566.086

22 7 1862.168

22 5 1694.044

22 19 180.407

22 19 275.138

22 20 271.170

19 16 438.149

19 8 1894.559

19 22 325.767

The ideal route is also compared to other known techniques such as Ant
Colony and Particle Swarm optimization. Table 4 summarizes the findings for
one particular polygon. We can derive the tour length and duration of travel by
UAV from the table for the region partitioned and the method employed. The
same procedure is followed with four more polygons, and the entire comparison
analysis graph is displayed in Fig. 8.

Fig. 7. Optimal Path - Bat Optimization Algorithm.
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Table 4. Comparison of paths obtained using various algorithms.

Algorithm Path Length Execution time

Ant Colony Optimization 0.532 0.68

Particle Swarm Optimization 0.533 0.72

Bat Optimization 0.530 0.65

Fig. 8. Optimal paths obtained for various polygons.

5 Conclusion

Unmanned aerial vehicle (UAV) path planning is a significant job in the area
of robotics and autonomous systems. It entails creating a safe, practical, and
optimum flight route for unmanned aerial vehicles (UAVs) to fly through new
terrain while avoiding obstacles. The research provides a unique route-planning
technique for intelligent unmanned aerial vehicles (UAVs). The method uses
Delaunay Triangulation, the Traveling Salesperson Problem (TSP), and the Bat
Optimization Algorithm (BOA) to determine an ideal flight route for unmanned
aerial vehicles (UAVs) in dynamic situations while avoiding obstacles. The per-
formance of the proposed method was verified by comparing it to other existing
algorithms, and the findings demonstrate that it beats other algorithms in terms
of total computing time and route length traveled by the UAV. Moreover, the
suggested method can swiftly discover a new route as the environment changes.
Because of the large savings in computing time and route length followed by
the UAV, the technique provides a possible solution to path planning challenges
for intelligent UAVs. According to the analysis findings, the suggested approach
outperforms other current algorithms in terms of calculation time by roughly
0.03 s. Moreover, as compared to existing methods, the suggested technique con-
siderably improves the route traveled by the UAV by reducing it by around
0.02 cm. Further study may be conducted to investigate its applicability in other
connected sectors and improve its performance.
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Abstract. The fast growth of information and communication technologies
(ICTs) has had a big impact and changed a lot of businesses. Wireless sensor
networks (WSN) are used in many industries for mobility, scalability, reliabil-
ity, smart monitoring, and management. Utilization of modern equipment in the
agriculture industry is essentially required to boost people’s income and create a
positive impact on their social lives.WSNs comprise various self-designed devices
that gather extensive data from the environment. Numerous techniques have been
developed recently to enhance WSN productivity in various industries. WSN has
become one of the emerging innovations. In wireless sensor networks, the biggest
problems are data loss, node failure, and the need to use more energy to make the
sensor nodes last longer. To overcome these limitations, in this research, a novel
Tri-Head Fuzzy CMultipath Routing (THFCMR) protocol is proposed forWSNs.
The proposed THFCMR approach is designed by a tri-head static fuzzy C means
clustering with hybrid energy-efficient distributed clustering (HEED) integrated
with a hybrid energy-efficient multipath routing protocol (HEEMP) approach.
This paper focused on reviewing the cluster base protocol’s usability and weak-
nesses, along with a proposal for a solution to enhance network consistency and
data availability in WSNs.

Keywords: Wireless Sensor Network · Data Loss · Data Reliability · Data
Storage ·Machine Learning

1 Introduction

Wireless Sensor Network (WSN) demand has increased over the last two decades due
to its flexibility and convenience. Despite their differences, all sensor networks share a
few essential qualities. These sensor nodes are made up of low-cost components that
communicate with one another using low-power wireless technology. They can also be
outfitted with traditional instruments to keep an eye on the goings-on in the physical
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world (Garg et al., 2021). These sensor units collaborate to accomplish a common goal
and can be distributed in any order across the detecting region. Compared to conventional
methods, wireless sensing has several advantages, including lower costs for implemen-
tation and maintenance, increased versatility, a wider variety of applications, and larger
installations.

WSNs collect and send data to another sensor node, the Cluster Head (CH), or Base
Station (BS). Thus, each sensor node has a sensing, power, CPU, memory, and trans-
mission unit. Sensor nodes turn analog data into digital data for wireless transmission
(Keerthana et al., 2020). Sensor nodes store and analyze data using RAMand flashmem-
ory (Sharma et al., 2021). Data availability means all data is sent to BS correctly and
in full, with no node failures or losses (Xu et al., 2022). Network consistency and data
availability are critical aspects of any wired or wireless network.WSN’s most significant
challenges are preserving data availability and maintaining network consistency upon
node or network failure (Choudhary and Goyal, 2022). WSN has critical characteris-
tics, including less power and limited storage capacity due to its low-cost infrastructure.
These constraints create data loss and network failure problems in WSN applications,
especially in healthcare and agriculture. Many algorithms have been proposed to tackle
these issues. However, these schemes consumemore battery power and increase process-
ing capabilities because of multipath communication and multi-device backup services.
As a result, overall network life reduces, and the sensor dies faster.

A reliable, efficient WSN solution that provides network consistency and data avail-
ability might save energy, resources, and memory space and prolong the network’s
lifetime. This study develops a clustering multipath routing algorithm to improve WSN
productivity by improving network consistency and data dependability. In this research,
a novel Tri-Head Fuzzy CMeans Clustering Multipath Routing (THFCMR) is designed
with a fault-tolerant clustering-based multipath algorithm to enrich data availability by
securely retrieving missed data, reducing cluster redundancy in data transformation,
traffic, and energy balance, and extending WSN lifespan. The algorithm lowered trans-
mission energy and end-to-end latency. Controlling data redundancy, providing data
backup cluster nodes, sustaining network performance after node failure, and providing
a coherent and stable communication platform optimises network performance.

2 Problem Statement

In a WSN, data is crucial; when the communication connection is lost between the
Sensor Nodes (SN) and CHs or between the CHs and BS, data is lost, and packets are
retransmitted. Packet retransmissions consume extra energy, which leads to faster and
higher nodes dying withinWSN clusters. This phenomenon reduced the overall network
lifespan of WSNs. Sensor nodes die due to battery depletion, which also causes node
failure and affects the WSN network’s performance and reliability. Data availability and
accessibility are lost when communication between sensor nodes and CHs, or between
CH and BS, breaks down since sensor nodes and CHs are only in charge of delivering
data, not storing it (Rehman et al., 2022). As a result, the BS stores transmitted data
and makes it accessible to the end user. Network consistency controls data loss and
accuracy (Telecomworld, 2022). WSNs are primarily deployed in outdoor environments
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where they might be subject to harsh terrain and weather constraints such as rain and
heavy wind (Rehman et al., 2022). These circumstances create different kinds of faults
on the network, such as hardware failure, interference, data loss, packet loss, path loss,
congestion, and others (Suma & Harsoor, 2022). When one or more nodes die, or CHs
and BS are not working, the network consistency and availability are reduced throughout
the network regarding data loss, end-to-end delay, packet delivery, and packet drop ratios.
Several studies (Ibrahim et al., 2021) have been done to tackle these issues. However,
most of these studies focus on specific issues and have several limitations (Aiswariya
et al., 2018). In WSNs, these issues are the norm rather than the exception. However,
data loss and node failure are extremely important fields of study (Gnanavel et al.,
2022). For example, many sensors are deployed in the paddy field over a large area for
agricultural applications. These sensors continuously sense and forward the data to the
BS. If any sensor node or CH fails due to unexpected problems, it should not affect the
overall network performance regarding data availability. WSN should remain capable
of achieving work efficiency and productivity under all circumstances.

3 Literature Review

The problem with data availability in WSNs is caused by the way the hardware is built
and how it talks to each other. These limitations include a limited capacity for calculat-
ing and storing low power and a limited storage capacity. Currently, various hierarchi-
cal routing protocols, including Low Energy Adaptive Clustering Hierarchy (LEACH),
Power-efficient Gathering in Sensor Information Systems (PEGASIS), HEED, and oth-
ers, are available but they do not provide data backup and network consistency on node
or network failure (Bhattacharya, 2020; Fanian and Rafsanjani, 2019; Zhu and Wei,
2019).

Angelin andKiruthika (2019) propose a hybrid energy-efficient distributed clustering
to extend network lifetime by dispersing energy usage. The findings showed that the
HEED protocol achieves the best energy management, the longest network lifetime, and
the best implementation of security due to a better load balancing model implemented
by the protocol due tomulti-hop routing and better spreading of cluster heads throughout
the network. The limitation of this approach was that it did not provide any data backup
due to node failure. Hence, considerable data loss occurs that cannot be retrieved further.

A revolutionary trust-aware localized routing and class-based dynamic encryption
approach for secured data transfer were presented by Hema Kumar et al., 2021. Before
measuring the trusted data forwarding support (TDFS) value, the path to the destination
was determined, and criteria like the count of successful transmissions, the history of
data transfers, and the counts of repeated transmissions of the same packets were taken
into consideration. Only one neighbor was chosen to receive data per measured TDFS.
Additionally, they created a blockchain for data transmission security, storing encrypted
data in each block, resulting in increased data security. However, more time is required
for data transfer, and more untrusted nodes are present in the network, resulting in data
loss.

Shende and Sonavane (2020) created the E-AMRP CrowWhale-ETR, which com-
bined the CSA and WOA. To determine the best paths based on the nodes’ trust and
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energy, the CWOA was established. The suggested work thus obtained the highest
detection rate, the shortest latency, the highest energy, and the highest throughput. The
end-to-end error produced by this strategy was relatively high.

Borkar et al., (2019) presented an adaptive chicken swarm optimization method for
the best CH selection. By suggesting innovative IDS with an adaptive SVM classifica-
tion, malicious sensor nodes were found, which diminishes the failure in the node and
thus produces a high delivery rate. But this model produces less security and very low
transmission compared to other existing approaches, and the delay during transmission
is also high.

Gobinath and Tamilarasi, (2020) described a system that successfully detects the
failure node before transferring data in the network. The involvement of low energy
nodes is avoided in the early stages thanks to the robust failure detection and congestion
aware routing (RFDCAR) protocol. However, route switching could increase electricity
costs. As a result of moving to another way, the network path is degraded or congested.

By combining the ideas from the Taylor series and the modified Cat Salp Swarm
Algorithm (C-SSA), Vinitha and Rukmini (2022) created the Taylor CSSA. Through
effective CH selection and data transfer, multi-hop routing was accomplished. The pro-
posed Taylor C-SSA, which chooses the best hops, has guaranteed the network’s energy
efficiency. The disadvantage of this model was its very low throughput and fewer nodes
were alive, reducing the network’s lifetime.

4 Proposed Research Methodology

WSN algorithm must consider data loss, node failure, storing area, computing power,
and battery power. Data backup, an average correct data packet transmitted, data loss,
end-to-end delay, normalized overheads, number of alive nodes, packet drop ratio, and
leftover energy metrics can assess WSN data availability and network consistency. In
the first step, a quantitative analysis is performed by reading related research and with
some experiments. In this research paper we have simulated experiments of the HEED
to understand the research gap, benchmarking, and limitations of existing techniques
in term of data loss, node failure, and network lifespan aspects. In the second phase,
we have proposed Tri-Head Fuzzy C Means Clustering Multipath Routing (THFCMR).
The suggested THFCMR technique uses tri-head static fuzzy c means clustering with a
HEED approach and a HEEMP approach.

Table 1 shows the metrics used to measure performance of THFCMRmethod. These
metrics help to evaluate the proposed approach with the existing approach to prove that
the proposed approach produces less data loss and node failure and extends the lifespan
of the WSN.

4.1 Performance Evaluation and Benchmarking

To observe the WSN protocol’s communication pattern and for benchmarking, we have
utilized the HEED protocol as a sample and simulated it in MATLAB. This quantitative
analysis was performed to understand the limitations regarding data loss and backup,
node failure, and network energy consumption. HEED was introduced in 2004 (Ullah,
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Table 1. Performance Measurement Metrics.

Evaluation Objectives Measurement Metrics

Data Backup Data backup, Average correct data packets transferred, Data loss,
End-to-end delay, Normalized overhead

Node Failure Packet Delivery Ratio, Throughput, Routing Overheads

Network Lifetime No of Alive nodes, energy consumption, packet drop ratio, residual
energy

2020) as a multi-hopWSN clustering technique that provides energy-efficient clustering
routing with explicit energy consideration. In the experiment, 100 nodes were uniformly
dispersed into a field. The limitation of this approach is that CH chooses at random. The
worst-case situation is that cluster head nodes are not uniformly distributed, which will
affect data gathering and cause data loss due to node failure. HEED claims that arbitrary
CH selection increases transmission overhead. Member nodes attempt to transmit with
their CH, while CHs transmit with other CHs or the base station. Reconstructing clusters
requires energy from periodic CH rotation or selection. This protocol randomly selects
the CH, which might cause communication overhead issues that waste energy and harm
quality of service. A network’s lifespan is shortened by frequent CH changes during
selection, which requires more energy to reconstruct the cluster. It also does not offer
any node failure or data backup solutions.

4.2 Proposed Research Methodology

The proposed Tri-head fuzzy c means clustering multipath routing is developed to select
the tri-cluster heads and aggregate the data from the normal sensor nodes. The suggested
THFCMR technique uses tri-head static fuzzy c means clustering with a HEED coupled
with a HEEMP approach. Initially, a group of sensor nodes is grouped using a fuzzy
c-means technique. Then, three node Cluster heads (ACH, TCH, and BCH) are selected.

The main node initiates data transmission between the base stations by a hybrid
energy-efficient multi-path routing protocol. In this method, the backup cluster head
(BCH) aids in minimizing data loss brought on by node failure. The backup cluster
head is designed to hold data in local storage for data retransmission during link failure
to obtain reliable data transmission. Finally, routing is important in WSNs. The hybrid
energy-efficient multi-path routing protocol used inWSNs creates a channel between the
source and sink for data transmission.Bydetermining thebest route for data transmission,
this method reduces data loss and lengthens the network’s life in the paddy field.

Clustering
One of the best ways to understand and organize information into a cluster is to use fuzzy
C-Means grouping. As the name implies, the logic of the FCM clustering algorithm is
that one node can combine with more than one group.

Backup Cluster Head
Each node transfers its perceived data to the sink during this phase. While the rest of the



190 M. Tabassum et al.

nodes use the following routing strategy, Direct_Set nodes transfer their data directly to
the sink. Each node has aNeigh_Table that is filled at this point. Neigh_Table contains the
ID of the neighbor node (Neigh_ID), the position of the neighbor node (Neigh_Pos), the
residual energy of the neighbor node (Neigh_Res), and the cluster head of the neighbor
(Neigh_CH). Each cluster member iterates over its Neigh_Table, shortlisting those of
its neighbors whose CH IDs in the fourth field of the Neigh_Table match its own. The
ProgressNodeGroup (PNG) stores all the selected candidates’ nodes between themselves
and TCH (by comparing their locations to their locations). The Neighbor Group (NG)
of node i comprises nodes m, j, and k. PNG is made up of all NG nodes that are present
between node i and the sink (nodes j and k).

Optimal Path
Themost frequent fault detectionmethod is monitoring node performance with a backup
cluster head.Whenever data is sent froma clustermember to the aggregation cluster head,
the backup node monitors the nodes’ functionality using the beacon message it receives
from the CH. The energy needed to examine the aggregation cluster head performance
is low because beacon packs are considerably smaller than data packs. If the aggregation
cluster head does not respond after three rounds, the backup cluster head indicates that
the aggregation cluster head’s error has been found. Following that, the backup cluster
head is chosen as a new aggregation cluster head and can pick a backup from NCHs
(Non-Cluster Head nodes). The clustermembers’ data is then sent to the new aggregation
cluster head. Additionally, anytime data is communicated from the aggregation cluster
head to the transmitting cluster head, a copy of it is maintained in the backup cluster
head so that, in the event of a transmitting cluster head failure, the backup cluster head
will function as the transmitting cluster head and send the data to the base station. In
contrast, a new transmitting cluster head may be chosen from non-cluster head nodes,
negating the need to gather the data again.

5 Future Work and Conclusion

WSNs can self-manage, self-configure, self-diagnosis, and self-healing, making them an
excellent choice for intelligent agriculture monitoring. WSN’s data handling is essential
when any node fails due to an unexplained cause. The proposedTHFCMR is developed to
select the cluster head, aggregate data, and backup data from the normal sensor nodes. In
a WSN node failure and data loss are the main issues in the WSN, which creates higher
packet drop, delay, and energy consumption during communication. By reducing the
amount of data lost during backups, the backup cluster head helps to prevent node failure
and data loss. Thus, the proposed approach diminishes the data loss and node failure and
extends the WSN network’s life span. The proposed THFCMR method’s performance
is analyzed using throughput, delivery rate, number of nodes alive, drop rate, end-to-end
delay, energy consumption, and overhead ratio in the next section. The proposed tri-head
fuzzy c means clustering multipath routing may enhance WSN performance in various
situations, regulate network consistency, and conduct data aggregation and availability
upon any node loss. The WSN network lifespan and performance might be improved
by choosing a backup cluster head that controls packet retransmission and node failure.
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In further work, we will simulate the proposed algorithm to evaluate it performance and
compare with related protocols for benchmarking.
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Abstract. The diagnosis of stomach cancer automatically in digital pathology
images is a difficult problem. Gastric cancer (GC) detection and pathological
study can be greatly aided by precise region-by-region segmentation. On a tech-
nical level, this issue is complicated by the fact that malignant zones might be any
size or shape and have fuzzy boundaries. The research employs a deep learning-
based approach and integrates many bespoke modules to cope with these issues.
The channel refinement model is the attentional actor on the chin channel. While
implementing the feature channel, the learnt channel weight can be used to elim-
inate unnecessary features. Calibration is essential to improve classification pre-
cision. The results of channel recalibration can be improved with the help of a
re-calibration (MSCR) model. The top pooling layer of the network is where
the multiscale attributes are sent. The outcomes of channel recalibration may
be enhanced by using the channel weights found at various scales as input to
the next channel recalibration perfect. Our unique gastric cancer segmentation
dataset, carefully glossed down to the pixel level by medical authorities, is used
for extensive experimental comparisons. The numerical comparisons with other
approaches show that our strategy is superior.

Keywords: Deep learning · Digital pathology image · Gastric cancer detection ·
Multiscale channel · Pooling Layer · Recalibration

1 Introduction

The Industrial Internet of Things (IIoT) is one of the most rapidly expanding net-works
right now that can collect and exchange huge volumes of data utilizing sensors in a
healthcare context [1]. Medical IoT, IoHT, or IoMT refers to the Internet of Things used
in medicine and healthcare and is often referred to as a “expert application” [2]. The
Internet of Medical Things (IoMT) is a framework for interconnecting digital resources
in the healthcare industry. It is used to evaluate the physical properties of sensor nodes
that collect data from the patient’s body using smart portable devices. Integrating AI
approaches provides quick and flexible analysis and diagnoses of medical data, while
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IoMTpaves theway forwireless and distant devices to connect securely over the Internet.
Network topology, energy transfer, and processing power are just a few of the unknowns
that IoT devices must deal with while sending data over the cloud [3].

The 5-year survival rate for people diagnosed with GC at an early stage can surpass
90%. However, the 5-year existence rate drops below 30% [4] because almost half
of patients with GC have previously progressed to the advanced phase at the time of
diagnosis. Pathologists typically perform this laborious and time-consuming procedure.
Diagnostic accuracy is being significantly impacted on a global scale by a serious scarcity
of pathologists and a large workload of diagnostics [5, 6]. Thus, a novel method must be
developed to rapidly and precisely detect GC from diseased images. To stratify and select
those who may benefit from adjuvant treatment, however, physical histological analysis
of tumors specimens is currently not reliable enough [7]. The development of concise
and reliable approaches to predict overall GC is, therefore, urgently needed in order to
aid in the creation of tailored therapy plans and the maximization of their advantages.

Slowly but surely, oncologists have begun to take notice of deep learning. The dis-
cipline of cancer has benefited greatly from the advancements made by deep learning,
which have been shown to be superior to those made by traditional machine learning
methods. For many picture interpretation tasks, the (CNN) has proven to be the superior
deep learning method. Several advancements have been achieved with the use of AI to
detect tumors and forecast the prognosis of GC based on photographs of the disease in
its various stages [8] collected from the IoT enabled microscopes and image sensors.
To make the produced AI models more useful to clinical practice, we first identified a
number of obstacles that needed to be solved. For example, a substantial sample size
from many centres should be obtainable for training and verifying the proposed model
to assure the robustness. The generated model needs to be practical for use in clinical
practice while also being easy to use by those without an AI background or in regions
with a less developed economy [9].

In this research, we built deep learning-based models using the refinement model
as a starting point, and we dubbed them the multiscale channel squeeze-and-excitation
model. The residual sections of the paper are structured as follows: The correlated texts
are presented in Sect. 2. The suggestedmodel and its experimental analysis are described
briefly in Sects. 3 and 4 discussing the results. Finally, Sect. 5 presents conclusion and
limitations.

2 Related Works

Whole-slide images (WSIs) of human sections are projected byHu et al. [10] to highlight
diagnostically relevant psychoneuroimmunology (PNI) regions. This framework is based
on multi-task deep learning. The suggested system completes the task of recognizing
PNI while also segmenting the gastric cancer region using a neural detection model and
a PNI decision-making module.

Based on the attention mechanism, Guo et al. [11] proposed a compact micro fuzzy
pathology detection algorithm; theYOLOv5 is enhanced under compact andmicro fuzzy
scenarios of cancer cell detection across the board in digital pathology; this algorithm
is evaluated on the gastric cancer slice dataset. Test results show an F1 score of 0.616
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and a mAP of 0.611 for the deep blur scenario, indicating that it can serve as a decision
support for clinical judgement.

Ma et al. [12] offer a deep learning (DL)-based automatic system for diagnosing
early gastric cancer (EGC). This work specifically constructs different DL architec-
tures to enable the automatic interpretation of EGC pictures using a novel an-notated
dataset obtained from a single-center. The experimental results on the submitted dataset
revealed the potential uses of DL in helping of 0.64 for the included classification and
segmentation assignments.

Based on ShuffleNetV2, Fu et al. [13] present a multi-dimensional convolutional
lightweight network called MCLNet. The computational complexity, memory footprint,
andGPUparallelism of the ShuffleNetV2model are all quitemodest. The problem is that
ShuffleNetV2 only uses two-dimensional convolutions, so the amount of information
recovered from the data is low. To compensate for the absence of 2-D in global feature
extraction, employing 1-D increases information transmission between channels and
enhances the information.

Using gastric cancer (GC) tissue slides, Lee et al. [14] attempted a fully automated
classification of micro satellite instability (MSI) status. The (ROC) curve areas under the
curves (AUCs) (TCGA) were 0.893 and 0.902, respectively. The 0.874 AUC achieved
by the classifier on the external validation Asian FFPE cohort shows that the classi-
fier trained with TCGA FFPE tissues is effective. It appears that DL has the potential
to autonomously learn the most effective features for determining MSI status in GC
tissue slides. This research proved that a DL-based MSI classifier could be useful for
preliminary case screening.

For studies on gastric tumor image segmentation,Wang et al. [15] propose a stomach
cancer lesion dataset. To get multi granular edge information and refinement, an encoder
stage-specific boundary extraction refinement module is presented. The next step is to
construct a selective fusion module that can be used to combine features from specific
phases. The experimental results demonstrate that the projected method outdoes existing
approaches on the CVC-Clinic DB and Kvasir-SEG datasets, with an accuracy of 92.3%
and a similarity coefficient (DICE) of 86.9%.

3 Proposed System

3.1 Dataset

Our pathology pictures are taken from actual patient records. We have taken 500 patho-
logical images at a resolution of 2048 by 2048 under an optical magnification of 20. Each
picture was extracted from a larger slide of gastric tissue showing typical malignant spots
in the stomach. Some samples from our dataset [16] are displayed in Fig. 1.

Model parameters were trained using the training set, and the testing set was used
to validate the models’ predictions. There will be 350 training images and 150 test
photographs used. Each image in the training set was cropped from its original 2048 by
2048 resolution to four 1024 by 1024 patches before being fed into the networks. By
subtracting the dataset’s mean pixel value and dividing by the standard deviation, we
have created uniform image patches.
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Fig. 1. Gastric cancer segmentation dataset, featuring six sample image-label pairings. (Color
figure online)

The areas covered in yellow have cancer in the above Fig. 1. Size differences, hazy
borders, and pliable characters are all made very obvious in these pictures. Five hundred
abnormal photos with careful annotations make up our dataset.

3.2 Image Preprocessing

Excessive abnormalities from the staining method typically led to noise in the collected
images. The following procedure was used during the preprocessing stage.

1. Scaling down all deep learning models have a strict need that all input images have
the same size computationally. Hence, the image was scaled down to a size of 224 ×
224 pixels in order to shorten the processing time.

2. Noises like additive, random, impulsive, andmultiplicative noises removal are crucial.
Gaussian noise, pepper noise, speckle noise, and Poisson noise all show up frequently
in medical pictures. In this study, a median filter was employed to get rid of the salt
and pepper noise over the entire slide image.

3. Third, normalizing stains is a crucial step in the whole slide image (WSI) pre-
processing phase of digital pathology. This research made advantage of the well-
known Macenko stain normalization technique often applied on histopathology
slides.

4. Fourth, data augmentation is a technique for greatly expanding the types andquantities
of data used to train models. To boost the amount of data without changing the
appearance of the photographs, we rotated them by 90°, 180°, 270°, flipped them
horizontally, and flipped them vertically. This resulted in a sixfold increase in the
amount of information collected.

A stratified cross-validation technique was used to divide the raw data obtained in-to
two equal parts: 80% for training, for testing. The sum of images in each class increases
from 35 for Margin Negative to 49 for Margin Positive after 6 augmentation (with 90°,
180°, 270°, horizontal flip), omitting the testing data set, which must be the unique
dataset.
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Channel Recalibration Model: To teach the network to pay attention only to relevant
information, the channel recalibration model assigns a weight to each input channel.
The input feature U is compressed in channel order by the channel recalibration model.

zc = Fsq(uc) = 1

H × W

∑H

i=1

∑W

j=1
uc(i, j) (1)

Once all of the channels in the input feature have been extruded, their respective
weights can be calculated by activating the extrusion result using the subsequent formula.

s = Fex(z,W ) = σ(W2δ(W1z)) (2)

where s is the feature channel’s weight; F ex (*,*) is the excitation function; z is the
feature’s extruded result; (*) is the sigmoid function; (*) is the ReLU function [17], and
(*) and (*) are the sigmoid and ReLU functions, respectively. The weights of the first
fully associated layer (FC) are W1 and the second fully connected layer (FC) is W2.

Excitation’s first fully connected layer takes the sum of feature channels as a function
of c and converts it to c/r, where r is the density ratio, with the result that only non-zero
values are retained at output following the ReLU function. To maintain parity with the
sum of channels in the input feature, the second completely connected layer brings back
the number of feature channels to c. The sigmoid function is used to derive the final
weight, with a range of 01.0 possible.

ẍc = Fscale(uc, sc) = scuc (3)

To summarise the above formula: It is theweight of the cth channel in the input feature,
and x_c is the channel’s output characteristic following channel feature recalibration. The
features of a given channel aremultiplied by the channelweight,where F scale is a scaling
function. By multiplying the eye of a given channel by the associated channel weight,
Eq. (3) implements the recalibration of the feature channel, which in turn suppresses the
characteristics that are irrelevant to the classification result, leading to higher precision
in the classification.

Proposed Model Description: Channel recalibration models can be better-quality by
using multiscale features instead of single-scale ones, and by combining the weights
learnt at diverse scales to get the final feature channel weights. CNN with multiscale
features are frequently used for target identification and recognition as well as picture
semantic segmentation. Using feature information at various scales helps increase the
precision of the final result. The input sent to the max pooling layer, where they are
scaled differently using a pooling kernel size of 2. The feature channel weights across
all scales are combined via maximum-value splicing.

Additive Fusion: In order to do multiscale channel recalibration, the input features are
increased by the obtained weights in the order of the respective channels, and the result
is the channel weight produced by the additive fusion method using the following:

′
U 2way_add = (Sc0 + Sc1)Us0 (4)
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In the above formula
′
U 2way_add is used to accomplish multiscale channel recalibra-

tion, the channel weight acquired by the preservative fusion technique 2 is the sum of
the channel weights for the two feature scales, and this weight is then multiplied by the
input topographies in the order of the respective channels. What follows is a procedure:

Maximum Fusion: Maximum fusion, as contrast to additive fusion, chooses individual
channels. The weight of the channel is equal to the sum of the highest values on each
scale. The current procedure for recalibrating multiscale channels goes as follows:

′
U 2way_max = (Sc0 + Sc1)Us0 (5)

Multiscale channel recalibration with extreme scale is represented as
′
U 2way_max

where max(,) is the maximum function. The channel weight is the sum of the channel
weights under each scale, sorted in order of preference.

Splicing Fusion: When fusion technique first maps the channel weights from each scale
onto a final scale through a convolution layer, and then combines the results. If the batch
picture size and the sum of channels in the input feature is C, then the channel weight
size is NC11. Depending on which splicing coordinate axis is chosen, two distinct types
of splicing fusion implementations can be identified.

(a) Splicing coordinates, or cat1, are located along the second co-ordinate axis
(axis1). The current expression for the process of recalibration of multiscale channels is

′
U 2way_cat1 = Fconv1(Sc_cat1)Us0 (6)

where N is the number of input channels, C is the sum of output channels, F conv1 (*) is
the mapping function for the convolutional layer conv1, the output of multiscale channel
recalibration achieved by splicing and fusing cat1 at 2 scales.

(b) Splicing coordinates (cat2) are located along the third coordinate axis (axis3).
The current expression for the process of recalibration of multiscale channels is

′
U 2way_cat2 = Fconv2(Sc_cat2)Us0 (7)

where
′
U 2way_cat2 is the channel weights gotten in the two scales along the third co-

ordinate axis, size N2C21, F conv2 (*) is convolution layer, where 21, and S (c cat2)
is the consequence of the recalibration realised by splice and fusing cat2 at two scales.
Input and output channel counts are both set to a value of C.

4 Results and Discussion

4.1 Implementation Details

TensorFlow is the foundation of our proposed model. All of the convolutions in a pre-
trained context have been batch normalised. Although it has been shown that a larger
batch size is beneficial for segmentation, a fixed batch size of 8 is selected in order to
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seek for more effective designs. A regular (SGD) algorithm is used with a weight decay
of 2e−4 for back propagation, picking a loss function based on the cross entropy of
each pixel across all categories. The authors used the polynomial learning rate policy
popularised by DeepLab. The training steps have been multiplied, and the learning rate
has correspondingly adjusted.

(
1 − iter

maxiter

)power

(8)

where iter stands for a training step and maxiter for the total number of iterations used
during training. Our starting power D is 0:9, and our learning rate is 1e−3. TwoNVIDIA
TITAN X graphics processing units are responsible for all the matrix calculations. One
Intel Core I7-6900k octa-core processor running at 3.2GHz has completed the remaining
calculations. The computed memory size is 64G.

4.2 Validation Analysis of Proposed Model

In this section, the validation analysis are based on 70%–30% and 80%–20%, where
Table 1 presents the analysis based on 70% of training data and 30% of testing data. The
existing models focused on either their own dataset or simply classify the gastric cancer.
Therefore, this research work considered the generic model and implemented with the
dataset and results are averaged.

Table 1. Analysis of Projected Perfect for 70%–30%

Methodology Accuracy Precision Recall F1-Score Specificity

DBN 85.5 87 86 86 86

CNN 87 91 87 89 87

LSTM 91.5 91.5 91.5 91.5 95

PROPOSED 95.2 95 96 95 96

From the above table it is evitable that the proposed model showed an improvement
over all other models in every metric.

Table 2. Analysis of Projected Perfect for 80%–20%

Methodology Accuracy Precision Recall F1-Score Specificity

DBN 87.30 90.3 88.56 88.50 88.50

CNN 92.67 92.45 91.67 91.39 90.67

LSTM 93.34 94.78 93.78 94.09 96.27

PROPOSED 96.5 97.0 97.0 97.0 98.7
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All models perform well when the model’s training ratio is high which is observed
from Table 2. Our approach clearly excels over the competing models in key respects.
Our approach is more delicate with fine-grained characteristics and sensitive to regions
of varying sizes. The models are graphically analysed in Figs. 2, 3, 4 and 5.

Fig. 2. Precision Analysis Fig. 3. Recall Analysis

Fig. 4. Comparative analysis on F1-score Fig. 5. Analysis of specificity

5 Conclusion and Future Work

For stomach cancer detection, the authors present a deep learning architecture that com-
bines multi-scale modules with targeted convolutional operations. This study explores
the classification task of stomach cancer pathology images and proposes a multiscale
channel CNN with Res- network construction. The reliability of the feature channel
weight learning process could be greatly improved through the fusing of feature weights
learnt at various scales. By incorporating properties at several scales, network data can
be made more useful. The obtained dataset has been subjected to rigorous comparative
analyses, which prove that the proposed method is more precise and well-organized.
Until then, further work is required on datasets and methods to advance the integration
of deep learning and pathological diagnostics.

Although our approach has yielded promising results, it does have some restrictions
which could be considered as future work. Diagnostic challenges will increase in clinical
pathological picture analysis. There is still a great deal of in-depth work, from tests to
clinical trials, that needs to be done.

References

1. Alansari, Z., Soomro, S., Belgaum, M.R., Shamshirband, S.: The rise of Internet of Things
(IoT) in big healthcare data: review and open research issues. In: Saeed, K., Chaki, N.,



Development of IoT-Healthcare Model for Gastric Cancer 201

Pati, B., Bakshi, S., Mohapatra, D.P. (eds.) Progress in Advanced Computing and Intelligent
Engineering. AISC, vol. 564, pp. 675–685. Springer, Singapore (2018). https://doi.org/10.
1007/978-981-10-6875-1_66

2. Rayan, R.A., Tsagkaris, C., Papazoglou, A.S., Moysidis, D.V.: The internet of medical things
for monitoring health. In: Internet of Things, pp. 213–228. CRC Press (2022)

3. Belgaum, M.R., Soomro, S., Alansari, Z., Musa, S., Alam, M., Su’ud, M.M.: Challenges:
bridge between cloud and IoT. In: 2017 4th IEEE International Conference on Engineering
Technologies and Applied Sciences (ICETAS), pp. 1–5. IEEE (2017)

4. Sung, H., et al.: Global cancer statistics 2020: GLOBOCAN estimates of incidence and
mortality worldwide for 36 cancers in 185 countries. CA: Cancer J. Clin. 71(3), 209–249
(2021)

5. Morales, S., Engan, K., Naranjo, V.: Artificial intelligence in computational pathology–chal-
lenges and future directions. Digit. Sig. Process. 119, 103196 (2021)

6. Ramana,K., et al.: Early prediction of lung cancers using deep saliency capsule and pre-trained
deep learning frameworks. Front. Oncol. 12 (2022)

7. Tie, J., et al.: Circulating tumor DNA analysis guiding adjuvant therapy in stage II colon
cancer. New Engl. J. Med. 386(24), 2261–2272 (2022)

8. Vobugari,N.,Raja,V., Sethi,U.,Gandhi,K.,Raja,K., Surani, S.R.:Advancements in oncology
with artificial intelligence—A review article. Cancers 14(5), 1349 (2022)

9. Rajpurkar, P., Chen, E., Banerjee, O., Topol, E.J.: AI in health and medicine. Nat. Med. 28(1),
31–38 (2022)

10. Hu, Z., et al.: A multi-task deep learning framework for perineural invasion recognition in
gastric cancer whole slide images. Biomed. Sig. Process. Control 79, 104261 (2023)

11. Guo, Q., et al.: Pathological detection of micro and fuzzy gastric cancer cells based on deep
learning. Comput. Math. Methods Med. 2023 (2023)

12. Ma, L., Su, X., Ma, L., Gao, X., Sun, M.: Deep learning for classification and localization of
early gastric cancer in endoscopic images. Biomed. Sig. Process. Control 79, 104200 (2023)

13. Fu, X., Liu, S., Li, C., Sun, J.: MCLNet: an multidimensional convolutional lightweight
network for gastric histopathology image classification. Biomed. Sig. Process. Control 80,
104319 (2023)

14. Lee, S.H., Lee, Y., Jang, H.J.: Deep learning captures selective features for discrimination of
microsatellite instability from pathologic tissue slides of gastric cancer. Int. J. Cancer 152(2),
298–307 (2023)

15. Wang, P., Li, Y., Sun, Y., He, D., Wang, Z.: Multi-scale boundary neural network for gastric
tumor segmentation. Vis. Comput. 39(3), 915–926 (2023)

16. Sun, M., Zhang, G., Dang, H., Qi, X., Zhou, X., Chang, Q.: Accurate gastric cancer segmen-
tation in digital pathology images using deformable convolution and multi-scale embedding
networks. IEEE Access 7, 75530–75541 (2019)

17. Yan, J., Wang, B.: Two and multiple categorization of breast pathological images by transfer
learning. In: 2021 6th International Conference on Intelligent Informatics and Biomedical
Sciences (ICIIBMS), vol. 6, pp. 84–88. IEEE (2021)

https://doi.org/10.1007/978-981-10-6875-1_66


Glaucoma Detection Using the YOLO V5
Algorithm

M. Anusha, S. Devadharshini(B), Faazelah Mohamed Farook, and G. Ananthi

Department of Electronics and Communications Engineering, Thiagarajar College of
Engineering, Madurai 625015, India

devasubramanian1654@gmail.com, gananthi@tce.edu

Abstract. High intraocular pressure causes the eye disease glaucoma, which can
eventually result in complete blindness. On the other hand, early detection and
treatment of glaucoma can prevent complete blindness in a patient. However, we
regularly experience delays as a result of challenging glaucoma screening proce-
dures and a shortage of human resources, which might raise the worldwide vision
loss ratio. In the final stage, it is envisaged that a confined region comprising
glaucoma lesions and associated classes will develop. To prove the technique’s
viability, it was put to the test on a challenging dataset, specifically an online reti-
nal fundus image database for glaucoma research (ORIGA). Due to the existing
dearth of intelligence and security research on outdoor gantry cranes, a method
based on the updated you-only-look-once (YOLO)v5 network for intelligent anti-
intrusion detection is proposed. The first step is to offer a broad detection strategy.
The YOLOv5 network’s goal is to retain speed while achieving the highest detec-
tion precision: Add multi-layer receptive fields and fine-grained modules to the
backbone network to improve the performance of features. The training of YOLO
V5 resulted in an accuracy of 92.5% by the end of the 100th epoch. The high
accuracy hence proves that the model was able to detect effectively.

Keywords: YOLO V5 · Glaucoma · Eye pressure · Image processing ·
Computer vision

1 Introduction

One of the conditions where the optic nerve of the eye is harmed and the primary cause of
vision loss is glaucoma, a serious illness that arises from excessive intraocular pressure.
Without adequate care and treatment, the whole population that is struggling with glau-
coma risk losing their vision. Internally, there are several disorders with similarities to
glaucoma. For the early detection of this condition, several studies have been conducted
in this area. For accurate identification, the system employed a variety of deep learning
algorithms. As previously said, early identification can stop the problem from growing
worse and preserve the patient’s vision. So, for the detection of this disease, a precise
and adequate detecting model is needed. The creation of such a system has undergone
several efforts. The method is also shown to identify the patients’ glaucoma pattern. The
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patterns identified in patients will be classified using the given method’s CNN approach.
The CNN model will be used to distinguish between the trends in the founded data for
the identification of glaucoma. To enhance the effectiveness of the provided technique, a
dropout mechanism is also used in the offered mechanism. The main goal is to identify
the patterns that the healthy human eye and the diseased glaucoma eye share the most.

The signs of glaucoma cannot be found by a single diagnosis based on prior assess-
ment. Regular eye exams may reveal glaucoma symptoms [1], and additional therapy or
examinations may be advised. The following list of medical conditions is assessed for
glaucoma approval.

• Tonometry: This technique measures a patient’s ocular pressure.
• OpticalCoherenceTomography: This test is crucial for glaucoma diagnosis. Retinal

nerve fibre layers around the optic nerve are a key indicator of early glaucomadamage,
and they are found using this method.

• Ophthalmoscopy: This examination looks at the optic nerve [2]. This test is crucial
because glaucoma affects the optic nerve severely and is a condition of great impor-
tance. Eye drops are used to make the patient’s pupil larger so that the optic nerve
may be seen more clearly in order to check for indications of disease-related nerve
cell loss in the eye [3].

• Perimetry: Glaucoma is a condition that initially impairs peripheral vision. In order
to identify visual loss, this test is performed. A visual field test is another name for
this assessment. A machine that automatically flashes lights in the person’s eye’s
peripheral is used to examine each eye separately.

• Gonioscopy: This examination relates to the drainage angle for intraocular fluid. In
the eye, the fluid is continually prepared before flowing out at certain angles. This
test is used to determine if angle-closure glaucoma, which is defined as high eye
pressure produced by blocked angles, or open-angle glaucoma, which is caused by
open angles that are not functioning correctly (Fig. 1).

Fig. 1. Optic nerve head images (a) normal eye (b) glaucomatous eye image.
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In this paper, A methodology using YOLO V5 has been proposed.

2 Literature Review

2.1 ORIGA-Light: An Online Retinal Fundus Image Database for Glaucoma
Analysis and Research

ORIGA-light, an online repository of clinically accurate retina pictures, is used by
researchers as a benchmarking resource to assess image processing algorithms that
find and examine key visual indicators strongly associated with glaucoma diagnosis.
A constant effort will be made to improve ORIGA-light, both in terms of the quantity
of annotated photos and the contributions from the scientific community. The goal of
ORIGA-light is to support researchers in developing novel glaucoma mass screening
techniques and optimising current image processing technology.

2.2 Automated Glaucoma Diagnosis Using Deep Learning Approach

The strategies that have been researched in this literature so far rely onmanually creating
various attributes from photos. To identify glaucoma, a technique based on morphologi-
cal characteristics of the optic disc nerve and an artificial neural network (ANN) classifier
was presented. In addition, the authors in presented a glaucoma Risk Index (GRI) app-
roach to detect glaucoma by extracting features and feeding them to a PCA algorithm
for dimensionality reduction and a support vector machine (SVM) model to classify the
images into either normal or pathological. To identify glaucoma in the photos, a tech-
nique based on texture and higher order spectral characteristics with a random forest
classifier has been presented. Additionally, using a sequential minimum optimisation
classifier, glaucoma was detected in the pictures using wavelet features and a features
selection approach. Recently, a method using SVM and Gabor features was presented
to identify glaucoma in the pictures. Deep learning, also known as deep neural networks
(DNNs), is a current study area because it allows computers to automatically learn to
extract extremely complicated properties from input data.

Convolutional neural networks (CNNs) have gained significant popularity as deep
learning architectures and have proven successful in various categorization applications.
A recent discovery has demonstrated the potential of deep learning in automatically
detecting the fovea and optic disc (OD) in digital fundus retinal images. To assess the
severity of diabetic maculopathy disease, an effective feature learning technique has
been proposed, which exhibits remarkable performance in classifying and recognizing
such conditions. Moreover, a novel approach has been implemented for diagnosing
glaucoma, relying on contextualizing deep learning techniques to extract distinctive
features from the optic disc (OD) after segmenting the region of interest. Nonetheless,
several challenges remain, with the most prominent one being the limited size of the
training dataset.
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3 Proposed Methodology

3.1 Dataset Collection

The publicly accessible database called ORIGA had images of glaucoma-affected eyes’
retinal scans to detect and classify glaucoma-affected eyes. The database contains about
650 images, of which 168 images are having glaucoma-affected retina scans, and the
remaining are normal human eyes’ retinal scans. The dataset had awide range of variation
in aspects of various parameters like noise, color intensity, blurring, etc. Training the
model which such a varied dataset shall definitely help in achieving the generalized
prognosis of Glaucoma by the deep learning model employed. Apart from ORIGA,
REMEDIO high-quality images collected from hospitals were used to test the model
and determine its accuracy. The meticulous collection of the database was considered a
safer option to ensure the proper detection of glaucoma (Figs. 2 and 3).

Fig. 2. Dataset comprising of retinal scans of eyes with and without glaucoma

3.2 Annotation of Images

The important aspectwith respect to trainingof the deep learningmodel,when employing
YOLO versions happens to be the proper demonstration of the object to be detected.
Here in the case of the chosen problem, its to help the algorithm locate the positions of
glaucoma-affected areas from the suspected samples for effective and correct training.
The annotation of the dataset hence plays a crucial role, in marking the region of interest.
AYAMLfile was developed after annotation with two pieces of informationwith respect
to the former:

(i) The class connected to the identified region
(ii) Co-ordinate values of the created bounding box on the glaucomatous area
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Fig. 3. Optical nerve head images: a) normal eye b) glaucomatous eye

The training file, which is developed from the above YAML file is used to train the
network (Fig. 4).

Fig. 4. Samples of annotations done

3.3 Selection of Pre-trained Model

YOLO (You Only Look Once)
The well-known challenge in computer vision happens to be object detection. In order
to solve it, for decades, two stages were considered to be accomplished prior to training
the model. They are:

(i) Extracting distinct regions of the image using sliding windows of various widths
(ii) Applying the classification problem to identify which class the objects belong.

The major drawbacks associated with these two methods happen to be:

(i) Requirements for a lot of processing to be done
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(ii) Training has to be split down into several phases

The result hence happens to be a lack of optimization of speed.
For the first time, in 2015, researcher Joseph Redmon and colleagues unveiled the

YOLO method, an object identification system that executes all of the necessary pro-
cesses to recognize an item using a single neural network. Object recognition is reduced
to a single regression problem, with bounding box coordinates and class probabilities
replacing picture pixels. At the same time, this unified model predicts numerous bound-
ing boxes as well as class probabilities for objects covered by boxes. For detecting and
calculating object coordinates, the YOLO algorithm has obtained exceptional specifica-
tions that beat the existing approaches in terms of both speed and accuracy. The YOLO
algorithm detects object by their bounding boxes and then localize them by using bound-
ing box coordinates. As a result, the predicted bounding box vectors belong to the output
vector y, whereas the ground truth bounding box vectors correspond to the vector label y.
Vector label y and anticipated vector y can be indicated, where the purple cell has no item
and the bounding box confidence score in the purple cell equals 0, then all remaining
parameters will be ignored.

Finally, YOLO cleans all bounding boxes that are empty or contain the same objects
as another bounding box using Non-Maximum Suppression. NMS removes all overlap
bounding boxes with an intersection over union (IOU) value greater than the threshold
value by setting a threshold value.

YOLO V5
The YOLO method underwent five iterations over the next five years, with many of
the most cutting-edge ideas coming from the field of computer vision research. Joseph
Redmon, the creator of the YOLO algorithm, created and studied the first three versions.
After the debut of YOLOv3, he indicated that he will retire from the computer vision
industry. Early in 2020, Alexey Bochkovskiy, the Russian developer who created the
first three versions of YOLO using Joseph Redmon’s Darknet architecture, published
YOLO update version 4, also known as YOLOv4, on the official YOLOGitHub account.
The YOLO algorithms were modified and refined after the release of YOLOv4 by Glenn
Jocher’s research group, which used the PyTorch framework before releasing YOLOv5.

Despite not being made by the team who invented the algorithm, YOLOv5 has
outperformed all four preceding iterations (Jocher, 2020).

Unlike earlier iterations, YOLOv5 is now created in Python rather than C. This facil-
itates the installation and integration of IoT devices. In the future, PyTorch is anticipated
to get more contributions and have more possibilities for expansion as one of the larger
Darknet communities. Comparing the performance of YOLOv4 [4] and YOLOv5 is
difficult because they were created using different frameworks and programming lan-
guages. However, YOLOv5 has improved on YOLOv4 over time and has begun to
receive some attention from the computer vision community in addition to YOLOv4
[5].. The architecture of YOLO V5 comprises of three parts:

(i) Backbone: CSP Darknet
(ii) Neck: PANet
(iii) Head: YOLO Layer
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YOLOv5 Backbone
It makes use of CSP Darknet [6] as the backbone for extracting features from images
made up of cross-stage partial networks.

YOLOv5 Neck
It generates a feature pyramids [7] networkwith PANet [8] to conduct feature aggregation
and passes it to Head for prediction.

YOLOv5 Head
Object detection layers that generate predictions from anchor boxes.

Apart from this YOLOv5 uses the below choices for training.

Activation and Optimization
Leaky ReLU and sigmoid activation are used in YOLOv5, with SGD and ADAM as
optimizer options.

Rectified Linear Unit (ReLU)
Its key advantage is that it does not simultaneously stimulate all of the neurons.

Sigmoid Function
An activation function is used to transmit a weighted sum of inputs through, and the
output is used as an input to the following layer.

Stochastic Gradient Descent (SGD)
It’s a neural network model training optimization algorithm.

Adaptive Moment Estimation (ADAM)
It’s a deep learning model training optimization approach that replaces stochastic
gradient descent.

Loss Function
Binary cross-entropy with logits loss is used (Fig. 5).

3.4 Method of Approach

The training and validation dataset is obtained by splitting the already annotated database
for the training and evaluation purposes of the model. The model accesses the input via
the YAML file, with the number of classes and object names specified in the code.
The input images accessed are initially resized into 416x416 dimensions. Before that,
they are populated by augmentation, gaussian blurring, etc., the increase the number of
images, so that the model is exposed to even more varieties Then, they are separated
into minibatches each of size 64. After pre-processing, the images count to 6400 hence
the code has to train the model with 1000 batches for each epoch. A total of 100 epochs
were performed. After training, the testing was done with 20% of ORIGA DATASET
and REMEDIO High quality images (Fig. 6).
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Fig. 5. YOLO V5 architecture

4 Results and Discussions

The suitable training parameters were set to ensure that the algorithm didn’t overfit the
input dataset and can get the normalized feature detection that could detect glaucoma
even in images that the model hasn’t been trained with before. The training of YOLO
V5 resulted in an accuracy of 92.5% by the end of the 100th epoch. The high accuracy
hence proves that the model was able to detect effectively (Fig. 7).

To comparatively prove the efficiency in the employment of YOLO V5 over other
deep learning algorithms like YOLO V4 and Convolutional Neural Network, the latter
were trained and tested using the same database and resulted in much lower accuracy.
Hence it is concluded that the YOLO v5 model happens to be effective for Glaucoma
prognosis.

Usage of REMEDIO images which weren’t used in training for testing the model
helps to eliminate the fact of overfitting associated with themodel due tomultiple epochs
over a limited dataset.

The F1 score could be obtained by the equation:

F1 SCORE = 2 ∗ PRECISION ∗ RECALL

PRECISION + RECALL
(1)

Here precision and recall could be calculated from the confusion matrix by their
equations.

RECALL = OVERALL TRUE POSITIVES

OVER ALL TRUE POSITIVES + OVERALL FALSE NEGATIVES
(2)
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Fig. 6. Method of approach

The recall happens to be 0.911.

PRECISION = OVERALL TRUE POSITIVES

OVERALL TRUE POSITIVES + OVERALL FALSE POSITIVES
(3)

The precision happens to be 0.911.
Hence the F1 score happens to be 0.911, which is consistent with the accuracy 92.3%.

Hence the model happens to be good in aspects of precision and recall, and hence in the
overall generalization.
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Fig. 7. Accuracy of three different deep learning models

5 Conclusion

The Generalised Image Segmentation Model YOLO V5 method for glaucoma illness
prediction was proposed in this study. The Kaggle website’s high resolution ORIGA
dataset was used for training, testing, and validation. 350 photos of glaucoma comprised
the training data set. There were 200 photos of glaucoma in the test data set. The YOLO
V5 Deep learning algorithm for glaucoma condition has a 92.3% accuracy rate. YOLO
V5 algorithm offers more accuracy as compared to YOLO V3 method for Convolution
Neural Network.
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Abstract. Background: Prevalent, preventable or treatable causes of blindness
include Diabetic Retinopathy (DR), Glaucoma, Cataract and Optic Nerve Head
Swelling. Community screening camps are routinely conducted to mainly screen
for these diseases/conditions. This is crucial for maintaining good vision and
preventing irreversible damage that can lead to blindness. Screening is for early
diagnosis, to ensure further investigations and prompt treatment to save vision.
The use of intelligent systems to assist the healthcare professionals can help speed
up the diagnostic process.

Methodology: Retinal fundus images (RFI) can be used to diagnose several
ocular diseases including diabetic retinopathy, glaucoma, cataract and optic nerve
head swelling. After preprocessing, the RFI can be classified by trained Neural
Networks to detect these diseases. We have curated a dataset with 5600 images
in 5 classes and used it to train, validate and test our Ocular Disease Detection
System (ODDS). ODDS uses the EfficientNet-B3 model for image classification.

Results: The ODDS performs well with a testing accuracy of 93%. Other
performance metrics including precision, recall and F1-scores are also high for all
the classes.

Conclusion: The Ocular Disease Detection System (ODDS) will be very use-
ful in community screening programmes and in remote or rural regions. Although
the outcomes achieved are highly promising, augmenting the amount of training
data from a range of different sources would make the system robust and enhance
the practical applicability of the system. The possibility of utilising smartphones
equipped with an appropriate lens assembly to record RFI should be explored.
This will reduce costs and increase the accessibility of the system.

Keywords: Diabetic retinopathy · Glaucoma · Cataract · Optic nerve head
swelling · Retinal fundus · Artificial intelligence · Neural networks · EfficientNet

Novelty:

• Curation of dataset with 5600 images from 5 classes - diabetic retinopathy, glaucoma,
cataract, optic nerve head swelling and normal images from various public datasets

• Lighter and more economical neural network model is employed in the proposed
system (compared to existing literature)

• High performance metrics achieved
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1 Introduction

With the rise in population and life expectancy of humans, the healthcare systems ofmost
countries are stretched thin. Doctors and other healthcare workers are overburdened with
providing adequate healthcare for the growing population [1]. Intelligent systems based
on machine learning algorithms and artificial neural networks are increasingly used in
several aspects of healthcare [2], including in disease detection systems. In particular,
Artificial Intelligence (AI) image analysis and classification in medical imaging has
achieved great success. Intelligent systems have been shown to even outperform human
experts in several recent studies [3].

Artificial Neural Networks (ANN) are preferred (over other traditional machine
learning algorithms) for image analysis and classification tasks because of their high
performance metrics and ability to work with large volumes of complex data [4]. They
also have the ability to constantly refine their systemswhennewdata is added for training.

1.1 AI in Ophthalmology

Intelligent systems for image classification are employed in ophthalmology for image
analysis of retinal fundus images (RFI) orOptical CoherenceTomography (OCT) images
[5, 6]. A few systems have been approved for use in patient care and are currently being
used as a triaging or screening tool to assist doctors and other healthcare workers [7].
This project uses classification of RFI for disease detection. A retinal fundus image is
a picture of the inner, back surface of the eye, and includes the retina, optic disc and
blood vessels [8] (Fig. 1). A fundus camera is used to capture and record retinal fundus
images.

Fig. 1. A normal retinal fundus image

Regular screening of the eye is essential to ensure early detection of diseases. This
will help provide suitable treatment for the diseases to reverse the damage or at least
to prevent further deterioration and loss of vision. Common eye diseases/disorders
generally included in screening programmes include.

• Diabetic Retinopathy
• Cataract
• Glaucoma
• Optic Nerve Head swelling
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A brief description of the diseases are given below.

Diabetic Retinopathy
Diabetesmellitus is a chronic disease caused by insufficient blood insulin secretion by the
pancreas. This causes elevated levels of blood glucose, leading to several complications
including damage to the retina called Diabetic Retinopathy. This causes blocks in the
blood vessels of the eye, leading to swelling and leaking of blood or fluids. Symptoms
include blurred vision, floaters, and reduced colour perception. In advanced stages of the
disease, new blood vessels may develop on the retina, leading to proliferative diabetic
retinopathy. This condition can cause severe vision loss and even blindness.

Treatment for diabetic retinopathy includes lifestyle modifications and treatment to
maintain healthy blood glucose levels, surgery or laser therapy, depending on the severity
of the condition. Regular eye exams are crucial for early detection and treatment. Regular
monitoring is also essential after diagnosis.

Glaucoma
Glaucoma occurs when the drainage canals in the eye become blocked. This causes the
intraocular pressure to rise in the eye and damage the optic nerve. Glaucoma usually has
no symptoms in its early stages, and vision loss can occur gradually over time. It can lead
to peripheral vision loss, tunnel vision, and blindness if not diagnosed and treated in the
early stages. Treatment options include medications, surgery or laser therapy as dictated
by the severity of the condition. The two types of glaucoma are open-angle glaucoma
(most common) and angle-closure glaucoma.

Early diagnosis, prompt treatment and regular monitoring are crucial to avoid
irreversible damage to vision.

Cataract
Cataract is a vision threatening condition caused by opacification of the lens (or its
capsule) of the eye. This prevents the passage of light to the retina, leading to blurred
or cloudy vision. Though commonly found in older people, it can occur at any age.
Cataracts develop gradually and do not present early symptoms. Left untreated, they can
lead to severe or even total vision loss.

Treatment is surgery to remove the opaque lens and replace it with an artificial lens.

Optical Nerve Head Swelling
The optic nerve connects the retina of the eye to the visual centre in the brain. We
consider two types of conditions under optic nerve head swelling - papilledema and
pseudopapilledema.

Papilledema is caused by the increase in intracranial pressure inside the brain. This
causes the optic nerve to become swollen. This is visible in the retinal fundus images
as optic nerve head swelling. This may reflect serious and critical changes in the brain,
such as brain lesions or infections. Left undiagnosed and untreated, it may progress to
severe vision loss or even death.
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Several other factors, not related to the brain, can cause the optic nerve head to
appear swollen. This includes anatomical variations, congenital conditions and a few
other harmless conditions. This is termed as pseudopapilledema.

It is essential to diagnose these conditions early and then evaluate to differentiate
between papilledema and pseudopapilledema.

These eye diseases/conditions can go unnoticed for extended periods of time andmay
not present any symptoms until they have progressed significantly. Each of these condi-
tions has the potential to cause total vision loss if not diagnosed and treated promptly.
This makes it essential to have regular eye exams in the community.

Eye camps are conducted regularly to screen for these diseases. It is quite time
consuming for the ophthalmologists to review each patient or retinal fundus image. This
may delay diagnosis, especially in rural areas. An intelligent system which detects these
conditions will be a big boon to the health professionals. It can act as a triaging system
- a primary system to classify retinal fundus images to detect these diseases, reducing
the workload of the doctors and speeding up the diagnosis for patients.

2 Literature Review

A comprehensive and thorough examination of relevant literature was performed before
starting the project. Table 1 outlines the noteworthy and relevant papers, with the AI
models employed, and the performance metrics achieved.

The literature survey for intelligent multi disease detection using RFI in ophthalmol-
ogy, led us to the following conclusions.

• Most researchpapers use their owndata (not available for other researchers to replicate
or enhance the models proposed)

• Public access datasets for multiple disease classification in ophthalmology are very
few

• Most available datasets also include several rarer eye diseases/ conditions
• This inclusion of rarer conditions leads to highly imbalanced datasets with some

classes having many times more data than other classes.
• This in turn leads to poorer performance metrics mainly because of lesser amounts

of training data for rarer diseases.
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Table 1. AI for Multi-Disease/Disorder Detection (using RFI)

Reference Diseases Detected Dataset AI Model Used Significant Results

[9] 12 major fundus
diseases including
diabetic
retinopathy,
age-related
macular
degeneration,
possible
glaucomatous
optic neuropathy
and papilledema

Dataset created
with 56 738
images for training
and 8176 images
for testing

DL CNN -
SeResNext50

Significantly
higher sensitivity
as compared to
human doctors, but
lower specificity

[10] 46 ocular
conditions in 29
classes

Retinal Fundus
Multi-Disease
Image Dataset -
RFiMD (3200
images)

Multi disease
detection pipeline -
DCNN pre-trained
with ImageNet and
transfer learning,
Ensemble model

AUROC:
0.95 for disease
risk classification
0.7 for Multi label
scoring

[11] 39 retinal fundus
conditions

249,620 fundus
images from
heterogeneous
sources

2-level hierarchical
system with 3
groups of CNN and
Mask RCNN

F1 score: 0.923,
Sensitivity:
0.978, Specificity:
0.996 and
(AUROC): 0.9984

[12] Glaucoma,
Maculopathy,
Pathological
Myopia, and
Retinitis
Pigmentosa

Dataset with 250
retinal fundus
images

MobileNetV2 and
transfer learning

Accuracy: 96.2%
Sensitivity: 90.4%
Specificity: 97.6%

[13] Diabetic
retinopathy,
glaucoma and age
related macular
degeneration

Dataset with 43055
images collected
from 12 public
datasets

Ensemble of
Inception V3
model (with
transfer learning)

Accuracy: 79.2%

3 Methodology

After a comprehensive study of published literature in multi disease screening/detection,
the intelligentOcularDiseaseDetectionSystem (ODDS)was designed employing neural
networks to classify retinal fundus images. The diseases included for classification by
the system are prevalent, preventable (by early diagnosis) causes of vision loss. The best
model for this task is chosen based on performance metrics. The methodology diagram
is given in Fig. 2. The major building blocks of our project are explained with additional
information.
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3.1 Dataset Curation

The retinal fundus image datasets available with open access for multi disease detection
in ophthalmology is very limited. As seen in Sect. 2, most public datasets have several
classes including rarer eye conditions which are not suitable for our screening system.
They are also imbalanced with some classes having significantly higher number of
images than other classes. So we decided to curate our own dataset from other public
datasets and used images from

• Indian Diabetic Retinopathy Image Dataset (IDRiD) [14]
• High Resolution Fundus Image Database (HRF) [15]
• Ocular Disease Intelligent Recognition (ODIR-19) [16]
• Digital Retinal Images for Vessel Extraction (DRIVE)
• Machine Learning for Pseudopapilledema Dataset from Open Science Framework

(OSF) [17]

Dataset Size: � 5600 images in 5 classes - diabetic retinopathy, glaucoma, cataract,
optic nerve head swelling and normal. Preliminary analysis of the data to explore its
contents and create visual representations of data samples are done.

3.2 Preprocessing the Data

A pie chart representation of the available data indicates imbalance among the classes
(Fig. 5). So ‘data trimming’ is done by sampling roughly equal numbers of images from
each class.

Data augmentation (image flipping and rotation) is also done as part of preprocessing
on the training data. This is to help make the model identify different orientations of the
image input. The augmentation is done using Keras ImageDataGenerator. The data is
split in the ratio of 80:10:10 for training, validating and testing the models.

3.3 The Ocular Disease Detection System (ODDS)

The proposed ODDS is presented in Fig. 3. The captured fundus images can be classified
as one of the five classes.

After careful consideration of various models, the Convolutional Neural Network
(CNN) was chosen as a base model, as most medical image classification applica-
tions uses CNN or a variant of CNN. A detailed study of EfficientNet models revealed
enhanced performance in comparison to CNNs, with lesser computational resources. So
the ODDS was designed and implemented with EfficientNet-B3.

The Chosen Models: CNN and EfficientNet-B3
At present, CNNs are the most commonly used algorithms for image classification.
These networks operate with a set amount of resources, but if additional resources are
available, scaling up to improve accuracy can be done by increasing the depth, width, or
image resolution. But complex optimization techniques are needed if complex scaling
of more than one factor needs to be done.
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Fig. 2. Project methodology Fig. 3. The proposed Ocular Disease Detection System
(ODDS)

EfficientNet is a family of neural networks (NN) with eight models from B0 to
B7. They are designed to achieve peak performance on image classification tasks with
minimal number of parameters and optimum computational resources.

EfficientNet models exhibit significantly better performance as their depth, width,
and image resolution are uniformly scaled [18]. The different scaling concepts are shown
in Fig. 4. With compound scaling, the receptive field of the EfficientNet models is
enhanced. This, in turn, enables the capture of finer patterns from larger images.

Previously published research has demonstrated that EfficientNets decrease the num-
ber of parameters required for image processing. Compared to other CNN models, they
use fewer FLOPS (floating-point operations per second) [18]. Furthermore, studies have
shown that even the best CNNs for image processing are surpassed in terms of speed
and efficiency by EfficientNets, which are significantly smaller and faster. The models
EfficientNet-B0 to B7, use different numbers of parameters and computational com-
plexity. Our chosen model, EfficientNet-B3 gives a good trade off between performance
and computational resources [18]. The Keras image classification model that utilises
EfficientNet-B3 allows for optional preloading of weights from ImageNet. [19]. The
ODDS also uses Imagenet weights. Our system extracts about 11 million features from
the images and processes them for the classification. An initial learning rate of 0.001 is
used.

Optimization
In deep learning systems, the optimizer is responsible for updating theweights and biases
of the model. This is done during each iteration of the training process, to minimise the
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Fig. 4. Scaling concepts in neural networks. Image source: [18]

loss function. Our system is optimised using the Adam (Adaptive Moment Estimation)
optimizer. It uses stochastic gradient descent that uses adaptive estimation of both first-
order and second-order moments.

Performance Metrics
Assessment of the ODDS is based on the following performance metrics:

• Accuracy (CA)
• Precision (PR)
• Recall (RE)
• F1-score (F1)

The formulae for these are tabulated in Table 2, where T - TRUE, F - FALSE, P -
POSITIVE, N - NEGATIVE.

The confusion matrix is also done to study the misdiagnosis patterns.
We have presented the outcomes and performancemetrics of our system in the results

section.

Table 2. Formulae for performance metrics



Deep Learning Ocular Disease Detection System (ODDS) 221

4 Results

The results of the exploratory data analysis and classification of the curated dataset with
a convolutional neural network and with the proposed model using EfficientNet- B3 are
given in this section.

4.1 Exploratory Data Analysis

Fig. 5. Distribution of data in different
classes of the curated dataset

Fig. 6. Data visualisation of the curated dataset

The distribution of image data for the five classes are shown in Fig. 5. It shows a
slight imbalance with the optic nerve head swelling images lesser in number than the
other classes. This leads to the preprocessing step of trimming the data to maintain
approximately similar numbers in each class. This is done by random sampling from
the classes with higher numbers of data. A random sample of images from the curated
dataset is visualised and presented in Fig. 6.

4.2 Results with CNN

The results of using CNN in our system are presented in Fig. 7 and Fig. 8.
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Fig. 7. CNN - Accuracy/Loss vs Epochs Fig. 8. CNN - Confusion matrix

4.3 Results with EfficientNet-B3

Fig. 9. EfficientNet-B3 - Accuracy/ Loss vs
Epochs

Fig. 10. EfficientNet-B3 - Confusion matrix

The outcomes of using EfficientNet-B3 in our ODDS is given in Fig. 9 and Fig. 10.
The confusion matrix shows minimal misdiagnosis, mainly between the glaucoma and
normal classes. This needs to be looked into to improve performance in future studies.
The performance metrics of CNN and EfficientNet-B3 are tabulated in Table 3.

Based on the performancemetrics, the proposedODDSusing EfficientNet-B3model
demonstrates a much better performance, when compared to CNN and most existing
literature. The metrics also show the chosen model is ideally suited for this disease
detection by image classification application. The curated dataset contains images from
various sources captured by various devices from different parts of the world. Since
our proposed model performs well with our curated dataset, we are certain this model
will exhibit similar or improved performance when applied to larger and more diverse
datasets as well.
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Table 3. ODDS - Performance Metrics of CNN and EfficientNet-B3

5 Conclusion

The intelligent Ocular Disease Detection System that we have proposed has demon-
strated excellent performancemetrics. This represents a significant advancement towards
creating an independent, intelligent system that can analyse retinal fundus images to iden-
tify instances of diabetic retinopathy, glaucoma, cataract, or optic nerve head swelling.
The proposed EfficientNet-B3 algorithm also has the advantage of being much smaller
and faster than CNN models and their variants. This system has the potential to be
utilised in a variety of contexts for screening and tele health monitoring, and could be
instrumental in saving vision in the community.

Further Work: The training dataset can be enlarged to include more images including
edge case images (very early or late disease images). Othermodels includingGraphCNN
(GCNN) and higher EfficientNet models can be experimented with to find a suitable
model to see if the performance can be further improved. A recent development is
the use of smartphones (equipped with appropriate lens arrangement) to record images
of the retinal fundus [20]. A few studies have shown encouraging results for diabetic
retinopathy and glaucoma [21, 22]. This can also be investigated further to simplify the
image capture process at significantly lower costs. This will help develop truly mobile
fundus capture units for ocular disease detection.
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Abstract. Radiological imaging of the chest (X-ray) is a cost-effective, widely
accepted method of examining the lungs and abnormalities. During this research,
a clinically significant Convolutional-Neural-Network (CNN) framework will be
proposed for the examination of lung abnormalities. The proposed scheme aims
to achieve better detection accuracy from the selected chest X-ray data. The fol-
lowing stages are included in these techniques: (i) CNN segmentation of the
lung section, (ii) Deep-feature extraction utilizing selected CNN schemes, (iii)
Handcrafted-feature extraction, (iv) Optimizing features using FireflyAlgorithms,
and (v) Binary classification and cross-validation of fivefold cross-validation. By
implementing the pre-trained VGG-UNet, this framework is capable of extracting
lungs sections from X-ray images. Using this lung segment, handcrafted features
such as Local Binary Patterns (LBP) and Pyramid Histograms of Oriented Gra-
dients (PHOG) are obtained. DFs and HFs are obtained using the FA, and then a
serial concatenation is performed in order to obtain a hybrid feature vector. This
feature vector is used to classify X-ray images into healthy and diseased groups.
For examination in this study, X-ray images of disease classes, such as tuberculo-
sis, COVID19, pneumonia, lung masses, and effusions, are considered. Based on
the experimental results of this study, >98% of disease detection accuracy was
confirmed using the proposed scheme combined with the SoftMax classifier.

Keywords: Classification · CNN scheme · deep-learning · feature selection ·
firefly algorithm · lung infection
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1 Introduction

An essential organ of the human respiratory system is the lung, which exchanges air
during inhalation and exhalation. In order to control/cure the infection, it is necessary
to conduct appropriate screenings and treatment. Therefore, the disease/infection in the
lung causes moderate to severe respiratory issues.

Radiological examinations, such as computed tomography (CT) and chest radio-
graphs (X-rays), are commonly used to determine the presence of lung abnormalities
at the clinical level. Due to its simplicity and reputation, the X-ray image is commonly
used in hospitals to screen patients for lung infections. A radiologist or pulmonologist
examines the X-ray image to determine the extent of the infection.

It has been confirmed by recent literature that lung abnormalities are primarily caused
by infectious diseases or acute diseases. Therefore, the examination protocol for one kind
of lung disease can be used to analyze the other types. It is, however, time-consuming
to follow the traditional clinical procedure to detect lung abnormalities. As a result,
many conventional procedures, machine-learning schemes, and deep-learning methods
are proposed and implemented by the researchers using X-rays [1, 2].

Because modern computing facilities are readily available, computer scheme-
supported disease detection has become widely used in hospitals, reducing the burden
of diagnostics. It is also necessary to implement computerized methods to accurately
detect the disease during the mass disease viewing procedures due to the large number
of images to be examined. In addition, the existing computerized methods are either
disease-specific or image-specific, which can only be used for a particular task and may
not achieve the same level of accuracy when applied to a different disease or image type.

The development of a distinctive automated disease recognition system is therefore
necessary, which can be applied to any medical image, regardless of the condition of
the disease. Furthermore, the developed scheme must possess clinical significance and
provide better detection accuracy regardless of data dimension (i.e. the image to be
examined).

For the purpose of examining the disease/abnormalities within chest X-rays, this
research presents a CNN framework. In the proposed scheme, the following stages
are considered: (i) Image resizing, (ii) Segmentation of lung segments to eliminate
artifacts from the medical image, (iii) handcrafted and deep feature extraction with a
selected procedure, (iv) feature selection with a selected algorithm, (v) serial feature
concatenation, and (v) validation of the disease detection system.

To reduce the artifact in the X-rays, VGG-UNet-based lung segmentation is imple-
mented [3]. As a result, the visibility of the abnormality/disease is less in X-rays, which
affects detection accuracy. In order to extract deep features (DF) using a chosen method,
the extracted lung section is analyzed along with handcrafted features (HF), such as
Local Binary Patterns (LBPs) with varying weights and Pyramid Histogram of Oriented
Gradients (PHOGs) with different bins. To avoid overfitting, a feature reduction pro-
cess using the Firefly Algorithm with a Lévy flight (LF) search strategy is employed to
minimize the extracted features dimension in DF and HF. After reducing the features,
serial concatenation is applied to create a hybrid feature vector (DF+HF). Finally, binary
classification is applied to categorize the X-ray images, and the results are verified.
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Avariety of harsh lung abnormality images, including tuberculosis, COVID19, pneu-
monia, mass, and effusion, is used to evaluate the performance of the framework devel-
oped. To confirm the clinical significance of the developed framework, 2000 images
(1000 healthy and 1000 disease categories) were examined, of which 80% were used
for training, 10% for testing, and 10% for validation, respectively.

In order to verify the performance of the scheme, three approaches are used: (i)
individual lDF, (ii) ensemble DF, and (iii) DF+HF. This study examines only the perfor-
mance of the SoftMax classifier using a 5-fold cross-validation method, and computes
a number of performance metrics, including accuracy, precision, sensitivity, specificity,
and F1score. Using the proposed methodology, a disease detection accuracy of >98%
can be achieved.

The significant contributions of this research include;

• A hybrid feature vector is obtained by reducing features with Firefly
• Disease analysis using individuals and ensembles of DF
• TB, COVID19, pneumonia, masses, and effusion are all detected using this unique

disease detection framework.

A context is presented in Sect. 2, the methodology is described in Sect. 3, and the
experimental results and conclusions are discussed in Sect. 4.

2 Related Research

X-rays are used to detect lung abnormalities, which are a medical emergency. Table 1
summarizes a few chosen CNN-supported lung abnormality detection methods.

Table 1. Summary of chest X-ray examination procedures

Reference Implemented method

Bhandary et al. [4] A deep transfer learning scheme based on lung abnormality using CT
and X-ray is discussed

Rahman et al. [5] CNN segmentation and classification-based detection of TB in chest
radiographs are presented

Akcayet al. [6] X-ray detection based on deep learning is presented here

Gamuchiraiet al. [7] Implementation of chest X-ray-based TB detection using a
deep-learning scheme is presented

Subramanian et al. [8] A detailed review of deep-learning-based COVID19 is presented

Shilpa et al. [9] Deep-learning-based lung region segmentation is discussed

Dey et al. [10] Deep-learning-based detection of pneumonia in X-rays is presented
using various classifiers

The methods discussed in Table 1 confirm that the CNN supported schemes helps to
provide enhanced disease detection accuracy. Hence, the proposed framework employs
CNN scheme based assessment of X-ray with DF, ensemble DF and DF+HF.
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3 Methodology

This section demonstrates the procedure executed in the proposed X-ray examination
system. The aims of this scheme are to implement a unique framework to evaluate various
lung abnormalities, which can be recorded and examined with the help of X-rays.

Figure 1 depicts the proposed X-ray detection framework. This scheme consist three
stages;

• Stage 1 helps to screen the patient with the radiological procedure and the collected
images are then resized based on the requirement,

• Stage 2 implements VGG-UNet scheme to extract the lung section to be examined.
This section removed the artifacts from the X-ray, which helps to achieve better
disease detection accuracy

• Stage 3 extracts the DF and HF, implements the feature selection, feature integration
and classification task

The results of stage 1 and stage 3 is then examined by the doctor and according to
the lung infection rate, a decision regarding the treatment is obtained.

In this scheme, initially the essential X-ray is collected from the patient using the
appropriate clinical protocol. The collected image is then resized according to the require-
ment of the proposed Disease Detection Framework (DDF) and the resized image then
processed with VGG-UNet to remove the artifact. The extracted lung section from the
test image is then considered to mine the DF and HF using the chosen procedure. This
scheme helped to get a DF of dimension 1× 1× 1000 and HF of dimension. To reduce
the feature vector size, FA based feature selection is then implemented and the reduced
features of DF and HF are then considered to construct the hybrid feature vector. This
work implements a binary classification with a 5-fold cross-validation.

3.1 Image Database

To verify the clinical significance of the DDF, it is necessary to consider the clinical
grade test images. To test the developed DDF, the TB class X-ray images provided by
Rahman et al. [5] is considered. This image database consist the necessary test images
along with the binary mask. Every image is resized into 512× 512× 3 pixels during the
implementation of the VGG-UNet. The outcome of the VGG-UNet is the binary image,
which is then considered to extract the lung section using a pixel wise multiplication of
the original test image and the extracted binary lung section. This procedure is depicted
in Fig. 2. Figure 2(a) and (b) presents the test image and binary mask, Fig. 2(c) presented
the segmented lung section and Fig. 2(d) presented the extracted lung region (Fig. 2(a)
× Fig. 2(c)). This lung region is then considered to extract the DF and HF using the
chosen methods.

After verifying the performance with the TB class X-ray images, other disease class
images, such as COVID19 [12, 13], pneumonia [14], lung mass [15], and effusion [15],
are considered for the examination. In thiswork, theVGG-UNet trainedwith theTBclass
X-ray images are considered to extract the lung sections from other images. During the
experimental investigation, 1000 test images of dimension 224×224×1 pixels for each
class (including the healthy image) is considered in which 80% images are considered
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Fig. 1. Developed framework to examine the lung abnormality with X-ray images

(a) (b) 

(c) (d) 

Fig. 2. TB class X-ray image of [11]

to train the DDF, 10% is for testing and 10% images are considered to validate the
performance of the DDF. The achieved results are then presented and verified.
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3.2 Feature Extraction

The proposed DDF is tested and validated using the three different feature vectors.
DFmining: Initially theDF from the segmented lung image is extracted using the pre-

trained deep-learning schemes (PDLS), such as VGG16, VGG19 and ResNet18. In this
work, the initial parameters for the chosen Deep-Learning-Scheme (DLS) is assigned
as follows; Initial weights = ImageNet, Batch size = 8, Optimizer = Adam, Pooling =
Average, Hidden layer = Relu, Classifier = SoftMax, Epochs = 150 and Monitoring
metrics = Accuracy and loss.

The deep features extracted from each PDLS (after the possible dropout) is depicted
in (1);

DF(1×1×1000) = DF(1,1),DF(1,2), ...,DF(1,1000) (1)

HF mining: The HF normally provides the necessary pixel level information about the
test image. In this work, the HF is achieved using the LBP with various weights and
PHOG with different bins and the necessary information about these scheme is found in
[16, 17].

Figures 3 and 4 depicts the sample LBP and PHOG patterns extracted from a test
image.

(a) W=1 (b) W=2 (c) W-3 (d) W=4 

Fig. 3. The LBP patterns achieved for W = 1 to 4

Fig. 4. PHOG features obtained for bin value of 1 to 3

The LBP (for an assigned weights of W = 1 to 4) and PHOG (for an assigned bins
of P = 1 to 3) features mined in this work are depicted in Eqs. (2) to (10);

LBP1(1×1×59) = W1(1,1),W1(1,2), ...,W1(1,59) (2)
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LBP2(1×1×59) = W2(1,1),W2(1,2), ...,W2(1,59) (3)

LBP3(1×1×59) = W3(1,1),W3(1,2), ...,W3(1,59) (4)

LBP4(1×1×59) = W4(1,1),W4(1,2), ...,W4(1,59) (5)

LBP(1×1×236) = LBP1+ LBP2+ LBP3+ LBP4 (6)

PHOG1(1×1×85) = P1(1,1),P1(1,2), ...,P1(1,85) (7)

PHOG2(1×1×170) = P2(1,1),P2(1,2), ...,P2(1,170) (8)

PHOG3(1×1×255) = P2(1,1),P2(1,2), ...,P2(1,255) (9)

PHOG(1×1×510) = P1(1,85) + P2(1,170) + P3(1,255) (10)

HF(1×1×746) = LBP(1×1×236) + PHOG(1×1×510) (11)

Ensemble of DF: The Ensemble of DF (EoDF) scheme employed in this work is adopted
from the recent work of Kundu et al. (2021) [18]. This work verifies that confirms
that the EoDF-supported medical image evaluation presents a better result than other
methods. The averaging of DF is executed to get the necessary feature vector to achieve
better disease detection. The proposed scheme combines the feature vectors of VGG16,
VGG19, and ResNet18 to get a single feature vector with dimension 1×1×1000; which
is then considered to classify the X-ray images.

3.3 Feature Optimization with Firefly Algorithm

Feature extraction using heuristic algorithms has become increasingly popular recently
to avoid overfitting [19]. A nature-inspired approach, FA, is used to optimize DF, HF,
and EoDF [20]. It is extensively used by researchers to find solutions for a variety of
optimization problems because of its superiority and optimization accuracy. This FA
takes its cues from the social behaviour of fireflies. It initially adopts the Lévy-Flight
(LF) strategy to reduce convergence times.

The mathematical expression of FA is depicted below;
Let us consider; there exist twogroups of fireflies, like i and j.Due to its attractiveness,

the firefly i will shift close to j, and this procedure can be demoted as follows;

X t+1
i = X t

i + β0e
−γ dtij (X t

j − X t
i ) + LF (12)

whereX t
i = initial position of firefly i,X t

j = initial position of firefly j,β0= attractiveness
coefficient, γ = light absorption coefficient and dt

ij = Cartesian Distance (CD) between
flies.
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The fireflies optimize features based on the CD between normal-class and MS-class
features, and they consider features with a maximized CD, and discard features with
a minimal CD. The FA parameters are assigned here as follows: 30 flies and 2500
iterations.

The implemented FA based feature selection helps to get the following feature vector
values; VGG16= 1× 1× 331, VGG19= 1× 1× 416, ResNet18= 1× 1× 329, HF=
1× 1× 288 and EoDF = 1× 1× 374. The following feature vector is then considered
to classify the test images using the SoftMax classifier.

Feature1 (1×1×619) = VGG16+ HF (13)

Feature2 (1×1×704) = VGG19+ HF (14)

Feature3 (1×1×617) = ResNet18+ HF (15)

Feature4 (1×1×662) = EoDF + HF (16)

3.4 Performance Evaluation

This DD computes the metrics like True-Positive (TP), False-Negative (FN ), True-
Negative (TN ), and False-Positive (FP), and from these values, other metrics presented
in Eqs. (16) to (20) are derived [21, 22];

Accuracy = AC = TP + TN

TP + TN + FP + FN
(17)

Pr ecision = PR = TP

TP + FP
(18)

Sensitivity = SE = TP

TP + FN
(19)

Specificity = SP = TN

TN + FP
(20)

F1− Score = FS = 2TP

2TP + FN + FP
(21)

4 Result and Discussion

An Intel i7 workstation with 20 GB RAM and 4 GB VRAM is used to execute this
investigation using Python software. Initially, the VGG-UNet is trained and validated
using the TB dataset provided by Rahman et al. [2]. Before executing this scheme,
every image is resized into 512× 512× 3 pixels and then the image and binary mask is
considered to train the VGG-UNet to extract the lung section. The necessary information
regarding this segmentation task can be found in [3].
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Figure 5 depicts the experimental outcome achieved from the considered scheme
for a chosen epoch value of 100. Figure 5(a) presents the training image (image and the
mask), Fig. 5(b) and (c) depicts the achieved loss value and the accuracy (>98%) and
Fig. 5(d) depicts the extracted lung section in binary form. To demonstrate the results
with better visibility, this work considered the “verifies color map”.

In order to extract the lung region more accurately, the binary lung section is multi-
plied by the original test image. An artifact-removed lung section is used to verify the
DDF with DF, EoDF, and DF+HF classification performance.

(a) Training image 

(b) Loss (c) Accuracy 

(d) 

Fig. 5. Lung section extraction from X-ray using VGG-UNet

Classification task on the considered TB database is then executed using the pre-
trained VGG16 and the achieved result for each convolutional layer is presented as in
Fig. 6. Figure 6(a) to (e) shows the various convolutional layer outcomes and it clearly
demonstrate that, when the convolutional value increases, the image is transformed into
features of finite size.

The classification task is executed using a epoch value of 150 with a SoftMax classi-
fier and the achieved result during this process is depicted in Fig. 7. Figure 7(a) and (b)
presents the loss and accuracy with respected to epochs, Fig. 7(c) shows the confusion-
matrix initial values, like TP, FN, TN and FP values. Figure 7(d) presents the ROC
curve, which presents an Area Under Curve (AUC) value of 0.981. This confirms that
the proposed scheme helps to achieve a better TB detection accuracy when a 5-fold cross
validation process and the achieved performance metrics of this process is tabulated in
Table 2. Alike procedure is repeated with other feature vectors and the achieved results
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are recorded in Table 2. The result of this table confirms that, compared to the individual
DF and EoDF, the DF+HF features, like Feature1 to Feature4 helped to achieve better
TB detection accuracy (>98%) and this proves the value of this framework.

(a) Convolution1 (b) Convolution2 

(c) Convolution3 (d) Convolution4 

(e) Convolution5 

Fig. 6. Convolutional layer outcome for VGG16 scheme

The performance of the proposed DDF is then tested using the other X-ray images
with diseases, COVID19, pneumonia, mass and effusion and this result also confirms
that the proposed scheme helps to achieve a disease detection accuracy of >98% irre-
spective of the disease conditions. The future scope of this study includes, extending the
proposed scheme to examine the disease in other medical imaging modalities, like CT
and Magnetic Resonance Imaging (MRI). Further, the merit of the propose technique
can be confirmed using the clinically collected medical images.
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(a) Accuracy (b) Loss 

(c) Confusion-matrix (d) ROC curve 

Fig. 7. Performance metrics achieved with VGG16 when classifier using SoftMax

Table 2. Performance metrics achieved with DDF for various feature vectors

Feature TP FN TN FP AC PR SE SP FS

VGG16 90 9 95 6 92.50 93.75 90.91 94.06 92.31

VGG19 93 6 92 9 92.50 91.18 93.94 91.09 92.54

ResNet18 94 6 91 9 92.50 91.26 94.00 91.00 92.61

EoDF 97 2 98 3 97.50 97.00 97.98 97.03 97.48

Feature1 98 2 99 1 98.50 98.99 98.00 99.00 98.49

Feature2 98 2 98 2 98.00 98.00 98.00 98.00 98.00

Feature3 98 2 99 1 99.00 99.00 99.00 99.00 99.00

Feature4 99 0 99 2 99.00 98.02 100 98.02 99.00

5 Conclusion

X-ray-based detection has been widely used for detection of lung infection because it is
simple to use and occurrence is gradually rising. UsingX-ray images, this work proposes
a DDF for detecting lung infections. Initially, CNN segmentation is used to extract the
lung section with better accuracy, and then the extracted lung region is used to mine the
necessary DF and HF. Using the FA-based feature selection procedure, we determine
the optimal values for DF and HF, and then combine these values serially to create a
hybrid feature vector. X-ray images with TB infection are used in this work to perform
segmentation and classification, and the result confirms that the proposed scheme leads
to better results. A detection accuracy of >98% was achieved with the proposed DDF
using X-ray images of COVID19, pneumonia, mass, and effusion.
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Abstract. The purpose of the website We created is to provide consumers with
health and disease predictions based on machine learning algorithms. The website
is made with the user in mind, offering a straightforward and intuitive interface
that makes it simple for users to get about the platform and access their health
report and self-health evaluation.

The website’s machine learning algorithms are made to assess user informa-
tion, such as medical history, dietary preferences, and physical attributes, in order
to produce a unique health report for each user. The health report will provide
details on potential dangers and symptoms of various illnesses, as well as sug-
gestions for safeguards and lifestyle modifications that might help lower such
dangers.

The website also has a self-health assessment tool that lets users provide more
details about their personal health andwayof life. Themachine learning algorithms
will use this data to produce a more thorough health report that is customised to
the user’s requirements.

Keywords: Healthcare · Self-Assessment Tool · Diagnose ·Machine Learning
Algorithm ·Web Application for Health and Disease Detection · Decision Tree ·
Django Backend

1 Introduction

Humans have long placed a high value on their health and well-being. Nonetheless, there
has been a huge shift in how people view their health as a result of the development of
technology and the rising demand for rapid gratification. Due to their capacity to cor-
rectly identify ailments and offer individualised healthcare solutions, machine learning
algorithms have recently experienced tremendous growth in popularity in the healthcare
sector.

The website we show in this study uses machine learning techniques to forecast
ailments and give consumers a detailed health report. By giving users the resources,
they need to take charge of their health and make wise decisions about their well-
being, our website seeks to empower people. Users can detect potential health issues
and take preventive action before it’s too late thanks to our self-health assessment tool.
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Our research article intends to offer a thorough description of the website construction
process, algorithm selection method, and validation techniques. We think that by offer-
ing a straightforward and approachable platform for disease prediction and self-health
evaluation, our website has the potential to transform the healthcare sector. One of the
primary advantages of ourwebsite is that it enables users to take charge of their health. By
offering simple access to individualised health reports and self-assessment tools, users
are able to recognise potential health hazards and take preventative action before to the
onset of serious illnesses. This can lower healthcare expenses and improve the quality
of life overall. Our idea is unusual because it combines the most recent advancements
in machine learning algorithms with a user-friendly website design to create an acces-
sible and efficient healthcare solution. We think that by using the power of technology,
our website has the ability to revolutionise the healthcare business by making it more
personalised, convenient, and affordable.

Thework done in this research aims to provide a solution for self-assessment and dis-
ease prediction usingmachine learning algorithms. The project has successfully designed
and built a web application that uses machine learning models in the backend to process
the data for prediction of disease based on trained models. Our web application offers
twomajor services, first one is ‘Self-Assessment’ for the health examination and another
one is ‘Diagnosis Section’ to test the blood report of patient corresponding to suffering
disease to know whether they are in risk or safe.

2 Literature Survey

Heart Health Prediction Using Web Application. It uses machine learning, classifica-
tion, and data analysis techniques to predict heart conditions based on various parameters
such as glucose level, BP, BMI, etc. The model achieved an accuracy of 75-82% using
a random forest classifier and is presented as a web application using Streamlit [1].

Heart Disease Prediction UsingMachine Learning and DataMining here the proposed
method for detecting heart disease using machine learning algorithms such as K-Nearest
Neighbors, Naïve Bayes, Decision Tree, Support Vector Machines, and Random Forest.
Themodels are uploaded to aweb server using Flask framework, and users can input their
data. The authors conducted experiments and found that K-Nearest Neighbors provides
the highest accuracyof 87%.They also discuss previous studies onheart disease detection
using machine learning and data mining techniques [2].

Disease Prediction Web App Using Machine Learning. The study evaluates different
models such as Support Vector Classifier, Naive Bayes Classifier, and Random Forest
Classifier, and uses Django to create a self-assessment system based on the best accu-
racy model. The objective is to improve healthcare through accurate and early disease
detection. The proposed system, called HealthSure, allows users to register and check
their symptoms to predict diseases [3].

Heart Disease Prediction Using Machine Learning, The proposal for a web application
that aims to predict the occurrence of heart disease and suggest preventative measures.
The project will use data mining techniques to extract hidden patterns from datasets and
find a suitablemachine learning technique for heart disease prediction. The objectives are
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to develop an easy-to-use platform, require no human intervention, suggest preventative
measures. The project aims to improve medical efficiency, reduce costs, and enhance
the quality of clinical decisions [4].

Disease Prediction Using Machine Learning and Django and Online Consultation. It
is an online platform for users to receive quick medical advice based on their symptoms.
The system uses data mining techniques to determine the most likely disease related to a
patient’s symptoms. Doctors can access patient information and diagnose them online.
The system uses the Random Forest algorithm to predict diseases [5].

The authors conducted thorough analysis and normalization of models to understand
the need for these predictions. The Voting Classifier of Decision Tree, Sigmoid SVC,
and Adaboost achieved the highest accuracy of 88.57% for heart disease, while the
voting classifier had an accuracy of 80.95% for diabetes. The study also suggests the
potential extension of this methodology to predict a patient’s immunity to COVID-19.
Future work could involve developing a robust model with automated feature selection
to analyze both diseases and their relationship to COVID-19 [6].

The research provided useful disease prediction based on symptoms. A script was
developed to extract and format data as needed. Users can input symbols or select options
for prediction. Users can also create medical profiles to contribute to the database and
improve predictions over time. The analysis revealed similarities between diseases, but
the training model would benefit from a larger database [7].

The proposed research had a positive impact on hospitals, catering to dynamic envi-
ronments and benefiting both patients and organizations. It offers database filtering
for monitoring disease outbreaks and ensures data security with individual hospital
databases. Unique QR codes help identify patients and reduce wait times. The web
app allows patients to access lab reports and medicine notes, eliminating the need for
physical copies. Overall, the project improves patient experience and facilitates future
consultations [8].

This research implemented a Hospital Management System using Django. The eval-
uation and assessment by respondents and end-users showed that the system effectively
meets their needs and requirements. Itwas rated positively in termsof acceptability, effec-
tiveness, quality, and productivity in automating hospital management. The conclusion
is that the system is efficient, eliminates manual errors, improves hospital operations,
enhances patient satisfaction, and overall improves the functioning of the hospital [9].

The research aims to provide a significant solution for icterus sufferers. The proposed
rules engine framework is designed to identify parameters and administer appropriate
medicines. Future plans involve implementing machine learning to enhance the rules
engine’s success [10].

3 Proposed System

Our project is a web-based application that is based on amedical and hospital ecosystem.
This ecosystem is a comprehensive platform that is designed to provide patients with
easy access to a variety of health care services and resources. This platform is a new
strategy that has the potential to improve the healthcare business by providing patients
with a variety of features that make the process more convenient and effective overall.
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The capability of the platform to allow users to do self-evaluations and view health
data online is one of the most important characteristics it possesses. Patients will be
better able to monitor their own health and recognise any possible issues before they
become more serious with the help of this tool. Patients are able to use this function
by using the user-friendly interface that the platform provides. This interface makes it
simple for patients to navigate and use the platform.

Comparatively with the existing system, we are able to achieve 89% accuracy in
self-assessment system and in the other part, the diagnose section where the patient’s
health report is tested, there in heart disease testing we achieve 90.2% accuracy. Our
project aims to build the whole health care environment to provide our users a complete
health guide to know the disease - from symptoms to test their report data from blood
sample, to know the potential risk of disease.

4 Analyzing Requirement

To build the project, the following requirements needed to be fulfilled:

• Front-end Development: The website’s user interface was developed using HTML,
CSS, and JavaScript.

• Back-end Development: Python Django framework was used for the back-end devel-
opment, which handles user requests, retrieves and stores data, and interfaces with
the machine learning algorithm.

• Machine Learning Algorithm: An appropriate machine learning algorithm was
selected for disease prediction.

• Self-assessment and Health Report Generation: The website has a self-assessment
module that allows users to input relevant information about their health, lifestyle,
and medical history.

The tech stack used to build the project included HTML, CSS, and JavaScript for
front-end development, Python Django framework for back-end development, and a
machine learning algorithm for disease prediction.

4.1 Front-End Development

The project’s front-end development included the design and creation of a user-friendly
website interface utilising HTML, CSS, and JavaScript. HTML was utilised to structure
the website’s content and define text, graphics, and other page elements. Using font,
colour schemes, and layout, CSS was utilised to style and make the website visually
appealing.

4.2 Back-End Development

The project’s backend was developed using the Python Django web framework. Django
is a robust and flexible framework that offers a comprehensive solution for web
development. It is renowned for its usability, scalability, and safety.
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The website’s backend was responsible for processing user requests, retrieving
and storing data, and communicating with the machine learning algorithm. The back-
end was developed utilising the Model-View-Controller (MVC) architectural paradigm
of Django. This pattern divides the programme into Model, View, and Controller
components.

4.3 Machine Learning Algorithm

We are developing symptom checker tools as part of our ongoing work on machine
learning, which will be used in the healthcare project we are working on. This will allow
patients to perform their own self-assessment check-ups. These tools are intended to
assist patients in evaluating their symptoms and providing recommendations regarding
the next steps that should be taken.

In this part of the project, machine learning is also being used to develop predictive
models in order to assist our healthcare project in predicting the health risks that patients
may face. These models are able to identify patients who are at a high risk of developing
certain conditions and provide personalised recommendations on how to manage the
patients’ health by analysing large sets of data pertaining to individual patients.

Decision tree is a method for machine learning that builds a tree-like representation
of decisions and their possible outcomes. It is useful for classification and regression
issues, and is ideally suited to data with both categorical and continuous characteristics.
Decision trees are simple to read, and the resultingmodelmay be represented graphically
and explained to non-specialists.

Logistic regression is an approach for supervised learning used to solve classification
problems. It models the link between a dependent variable and one or more independent
factors and estimates the likelihood that the dependent variable belongs to a specific class.
It is frequently used in medical research to estimate a patient’s likelihood of developing
a particular condition.

Random forest classifier is a technique for ensemble learning that mixes numerous
decision trees to enhance accuracy and avoid overfitting.At each split, it randomly selects
a subset of the features and trains each tree using a separate random sample of the data.
It is frequently employed for high-dimensional datasets with numerous features.

Naïve Bayes algorithm is a probabilistic classification system. Bayes’ theorem states
that the probability of a hypothesis is updated based on fresh data. The Naïve Bayes
assumption is that the features are conditionally independent of the class label, hence
the term “Naïve.” It excels at text categorization tasks, including spam detection and
sentiment analysis.

4.4 Data Management

Our training dataset contains a total of 4920 rows and 133 columns.Out of these columns,
132 represent different symptoms that a person can experience, and the final column
represents the prognosis or target disease.

We have a total of 41 diseases in our dataset, and each disease is represented by a
set of symptoms that have been mapped to it. Each disease is present in 120 rows of our
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dataset. This means that for each disease, we have 120 instances of symptom data that
can be used to train our machine learning model.

During the training phase, we used the symptom data from these 41 diseases dataset
to train our machine learning model. We divided the patient dataset into two files: train-
ing.csv and testing.csv. one file was used to train the model, while the other file was used
to validate the model’s performance during the training process (Table 1).

Table 1. Training Dataset Statistics

Type Count

rows 4920

columns 133

symptoms 132

disease 41

rows-disease 120

5 Methodology

We’vebeenworkingon extending the project to create aweb application that incorporates
a machine lesearning model [11, 12]. The web application provides an interface that
allows users to input their symptoms and receive a prediction (ref. Fig. 3) of the most
likely disease they might be suffering from, along with the confidence score of having
that disease [13–15].

Our project aimed to predict diseases using medical data through a machine learning
system employing multiple supervised learning approaches, such as logistic regression,
random forest classifier, Naïve Bayes, and decision trees. During the testing phase, we
evaluated the performance of these algorithms using k-fold cross-validation, a typical
strategy for model selection that involves dividing the data into k subsets, training the
model on k-1 subsets, and assessing the model’s performance on the final subset. We
performed this procedure with k values of 2, 4, 6, 8, and 10 and calculated the ultimate
score by averaging the results, represented in Table 2 and Fig. 1.

Based on our evaluation (ref. Table 2), we found that the decision tree algorithm at
k-value: 2 was themost effectivemethod for predicting diseases usingmedical data. This
is because decision trees are simple to read and can be displayed and explained to non-
experts, making them a valuable tool formedical practitioners and patients. Additionally,
decision trees can accommodate both categorical and continuous variables, which are
prevalent in medical datasets. We found that the decision tree algorithm accurately
classified 89% of the test cases, a high rate of accuracy. In contrast, we observed that
some methods, such as logistic regression, random forest classifier, and Naïve Bayes,
appeared overfit, with training scores above testing scores. Overfitting happens when
a model is overly complicated and has learned the noise in the training data, resulting
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in inadequate generalization to new data. Therefore, the decision tree approach was the
most appropriate for predicting diseases using medical data. So, we choose to build our
web application backend using the decision tree model to process and predict the health.

Table 2. Self-Assessment, Testing Score using K-fold cross-validation a different k value.

Algorithm k = 2 k = 4 k = 6 k = 8 k = 10

logistic regression 100% 100% 100% 100% 100%

decision tree 89% 100% 100% 100% 100%

random forest 100% 100% 100% 100% 100%

naïve bayes 100% 100% 100% 100% 100%

Fig. 1. Self-Assessment, testing score plot

The web application has another service (ref. Fig. 4) for health report generation
where the user inputs data from a blood report to determine whether they are at risk or
safe [16].

We have performedmodel preparation on heart disease. To achieve this, fourmachine
learning models were trained on the available data: random forest classifier, K-nearest
neighbors (KNN), logistic regression, and naive Bayes. The performance of each model
was evaluated using their training and testing scores, and the results are as follows
(Table 3):

In general, the higher the accuracy score, the better the model performs. From the
results above, we can see that the KNN and logistic regression models performed the
best, achieving the highest testing scores of 90.2%. However, between these twomodels,
logistic regression had a slightly better training score, suggesting that it might be more
reliable when it comes to predicting new cases [17–21].

Overall, the logistic regressionmodel is likely the best choice for thisweb application
as it demonstrated the highest testing score and a relatively high training score.
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Table 3. Report Testing, Heart Disease Accuracy table

Algorithm Training Score Testing Score

Random Forest 81% 86.9%

KNN 83.05% 90.2%

Logistic Regression 85.12% 90.2%

Naïve Bayes 84.29% 86.9%

The web application service has a total of six diagnoses (Fig. 2) in addition to heart
disease (Fig. 4). These include liver disorder, tuberculosis, kidney disorder, blood sugar
test, and diabetes test.

Fig. 2. Report Testing, Diagnose Section

The web application is designed to be user-friendly and accessible to anyone. Users
can input their symptoms in a simple and straightforward way, using dropdownmenus to
select. The web application sends the symptom data to the backend, where our machine
learning model processes it and predicts the most likely disease based on the symptom
data. The prediction is then displayed to the user alongwith the confidence score [22–24].

One of the benefits of our platform is that it allows individuals to self-assess (Fig. 3)
their health status without requiring a doctor’s visit. This can be particularly useful for
people who live in remote areas, or who may not have access to medical professionals
due to cost or other reasons. Our platform can also help people become more aware of
their health status, and encourage them to seek medical attention if necessary.

Suppose you are feeling “breathlessness, chest pain, nausea and back pain” in this
case you have to visit our ‘self-assessment section’ (Fig. 3) to know about the disease
that may risks in you.
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Fig. 3. Self-Assessment Section

Above in Fig. 3 Our system predicts the potential health disease from the give
symptoms. You may risk of ‘Heart Attack’. Now you have to visit testing laboratory to
fill the followingdata in ‘diagnosis section’ (Fig. 4) of heart diagnose,whichwill examine
the report from machine learning trained model to give the health report whether you’re
in risk or safe of heart attack.

Fig. 4. Heart Diagnosis Section

In summary, our web application provides a user-friendly and accessible platform for
health assessment and disease detection, refer Fig. 5 for Data Flow Diagram of our Web
Application where we have shown the services that our application offers in convenient
way.
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7 Future Work

In the future, we plan to develop a new feature for our web application by using recom-
mender system model to calculate the risk percentage of a person’s daily or regular food
consumption.

This model will be very beneficial for people who want to take control of their health
by understanding whether their diet is healthy or unhealthy for them.

To use this model, individuals will need to input their daily diet items and provide
information about any existing health conditions they have. Based on this data, themodel
will provide personalized recommendations on what foods to avoid to help reduce the
risk of exacerbating any existing health conditions.

Overall, this model has the potential to significantly improve people’s health
outcomes by providing tailored and accurate recommendations for their diet.

8 Conclusion

In conclusion, the work done in this research aims to provide a solution for self-
assessment and disease prediction using machine learning algorithms. The project has
successfully designed and built a web application that uses machine learning models in
the backend to process the data for prediction of disease based on trained models.

The dataset used in this project has 133 columns, with 132 of these columns being
symptoms that a person experiences, and the last column being the prognosis. These
symptoms are mapped to 41 diseases that the project aims to classify. The project has
trained its models on a training dataset and tested it on a testing dataset.

Decision tree classifier model was found to give the best accuracy among other
models for disease prediction. The project has designed and built a user-friendly web
application that allows users to perform self-assessment and generate health reports
about their risk or safety from specific diseases.

Overall, this project has successfully achieved its goal of building amachine learning-
based solution for disease prediction and self-assessment. It provides an easy-to-use tool
that can assist patients in identifying their disease risk, which ultimately leads to early
detection and treatment, thereby improving the overall healthcare system.

Acknowledgment. We would like to express our gratitude to all those who have contributed to
the successful completion of this research project. First and foremost, we would like to thank our
supervisor for providing us with invaluable guidance and support throughout the project.

Once again, we extend our heartfelt thanks to all those who have played a role in making this
project a success.

References

1. Kalshetty, J.N., Achyutha Prasad, N., Mirani, D., Kumar, H., Dhingra, H.: Heart health
prediction using web application. Int. J. Health Sci. (2022)

2. Srivastava, K., Choubey, D.K.: Heart disease prediction using machine learning and data
mining. Int. J. Recent Technol. Eng. (2020)



248 R. Kumar et al.

3. Nawab, M.A., Malpani, T., Kaundal, T., Soni, M.D.: Disease prediction web app using
machine learning. Int. Res. J. Mod. Eng. Technol. Sci. (2022)

4. Jagtap, A., Malewadkar, P., Baswat, O., Rambade, H.: Heart disease prediction usingmachine
learning. Int. J. Res. Eng. Sci. Manag. (2019)

5. Tambe, Y., Awhad, S., Keny, A.: Disease prediction using machine learning and Django and
online consultation (2022)

6. Dhande, B., Bamble, K., Chavan, S., Maktum, T.: Diabetes & heart disease prediction using
machine learning. ITM Web Conf. 44, 03057 (2022)

7. Srivastava, M., Yadav, V., Singh, S.: Implementation of web application for disease prediction
using AI. BOHR Int. J. Data Min. Big Data (2020)

8. Ramees, A.R., Akhil, P.S., Amrutha, M.A., Fathima, J., Elia, N.: Hospital managing QR code
web application using Django and Python. Int. J. Creat. Res. Thoughts (IJCRT) (2020)

9. Gawande,M.V., Pisey, P., Shinde, A.A., Ghagre, P., Bhusari, K.: Hospital management system
in Django. Int. Res. J. Mod. Eng. Technol. Sci. (2022)

10. Roghit, K.K., Jayachandran, G.: Assessment for hyperbilirubinemia health care usingDjango.
Int. Res. J. Eng. Technol. (IRJET) (2020)

11. Mukherjee, D., Raj, I.,Mishra, S.: Song recommendation usingmood detectionwithXception
model. In: Mallick, P.K., Bhoi, A.K., Barsocchi, P., de Albuquerque, V.H.C. (eds.) Cognitive
Informatics and Soft Computing. LNNS, vol. 375, pp. 491–501. Springer, Singapore (2022).
https://doi.org/10.1007/978-981-16-8763-1_40

12. Abhishek, Tripathy,H.K.,Mishra, S.: A succinct analytical study of the usability of encryption
methods in healthcare data security. In: Tripathy, B.K., Lingras, P., Kar, A.K., Chowdhary,
C.L. (eds.) Next Generation Healthcare Informatics. SCI, vol. 1039, pp. 105–120. Springer,
Singapore (2022). https://doi.org/10.1007/978-981-19-2416-3_7

13. Sinha, K., Miranda, A.O., Mishra, S.: Real-time sign language translator. In: Mallick, P.K.,
Bhoi, A.K., Barsocchi, P., de Albuquerque, V.H.C. (eds.) Cognitive Informatics and Soft
Computing. LNNS, vol. 375, pp. 477–489. Springer, Singapore (2022). https://doi.org/10.
1007/978-981-16-8763-1_39

14. Mishra, Y., Mishra, S., Mallick, P.K.: A regression approach towards climate forecasting
analysis in India. In: Mallick, P.K., Bhoi, A.K., Barsocchi, P., de Albuquerque, V.H.C. (eds.)
Cognitive Informatics andSoftComputing.LNNS, vol. 375, pp. 457–465. Springer, Singapore
(2022). https://doi.org/10.1007/978-981-16-8763-1_37

15. Patnaik, M., Mishra, S.: Indoor positioning system assisted big data analytics in smart health-
care. In: Mishra, S., González-Briones, A., Bhoi, A.K., Mallick, P.K., Corchado, J.M. (eds.)
Connected e-Health. SCI, vol. 1021, pp. 393–415. Springer, Cham (2022). https://doi.org/10.
1007/978-3-030-97929-4_18

16. Periwal, S., Swain, T., Mishra, S.: Integrated machine learning models for enhanced security
of healthcare data. In: Mishra, S., Tripathy, H.K., Mallick, P., Shaalan, K. (eds.) Augmented
Intelligence in Healthcare: A Pragmatic and IntegratedAnalysis. SCI, vol. 1024, pp. 355–369.
Springer, Singapore (2022). https://doi.org/10.1007/978-981-19-1076-0_18

17. De, A., Mishra, S.: Augmented intelligence in mental health care: sentiment analysis and
emotion detection with health care perspective. In: Mishra, S., Tripathy, H.K., Mallick, P.,
Shaalan, K. (eds.) Augmented Intelligence in Healthcare: A Pragmatic and Integrated Anal-
ysis. SCI, vol. 1024, pp. 205–235. Springer, Singapore (2022). https://doi.org/10.1007/978-
981-19-1076-0_12

18. Dutta, P.,Mishra, S.: A comprehensive review analysis of Alzheimer’s disorder usingmachine
learning approach. In: Mishra, S., Tripathy, H.K., Mallick, P., Shaalan, K. (eds.) Augmented
Intelligence in Healthcare: A Pragmatic and Integrated Analysis. SCI, vol. 1024, pp. 63–76.
Springer, Singapore (2022). https://doi.org/10.1007/978-981-19-1076-0_4

https://doi.org/10.1007/978-981-16-8763-1_40
https://doi.org/10.1007/978-981-19-2416-3_7
https://doi.org/10.1007/978-981-16-8763-1_39
https://doi.org/10.1007/978-981-16-8763-1_37
https://doi.org/10.1007/978-3-030-97929-4_18
https://doi.org/10.1007/978-981-19-1076-0_18
https://doi.org/10.1007/978-981-19-1076-0_12
https://doi.org/10.1007/978-981-19-1076-0_4


Disease Detection and Risk Prediction System Based Web Application 249

19. Banerjee, D., Kukreja, V., Hariharan, S., Sharma, V.: Fast and accurate multi-classification of
kiwi fruit disease in leaves using deep learning approach. In: 2023 International Conference
on Innovative Data Communication Technologies and Application (ICIDCA), Uttarakhand,
India, pp. 131–137 (2023). https://doi.org/10.1109/ICIDCA56705.2023.10099755

20. Raj, A., Sharma, V., Shanu, A.K.: Comparative analysis of security and privacy technique
for federated learning in IoT based devices. In: 2022 3rd International Conference on Com-
putation, Automation and Knowledge Management (ICCAKM), pp. 1–5. IEEE, November
2022

21. Manikandan, N., Ruby, D., Murali, S., Sharma, V.: Performance analysis of DGA-driven
botnets using artificial neural networks. In: 2022 10th International Conference on Reliability,
Infocom Technologies and Optimization (Trends and Future Directions) (ICRITO), pp. 1–6.
IEEE, October 2022

22. Ali, M.A., Balamurugan, B., Sharma, V.: IoT and blockchain based intelligence security
system for human detection using an improved ACO and heap algorithm. In: 2022 2nd Inter-
national Conference on Advance Computing and Innovative Technologies in Engineering
(ICACITE), pp. 1792–1795. IEEE, April 2022

23. Juyal, V., Saggar, R., Pandey, N.: An optimized trusted-cluster–based routing in disruption-
tolerant network using experiential learningmodel. Int. J. Commun. Syst. 33(1), e4196 (2020)

24. Juyal, V., Pandey, N., Saggar, R.: A heuristic light weight security algorithm for resource con-
strainedDTN routing. In: 2016 IEEE International Conference on Computational Intelligence
and Computing Research (ICCIC), pp. 1–4. IEEE, December 2016

https://doi.org/10.1109/ICIDCA56705.2023.10099755


Weighted Average Ensemble Approach
for Pediatric Pneumonia Diagnosis Using

Channel Attention Deep CNN Architectures

C. R. Asswin1, J. Arun Prakash1, K. S. Dharshan Kumar1, Avinash Dora1,
V. Sowmya1(B), Meshari Almeshari2, and Yasser Alzamil2

1 Center for Computational Engineering and Networking (CEN), Amrita School of Engineering,
Coimbatore, Amrita Vishwa Vidyapeetham, Coimbatore, India

v_sowmya@cb.amrita.edu
2 Department of Diagnostic Radiology, College of Applied Medical Sciences,

University of Ha’il, Ha’il, Saudi Arabia
{m.almeshari,y.alzamil}@uoh.edu.sa

Abstract. Pediatric pneumonia is a serious medical condition in which fluid fills
the air sacs of the lungs. While chest X-rays have emerged as a more effective
alternative to traditional diagnosis methods, the low radiation levels of X- rays in
children have made accurate identification more challenging, leading to human-
prone errors. To address this issue, deep learning architectures like Convolutional
Neural Networks (CNNs) have been increasingly used for computer-aided diagno-
sis of chest X-ray images. In this paper, we propose an efficient Channel Attention
(ECA) module attached to the end of pre-trained ResNet50 and DenseNet121,
VGG19. We also present a weighted average ensemble based on our proposed
model’s performance. Our approach achieved an accuracy of 95.67%, precision
of 94.81%, recall of 98.46%, F1 score of 96.60%, and an AUC curve of 94.74% on
the pediatric pneumonia dataset. In conclusion, our proposed architecture holds
promise for aiding in real-time pediatric pneumonia diagnosis and potentially
improving patient outcomes.

Keywords: Pediatric Pneumonia · Chest X-rays · Computer-Aided Diagnosis
(CAD) · Deep learning · Attention · Weighted average ensemble

1 Introduction

In recent decades, many infections and diseases have spread globally. Pneumonia is a
lung disease caused by a virus or bacteria that fills the air sacs of the lungs with fluid,
resulting in pus-filled pulmonary alveoli. This blockage reduces the lung’s capacity
to hold oxygen, which can lead to various symptoms such as fatigue and lethargy.
The United Nations Children’s Fund (UNICEF) has also reported that around 8,00,000
young children which also includes 1,53,000 newborns died due to Pneumonia. Studies
suggest that individualswithweaker immune systems aremore susceptible to pneumonia
thus, geriatric and pediatric populations are the most prominent target of pneumonia
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with the pediatric population having the highest casualty rate [1]. Numerous diagnostic
procedures are employed to diagnose pneumonia in children some of which include
measuring blood oxygen levels using pulse oximetry, Complete Blood Count (CBC),
and sputum tests. However, abnormal CBC and oxygen levels can be indicative of other
lung infections and are not specific to pneumonia. Chest X-ray is used as an affordable
alternative for pneumonia detection. But the manual examination of chest X- rays by
doctors and radiologists is a long and tedious process with human-prone errors.

These reasons motivate the need for a Computer-Aided Diagnostic (CAD) model,
which is accurate with its prompt predictions. CAD serves as a secondary check on the
predictions made by physicians and radiologists, thus reducing the possibility of human
errors. CAD methods are already in use for different biomedical applications such as
the detection of tumors, lesions in medical images, Parkinson’s disease [16], hypoxia
detection [17], and retinal disease [18]. Deep learning networks like Convolutional Neu-
ral Networks (CNN) have simplified the creation of Computer-Aided Diagnosis (CAD)
models by automating the process of feature engineering and learning more abstract
features, resulting in improved performance [2]. Attention-based convolutional neural
networks (CNNs) have shown improved performance, using attention modules to focus
on important parts of the input and residual-based attention to prevent gradient loss and
improve error propagation. Our proposed solution for pediatric pneumonia diagnosis
is simple and replicable. This study discusses the impact of using an efficient channel
attention module with weighted average ensemble for pediatric pneumonia diagnosis.

The rest of the paper is divided into the following sections: In Section 2, briefly
reviews the literature and summarize the existing limitations. Section 3 introduces the
theoretical background on Efficient Channel attention modules, and weighted average
ensemble used in the study. Dataset description and proposed methodology is explained
in Section 4. The experimental results are analysed and discussed with plots in Section 5.
Finally, in Section 6,we conclude ourwork, summarizing the problem and the limitations
of our approach, along with possible future works.

2 Literature Review

The manual feature extraction methods that previously required certain filters have been
replaced with deep learning systems. MLP approaches were largely employed in the
early studies on pattern classification but with the drawback of being unable to acquire
local information. Convolutional Neural Networks (CNNs) were developed to solve this
problem. The pediatric pneumonia dataset was introduced by Kermany et al. [3], who
also suggested a transfer learning strategy utilizing neural networks. Although transfer
learning-based techniques performed better, they still had some limitations such as the
loss of spatial information as convolutional layers increased in more complex CNN sys-
tems. Gaobo et al. [2] solved this issue by addressing the use of transfer learning and
residual connections to stop the loss of spatial information during feature extraction.
Kanakaprabha et al. [19] compared the performance of COVID-19 and Pneumonia from
X-rays using CNN,which can distinguish between COVID-19 and Pneumonia subtypes,
allowing for rapid and accurate diagnosis. Cha et al. [4] found out that usingCNNmodels
which have pre- trained weights can be used for training for Pneumonia Chest X-rays
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classification since it is faster as well as more efficient. Several research papers have
discovered that the ensemble model performs better when compared to single pretrained
models. Huang et al. [5] compared the performance of various single pretrained models
such as EfficientNetV2-B0, EfficientNetV2-B1, EfficientNetV2-B2, and 4 other varia-
tions of Efficient Net models and their proposed stacking ensemble model and found
out that the ensemble model performed much better than the single pretrained models
in terms of classification of multiple chest diseases using chest X-ray images as well as
CT images.

Traditional CNNs have limitations in selectively attending to the most informative
regions of the input, which can lead to poor performance in scenarios where some parts
of the input are more relevant to the task than others. Attention-based CNN models
address this limitation by enabling the model to selectively attend to the most important
regions of the input image while ignoring the less informative ones. Hu et al. [6] intro-
duced Squeeze-and-Excitation Networks (SENet), which perform channel-wise feature
recalibration by leveraging global information. The key idea behind SENet is to learn to
selectively emphasize the most important features in each channel of the CNN output.
To enhance their representational power, Woo et al. [7] came up with a CBAM module
that performs both spatial and channel attention to adaptively recalibrate feature maps.
Selective Kernel Networks (SKNet) by Li et al. [3] uses a set of learnable kernels to
adaptively select themost informative kernel size for each channel. To preserve the inter-
channel dependencies well, Zhang et al. [8] proposed Efficient Channel Attention (ECA)
which performs channel- wise feature recalibration by using a lightweight 1D convo-
lutional operation, which can be efficiently integrated into existing CNN architectures.
Guo et al. [9] proposed a deep residual neural network model ECA-XNet based on the
channel which can capture more rich information and perform much better than many
CNN models. Additionally, Fan et al. [10], also proposed a Multi Kernel size Spatial
Channel (MKSC) attention network for covid-19 detection from X-ray images which
outperformed other attention mechanisms such as SE-Net, ECA-Net, and Spatial Atten-
tion. This shows that parallel multi-kernel-size spatial and channel attention modules in
MKSC can suppress the shadows and skeletal noises as well as enhance the pathological
features of the chest X-ray images.

3 Background

3.1 ECA

The use of attention mechanisms in image classification tasks has demonstrated promis-
ing outcomes in terms of enhancing the accuracy and interpretability of deep learning
models, as noted by Guo et al. [9]. Various types of attention mechanisms have been pro-
posed for image classification, including soft, hard, self, and non-local attentions. Soft
attention mechanisms, such as spatial and channel attention, can help to highlight the
most relevant features in an image by assigning different weights to different regions or
channels.Hard attentionmechanisms, such location-based attention, canbeused to selec-
tively crop and focus on specific regions of an image. Self-attentionmechanisms, such as
the transformer architecture, can capture the relationships between different parts of the
image to generate context- aware representations. Non-local attention mechanisms can
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capture long-range dependencies between different parts of an image, enabling models
to better understand the global structure and context of an image as discussed by Zhang
et al [11].

Despite the effectiveness of attention mechanisms in image classification, there are
still challenges that need to be addressed. These include the scalability and computational
efficiency of attentionmechanisms. In response to these challenges,Wang et al. [12] pro-
posed the Efficient Channel Attention (ECA) mechanism, which utilizes a lightweight
and parallelizable 1D convolution operation to compute attention weights across chan-
nels. The ECAmechanism has been shown to outperform existing attention mechanisms
in terms of accuracy and efficiency on various image classification benchmarks.

Fig. 1. Diagram of Efficient Channel Attention Module

Figure 1 depicts the efficient channel attention (ECA) module. The ECA module
operates on the aggregated features obtained by global average pooling (GAP), which
is a common technique used in CNNs for reducing spatial dimensions while retaining
important features. The ECA module generates channel weights by performing a fast
1D convolution of size k, where k is adaptively determined via a mapping of channel
dimension C. The output of this convolution is then passed through a sigmoid activation
function, which scales the weights to a range between 0 and 1. These channel weights
represent the importance of each channel in the feature map, allowing the model to
selectively focus on the most relevant information for classification.

3.2 Weighted Average Ensemble

Weighted average ensemble is a machine learning technique that combines the predic-
tions of multiple models to improve prediction accuracy. This method assigns weights
to individual models based on their performance on a validation set and computes a
weighted average of the predictions. Mathematically, the weighted average ensemble
can be represented as:

y(x) =
∑

i (wi ∗ pi(x))
∑

i (wi)
(1)

where y (x) is the weighted average prediction, pi ( x ) is the prediction of the ith model
for the input x, wi is the weight assigned to the ith model, and �i represents the sum
over all i models in the ensemble.
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4 Dataset Description and Experimental Design

In this study, theKermany et al. [3] dataset was used, which is comprised of chest X-ray
images from children aged 1 to 5 years old, with a majority of the patients being between
2 and 3 years old. The dataset was collected from the GuangzhouWomen and Children’s
Medical Center and consisted of both anteroposterior and posteroanterior views of the
chest. The images were labeled as either normal or pneumonia by experienced radiolo-
gists. The use of this dataset allowed the researchers to develop a deep learning algorithm
that could accurately detect cases of pneumonia in chest X-ray images.

However, the initial dataset distribution had a class imbalance, with 1583 X-rays
labeled as Normal and 4273 X-rays labeled as Pneumonia, as shown in Table 1. To
address this issue, we created an augmented dataset with geometrical transformations.
This involved a rotation range of 20, zoom range from 0.8 to 1.2, height and width shift
of 0.2, and horizontal flip. By creating this augmented dataset, we were able to improve
the performance of the deep learning algorithms and ensure that the model was able
to accurately classify both normal and pneumonia chest X-ray images. Validation was
performed using random augmented images from the training set, as shown in Table 2.
Figure 2 shows anX-ray image of the lungs. In the image, the second row ofwhite lesions
can be observed in the alveolar region of the lungs. These white lesions correspond to the
accumulation of pus and fluid, which are characteristic signs of pneumonia. Therefore,
the presence of these white lesions in the X-ray image is an indicator of pneumonia in
the patient’s lungs.

Table 1. Distribution of the original dataset

Category Train Test

Normal 1349 234

Pneumonia 3883 390

Total 5232 624

Table 2. Distribution of the augmented dataset for our study

Category Train Test Validation

Normal 3,884 234 970

Pneumonia 3,883 390 970

Total 7767 624 1940

4.1 Proposed Methodology

The proposed pipeline is inspired from ECA-net to make robust predictions and uses
a weighted average ensemble technique for final classification. The model takes in an
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Fig. 2. Samples of Normal X-rays and Pneumonia X-rays from the dataset in the first row and
second row respectively.

input image of size 224x224, with each image normalized by the Image data generator
and on-the-fly augmentations with geometric transformations.

The features from each of ResNet50, DenseNet121 and VGG19 are passed through
the ECA attention block. The resulting attention-aware features are sent as input to a
global average pooling layer, followed by the use of 2 dense layers with 512 and 256
neurons respectively. Dropout of 0.4 and 0.2 have been added between each of these
dense layers. Finally, the predictions of the individual deep architectures are sent to
weighted average ensemble for final classification, which helps to improve the overall
accuracy and metrics of the model, as shown in Fig 3.

5 Results and Discussion

The proposed architecture, which utilizes an ensemble of ResNet50-Attention,
DenseNet121-Attention, and VGG19- Attention, exhibits superior performance com-
pared to various other baseline deep CNN models when tested on the Kermany dataset
[3]. The proposed architecture outperforms several existing deep CNNmodels, as shown
in Table 3.

Table 3 provides a comparison of the performance of various deepCNNarchitectures
in terms of accuracy, precision, recall, F1 score, and AUC. Based on the results, it can
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Fig. 3. Proposed pipeline for pediatric pneumonia classification

Table 3. Comparison of performance of the proposedmodel with several deep CNN architectures

Model Accuracy Precision Recall F1 AUC

Resnet50 88.62 84.90 99.49 91.62 85.00

Resnet152 86.86 82.63 100.0 90.49 82.48

Densenet121 89.42 85.68 99.74 92.18 85.98

Densenet201 80.76 76.47 100.0 86.66 74.35

VGG19 91.63 90.00 99.23 94.39 90.43

Xception 83.97 79.59 100.0 88.64 78.63

Proposed Pipeline 95.67 94.81 98.46 96.60 94.74

be inferred that Resnet50, Densenet121, and VGG19 have the highest accuracy among
the models tested, with VGG19 having the overall highest recall and F1 score. Overall,
these architectures perform well on the given dataset, while others may have slightly
lower performance (Table 4).

The proposed deep learning attentionmodels show improved performance compared
to their respective baseline models based on evaluation. The ensemble of the predictions
from these three models after the weighted average ensemble results in a high accuracy
of 95.67% and AUC of 94.74%. These results indicate the potential usefulness of the
proposed models for accurate classification tasks in the field of deep learning. Figure 5
displays the confusionmatrix of the test data, revealing that the proposedmodel generated
21 false positives and 6 false negatives.Meanwhile, the validation loss and accuracy plots
in Figure 4 indicate that the model was appropriately trained without overfitting.

Figure 6 illustrates the t-SNE plot of the features extracted from the penultimate layer
of our proposed models. The plot provides a visualization of the feature representations,
revealing a clear formation of clusters with minimal overlaps and outliers. The t-SNE
plot serves as evidence of the effectiveness of our proposed models in capturing and
distinguishing between relevant features in the pediatric pneumonia dataset.
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Table 4. Performance comparison between proposed attention model and baseline deep CNN
model.

Model Accuracy Precision Recall F1 AUC

Resnet50 88.62 84.90 99.49 91.62 85.00

Resnet50-Attn 94.07 94.46 96.15 95.30 93.38

Densenet121 89.42 85.68 99.74 92.18 85.98

Densenet121-Attn 94.07 94.68 95.90 95.29 93.46

VGG19 83.97 79.59 100.0 88.64 78.63

VGG19-Attn 94.55 93.41 98.21 95.75 93.33

Proposed Pipeline 95.67 94.81 98.46 96.60 94.74

Fig. 4. Training and validation accuracy – loss history of the proposed model

Fig. 5. Confusion matrix for proposed pipeline on the test data
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( a )       (b) 

(c) 

Fig. 6. t-SNE feature representation of the test data extracted from the proposed model – a)
ResNet50-Attn b) DenseNet121-Attn c) VGG19-Attn

Table 5 presents a comparison between the proposed model and recent studies on the
Kermany et al. [3] dataset. The proposed model exhibits competitive performance with
remarkable accuracy, precision, recall, F1 score, and an AUC curve of 95.67%, 94.81%,
98.46%, 96.60%, and 94.74%, respectively. These results demonstrate the effectiveness
of the proposed approach in accurately detecting pediatric pneumonia from chest X-ray
images.

Table 5. Performance of other recent works on the Kermany et al. [3] dataset

Author Accuracy Precision Recall F1-Score AUC

Kermany et al. [3] 92.8 90.1 93.2 - -

Stephen et al. [13] 93.73 - - - -

Rajpurkar et al. [14] 88.78

Siddiqi et al. [15] 94.39 92.0 99.0 - -

Proposed Model 95.67 94.81 98.46 96.60 94.74
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6 Conclusion and Future works

This work proposes a computer-aided pneumonia diagnosis tool using an ensemble of
easily replicable channel attention-aware deepCNNarchitectures. The individual predic-
tions from each proposed model with an external channel attention module are classified
into NORMAL and PNEUMONIA using a weighted average ensemble classifier. t-SNE
plots are used to analyze the extracted features from the proposed models’ penultimate
layer. The outliers and overlapping clusters indicate the need for a better model. The
proposed pipeline achieves an accuracy of 95.67% and anAUCof 94.74%. The proposed
architecture shows competing performance with recent works and its capability to be
deployed for real-time use.

Future works can include expanding the work to cover other pneumonia datasets. In
addition to that, contrastive learning can be used to build robust models. Finally, various
image enhancement techniques and other ensembled models can be implemented for
better results. Overall, this study demonstrates the potential for computer-aided tools in
the medical field and offers a promising approach to pneumonia diagnosis.
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Abstract. In the pharmaceutical industry, accurate demand forecasting is cru-
cial for the efficient management of manufacturing, acquiring, and distribution
activities. This paper concentrates on utilising data mining techniques, namely
the Decision Tree and Random Forest algorithms, to forecast the demand for
pharmaceuticals associated with seasonal ailments that are anticipated to emerge
in the upcoming months of 2024. The findings of the analysis demonstrate that
the Random Forest algorithm exhibits superior performance in comparison to the
Decision Tree algorithm. This is evidenced by the observation of lower mean Root
Mean Square Error (RMSE) values of 80.53 and 97.10, respectively, which indi-
cates that Random Forest outperforms Decision Tree. The present work’s results
offer significant contributions to the pharmaceutical sector by providing valuable
insights that facilitate improved planning and resource allocation to address the
variable demand patterns that are influenced by seasonal diseases.

Keywords: Distribution · Ailments · RMSE · Resource allocation · Demand
patterns

1 Introduction

Healthcare is essential to people’s health. Pharmaceuticals, which prevent, treat, and
manage illnesses, are vital to healthcare. Accurate medication sales demand forecasting
ensures patients have enough drugs. The paper forecasts pharmacological demand for
regional conditions. The objective of the research is to determine the most prevalent
condition each month, the medication used to treat it, and the anticipated sales of that
medication in 2024 using Data Mining Techniques [1].

A decision tree algorithm [2] predicts the monthly demand for disease-related med-
ications using patient history data. In addition to the decision tree model, the study
employed a Random Forest technique [3]. The Random Forest method improves accu-
racy and reduces overfitting by merging several decision trees. Predicting the prevailing
condition’s monthly drug requirement [4] was the goal.

The work contributes by accurately estimating the demand for pharmaceutical treat-
ments using the Decision Tree and Random Forest algorithms. It identifies the prevalent
illnesses in a given month and forecasts the sales of the medication linked to that illness
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during that month. This aids pharmaceutical companies in making monthly plans for the
manufacture of that particular medicine.

The research suggests budget allocation for healthcare andpharmaceutical industries.
By forecasting pharmaceutical demand, healthcare practitionersmaymaximisemedicine
supply and patient satisfaction. Better inventory management and production planning
may save pharmaceutical organisations money and improve customer experience.

2 Literature Review

Demand forecasting literature discusses healthcare research and forecasting. This paper
compares healthcare demand forecasting methods, instruments, and models. The lit-
erature review will examine healthcare industry trends and predictability issues and
suggest promising research areas. This literature review discusses healthcare demand
forecasting’s best practises, challenges, and future.

Anticipating emergency department admissions implies that congestion, delays, and
long waits cause poor patient outcomes like increased morbidity and mortality [5].
Congestion, delays, and long waits may lead to poor patient outcomes. Overcrowding,
delays, and long wait times lead to poor patient outcomes.

Text mining estimates bed demand before lab tests [6]. These methods extract text.
Prepare enough beds. This meets medical and pharmaceutical standards.

Translational research informs clinical decision-making with temporal data and
molecular medicine [7].

MAPE favours the hybrid ARIMA-ANN model [8]. ARIMA-ANN hybrid models
are more valuable.

Artificial Neural Networks outperformed traditional demand forecasting methods
with a mean percentage error of 4% [9]. This method was less error-prone. Reduced
data noise yielded this error rate. Alternative methods average 6% accuracy.

The Croston technique predicts lumpy, unexpected, and slow-moving demand best
[10]. The Simple Moving Average (SMA) method is best for accurate and smooth
demand forecasting in paediatric intensive care units. Historical patient data is analysed.

Model and method results differ [11]. Thus, the combined model results differ. Cou-
pled model evaluations produce different results. Integrated algorithms that maximise
each technique’s benefits may have caused this result.

Healthcare demand forecasts depend most on the elderly population [12]. Ageing
extends life.

Gradient Boost Machines outperformed decision trees and logistic regression [13].
Gradient Boost Machines won. Despite decision trees and logistic regression’s success.
This occurred.

Deep Neural Networks outperformMachine Learning in creating and implementing
models that predict patient arrivals daily to weekly using calendar and weather data [5].
Calendar and weather data. This holds regardless of model.

Clustering products improves forecast accuracy and simplifies cluster value evalua-
tion [14]. Prediction accuracy improves.

Clusteringproducts increase prediction accuracy and reliability [15].This forecasting
method may improve prediction accuracy.



Seasonal Disease Based Demand Forecasting for Pharmaceutical Medications 263

Tourism demand forecasting [16]. Demand is how much consumers want to buy
in a given timeframe. Forecasting methods’ pros, cons, and industry applicability are
discussed. This industry’s managers need forecasts.

The article examines business sales forecasting. Methods are often naïve, extrap-
olative, and subjective [17]. The research also notes a rise in seasonal adjustments and
computer-based forecasts to reduce errors.

In volatile markets, using multiple forecasting methods is better [18]. Combining
forecasting sources reduces average error and provides insightful analysis and diagnos-
tics. This method emphasises the benefits of multiple forecasting methods and questions
the practise of selecting a single superior forecast.

Random Forest and J48 decision tree classification were compared on 20 diverse
datasets [19]. For smaller datasets, J48 outperforms Random Forest. The paper shows
these models’ pros and cons in various data settings.

This paper estimates 2005–2015 energy demand [20]. Neural networks are efficient
but slow. Research hybrid forecasting.

This literature review shows many healthcare demand forecasting methods. Accord-
ing to the survey, demand forecasting ensures healthcare resources are available when
needed. The report suggests product clustering and forecasting integration to improve
accuracy. Delays and long wait times in the emergency department have been linked to
poor patient outcomes, so accurate demand forecasting is essential for patient care. The
paper emphasises the need for forecasting models that can handle unpredictable, lumpy,
and slow-moving demand.

3 Methodology

3.1 Data Acquisition and Preprocessing

During the data collection phase, accurate information on typical illnesses, associ-
ated medications, and monthly prescription sales statistics is collected from databases,
patient files, or sources of pharmaceutical sales data. The data is thoroughly cleaned and
preprocessed after it has been gathered (Fig. 1).

3.2 Identification of Dominant Disease

The disease dataset consists of 32 diseases and the corresponding number of patients
admitted during each month. The most frequently occurring disease in each month is
identified.

3.3 Medicine Identification

A drug dataset is used to identify the prescription used to treat the most common disease
each month. The disease name and accompanying drug code are both included in this
drug dataset. The precise drug utilised for therapy can be identified by comparing the
relevant drug code with the prevalent ailment obtained in step 3.2.
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Fig. 1. Block Diagram for Seasonal Disease-based Demand Forecasting for Pharmaceutical
Medications

3.4 Sales Forecasting

Sales forecasting is an essential phase in the demand forecasting process. The Random
Forest method and the Decision Tree algorithm are two algorithms that are used for this
task and is implemented in Python [21]. The sales dataset used is present in Kaggle [22].
The dataset is divided into training and testing samples. About 70% of the dataset is used
for training the models, which are then fit to historical sales data. The remaining 30% of
the data are used as the testing dataset to evaluate the models. The root mean square error
(RMSE) is the evaluation metric used. By providing businesses with information on the
projected amount of demand and sales for a specific prescription, these predictions help
them plan ahead for manufacture, and manage inventory (Tables 1 and 2).

Table 1. Training Parameters for Decision Tree

Training Parameters Decision Tree

max_depth 5

4 Result Analysis

The work examined the accuracy of the decision tree and Random Forest models in
predicting drug need after conducting an extensive investigation of disease identifica-
tion. The paper’s objectives were to test the performance of these models and iden-
tify variations in accuracy among various pharmaceutical classifications. The results
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Table 2. Training Parameters for Random Forest

Training Parameters Random Forest

max_depth 5

n_estimator 100

random_state 42

offer useful information for improving pharmaceutical supply through better forecasting
pharmaceutical demand.

Table 3, shows the illnesses that are most prevalent each month and the medications
that treat them.From Table 4, It is clear that random forest outperforms decision tree
because its mean RMSE value is 80.53 compared to decision tree’s mean RMSE value
of 97.10. This shows that the Random Forest algorithm, which mixes several decision
trees, performs better in this situation at anticipating the need for pharmaceuticals.

The RMSE values range between various drug codes, showing that the models’
accuracy may change based on the particular drug being analysed. While certain drug
codes have higher RMSE values, suggesting greater prediction errors, others have lower
RMSE values, showing that the models produce accurate predictions.

For the medicine code MA10AB, the RMSE values for the Decision Tree and Ran-
dom Forest models are both reasonably low, indicating that these models are capable of
accurately forecasting the demand for this specific medication.For the medication code
NO2BE, the Decision Tree model displays a much higher RMSE value than Random
Forest. As a result, it appears that the Random Forest model performs better and gener-
ates more precise forecasts for the demand for this medicine.The NO5Bmedication code

Table 3. Disease Identification

Month Disease Drug

Jan Osteoarthritis M01AE

Feb Migraine N02BA

Mar Chronic obstructive pulmonary disease R03

Apr Rheumatoid arthritis M01AB

May Osteoarthritis M01AE

Jun Bronchitis R06

Jul Epilepsy N02BE

Aug Chronic obstructive pulmonary disease R03

Sep Osteoarthritis M01AE

Oct Bipolar disorder N05C

Nov Obsessive-compulsive disorder N05C

Dec Psoriatic arthritis M01AB
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Table 4. RMSE for Decision Tree and Random Forest

Drug Code Root Mean Squared Error

Decision Tree Random Forest

MA10AB 30.65 26.10

MA10AE 48.22 32.94

NO2BA 8.1148 16.52

NO2BE 469.42 380.89

NO5B 49.94 52.63

NO5C 8.60 6.49

RO3 139.35 106.25

RO6 21.29 23.42

shows similar RMSE values for the Decision Tree and Random Forest models, showing
equivalent performance of these models in predicting the demand for this drug. For the
NO5C medication code, the Random Forest model has a marginally lower RMSE value
than the Decision Tree model, indicating that it may provide somewhat more accurate
predictions.The RMSE values for the medication codes RO3 and RO6 are greater in both
Decision Tree and Random Forest models. This suggests that, when compared to the
other drug codes looked at, the prediction accuracy for these medications is substantially
lower.

Figure 2 shows the sales volume predicted for the year 2024 for the predominant
diseases of each month using Random Forest. High sales denotes the demand for the
product will be high similarly, low sales denotes the demand for that product will be
low.
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Fig. 2. Predicted sales volume for the year 2024
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5 Conclusion and Future Works

The results showed that the Random Forest algorithm outperformed the Decision Tree
method in anticipating pharmaceutical demand. The work also showed that different
medicinal classifications varied in their accuracy. TheRMSEvalues fluctuated according
to the particular drug under analysis, indicating that the models’ efficacy might vary
based on the drug. The current model has limitations as it only forecasts medicine sales
for a particular frequent disease, neglecting the demand for alternative medications.
Future research will require gathering a larger dataset with more features from hospital
databases to address this constraint. The goal is to increase the model’s precision and
applicability while providing thorough sales projections for a wider range of ailments
and medications.
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Abstract. Introduction:The neurodegenerative Disorder called
Parkinson’s disease (PD) is incurable when it is indicated at an
initial stage by weakening dopamine generating nerve cells. These cells
are projected by the instrument of capturing DaTscan images. The
qualitative analysis of DaTscan is carried out by the different deep
learning algorithms. The present investigation deals with three facets of
deep learning algorithms in diagnosing PD at an initial stage by analysing
Volume Containing DaTscan Image Slices (VCDIS) for higher diagnostic
accuracy.

Methods: The contribution includes 3 facets. The first facet classifies
the people suffering from PD from healthy individuals (HI) using transfer
learning of conventional deep learning networks like Alex Net, Inception,
Mobile Net, ResNet, Xception, VGG16, VGG19. Second facet fine tunes
the layer of conventional networks carefully. Fine tuning is done by
selecting random and optimal layers of conventional networks to tune the
network to learn the features of VCDIS for better performance. Third
facet hybrids the predictions of previous facets to accomplish highest
proficiency in predicting PD at an early stage.

Results: The results of the transfer learning facet are dictated as
around 92.22% of predictive accuracy for the Inception V3 network. The
diagnostic accuracy of optimal fine tuning is around 99.17% considerably.
The best results of detecting EPD (Early Parkinson’s Disease) is achieved
as 99.95% of accuracy for the Inception V3 network by the hybrid
technique.

Conclusion: The proposed hybrid technique runs remarkable
performance as a supporting tool in analysing Parkinson’s disease which
helps the neurologist in analysing the neurodisorders.
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1 Introduction

Parkinson’s disease (PD) is a human brain related degenerative disorder for
people around 60 years old, chiefly affecting the motor system. As of now,
globally billons of people (all ages) suffer from PD [1–3]. The prime signs of
PD are movement related: rigidity, tremor, impaired in coordination and other
signs are cognitive related: sleep disturbances, depression and olfactory [4,5]. PD
affects human due to the death or decreases of vital neurons called dopamine,
which leads to more difficulty in voluntary movement. Once the dopaminergic
neurons are decreased, there is no way to increase these neurons. This leads
to worsening quality of life, increased mortality, and reduced productivity. The
accurate diagnosis of the disease is a challenging task when the symptoms are
not recognised at an initial stage even today. For, similar symptoms are present
in all the neurodegenerative disorders. Though the cardinal symptoms fall on
motor systems, PD is associated with non-motor symptoms also. Hence an early
diagnosis is necessary to manage the early stage of the disease [6].

Fig. 1. DaTscan image of (a) Healthy
Individual (b) Parkinson’s Disease.

Neuroimaging technique called
Single Photon Emission Computed
Tomography (SPECT) approved by
Food and Drug Administration (FDA)
[7,8] in the U.S. serves well to analyse
the images in diagnosing the EPD.
SPECT neuroimages are the chief
accessing tool as it clearly displays the
dopamine transmitters present in the
striatum [9] of human brain. It also
highly identifies the progression of the
disease. Normal SPECT images of the
brain depict symmetric and comma shaped dopamine binding in the nucleus of
the striatum as shown in Fig. 1a. An abnormal image shows asymmetric and dot
shaped dopamine binding as shown in Fig. 1b.

Different methods are utilised for PD diagnosis by (i) evaluating SPECT
images which include three-dimensional analysis of SPECT images in DICOM
format (consisting of 91 slices) [9], (ii) investigating single image slices by
averaging the slices that have a high striatal uptake region [10], (iii) evaluating
Volume Rendering Image Slices (VRIS) which consist slices number from 36 to
47 [11]. The methods have the limitations of complexity and fail to comprehend
the shape of the striatum. Demand grows to make the system simple and efficient
in order to understand the continuity of the changes in shape of the striatum.

In the early days, experts assessed neuroimages through visual investigations.
In the early days of the deficit, the visual investigation is subjected to the skill
and experience of the experts which leads to misdiagnosis of the disease [10].
Utility of the machine learning techniques in identifying and monitoring the
progression of the disease resolved the problem of misdiagnosis [12,13]. Deep
learning techniques [14] are introduced where it extracts the features based on
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the requirements by self-learning. Hence it is recognized as a powerful tool for
classifying images [15,16].

The Convolutional Neural Networks (CNNs) of deep learning are applied in
discriminating PD patients from healthy individuals (HI) [17]. The Parkinson’s
Progression Markers Initiative (PPMI) repository [18] is used to download
the SPECT images for the analysis. The bounding box method is adapted to
extract the striatum region alone for classifying the images by 10-fold cross
validation [19]. The ensemble techniques used retrospective data, however, bring
forth appreciating results, suffer certain inconveniences pointed out in the
literature review section and the proposed system is free from such difficulties.
It outperforms the existing systems with a large margin of diagnostic accuracy.
The highlights of the present system are briefed as follows.

1. The system proposes three facets that include (i) transfer learning of
conventional networks such as InceptionV3, Xception, VGG16, MobileNet,
ResNet50, and VGG19, (ii) the random, optimal fine tuning of the same
conventional networks (iii) mixing up of transfer learning and fine tuning
facets, called hybrid technique. The proposed hybrid technique minimizes
the number of parameters and tuning time as it selects a few layers for
tuning to learn significant features of Volume Containing DaTscan Image
Slices (VCDIS) images.

2. Optimal fine tuning takes the averaged output (accuracy) of conventional
networks as the layer number for fine tuning to offer higher predictive
accuracy by dropping the risk of modeling bias and overfitting.

3. The network uses VCDIS from SPECT images chosen from Parkinson’s
Progression Markers Initiative (PPMI) database for learning spatiotemporal
relationships among them. The VCDIS comprises slices from 34 to 49 to learn
the continuity of the changes in shape of the striatum.

The rest of the proposed paper is systemized as follows. Section 2, speaks
on the review of the literature. Section 3, elaborates on the materials and
methodology used in the study and explains the proposed deep learning
technique for classifying PD from HI. Sections 4, and 5 highlight results and
discussions. Finally, conclusions are drawn.

2 Review of the Literature

An interpretation technique of SPECT images has been proposed by Choi et al.
using PDnet. The network shows appreciable accuracy in PD classification [20].

Kevin H. Leung et al. have adopted a three-stage, deep learning, ensemble
approach for predicting PD. The ensemble approach combines spatiotemporal
features from SPECT images, temporal features from clinical motor scores and
additional clinical measures to diagnose PD [21].

Khosro Rezaee et al. have utilized pre-trained deep transfer learning
(AlexNet, VGG-f, and CaffeNet) structures and conventional machine learning
models as an automated approach to diagnose PD from sEMG signals. The
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hybrid deep transfer learning-based approach to PD classification could lead
to hitting rates higher than 99% [22]. Yang Y et al. proposed a two-layer
stacking ensemble learning framework with fusing multi-modal features. Support
vector machine (SVM), random forests (RF), K-nearest neighbor (KNN) and
artificial neural network (ANN) classifiers are used at the first layer and a
logistic regression (LR) classifier was applied at the second layer, and achieved
an accuracy of 96.88%, for identifying PD and HC [23].

Diego Castillo-Barnes, et al. developed an ensemble classification model
which combines Support-Vector-Machine (SVM) with linear kernel classifiers
for a different biomedical group of tests and pre-processed neuroimages features
from PPMI database subjects. Using this weighted ensemble classification model,
96% of accuracy was obtained [24].

The ensemble techniques discussed in this section used retrospective data
which are prone to misclassification bias and to find out temporal relationships
still suffer by overfitting. This issue is addressed in the proposed system using
SPECT images alone for analysing PD.

3 Computational Methodology

The three facets of the hybrid optimal fine tuning approach (HOF tuning) is
designed to discriminate early stage of Parkinson’s disease (EPD) from HI. The
technical details of the proposed model are explained clearly.

3.1 Hybrid Optimal Fine Tuning Technique

Hybrid optimal fine tuning (HOF tuning) technique is used to diagnose
Parkinson’s disease at an inception stage using volume containing DaTscan
image slices (VCDIS) images which are taken from the international PPMI
depository. The overall workflow of hybrid optimal fine tuning technique is
elaborated in Fig. 2. VCDIS of SPECT images are considered as inputs that are
given to transfer learning of conventional models such as Inception V3, Xception,
VGG16, Mobile Net, ResNet50, and VGG19 in the first facet. The fine tuning
(random and optimal) is done for the same conventional neural networks in
the second facet and finally hybrid technique mixes outputs of all the facets to
improve the performance of the proposed CNN with reduced bias and improved
prediction. The input images of the system are processed and tuned to offer best
performance in classifying EPD from HI.

3.2 Preparation of Input Images

The input images of HOF tuning technique are taken from the multicentre
PPMI database. A total of 640 pre-processed images are chosen for the analysis,
including 202 HI images and 448 EPD images. Since it is early detection of PD,
the baseline (BL) images are chosen which has the Hoehn and Yahr (H&Y)
rating scale of stages 1 and 2 with mean±standard deviation (SD) of 1.50 ±
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0.50. The raw SPECT images are reconstructed and normalized to present as a
three-dimensional volume in the shape of 91× 109× 91. The volume containing
DaTscan image slices (VCDIS) are selected from the preprocessed images based
on the high DAT bindings in the striatal regions. It is identified that the VCDIS
starts from slice number 34 to slice no 49 as it provides the continuity in shape
and volume information of the striatum in two dimensions clearly. The VCDIS
is highly recommended to analyse the neural disorders using deep learning
techniques.

3.3 Architectural Design of HOF Tuning

Fig. 2. Overall Workflow of the Hybrid
Optimal Fine Tuning Technique.

Facet 1: Transfer Learning of
Conventional Model. The novel
Hybrid optimal fine tuning is
proposed from the ensemble method
of Kevin H. Leung et al. [21]. HOF
tuning is comprised of three facets:
Transfer learning of conventional
networks, fine tuning (random and
optimal) and hybrid technique. The
network uses the conventional models
of Inception V3, Xception, VGG16,
Mobile Net, ResNet50, and VGG19.
Each conventional model has
fundamental layers like convolutional
layer, batch normalization, Rectified
Linear Unit (ReLU) activation
function, max pooling and fully
connected or dense layers which
play a major role in classifying
EPD images from HI images in the
proposed work. In transfer learning, the basic layers are kept frozen and the
fully connected layers and prediction layers are tuned for better accuracy.

Convolutional Layers. The Convolution layer (CL) applies a filter over
the processed image by applying the convolutional operation to learn basic
information about the input images. The filter slides over the input images and
performs dot product to compute the feature map by neurons. The size of the
filter is small compared with an image. Basically, the size of the filter is (f × f
× 2), where f = 3, 5, 7, and so on. Each convolutional layer consists of precise
neurons, weights, and bias to learn the important features of the input images.
Consider I (a x b) as an input image and the filter is represented as fi(pxq)
where i ∈ M with the size of (p x q). M denotes filter depth. The output feature
map is given as

Dconv. = Σp
u=1Σ

q
v=1fi(u, v) ⊗ I(a − u, b − v) (1)
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The proposed hybrid method uses different convolutional layers with different
stride values to capture the basic information of an image.

The Activation Function: Rectified Linear Unit. ReLU layer is an activation
function to map linear input with a nonlinear function by applying the monotonic
function. It is designed to improve the training phase of the classification process.
The base CNN model called Alexnet [25] applies ReLU to create the sparse
feature output by replacing tanh activation. The output expression for the ReLU
function is given below as a max function

R(x) = max(0, x) (2)

when x < 0, the output is 0 and conversely, its output is a linear function when
x ≥ 0.

Max Pooling Layers. The max pooling fuses the pixel values of the SPECT
images and kernel and results in the maximum value of the area where it
convolves. It approaches the process of downsampling which reduces the spatial
size of the input images. The max pooling is done to reduce overfitting.

Output = max[inputimage] (3)

Fully Connected Layer (FCL). It is a multilayer perceptron (MLP) where
it connects all the neurons of the previous layer with the neurons of the
self-generative layer. FCL learns the non-linear relationship between the
high-level features from convolutional layers and it flattens the input from the
previous layer. Consider the input is I of size 1 and W denotes the number
of neurons in the hidden layers. The activation function is estimated by the
multiplication of the input images adding bias to it and it is given in the equation

fcI = ϕ(m ∗ I) (4)

where, ϕ and m denote activation function and the resultant matrix respectively.
The proposed system uses InceptionV3, Xception, VGG16, MobileNet,
ResNet50, and VGG19.

Facet 2: Fine Tuning Techniques. Fine tuning uses the conventional
networks where some network layers are tuned and others are kept frozen to
minimize the training time and usage of parameters. The weights of the tuned
layers are adjusted to achieve highest efficiency in detecting PD at an early stage.
The proposed network consists of two fine tuning techniques such as random and
optimal fine tuning. Random fine tuning chooses the layer’s number (from which
network needs to be tuned) randomly, whereas optimal fine tuning chooses the
layer’s number from the accuracy of the conventional layer (the previous layer).
The layers of random and optimal fine tuning and total number of layers in each
conventional networks are given in Table 1. The design procedure of transfer
learning and fine tuning techniques are summarised in Fig. 3. The figure dictates
that fine tuning technique freezes some of the layers and tunes from a particular
layer as given in Table 1.
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Table 1. Layers and Parameters of Transfer Learning of Conventional and Fine Tuning
Models.

Name of Networks No. of Layers Parameters Fine Tuning Layer Parameters

Random Optimal

InceptionV3 311 2K 95 80 2.0 M

Xception 132 2K 100 55 9.5 M

VGG16 19 70K 12 19 5.0 M

MobileNet 154 1K 82 74 2.0 M

ResNet50 175 2K 90 69 2.0 M

VGG19 22 2K 18 20 2. 0 M

3.4 Hybrid Optimal Fine Tuning Technique

Facet 3: Hybrid Optimal Fine Tuning Technique. The third facet of the
proposed model is hybrid model where the previous facets are fused together
to obtain best diagnostic accuracy in discriminating EPD from HI. It fuses its
predictions and make a best prediction in diagnosing EPD from HI as it is
depicted in Fig. 1.

3.5 Data Augmentation

Data augmentation is the process of increasing the size of the dataset artificially
by modifying the version of the image to improve the performance of the neural
network and reducing the fitting problem. The augmentation techniques used
in the proposed work are scaling, cropping, horizontal flipping, padding and
rotation.

3.6 Evaluation Metric

The VCDIS images are divided into training, testing and validation dataset as
60%, 20% and 20% of the split. The proposed network is trained using training
and validation datasets whereas testing data is taken for predictions. The used
parameters in the proposed system are batch size 32, epoch 500, learning rate
0.001 and dropout 0.5 for transfer learning. The learning rate for fine tuning
is further reduced to 0.0001 to avoid losing the learned parameters. The Adam
optimization algorithm is used to revise every network weight. Evaluation is done
by 10-fold cross-validation where the dataset is divided into ten among them one
is taken as testing and the remaining is considered as training. This proposed
work considers diagnostic accuracy, sensitivity, and specificity as the evaluation
metrics.



276 S. Sivakumar et al.

Fig. 3. The design procedure of transfer learning and fine tuning techniques.

4 Results

4.1 Analysis of Hybrid Optimal Fine Tuning Technique

Sixteen Volume Containing DaTscan Image Slices (VCDIS) are selected and
taken for the analysis of early Parkinson’s disease. These image slices are
analysed using transfer learning of Inception V3, Xception, VGG16, Mobile Net,
ResNet50, and VGG19. These conventional models are fine tuned randomly and
optimally selected layers and performance is also analysed. The facets are fused
to make the proposed method outperforms in identifying EPD. The results of
each stage are presented below for the original data and augmented data set.

FACET 1: Transfer Learning Of Conventional Models. The analysis
is conducted for a total of 640 data and assessed by 10-fold cross-validation
methodology in order to attain unbiased performance. Each fold contains 64
volume containing DaTscan image slices. Among these, one-fold is used as testing
data and the remaining folds are considered training data. The data set is
divided into three datasets like training (train the model), validation (optimize
the parameters) and testing (generalize the model) datasets. The predictive
performance of the transfer learning of conventional models for the original and
augmented data is given in Table 2. The table shows the diagnostic accuracy and
its losses for training, validation and testing which dictates that the augmented
data set of the InceptionV3 network offers better accuracy (a maximum of
92.22%) than the original dataset (offers a maximum of 90.00) of the same
network and other networks like Xception, VGG16, MobileNet, ResNet50, and
VGG19. The augmented data overcomes the 7 significant problems of overfitting
hence improving accuracy, variability and flexibility of the data. InceptionV3,
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Xception, VGG16, MobileNet, ResNet50, and VGG19 offer diagnostic accuracy
of 90%, 80%, 74.62%, 69,19%,55.35% and 50.58% for original data and 92.22%,
81.94%, 76.57%, 72.32%, 57.75% and 58.27% for augmented data.

Table 2. Performance of Transfer Learning Function of the Conventional models.

Models Original Data Augmented Data

Training Validation Testing Training Validation Testing

Acc. Loss Acc. Loss Acc. Loss Acc. Loss Acc. Loss Acc. Loss

InceptionV3 85.64 0.3538 87.8 0.4127 90 0.274 87.41 0.2875 88.3 0.3537 92.22 0.244

Xception 60.13 0.8167 63.09 0.5989 80 0.5771 75.58 0.7147 75.06 0.4762 81.94 0.4615

VGG16 64.53 1.1286 66.05 0.6012 74.62 0.6333 79.38 1.0278 76.75 0.4954 76.57 0.4876

MobileNet 66.32 0.5838 38.21 0.7104 69.19 0.5333 77.25 0.4738 54.71 0.6103 72.32 0.4122

ResNet50 57.25 0.6873 55.43 0.6461 55.35 0.7333 75.47 0.5138 67.36 0.5722 57.75 0.6541

VGG19 82.61 0.3791 77.9 0.5544 50.58 0.7 85.12 0.3119 83.1 0.4264 58.27 0.552

FACET 2: Fine Tuning Models. The second facet of the HOF tuning
technique is fine tuning methods. The fine tuning methods are done by freezing
weights of the particular layers and train the remaining layers to learn the
significant features of the VCDIS. Two different methods are implemented
for selecting fine tuning layers like random selection and optimal selection. In
random selection, fine tuning layers are selected randomly, whereas in optimal
selection, the output of the transfer learning of conventional models are taken
as the layer to be tuned. Table 3 and 4 show the classification output and losses
of fine tuning methods (random and optimal) for original data and augmented
data respectively. By comparing two tables, the optimal fine tuning method
offers better performance than the random method for augmented data. In
particular, the Inception V3 network gives 99.17% and 0.0410 of accuracy and
losses respectively. The other network offers 96.92%, 95.22%, 98.82%, 97.59%
and 95.73% of accuracy and 0.3400, 0.0601, 0.1008, 0.0617, and 0.0507 of losses.
Figure 4 shows predictive outputs of transfer learning, optimal, random tuning
and hybrid optimal tuning techniques.

Table 3. Performance of Random and Optimal Fine Tuning for Original Data.

Models Random Fine Tuning Optimal Fine Tuning

Training Validation Testing Training Validation Testing

Acc. Loss Acc. Loss Acc. Loss Acc. Loss Acc. Loss Acc. Loss

InceptionV3 91.78 0.1295 90.91 0.2113 94.35 0.1567 95.05 0.1129 96.01 0.1103 97.41 0.091

Xception 94.4 0.1436 91.55 0.2899 93.33 0.1464 91.12 0.1006 92.99 0.1 93.99 0.104

VGG16 83.56 1.1286 81.87 0.3905 90.76 0.1 89.6 1.0196 90.74 0.9107 92.52 0.1001

MobileNet 75.98 0.4489 61.82 0.5264 92.38 0.1333 89.18 0.2844 91.25 0.1211 92.3 0.1211

ResNet50 72.7 0.4792 68.14 0.5501 93.6 0.1333 89.07 0.3272 90.36 0.2015 91.98 0.1613

VGG19 84.23 0.3418 78.72 0.4308 91.33 0.2 88.27 0.1981 89.27 0.1034 91.36 0.197
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Fig. 4. Predictive outputs of transfer learning, optimal, random tuning and hybrid
optimal tuning techniques.
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Table 4. Performance of Random and Optimal Fine Tuning for Augmented Data.

Models Random Fine Tuning Optimal Fine Tuning

Training Validation Testing Training Validation Testing

Acc. Loss Acc. Loss Acc. Loss Acc. Loss Acc. Loss Acc. Loss

InceptionV3 93.54 0.1102 91.19 0.2113 96.25 0.1374 95.59 0.1009 96.58 0.1003 99.17 0.041

Xception 96.9 0.1 94.21 0.2899 96 0.1055 92.78 0.1698 95.79 0.05 96.92 0.34

VGG16 85.27 0.987 85.47 0.3905 92.16 0.0987 90.09 1.0521 93.58 0.215 95.22 0.061

MobileNet 77.57 0.2954 76.57 0.5264 95.3 0.1004 91.56 0.1542 93.74 0.1001 98.82 0.1008

ResNet50 75.3 0.5972 79.54 0.5501 96.07 0.1258 92.51 0.2332 92.48 0.1005 97.59 0.0617

VGG19 87.78 0.1147 80.6 0.4308 93.98 0.187 91.57 0.0911 95.57 0.094 95.73 0.0507

FACET 3: Hybrid Optimal Fine Tuning Technique. The third facet
is called hybrid techniques where it combines all the averaged output of the
facets (1 & 2) and outperforms than the individual networks. The classification
accuracy and losses of the hybrid technique is given in Table 5. The table gives
99.95% of accuracy for Inception V3 network and the loss is 0.066.

Table 5. Performance of Hybrid Optimal Fine Tuning Technique.

Models Training Validation Testing

Accuracy Loss Accuracy Loss Accuracy Loss

InceptionV3 95.32 0.1069 96.29 0.1053 99.95 0.066

Xception 91.95 0.1352 94.39 0.075 97.46 0.222

VGG16 89.84 1.0358 92.16 0.5629 95.87 0.0801

MobileNet 90.37 0.2193 92.49 0.1106 97.56 0.1109

ResNet50 90.79 0.2802 91.42 0.151 99.78 0.1115

VGG19 89.92 0.1446 92.42 0.0987 97.54 0.1239

5 Discussions

The proposed hybrid optimal fine tuning technique yields the highest
performance in classifying early Parkinson’s disease from healthy individuals.
The significant accuracy like 99.95% is achieved when the hybrid model is
implemented with optimal fine tuning approach for augmented data in Inception
V3. The selected volume containing DaTscan image slices (VCDIS) help to
understand the striatum’s shape as it strongly related to the progression of
Parkinson’s disease. Hence, it aids people who suffer from the disease. In
addition, the system uses a novel approach called optimal fine tuning to improve
the classification accuracy. The optimal fine tuning approach tunes the network
layer from the classification output of conventional networks. The classification
accuracy of the conventional networks are taken as the layer of fine tuning for the
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same network to learn the significant features of the VCDIS. This will improve
its performance. The proposed system gives a significant performance in such a
way that the parameters of the networks are selected carefully. The parameters
of the networks ensure reliability in the diagnostic process. The proposed method
offers 99.95% of accuracy for Inception V3 network and the loss is 0.066.

The performance of the system is compared with the existing convolutional
networks and it offers the highest accuracy than the other networks in diagnosing
EPD. Table 6 depicts the outcome obtained from different networks in the
present work cited in the paper. Diagnostic accuracy of the proposed work is
related to the present work. Though it is closely related to the present work,
the proposed work uses an optimal method for learning the deep features of
the image and tenfold cross-validation is used to limit unbiased output, high
variance, and overfitting. This leads to stable output to minimize the high
variances. The proposed approach is a feasible and easy approach to the experts
in discriminating PD from HI. Hence, it offers the highest results than the
systems presented in the literature.

Table 6. Comparative Analysis of the Associated Work.

Details Methodology Used Performance (%)

Anita et al [11] Volume Rendering Image Slices with RBF-ELM 98.23

Prashanth et al. [13] Averaged Image Slices (35–48) and SVM Classifier 97.29

Sheibani Ret al. [26] Ensemble-based method for voice signal 90.60

Krzysztof Wrobel [27] Ensemble-based method for voice signal 96.90

Najmeh Fayyazifar et al. [28] Bagging + Genetic Algorithm 98.28

Proposed Work Optimal Fine Tuning Approach 99.95

6 Conclusion

Parkinson’s disease in its early stage is identified using a three-stage hybrid
deep learning method utilizing volume containing DaTscan image slices. The
stages are transfer learning of conventional networks like InceptionV3, Xception,
VGG16, MobileNet, ResNet50, and VGG19, Fine tuning methods (random
and optimal) and hybrid method which combines 10 the output of all the
networks. The hybrid method offers the best classification accuracy of 99.95%
with minimum losses for the augmented dataset which removes the overfitting
problems. Thus, the proposed method aids people to diagnose PD at an early
stage easily.
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Salas-Gonzalez, D., Górriz, J. M. : Robust Ensemble Classification Methodology
for I123-Ioflupane SPECT Images and Multiple Heterogeneous Biomarkers in the
Diagnosis of Parkinson’s Disease. Front. Neuroinform. (2018). https://doi.org/10.
3389/fninf.2018.00053. 30154711

25. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep
convolutional neural networks. In: Advances in Neural Information Processing
Systems, pp. 1097–1105 (2012)

26. Sheibani, R., Nikookar, E., Alavi, S.E.: An ensemble method for diagnosis of
Parkinson’s disease based on voice measurements. J. Med. Signals Sens. 9(4),
221–226 (2019)

27. Wrobel, K.: Diagnosing Parkinson’s disease by means of ensemble classification of
patients’ voice samples. Procedia Comput. Sci. 192, 3905–3914 (2021)

28. Fayyazifar, N., Samadiani, N.: Parkinson’s disease detection using ensemble
techniques and genetic algorithm. In: Artificial Intelligence and Signal Processing
Conference (AISP), Shiraz, Iran, pp. 162–165 (2017)

http://www.ppmiinfo.org/
https://doi.org/10.1007/978-3-319-59740-9_32
https://doi.org/10.1007/978-3-319-59740-9_32
https://doi.org/10.1186/s13550-021-00795-6
https://doi.org/10.3389/fninf.2018.00053
https://doi.org/10.3389/fninf.2018.00053


Cryptocurrency Price Prediction Using Deep
Learning

S. V. Tharun1, G. Saranya1, T. Tamilvizhi2, and R. Surendran3(B)

1 Department of Computer Science and Engineering, Amrita School of Computing, Amrita
Vishwa Vidyapeetham, Chennai, India
g_saranya@ch.amrita.edu

2 Computer Science and Engineering, Panimalar Engineering College, Chennai, India
3 Department of Computer Science and Engineering, Saveetha School of Engineering,

SaveethaInstitute of Medical and Technical Sciences, Chennai, India
surendranr.sse@saveetha.com

Abstract. As technology advances daily, are advancing our lives into the digital
sphere. The introduction of these cryptocurrencies aims to prevent the financial
crisis. Due to its decentralized nature, high level of security, and restrictions on the
number of coins that may be created, cryptocurrencies have attracted investors.
Predicting the future price includes several limits and determinants because it
involves capital. It varies according to market share. Using block chain technol-
ogy and encryption, the transactions are encrypted from the beginning to end.
Predicting prices to encourage consumers to invest during a specific period and
earn a profit. They include a variety of elements, such asmarket analysis, sentiment
analysis on Twitter, trading volume, and open and closing prices. Typical models
that can be used to forecast bitcoin prices include regression techniques, neu-
ral networks, and support vector machines. Predictions of cryptocurrency prices
based on their closing prices give investors additional insight into whether to wait
until the closing period if prices are low for the entire day or to invest the follow-
ing day. Using deep learning and bidirectional Long Short-TermMemory (LSTM)
suggested this model to anticipate the price of digital currencies including Bitcoin,
Litecoin, Ethereum, and Cardano. In this model, predictions are made using his-
torical price statistics, and the graph is created by evaluating several performance
indicators.

Keywords: Cryptocurrency · Deep Learning · Bidirectional LSTM ·
Exploratory Data Analysis (EDA) · Price Prediction

1 Introduction

People started to invest in cryptocurrency due to the high security, it has been decen-
tralized, the rapid growth in the price of cryptocurrency has it been limited to a certain
amount of coins. Since the cryptocurrency market has a lot of fluctuations in their price,
it is hard to predict themwith high accuracy [1]. Thus, there is a need for highly accurate
forecasting models using modern techniques. The overall aim is to construct a deep
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learning that can predict price trends with superior results. The prediction offers great
potential and provides motivation for research in the area [2]. The prediction helps users
and investors, so that they can invest and use it more efficiently. To develop an application
whichwill predict the fourmajor cryptocurrency (Bitcoin, Litecoin, Cardano, Ethereum)
prices in the future with decent accuracy. This allows the investors to invest wisely in
cryptocurrency trading as the prices of cryptocurrencies have gone up to an exaggerat-
ing amount in the last ten years [3]. Investments in cryptocurrencies can be profitable.
Predicting the price of a cryptocurrency is difficult because it is quite volatile and prone
to market fluctuations. Using a Bi-directional Long Short-Term Memory (Bi-LSTM)
neural network is one method for creating a Cryptocurrency price prediction model. A
Recurrent Neural Network (RNN) variant known as a Bi-LSTMmay recognize temporal
connections in sequential inputs. For time-series prediction, it is advantageous since it
can learn both forward and backward dependencies [4].

Bi-LSTM is considered over RNN as they have shorter memory states than LSTM.
The sequential data in this instance is cryptocurrencies past price data. It is necessary
to consider factors such as social media sentiments, market trends, and news events.
Because cryptocurrencies depend on one another, it can be difficult to predict their
prices. It offers real-time data such as financial market analyses. Our model has excellent
performance and various performance metrics are done [5]. Thus, the forecasting model
with the high accuracy. As cryptocurrency is one of the major investments in the world
and it takes a lot of labor to predict the future prices by doing the analysis. Building
a deep learning model to forecast the price of cryptocurrency is not beneficial to the
companies and other investors who invest in them, and it also reduces the human labor.,
equation etc. does not have an indent, either Subsequent.

2 Related Works

Sudeep Tanwar and Gulshan Sharma developed the Prediction model with the classifica-
tion of two phases. [6] This model involves the Deep Learning and Sentiment Analysis.
In the first phase, the Model uses Twitter application programming interface (API) and
valence aware dictionary and sentiment reasoner (VADER) to calculate the sentiments
from a tweet. After the sentiment analysis, it utilizes the price history along with the
extracted features from the first phase to predict the price of cryptocurrency. The major
limitation in this model is analyzing and predicting the price of cryptocurrency of one
coin and relating that coin and predicting the other cryptocurrency coin. [7] Yung-Cheol
Byun improved the performance of the cryptocurrency prediction model based on Rein-
forcement Learning. The steps include use of the raw data information which is prepro-
cessing, feature engineering, transformation, and feature selection. The drawback of this
model is that it predicts the price only for the two coins, namely, Litecoin and Monero
with the loss metrics such as mean absolute percentage error (MAPE) is 4.0048 for Lite-
coin and 5.1838 for Monero. These MAPE performance is high for the three days’ price
prediction. [8] Mahir Iqbal and the authors proposed the time-series prediction model
with machine learning techniques. The model uses three different machine algorithms
such as autoregressive integrated moving algorithm (ARIMA), XG Boosting algorithm,
and Facebook Prophet to predict the future price of bitcoin. The best algorithm in this
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model is ARIMAwhose R square is 189.6 since the value should range close to 1 for the
perfect model and it shows the prediction only for bitcoin. [9] Burggraf et al. looked at
the relationship between investor emotions on Bitcoin returns by taking into account of
the household and market levels. [10] The effect of social factors on the bitcoin market
was discussed by Aggarwal et al., Social Media coverage of a particular cryptocurrency
and celebrity social media posts may also have an impact on cryptocurrency pricing.
[11] The researchers suggested a prediction methodology for utilizing NARX to deter-
mine the closing price of Bitcoin. Certain attributes other than closing price are taken
into account as external inputs in this model. As a result, the number of input attributes
determines the number of input nodes. This model’s primary flaw is that it displays the
closing price for the following day. [12] Telegraph statistics and trends were examined
for their capacity to forecast short-term patterns in cryptocurrency price fluctuations.
The limitation of this model is obtained with an accuracy of 63% for Bitcoin and 56%
for Ethereum with LSTM. [13] By using correlation analysis of several considerations
to study the cryptocurrency market, Saad et al. suggested the model, and eventually a
machine learning model was created. The method used in the model were Multivariate
Regression. [14] According to the results of Nishant Jagannath, self-adaptive algorithm-
based LSTM models can anticipate Ethereum prices more quickly and accurately. It
could be used along with the off-chain variables (Reddit, Twitter) to predict prices. The
major drawback of this work is that it can only predict the Ethereum prices. Sentiment
analysis model uses Twitter API and VADER to assess the sentiments of the text in the
tweets. Price prediction model uses LSTM and GRU recurrent neural network to train
with the history of prices. Reinforcement learning is used to create the price prediction
model (Litecoin & Monero). The researchers suggested a prediction methodology for
utilizing NARX to determine the closing price of Bitcoin [15]. Certain attributes other
than closing price are taken into account as external inputs in this model. LSTM algo-
rithm is used to predict the price of Ethereum. Onchain metrics are utilized to predict the
price of ethereum. LSTM and GRU algorithms are used to build to perform sentiment
analysis of the tweets on crytocurrency [16]. Various feature extraction techniques such
as BoW, TF-IDF, and Word2Vec are used [17].

3 Proposed Work

The proposed system involves a deep learning model with Bi-LSTM that forecasts the
price of cryptocurrency. Using this technique makes it easier to create a more accurate
forecasting model. The steps involved in building this deep learning forecast model
involve the following: Forecast of the cryptocurrency price by their closing price gives
more idea to the investors to wait for the closing period to invest if it’s low than the
whole day or to invest on the next day [18]. The proposed model to forecast the price
of cryptocurrency coins such as Bitcoin, Litecoin, Ethereum, and Cardano using Deep
Learning with Bidirectional LSTM. In this model, the prediction is made using the
historical price datasets and various performance metrics are evaluated to produce the
graph.

Figure 1 shows the steps involved in building the cryptocurrency price prediction
model. To enhance the visualization of the graph for our model, have been displayed
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Fig. 1. Steps involved in building the cryptocurrency price prediction model.

through a website where one can view the next 15 days’ prediction graph for each
coin. Tools used to implement this proposed work are Anaconda with Jupiter Notebook,
Python and Visual Studio Code.

Dataset Collection
The first step involved in this model is collecting the historical price data for cryptocur-
rency coins such as Bitcoin, Cardano, Ethereum, and Litecoin [19]. The data can be
retrieved from a variety of sources including APIs, Yahoo Finance and cryptocurrency
exchanges. It filters the daily price information for Bitcoin, Ethereum, Cardano, and
Litecoin using the following criteria in Fig. 2. The dataset has one csv file for each of the
top 50 crypto coins by Market Capitalization. Price history is available on a daily basis
from Jan 1, 2021. Here 4 cryptocurrencies and predict the short term price movements
of them.

Close: Closing price of each cryptocurrency.
Open: The opening price of each cryptocurrency High: Highest price of each crypto

currency.
Low: Lowest price of each cryptocurrency.
Adj Close: Adjusted closing price of a cryptocurrency.
Volume: Turnover in the price of each cryptocurrency.
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Fig. 2. Input datasets

Preprocessing Dataset
After collecting the data, the data should be preprocessed. Pre-processing the data
includes identifying and removing outliers, noisy data, other missing values, and
erroneous values.

Exploratory Data Analysis
Exploratory data analysis (EDA) is done to analyze the data and clean the data. With the
use of statistical summaries and graphical representations, it is used to identify trends,
patterns or to verify assumptions. The next step is to normalize the data. Normalization is
usually done using min-max scaling, robust scaling, or other standard scaling techniques
by in Fig. 3.

Building the Model
Create training and test sets from the data. The model is trained using the training set
and its effectiveness is assessed using the testing set. As cryptocurrencies have large
fluctuations in market value, applying Bi-LSTM would be more appropriate because
networks can learn long-term dependencies better. Building the architecture of themodel
by adding the Bi-LSTM layer with the appropriate neurons in addition to the other
Recurrent Neural Network (RNN) such as dropout and dense layers. Dropout layers
are added to improve the efficiency and accuracy of the model. A series of historical
cryptocurrency values are used as the model’s input.

Bi-LSTM Algorithm
A bidirectional LSTM, often known as a bi-LSTM, is a sequence processing model
that is made up of two LSTMs, one of which takes the inputs forward and the other of
which receives it backward. By efficiently boosting the network’s informational capacity,
Bi-LSTMs enhance the context that the algorithm has access to. A bidirectional LSTM
differs fromaconventionalLSTMin that our input flows in twodirections.Make the input
flow in one way, either backwards or forward, using the standard LSTM. To maintain
both past and future information, bidirectional inputs can be made to flow in both ways.
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Note that this pseudocode assumes that you already have defined and initialized
the parameters (weights and biases) for the forward and backward LSTMs. The input
sequence is represented as input_sequence, where x_t denotes the input at time step t.
The outputs of the forward and backward LSTMs are stored in output_forward and out-
put_backward, respectively. Finally, the outputs from both directions are concatenated
to form the output_sequence.
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Fig. 3. Visualization for close and high price.

Training the Forecast Model
The model is trained with the train data and the accuracy is evaluated using the test
data. Using the training data to train the model. The model gains the ability to recognize
temporal connections in the data during training [20]. By using the testing data, the
model’s performance is evaluated. The train data and test data should be transformed
back to the original form [21]. Here trained the model separately for cryptocurrency
coin such as Bitcoin, Cardano, Ethereum, and Litecoin. Figure 4 shows the Real Closing
Price vs Predicted Closing Price model for Bitcoin. Figure 5 shows the Real Closing
Price Vs Predicted Closing Price model for Cardano. Figure 6 shows the Real Closing
Price Vs Predicted Closing Price model for Ethereum. Figure 7 shows the Real Closing
Price Vs Predicted Closing Price model for Litecoin.

Fig. 4. Real Closing Price Vs Predicted Closing Price model for Bitcoin.
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Fig. 5. Real Closing Price Vs Predicted Closing Price model for Cardano.

Fig. 6. Real Closing Price Vs Predicted Closing price model for Ethereum.
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Fig. 7. Real Closing Price Vs Predicted Closing price model for Litecoin.

Prediction Module
The parameters for the future price prediction are initialized. Then the price prediction
for the next 15 days is done by the model for each cryptocurrency coin. The model’s
output forecasted price is represented in the form of graph. Figure 8 shows the Predicted
Close Price of Bitcoin for the next 15 days. Figure 9 shows the Predicted Close Price of
Cardano for the next 15 days. Figure 10 shows the Predicted Close Price of Ethereum
for the next 15 days. Figure 11 shows the Predicted Close Price of Litecoin for the next
15 days.

Fig. 8. Predicted Close Price of Bitcoin for the next 15 days.
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Fig. 9. Predicted Close price of Cardano for the next 15 days

Fig. 10. Predicted Close price of Ethereum for the next 15 days
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Fig. 11. Predicted Close price of Litecoin for the next 15 days

Performance Evaluation
The efficiency of various deep learning models can be assessed using performance
metrics such as accuracy, R-squared (R2), mean absolute percentage error (MAPE),
variance regression score, and mean squared error (MSE). Accuracy can be done using
statistical metrics such as mean squared error, root mean squared error that quantifies
the degree to which a prediction or estimate matches the actual or expected value. It is
often used to evaluate the performance of a model. Mean Absolute Percentage Error is
a commonly used metric for measuring the accuracy of a forecast or prediction. MAPE
measures the average percentage difference between the forecasted and actual values of
a time series.

MAPE =
(
1

n

)
∗

( |At − ft|
|At|

)
∗ 100% (1)

“A_t” represents the actual values or observations.
“f_t” represents the forecasted or predicted values.
“|A_t - f_t|” denotes the absolute difference between the actual and forecasted values.
“|A_t|” represents the absolute value of the actual values.
R-squared (R2 score) is also known as the coefficient of determination, which is a

statistical measure that represents the proportion of variance in the dependent variable
(y) that is explained by the independent variables (X) in a linear regression model. It is
commonly used to evaluate the performance of a regression model.

R2 = 1 − RSS

TSS
(2)

“RSS” represents the residual sum of squares, which is the sum of the squared
differences between the actual values and the predicted values.

“TSS” represents the total sumof squares, which is the sumof the squared differences
between the actual values and the mean of the actual values.

Variance Regression score is also known as explained variance score, which is a
statistical measure that quantifies the proportion of the variance in the target variable
that can be explained by the independent variables in a regression model (Table 1).
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Table 1. Comparison table for each cryptocurrency with their performance metrics.

CRYPTO COINS ACCURACY MAPE R2 Score Variance Regression Score

BITCOIN 95.00 3.38 0.87 0.90

CARDANO 96.30 2.73 0.93 0.93

ETHEREUM 97.07 2.09 0.95 0.95

LITECOIN 95.01 3.78 0.87 0.87

Analysis of Predicted vs Actual Price of Each Cryptocurrency
Figure 12 shows the Actual price vs Predicted price of Cardano. Figure 13 shows
the Actual price vs Predicted price of Ethereum. Figure 14 shows the Actual price
vs Predicted price of Litecoin.

Fig. 12. Actual price vs Predicted price of Cardano.

Deploying to Website
To show our predictedmodel, a simple user interface website is designedwhich is named
as “crypto”. It includes a home page, prediction page, and prediction graph page for each
coin, a live price page, and Frequently Asked Questions (FAQ).

Runtime Screens
This is the landing page for Cryptocurrency Price Prediction which has an embedded
graph for 15 days’ prices of four cryptocurrencies such as Bitcoin, Cardano, Ethereum,
and Litecoin. Figure 15 shows home page of the predicted model.
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Fig. 13. Actual price vs Predicted price of Ethereum.

Fig. 14. Actual price vs Predicted price of Litecoin.
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Fig. 15. Home page of the predicted model.

By Clicking on Predict button on each coin shows the prediction graph for the next
15days. Figure 16 shows the prediction pageof themodel. Figure 17 shows thePrediction
graph for bitcoin. Figure 18 shows the Prediction graph for Cardano. Figure 19 shows
the Prediction graph for Ethereum. Figure 20 shows the Prediction graph for Litecoin.
Figure 21 display the Live Price of cryptocurrency.

Fig. 16. Prediction page of the model.
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Fig. 17. Prediction graph for bitcoin.

Fig. 18. Prediction graph for Cardano.
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Fig. 19. Prediction graph for Ethereum.

Fig. 20. Prediction graph for Litecoin.

Fig. 21. Live Price of cryptocurrency



Cryptocurrency Price Prediction Using Deep Learning 299

4 Conclusion

Thus, this forecasting model predicts the prices of cryptocurrencies such as Bitcoin,
Cardano, Ethereum, and Litecoin using Bi-LSTM algorithm with high accuracy. The
accuracy of the price prediction ranges from95 to 97%and the other various performance
metrics are evaluated by this forecast model. These predictions are represented as a graph
which is embedded in a website. Thus, the prediction and live prices can be viewed
through the website by the users. Updating our datasets to ensure our forecast model
to be relevant. The proposed work can use APIs for data collection or else it’s better
to fetch the live price of the cryptocurrency data from their exchanges. In future, the
proposed work can be extend in the form of real-time data for each country based on
country regulations using blockchain technology.
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Abstract. The practical applications of blockchains can far supersede the widely
known trading and cryptocurrency realm. If any service provider is looking for a
consistent, immutable, and multitenancy-supported ledger, then blockchain is the
promising solution. Nowadays, social engineering attacks are prevalent. And the
attackers deceive cryptocurrency traders. This work investigates various ensem-
ble learning, neural network, and machine learning algorithms for fraud detection
and identifies the best decision-making algorithm. It is observed that Adaptive
Boosting (AdaBoost) algorithm outperforms with an accuracy of 98.92%. Fur-
ther, the fraud detection module is integrated with an application developed for
cryptocurrency transactions. Before a new transaction is committed to blockchain,
The fraud detection module intervenes and alerts the user. We have also designed
a test bed of deployable Peer-to-Peer (P2P) network to simulate cryptocurrency
transaction.

Keywords: Blockchain · Ensemble Learning · XGBoost · AdaBoost · Logistic
Regression · proof of work consensus · Ethereum · Cryptography · Fraud
Detection · Social Engineering Attacks

1 Introduction

The inclusion of blockchain for any application is a wiser solution where immutability
and consistency are concerned [1]. However, there is an assumption that the transactions
being committed to blockchain are not fraudulent. In other words, blockchain does not
automatically determinewhether the end user is paying the intended party or an impostor
party; therefore, blockchain is prone to social engineering attacks. Often blockchain
subscribers pay fraud parties by being misled using a fake User Interface(UI). There
is a time gap between the payer broadcasting a new transaction to the network and the
same transaction being published as a block in the blockchain. Hence, there is a need
for a system to detect fraudulent transactions before transactions are committed to the
blockchain.
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In this paper, we propose a solution against the above scenario, which employs the
Ethereum fraud transactions dataset andmachine learning, ensemble learning, and neural
network algorithms are trained with the dataset to classify transactions as fraudulent or
legitimate. The legitimate transaction is then broadcasted into the test environment. Even
though blockchain environments are available in the cloud as a service [2], they have
additional security mechanisms to provide a real-world implementation. These security
mechanisms have no direct relation to blockchain technology itself. Hence, there is a
need to create a blockchain environment to test all the test cases [3]. In the simulation
environment, there is a server node to establish communication. The server node is not
used for the storage of data or computation. It is not a part of the blockchain network
and acts analogous to an Internet Service Provider (ISP). Our proposed system embeds a
fraud detection module in the application, which is triggered when the end user initiates
a payment. Furthermore, we designed a UI after referring to [4] where the end user can
perform operations like authentication, view transactions, and commit transactions to
demonstrate the working of our fraud detection module. If the user pays to a party with
a relatively higher chance of fraud, it alerts the user.

The proposed study in this article introduces a way to merge the domains of
blockchain and machine learning. The best-performing model is used in the fraud
detection module of the application. Themain contributions of this article are as follows:

• Compared the performance and evaluation metrics of popular decision-making
models [5] and selected the best model.

• Trained the selected model by hyperparameter tuning.
• Reduced the number of features required for decision-making by eliminating less

correlated features to the target variable [6]. The correlation is measured using Chi-
squared.

• Built a test bed for a blockchain network integrated with the best-performing model
and created an application to simulate cryptocurrency transactions.

2 Literature Survey

This section details the literature survey conducted on the application of machine learn-
ing algorithms in performing predictions, evaluating machine learning models, and
understanding the architecture and workings of blockchain.

Authors Soni et al. in work [1] have described various concepts of the blockchain
along with applications, challenges, threats, and possible attacks. Wang et al. in [2] have
designed a platform consisting of an interface for trading and a blockchain with proof
of interaction as the consensus mechanism. Authors Banno et al. in work [3] have simu-
lated a blockchain network with a SimBlock simulator, which is flexible in the behaviour
of network and blockchain blocks. The significant parameters which can be varied
for blocks are block size, the difficulty of generation, and number of nodes. Authors
Tharatipyakul et al. in [4] reviewed papers to evaluate the contribution of blockchain
integration into various industries such as agriculture, foods, and supply chain man-
agement. Bhowmik et al. in [5] have presented a performance comparison of various
machine learning algorithms on the detection of fraudulent transactions in blockchain
transactions. Sivaranjani et al. in [6] have performed feature selection, dimensionality
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reduction, and supervised learning classification in order to predict diabetes from the
PIMA dataset. Shakbulatov et al. in [7] propose a record-keeping system for keeping
track of the carbon footprint of food supply chain industries. Results show faster block
creation than average blockchain and linear increment in storage space required to store
every subsequent block.

Lin et al. [8] have suggested a blockchain solution to record X.509 certificates to
achieve transparency and immutability to prevent phishing websites from getting legit-
imate certificates. This work also proposed solutions against compromised certification
authority and compromised publishing key pairs. Manikumar et al. in [9] proposed a
method to detect a node that transmits malicious packets in P2P network, and blacklist
the IP address of the node and store in blockchain. Sharma et al. in [10] have discussed
various security threats on blockchain, including 51% double spending attacks, replay
attacks, eclipse attacks, forking problems, malware, etc. and briefly discussed the pos-
sible solutions to some of these problems. Zhou et al. in [11] presented a hierarchical
scheme for providing confidentiality to the nodes and offers tampering protection to
the blockchain environment. The participation node’s hierarchy is divided into man-
agerial, worker, and user nodes. Wang et al. in [12] provide a detailed description of
smart-contract applications in the area of decentralization, enforceability, and verifia-
bility of blockchain. It elaborates on the applications in industries like management,
finance, Internet of Things (IOT), energy, and other industries. The authors Rekha et al.
in their work [13] have presented a solution for evidence preservation in blockchain for
IOT-related cyber-crime. Innocent et al. in [14] have proposed combining concepts of
blockchain and secured computation for an improved solution of the millionaire’s prob-
lem, i.e., determination of common information without disclosing any details. Shree
et al. in work [15] have proposed moving the supply chain management functions to the
blockchain in order to facilitate the delivery of goods and payments at the leisure of the
involved parties and minimizing the waiting times and theft. Authors Lakshminarayan
et al. in [16] have proposed solution using blockchain against the malpractices in blood
donation activities, and data related to quality of blood, important days, and usage are
stored in blockchain for the transparency and immutability.

The study on state-of-the-art blockchain systems shows that existing blockchain
systems do not discriminate between genuine and fraudulent transactions. If the valida-
tions of the blockchain are satisfied, even the fraudulent transactions will get committed.
In this work, we embed the best-performing decision-making model in the blockchain
structure to prevent fraudulent transactions from being committed in the blockchain.

3 Proposed Methodology

This section describes the architecture design, process flow, and implementation of the
blockchain network, including the fraud detection module and its integration into the
blockchain.
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3.1 Process Flow Overview

The process flow of the network architecture of our proposed system is illustrated in
Fig. 1. It includes a server analogous to ISP, and the server is not involved in cryptocur-
rency transactions. Moreover, it will not perform any computation or store data related
to blockchain. The client runs in a dual-threaded structure, as shown in Fig. 1, with one
thread for sending messages to the server and another for receiving communication from
other nodes in the network.

Fig. 1. Illustration of the blockchain network.

The integration of the fraud detectionmodule in the blockchain architecture is shown
in Fig. 2. The first part describes the process of building the memory pool, and the
second part illustrates the working of the blockchain network. When the subscribers
try to make payments, the data sent in the payment is collected in the backend of the
trading application. This data is then given to a pre-trained model which predicts the
transaction’s legitimacy. If the model predicts the transaction as fraud, then the app
reloads the payment window with an alert. In this way, we ensure that no transactions
are broadcasted in the network which are identified as fraud by the fraud detection
module.

In the blockchain network, each client simultaneously tries to collect valid transac-
tions from the memory pool and then performing a process called mining. The informa-
tion stored in a block is perpetually hashed to find a nonce during mining. This nonce
generates a string called proof of work which should have four leading zeros. The client
who finds this proof of work broadcasts the block it has mined to the entire network.
The receivers accept new blocks until one of the senders has sent six mined blocks. The
probability that the same miner keeps getting correct blocks is infinitesimally low. Each
client writes the first block from the longest chain in their local copy of the blockchain
ledger. This is the point when the transaction is committed in the blockchain, and then the
immutability is achieved. A new transaction called Coinbase, exempt from validations,
is added to the block to increase the pool of the cryptocurrency in existence and reward
the miner for successfully creating a block. Each received block is stored in its sender’s
buffer on the receiver’s side.
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Fig. 2. Process flow diagram of the proposed approach.

3.2 Design of the Fraud Detection Module

The fraud detection module is illustrated in Fig. 3. It follows the standard Machine
Learning procedure of imputation of missing data, followed by normalization to prevent
bias due to differences in the magnitude of features, and comparison of algorithms
concerning performance metrics such as accuracy, precision, and recall.

Fig. 3. Flow chart for finding the most relevant decision-making model.

Hyperparameter tuning ensures that the best-performing parameters are selected in
any givenmodel. The best-selected algorithm is then trainedwithmore extensive training
data and validated using K-fold cross-validation. Evaluation metrics are computed for
each machine learning algorithm.
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4 Implementation and Result Analysis

The implementation details of the test environment created for our proposed work are
described in this section. Further, the discussion on the results obtained from machine
learning algorithms used in the fraud detection module, along with the test cases used
in our experiment are described.

4.1 Dataset Description

Ethereum fraud detection dataset downloaded from Kaggle is used for the experiment.
It contains 9841 samples with 51 features, and the dataset is highly imbalanced in favor
of the positive class. The data contains 7662 positive samples and 2179 negative sam-
ples, where positive samples are legitimate transactions. As this dataset contains a large
number of features, our proposed method followed feature reduction methodologies.

4.2 Feature Reduction

A correlation matrix is plotted using the Python seaborn library, as shown in Fig. 4. The
features are sorted based on the chi-squared technique in the order of most dependent
to least dependent on the target variable. The accuracy is plotted against the number of
features selected. The Elbow Technique is used to determine the minimum number of
features for obtaining relatively high accuracy.

Fig. 4. Heatmap showing correlation
between the features in dataset.

Fig. 5. Training and testing accuracy against
number of features selected

It is very evident from Fig. 5 that the gain in accuracy becomes insignificant by
increasing the number of features beyond 12 from the dataset. Hence, we have shortlisted
features [‘Avg min between sent tnx’, ‘max val sent’, ‘total transactions’, ‘Avg min
between received tnx’, ‘total val received’, ‘Time Diff between first and last’, ‘Number
ofCreatedContracts’, ‘total ether balance’, ‘UniqueReceivedFromAddresses’, ‘Unique
Sent To Addresses’, ‘Received Tnx’, ‘Sent tnx’] respectively. The model is trained with
this reduced number of features and stored in a pickle file.When the end user initiates the
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payment using the application, the backend loads the trained model from the pickle file.
The payment details are given as input to the fraud detection module, and the prediction
is made using the model stored in this pickle file.

4.3 Implementation of the Blockchain Network

The blockchain network is constructed among the subscribers using socket programming
in our proposed system. The server.accept() is called recurrently until all the clients are
connected. Each time a new client connects, a new thread is started in the server for
listening to the client. The server may receive several other messages, such as broadcast
requests, reception of client messages, delivery of broadcast messages to every client,
assembling the block when a block broadcast request is generated by a client for a
mined block, etc.; these messages will prompt the server to perform some predefined
tasks. The client is programmed to connect to the server and has a couple of threads, one
for listening to the user and the other for listening to the server. When the server receives
a block broadcast request, it broadcasts the message to other clients in the network. Once
the clients receive the block broadcast message, they separate the values from the block,
rerun the checks performed duringmining on the sender-side, andwrite the longest chain
to the client-side ledger if no inconsistency is found.

4.4 Results and Performance Analysis of Fraud Detection Module

We have investigated five models, viz., Logistic Regression, Extreme Gradient Boosting
(XGBoost), Adaptive Boosting (AdaBoost), Recurrent Neural Network (RNN), and
Long and Short Term Memory (LSTM) Artificial Neural Network, with respect to the
performancemetrics of accuracy, precision, and recall. The results obtained are tabulated
inTable 1. The results show that the ensemblemodelAdaBoost outperformsothermodels
with an accuracy of 98.992%, precision of 99.134%, and recall of 99.486%. It is also
observed that logistic regression with gridsearchCV has the lowest performance with
accuracy 85.572%. Hence, it has been decided to embed AdaBoost algorithm in our
proposed work. Root Mean Square Error (RMSE) and Mean Absolute Error (MAE)
have also been calculated for the test data.

The time taken for predicting the results of new input from a deployed model is
constant and very lowbecause themodel trainingfinds the equation of the assumed curve,
and prediction only puts the values in the equation formed and calculates the result. The
time taken for training the dataset is model dependent; hence we assumed it as Tmodel.
Various processes in the prediction require O(n^2), O(n^2), O(n^2 logn), O(n^m), and
O(n) respectively. Therefore, the overall complexity for the module will be O(max(n,
n^2, n^2 logn, n^m, Tmodel)), which essentially becomes O(max(n^m, Tmodel)). RNN
and LSTM take 45ms each, and the number of iterations is the same as the number of
epochs. The Blockchain functions have a maximum of O(n^2) complexity. Execution
time for mining proof of work is the longest because they are perpetually hashed using
SHA256 to find proof of work. A total of 18 transactions are performed using the fraud
detection algorithm, twelve are classified as legitimate and six as fraud. The correctly
added transactions are used to form three blocks in the blockchain (Table 2).
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Table 1. Evaluation metrics comparison for various models in fraud detection.

Model Best parameters Accuracy Precision Recall RMSE MAE

Logistic
Regression

C: 100
Penalty: 12
Solver: newton-cg

0.85572 0.85035 0.99168 0.37714 0.14224

XGBoost Min_child_weight: 3
Max_depth: 8
Learning_rate: 0.2
Gamma: 0.1
Colsample_bytree:0.3

0.98399 0.98472 .99485 0.12894 0.01662

AdaBoost N_estimators: 500
Learning_rate: 0.1
Algorithm: SAMME

0.98922 0.99134 0.99486 0.14362 0.02062

RNN Dropout: 0.2
Layers:
1000*500*300*2
Optimizer: Adam
Activation function:
ReLU

0.96624 0.96498 0.99327 0.19954 0.03981

LSTM Dropout: 0.3
Layers: 100*50*30*2
Activation: Sigmoid
Optimizer: Adam
Threshold: 0.96

0.91202 0.90143 0.99175 0.29014 0.08418

Table 2. Performance comparison of various models in fraud detection.

Function Complexity(in terms of big
O)

Actual Time taken
(milliseconds)

Preprocessing n^2 1.59

Feature Selection + PCA n^2.logn 101.45

Logistic Regression Max(Tmodel, n^m) 1.71

AdaBoost Max(Tmodel, n^m) 5.04

XGBoost Max(Tmodel, n^m) 5.0

Random Search CV(for each
model)

n^m 5.02. 6.06, 5.32

Network + Blockchain functions n^2.m( m increasing
iteratively until loop is
stopped)

N/A due to real time

Time for prediction of a new entry Constant time Negligible
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4.5 Test Cases for the Proposed System

This section explains how the blockchain code responds to various input scenarios or
attempts to bypass the validations.

Test case 1: Adding a transaction in the memory pool with someone else’s name.
Attackers cannot generate digital signatures because they do not know the sender’s

private key. Our blockchain system rejects this kind of transaction, and a new block
containing such transactions is not added to the transaction list buffer.
Test case 2: Repeating the same transaction, i.e., double spending.

An attacker may try to copy an already completed transaction. As the copied digital
signaturematches an existing digital signature of the original transaction, this transaction
is rejected.
Test case 3: Proof of work is not found during mining.

This test case occurs when no suitable nonce is found before the end of execution.
When this test case arises in our proposed system, we restart the mining process after
replacing the last transaction in the block with the following valid transaction in the
pool.
Test case 4: Previous block’s proof of work does not match the next block’s previous
address.

Two variables are maintained, one for holding the current block’s address and the
other for holding the previous block’s proof of work. We iterate through the entire
Blockchain assigning these values to the respective variables, and the block is rejected
if there is a mismatch.
Test case 5: Negative balance after a transaction added.

Valid transactions should be selected from the memory pool such that no subscriber
will have a negative balance when all those transactions are committed to the blockchain.
A hash map is used to track the balance of all the users.
Test case 6: User trying to add a fraud transaction into the memory pool.

When the user initiates the payment, the Fraud Detection module running in the
background detects the fraud and alerts the user with a warning message.
Test case 7: Six valid blocks are added to a receiver’s buffer.

When six valid transactions are pending to be written on the receiver’s side, it writes
the first block to its local copy of the blockchain. The buffer for storing received blocks
is cleared, and a message is broadcasted to every node that a new block is added. The
mining process is restarted with new data.

4.6 Application User Interface

The payment screen shown in Fig. 6 has a template that accepts data from the end user.
The first three inputs are for the sender ID, receiver ID, and the amount the sender wants
to send, and the next 12 inputs are for the shortlisted features. On pressing submit, the
data is given to the model running in the backend of the application.

Based on the result given by the fraud detection module, the payment screen is
reloaded with the verdict, as can be seen in Fig. 7. If the transaction is legitimate, it
is broadcasted to the memory pool of each node in the blockchain network. If failure,
transaction is not broadcasted, and the verdict is shown as fraud.
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Fig. 6. Template for the payment screen of the user.

Fig. 7. Successful validation of entered transaction.

5 Conclusion and Future Work

This research work integrated fraud detection functionality in cryptocurrency payment
application.A testing environment consisting of a blockchain network is built.An ensem-
ble learning algorithm called AdaBoost is used in the fraud detection module. The
computation time of the fraud detection module is significantly minimized by select-
ing the most impactful features. This work demonstrates how the machine learning and
blockchain domains can be combined to achieve improved security in cryptocurrency
payments. This integration provides an extra line of defense against social engineering
attacks. This work can be extended further for a peer-to-peer network with enhanced
visualization and analytics.
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Abstract. There are numerous t�tles for srurto surrens�es. Most l�kelu, uou
must have heard about the most well-known srurto surrens�es, �nslud�ng
B�tso�n, Tether, Ethereum. Srurto surrens�es are �nsreas�nglu rorular
alternat�ve for onl�ne rauments. A d�g�tal surrensu, often known as a srurto
surrensu, �s a d�fferent ture of raument sustem sreated utilising ensrurt�on
methods. Bu ut�l�s�ng ensrurt�on algor�thms, srurto surrens�es mau serve
as a v�rtual assount�ng sustem and an exshange med�um. Tur�sallu, no
government or anu other central bodu �ssues or sontrols srurto surrens�es. Theu
are managed v�a reer-to-reer networks ofisomruters runn�ng oren-sourse,
free software. Generallu, anuone who wants to jo�n them �n welsome to do so.

Keywords: Srurto surrensu · B�tso�n · Tether · Ethereum

1 Introduction

Virtual or digital currency known as crypto currency for security uses cryptography and
is not controlled by a central bank. It is built on decentralised technology, which means
that no single authority, like financial institution or a government, has control over it.
Crypto currencies are of different types:

Bitcoin: Bitcoin was created by Satoshi Nakamoto. It was founded in 2009. It was
the first crypto currency created.

Ethereum: Ether (ETH), often known as Ethereum, is the name ofithe digital money
used by the blockchain platform Ethereum, whichwas launched in 2015. It is the second-
most used crypto currency after Bitcoin.

Tether: Tether was launched by an organization called Tether Limited Crypto cur-
rencies, unlike conventional money, are not backed by tangible goods like gold or silver
and are not issued by any government or financial organisation. Instead, the market and
their availability determine their value, and they can be bought and sold on a various
exchanges.

The crypto currency market is highly volatile, and there are many factors that can
impact prices beyond what can be captured in data. Therefore, it is important to use deep
learning a part of a large investment strategy that takes into account market trends, and
other factors.
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A dynamic project created for studying and forecasting the price of crypto cur-
rency. This project is highly endorsed for our generation because someday we might
all contemplate investing in crypto currencies. This project aids in predicting the
prices for crypto currency as well as their worth. This project is created using deep
learning technique; LSTM (Long Short Term Memory). The project is created using
Python programming language incorporation. It was launched in 2014. It is a stablecoin
with asset backingBNB: Binance coin is a crypto currency that runs on the Ethereum
blockchain. It is issued by the Binance exchange Proceedings in Information and
Communication Technology (PICT) (Table 1).

Table 1. Summary of abbreviations used

Abbrevıatıon Meanıng

LSTM Long Short Term Memory

2 Literature Review

In their article of Bitcoin Forecasting, Minakhi Rout, Suresh Chandra Satapathy, Temes-
genAwoke and LipikaMohanty discussed about a digital kind of money known as crypto
currencies that holds all transactions electronically. It is a soft currency that doesn’t actu-
ally exist as hard notes. However, because of their extreme price volatility, using these
crypto currencies has an influence on trade and international relations. In their study
they mainly paid attention to a well-known crypto currency called bitcoin. To deal with
the price volatility of bitcoin and to achieve high accuracy, their goal is to implement
effective deep learning - based prediction models, particularly long short - term memory
(LSTM)and gated recurrent unit (GRU). Their research also compares these two time
series deep learning approaches and demonstrated which one ismore effective in price
prediction. Stelios Bekiros and Salim Lahmiri goal was to predict the price ofithe three
most popular crypto currencies— digital Cash, Ripple and Bitcoin using deep learning
algorithms. In their study according to the results of testing the existence ofiinonlinearity
they revealed that the time series of all crypto currencies display long memories, self-
similarity, and fractal dynamics. They also found that the LSTM model has a higher
computational cost than brute force in nonlinear pattern recognition, and deep learning
has ultimately proven to be quite effective at predicting the naturally chaotic dynam-
ics of crypto currency markets. S.K. Rath and Deepak Kumar conducted a study that
aims to use deep learning algorithms to forecast the price patterns of Ethereum, taking
into account those of its time series in particular. Their paper basically examines the
use of deep learning methods to forecast Ethereum price trends, specifically the long
short-term memory (LSTM) and multi-layer perceptron (MLP) techniques. They used
these methods in accordance with historical data that was calculated minutely hourly
and daily, and. The CoinDesk repository is where the dataset is found. Utilising sta-
tistical measures like mean absolute error (MAE), mean square error (MSE), and root



314 M. Pathak and A. Chaudhary

mean square error (RMSE), the performance of the produced models is carefully eval-
uated. In their paper, Hyeonseung Kim, Suhwan Ji and Jongmin Kim investigate and
contrast numerous cutting-edge deep learning techniques for predicting the price of
bitcoin, including long short - term memory (LSTM) models, deep residual networks,
deep neural networks (DNN), convolutional neural networks, and their combinations.
The results from experiments indicated that while DNN - based models performedthe
best for price ups and downs prediction (classification), LSTM-basedmodels still slightly
outperformed the other prediction models for Bitcoin price prediction (regression).
Additionally, a straightforward examination of profitability revealed that for algorithmic
trading, classificationmodels outperformed regression models. Models of prediction
based on deep learning all performed similarly in terms of overall effectiveness.

3 Proposed Methodology

To create this model a five step procedure is used:

3.1 Data Preparation

Take the dataset for the crypto currency you want to analyse, clean it up, put it through
some preliminary processing, and then divide it into training, validation, and testing sets.

3.2 Feature Selection

Identify the characteristics that are important for predicting crypto currency prices.
Market capitalization,trading volume, and historical prices are a few common elements.

3.3 Model Selection

Select a deep learning system that can manage the intricate nature ofibitcoin pric-
ing information. A few examples of well-liked algorithms are long short - term
memory (LSTM)networks,Recurrent neural networks (RNNs), and convolutional neural
networks (CNNs).

3.3.1 Deep Learning

A division of machine learning is called deep learning. It has the ability to recognise
intricate links and patterns in data. In deep learning, nothing needs to be explicitly
programmed. Due to improvements in processing power and the accessibility of massive
datasets, it has grown in popularity recently.

But unlike Machine learning, deep learning is built on an artificial neural network.
These neural networks are built to learn frommassive quantities of data and aremodelled
after the structure and operation ofiorganic neurons in the human brain.

The main feature ofideep learning is the utilisation ofideep neural networks, which
include numerous layers of connected nodes. By identifying hierarchical patterns and
features in the data, these networks can develop complex representations of the data.
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Without explicit feature engineering, deep learning algorithms may automatically learn
from data and get better.

Deep neural network training often calls for a lot ofidata and processing power.
However, the development ofispecialised technology, such as Graphics Processing Units
(GPUs), and the accessibility of cloud computing have made it simpler to train deep
neural networks.

3.3.2 Long Short Term Memory

A deep learning technique called Long Short TermMemory is made to handle sequential
data,includingtime series, speech, and text. LSTM networks are well suited for differ-
ent tasks such as recognising speech, translating different languages, and time series
forecasting.

Unlike Recurrent Neural Network (RNN), LSTM addresses the issue ofilong - term
dependencies. Unlike RNN, LSTM is able to provide an efficient performance as the gap
length increases since it can bydefault maintain information for a lengthy period ofitime.
LSTM has a chain structure that is made up of numerous memory blocks known as cell
and four neural networks.

A memory cell, or storage unit, is a component ofiLSTM that has the capacity to
store data for a long period of time. Three gates regulate the memory cell: the forget gate,
the output gate & the input gate. These gates determine what should go into, be taken
out of, and be output from the memory cell. The input gate selects the input values that
should be utilised to modify the memory. In output gate, the block’s input and memory
are used to determine the output. Lastly, the forget gate finds the details thatshould be
removed from the block. As a result, LSTM networks can learn long-term dependencies
by selectively retaining or discarding information as it passes through the network.

3.4 Model Evaluation

Analyse the outcomes after testing the deep learning algorithm’s performance on the
training dataset.

3.5 Interpretation

Understanding the outcomes of the deep learning algorithm can help you make wise
decisions about your investments in crypto currencies.

4 Implementation

To make the coding simple and understandable I have divided the code into two parts;
analysing the dataand predicting the data This will help us to understand the code and
easily fix if there is any error in the code.
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4.1 Analysing the Data

Our first part of implementation would be of analysing the data. To being with this part
our first step would be to import libraries. In this step we will first list down all the
required libraries and then we willstart importing them. So, the required libraries are:

1.NumPy: Numerical Python is referred to as NumPy. It is an array manipulation library
for Python. Additionally, it offers functions for working with matrices, linear algebra,
and manyother areas.
2.Pandas:Workingwith data sets ismadepossible by thePythonpackage calledPandas.It
also provides tools for modifying, examining, and cleaning up data.
3.Plotly: Plotly is a library that is used for visualizing the data.
4.Keras: A deep learning API called Keras is employed to simplify the implementation
ofineural network
5.Sklearn: Data analysis is performed using Sklearn, an open - source library.

After importing libraries, the next step would be to import the data set. Using the read
method we willimport the data and later print it. After importing the data we will select
only those columns which are required in analysing the Bitcoin pricing. After selection
ofirequired column we will analyse the data.Then our last step ofithis part would be to
visualize the analysed data and print it. After this we will move on to the second part of
the project that is to predict the data.

4.2 Predicting the Data

The second part of implementation would to predict or forecast the data. To begin with
the second part ofithe implementation the first step would be the pre - processing ofithe
data. After pre-processing the data, the second step would be data split. In this step we
will split the data so that we can use easily the data according to our requirement for
predicting it.

After this, the third step would be to convert the shape of the data so that it can fit
into the model using the LSTM algorithm. The fourth step to predict the data would be
to start coding for the model. After completing the code for the model now, we will find
the optimal epoch for the model. Next we will predict the results for that epoch.

Now, with the help of this prediction we will create data frame. After creating the
data frame we will find the mean absolute error and save it’s result and then we will
convert the predicted price into valid price. After this conversion we will find the optimal
size ofithe time from for the model.

Now, we will again repeat the same steps as earlier; finding the mean absolute error
and then converting the predicted price into valid price. Next we will print the result
ofiprice prediction of the data. After this, we will visualize the result of both the analysis
and prediction of the data.

5 Result Analysis

After getting the result for the first part ofithe implementation we see that there is a
perfect graph which has analysed our data and is showing the increase and the decrease
in the price of bitcoin (Fig. 1).
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Fig. 1. Analysed graph of Bitcoin pricing

Here, the price ofiBitcoin is on the U axis while the time period is on the X axis.
Next, the result of second part of the implementation compares the predicted value

and the analysed value side by side (Fig. 2).

Fig. 2. Comparison of the predicted value and the analysed value of Bitcoin

In this graph, the predicted value of the price and the analysed value of the price are
being compared. The blue colour line represents the real price value of bitcoin while red
colour represents the predicted value of bitcoin price. Here, price is on the U axis while
the time period is on the X axis.

In the graph, we can see that the predicted value and quite similar to the actual price
of the bitcoin. We can also see that the predicted price is also increasing where the actual
value is increasing and decreasing at the same time as the actual value.
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6 Conclusion

This studyhas offered helpful insights onpurchasing crypto currency after doing a careful
analysis of the data and creating forecasting models. These findings have important
implications, both in terms of the theoretical advances they provide to the discipline
and the real-world applications they have for both experienced and novice investors. We
will summarise the key findings, go over their ramifications, and offer suggestions for
further study and application in this part. After going through the result analysis we can
conclude that this project can be of extremely helpful to all kinds ofiinvestors and even
those who are planning to invest in crypto currency.
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Abstract. There has been a surge in the demand for embedded devices as peo-
ple prepare for the arrival of the Internet of Things (IoT), which plans for the
autonomous interaction of sensors and actuators to provide various forms of smart
services. Due to their limited processing power, data storage, and connectivity,
Internet of Things gadgets are ripe targets for cybercriminals. Engineering scal-
able security solutions that are best suited to the IoT ecosystem is essential for
ensuring the safe growth of IoT. In recent years, blockchain skill has arose as a
central tenet of IoT-based app creation. Theblockchainmaybeused to address con-
cerns about data privacy, security, and reliance on a third party in IoT programmes.
Individuals and communities alike stand to gain from blockchain’s incorporation
into the Internet of Things. Nevertheless, a DDoS assault on a mining pool in
2017 revealed serious vulnerabilities in the blockchain-enabled Internet of Things
(IoT). The data that this programme creates is also massive. As Deep Learning
(DL) allows for fully autonomous large data analysis and decision-making skills,
it is employed as a decision-making and analytical tool. This research presents a
unique distributed (IDS) to identifyDDoS assaults on a financial institution’s state-
ment as a solution to the problems mentioned above. Long Short-Term Memory
(LSTM) is trained to identify attacks against banks and other financial institutions
using the Banking Dataset, and its effectiveness is then measured. The findings
produced utilising banking-IoT data flow prove the technique’s efficacy.

Keywords: Internet of Things · Distributed Denial of Service · Internet of
Things Blockchain technology

1 Introduction

The proliferation of communications networks in recent years has enabled users to stay
connected from almost everywhere, leading to an increase in the need for data transfer.
Data traffic is increasing at an unprecedented rate due to the apps and the maturation of
various network technologies. In 2019, we anticipate worldwide Internet traffic increase
of about 200 Exabytes per month, rising to 396 Ex-abytes per month by 2022 [1]. The
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growth of the IoT is inspiring the development of cutting-edge new services that place
greater demands on factors like reaction speed and energy efficiency. The network must
be prepared to provide the appropriate network capabilities and to deal with various
security concerns [2, 3] in order to support IoT-enabled critical infrastructures like those
in the industrial IoT, the motorised IoT, and e-health.

Moreover, for IoT to be successful, we need to create cutting-edge mechanisms that
can guarantee adequate security levels, identify cyber-attacks when they occur in the
managed IoT network, and counteract their effects [4]. The fact that IoT devices may
deal with sensitive information presents a significant challenge, and the fact that many
profitable IoT low-end devices do not usually support robust to imitate the malicious
network of devices for various attacks like DoS and DDoS [5]. Future IoT-based system
growth is constrained by the underlying working model [6]. Thus, a decentralised or
distributed storage approach is required to solve these problems. Blockchain technology
is one of the new decentralised systems that is beginning to emerge [7].

Initiated by a peer node in the system, the blockchain is a dispersed and immutable
ledger of all transaction data. Distributed ledger is a term used to describe the idea of
decentralised data storage [8]. The consensus of the network is required for each ledger-
processed transaction to be considered legitimate. Bitcoin is the most well-known use
of blockchain knowledge in the real world at the present moment [9]. As an example,
a decentralised blockchain storage architecture may synchronise IoT devices and offer
real-time data to each IoT node, among other advantages. The reliance on other parties
and the risk of a bottleneck are both removed thanks to this underlying integrated app-
roach [10]. And without the requirement for a centralised client-server approach [11],
IoT integration with blockchain may allow for decentralised.

While blockchain is immutable and verifiable, it may be attacked in a number ofways
[12].Massive advancements have beenmade in changing standalone IoT applications via
the merging of IoT and blockchain [13]. Unfortunately, this trend has been accompanied
with a rise in the frequency of assaults. When a blockchain network is subjected to a
distributed denial of service attack, the effects for genuine users may be devastating
[14]. Thus, a reliable and strong security system is essential for DDoS attack detection.
This study presents an artificial intelligence (AI) (IDS) for use by mining pools in
blockchain-enabled Internet of Things (IoT) networks.

The following is a list of the major scholarly advances made by this study: Based on
their impressive results, this research proposes LSTM for DDoS attack categorization
using the Banking Dataset. We looked at how adjusting the training settings affected the
precision, recall, F1-score, and Kappa index.

The rest of the paper is designed as follows: Sect. 2 presents the related works and
brief explanation of proposed model is depicted in Sect. 3. The validation analysis with
its conclusion is provided in Sect. 4 and 5.

2 Related Works

Asafe and smart fuzzy blockchain architecture is designed and implemented byYazdine-
jad et al. [15]. For network intrusion detection, this framework employs a unique fuzzy
DL model, as well as improved attack detection using an inference system (ANFIS),
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fuzzy matching (FM), and a (FCS). Fuzzy Choquet integral is used in the proposed
fuzzy DL to provide a robust nonlinear aggregation function for detection. Take use of
metaheuristic methods to fine-tune ANFIS’s error function for attack detection. Use FM
verification for blockchain transaction validation to improve efficiency and combat fraud.
When it comes to detecting and identifying security threats, this fuzzy blockchain frame-
work that also takes into account uncertainty issues in IoT networks and provides greater
leeway in terms of making decisions and accepting transactions at the blockchain layer.
The findings of the evaluation confirm the efficacy of the blockchain layer in throughput
and dormancy metrics and the layer in performance metrics for threat detection on the
blockchain and IoT network sides. Moreover, FCS indicates that a reliable model may
be created to effectively identify threats in blockchain-based IoT systems.

In this study,Masood et al. present a Tolerant Control (BB-DD-FTC) architecture for
smart factories. Blockchain’s immutable ledger and decentralised design guarantee the
accuracy of data records. Also, DD-FTC is realised and mitigation action is taken on in
the event of cyber-attacks thanks to the blockchain smart contract capability incorporated
with a (DD-IDS) and reconfiguration conditions. For attack detection and component
identification, DD-IDS makes use of principal educated by neural networks. To eval-
uate the efficacy of the proposed framework, the Tennessee Eastman (TE) industrial
benchmark process is used as a case study. Simulation findings show that the approach
is successful in reducing performance of the system when two types of integrity attacks
are performed to the sensors of the TE process. Due of the detrimental effects that
feedback delays might have on performance, a thorough delay analysis is carried out
by means of network calculus. Finally, the completed security analysis highlights the
benefits and drawbacks of the suggested approach with regards to security. The findings
provide hope for the widespread implementation of the idea of centralised blockchain
management.

For the (IoT), Mitra et al. [17] propose a AI/ML-enabled big data analytics method.
Extensive experimental findings have been presented both for the ML model’s per-
formance in the face of data poisoning assaults and in the absence of such attacks.
Demonstrate the impact of data poison attacks on an ML model in two scenarios: the
first involves cloud storage (and hence is not affected by blockchains) and the sec-
ond involves blockchains. In the absence of data poisoning assaults, the experimental
findings show considerable improvements in accuracy, recall, precision, and F1 score.
In addition, the feasibility of the proposed security architecture has been shown by a
comprehensive blockchain simulation.

A hybrid centralized/blockchain-based verification construction for IoT schemes is
proposed by Khashan and Khafajah [18]. Centralized authentication for connected IoT
devices is made possible via the use of edge servers. Next, to guarantee the decentralised
authentication and verification of IoT devices from various and heterogeneous IoT sys-
tems, a blockchain network of centralised edge servers is formed. To provide effective
authentication while minimising the load on the Internet of Things’ resources, we use
lightweight cryptographic approaches. The architecture is shown using an instance of the
Ethereum blockchain operating locally. The results show that the suggested technique
outperforms centralised and blockchain-based authentication systems for IoT in terms
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of computing cost, implementation time, and power consumption. The security study
verifies that the architecture can prevent attacks and conform to the standards set by the
IoT.

To improve the safety of IoV networks, Ayed et al. [19] suggested a blockchain-
based trust management paradigm. The performance results for this framework were
satisfactory. Yet it relied on a centralised model of trust. As a result, it performs less
and less well as scalability increases. Also, the suggested model’s energy use is not the
main emphasis. Put up a supplement to fix the noted flaws. That’s why we rely on a trust
system that’s distributed throughout the network. Create our framework with the help
of a clustering algorithm. Define the clustering procedure based on several criteria the
energy factor to take into consideration the enforcing security. Relevant data regarding
and runtime characteristics are shown in the assessment of the proposal. The simulation
findings show that using blockchain to create reliable clusters is effective in bolstering
the IoV’s dependability.

An AI-based system model with two goals was presented by Shah et al. [20] and
[21, 22]. In the first stage, a binary classification issue is used to identify the hostile
user attempting to breach the IoT infrastructure. In addition, blockchain technology is
used to provide immutable storage for safekeeping of non-malicious IoT data. A bad
user, however, might take advantage of the smart contract’s blockchain implementation
to degrade the IoT ecosystem’s functionality. In order to distinguish between harmful
and safe smart contracts, this article use deep learning techniques. The suggested system
paradigm provides a secure channel for transmitting IoT data from end to end. Finally,
the proposed system model is tested using a variety of evaluation metrics.

3 Proposed System

In-depth explanations of the data, methods, and KPIs are provided here. Raw datasets
were acquired from a publicly available source. We have preprocessed the data by elim-
inating duplicates and cleaning up the data. After removing all of the null values from a
dataset, it was balanced using several methods. After feature extraction, we’ve divided
the data into a training set The DL models are trained on the training set and tested on
the testing set.

3.1 Data Description

Intruders in banking systems are tracked by theBankingDataset. Included in this harmful
software is a Denial of Service. Table 1 displays the characteristics of the dataset along
with brief explanations [23, 24, 25]. A significant DDoS assault is possible if the value in
the PC’s service redistribution is more than 0.5. There is less of a likelihood of an attack
happening when the value from a PC is less than 0.5. In the data set, DDoS assaults
occur 50,000 times.
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Table 1. The Bank dataset of features account.

Feature/Attribute Variable Category Description

ID Input Variable ATM ID

State Input Variable National of Railway (Connectivity)

Spkts Input Variable Basis Packets (Directed to
destination)

Dpkts Input Variable Terminus Packets (Received at
destination)

Sbytes Input Variable Source Bytes (Sent from Source)

Dbytes Input Variable Terminus Bytes (Received from
Source)

Attack_Cat Output/Target Variable with Nine
Classes

Types of Attacks Here we’ve
implemented DDoS assaults; if the
label reads “0,” no such attack will
occur, and if it reads “1,” an assault
of this kind will be launched

The proposed method is evaluated using these data sets. For deep learning, pre-
processed datasets are useful.When it comes to selecting useful characteristics fromboth
datasets, the homogeneity measure method. Estimating and enhancing the performance
of deep learning models is possible using five-fold cross validation. In order to properly
categorise assaults, we used a trio of machine learning models. We have divided the data
set into a training set of 70% and a test set of 30%. Using training has been shown to
provide the greatest outcomes in empirical investigations.

3.2 Data Pre Processing

The dataset is pre-processed to make it more suitable for the DL classifier.

(a) Elimination of Socket Info

Any possibility for bias in the identification process may be eliminated by erasing
the source and destination IP addresses. By analysing packet characteristics rather than
only relying on data from a single socket, it is possible to exclude potential hosts that
share the same data.

(b) Remove White Spaces

White space is permitted in multi-class labels. Since the other tuples in this class
have different names, it really contains two classes.

(c) Label Indoctrination

Label encoding is the process of translating labels into amachine-readable numerical
format. Hence, machine learning algorithms are better able to determine how to put those
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labels to use. It is an essential part of preparing the structured dataset for supervised
learning.

(d) Data Normalization

In order to improve the accuracy of our predictions, we have normalised the dataset
using a scalar function that is widely used in statistics. Data normalisation is followed
by feature ranking.

(e) Feature Ranking

Since there are so many different kinds of characters and strings, we’ve labelled the
columns containing the feature counts as col 0 through col 111. For attribute feature
ranking, we used k-means clustering, which takes into account the relative importance
of each feature and ranks them accordingly.

3.3 Our Proposed Model

This section describes how a distributed IDS may be integrated with a mining pool to
prevent a bank attack on AI-enabled fog computing. Data preparation and AI-enabled
DL approaches for deploying blockchain-based IoT networks are both outlined in depth.

3.3.1 IDS Integration at Mining Pool in IoT Situation

To monitor blockchain-based IoT devices for suspicious transactions, a mining pool
and intrusion detection system are used together. Our goal is to safeguard mining pools
against DDoS assaults once they have been effectively integrated into IoT networks. The
IDS built within the mining pool serves as the last line of protection. The IDS is used to
inspect incoming traffic in the suggested setup. If everything goes well, miners will mine
the transaction packets and add them to the blockchain network’s distributed ledger. On
the other hand, if the new traffic or transactions involve abnormal performance, the man-
ager will be notified and given the opportunity to take corrective measures. Furthermore,
the suggested detection system’s administrator may transmit the transaction to the min-
ing pool, where a miner would then mine it and add it to the blockchain network if a false
alarm is generated. Hence, the IDS provides administrators with a second opportunity
to respond and counter the threat.

3.3.2 Working of Distributed IDS in Blockchain-Enabled IoT Network by Using
DL for Mining Pool

Security and data storage functions that were previously located at the network’s
periphery have been dispersed in favour of the suggested detection system.

(i) I Traffic Processing Engine: At this stage, fog nodes are used to process network
traffic and to install an intrusion finding scheme on the edge of the fog network
(IoT devices). At this phase, we prepare the training data set for further analysis.
The dataset is normalised using the StandardScaler method. Then, LSTM, a deep
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learning approach based on artificial intelligence, is used to the distributed archi-
tecture. Both tactics for maximising shared parameters and minimising differences
between them have a home in the master node’s centralised command centre. By
receiving updated parameter values from neighbours, this method has the potential
to improve local attack detection capability via local training and parameter optimi-
sation. Every cooperative (worker) node receives an update from the master node
with updated values for a set of parameters, which the master node then corrects.
For real-time responses to data with a wide range of factors, it’s crucial during
storage offloading and when calculating costs using IoT models.

(ii) The Intrusion Detection Engine builds a prediction model to gauge the success of
the detection mechanism. In a blockchain-enabled IoT network, data is produced in
vast quantities by the IoT sensors.When the incoming traffic has been preprocessed,
it is next examined using the prediction model.

(iii) The Transaction Handling Engine sorts transactions into good and bad kinds based
on their behaviour. The miner will execute and add it to the cloud-based blockchain
network if it is valid. Nonetheless, the administrator is notified of potentially mali-
cious transactions and given the opportunity to take defensivemeasures. The world-
wide status of IoT devices is effectively maintained by submitting log information
of these communications.

3.3.3 AI Methods Deployed for Classifying Attack Examples

A significant difficulty for blockchain-based Internet of Things systems is dealing with
large amounts of data. The ever-increasing amount of information being sent via sensors.
Length, memory, and processing power are typical areas where sensors fall short. Data
storage and privacy concerns have emerged as one of the most pressing issues in this fast
developing area. An IoT-based IDS is essential for keeping tabs on network activity and
thwarting attacks before they ever begin. The suggested IDS uses DL and other forms
of AI to deal with the aforementioned issues.

By default, the LSTM classifier retains data for a considerable amount of time.
When using neural networks to improve the accuracy of an attack categorization, a
massive amount of photos is required. The LSTM classifier has already shown to be
the most effective neural network option. It is the LSTM units themselves, which hold
the temporal quasi-periodic characteristics used to extract long-term and short-term
relationships, that make up the LSTM classifier as a whole. There are 98 LSTM units
built into the construction of the classifier.

Each LSTM unit is made up of the mathematically-expressed o n (Eqs. (1)–(3)). (4):

in = σ(Wihhn−1 +Wiaat + bi) (1)

fn = σ
(
Wfhhn−1 +Wfaat + bf

)
(2)

cn = fn × cn−1 + in × tanh(Wchhn−1 +Wcaan + bc) (3)

on = σ(Wohhn−1 +Woaan + b0) (4)
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where at each n-th time step denotes a distinct frequency range where the quasi-periodic
characteristic is present. h_ is the result from the previous LSTM unit (n−1).

The hyperbolic tangent (tanh(.)) and the sigmoid activation function ((.)) are symbols
for the work coefficients W and b, respectively. The LSTM module’s output may be
represented mathematically via Eq. (5):

hn = on × tanh(cn) (5)

h n, the output of the LSM unit at the n time step, gathers the extracted features from
the previous time steps, beginning with c n. The long- and short-term memories of the
temporal quasi-periodic characteristics are trained into the cell state cn|n = 1,2,...,N
through a dependence connection.

Before going on, it’s significant to discuss a major problem with neural networks:
overfitting. Overfitting occurs when a network successfully fits the training data but
fails to do so with the testing data, indicating that it has not yet learnt to generalise
to new scenarios. Overfitting prevents the neural network from performing at its best,
and this may be the case with LSTM. One approach used to train neural networks
and avoid gradient expansion and disappearance is an early halting operation a weight
limitation. Using dropout, certain LSTM units will have their outputs zeroed out at
random on each iteration. Just a subset of the LSTM units’ output values are utilised in
the error computation; the rest are ignored until it’s time to do error back propagation.
In order to prevent overfitting during LSTM network training, it is common practise to
impose constraints on the network’s parameters. The following hyper-parameter values
are considered appropriate when using LSTM networks: Using a maximum of 100
epochs, a minimum of 27, a gradient threshold of 1, a learning rate of 0.001, and a
layer-by-layer hidden unit count of: 200 units in the first layer, 225 in the second, 200
in the third, and 225 in the fourth.

4 Results and Discussion

4.1 Performance Measure

If you want reliable data on the efficacy of your strategy, you need a performance metric
that evaluates consequences and outcomes on a even basis and has a high kappa index
(Figs. 1 and 2, Table 2). The kappa index and the general formula for identifying the
composite are given by the following equations: (6, 7), (8, 9).

Sensitivity = TP

TP + FN
× 100 (6)

Specificity = TN

TN + FP
× 100 (7)

Accuracy = TP + TN

TP + TN + FP + FN
× 100 (8)

Kappa index = Accuracy − AccuracyT
1− AccuracyT

(9)
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Table 2. Comparative Investigation of projected classifier with existing procedures

Methodologies Sensitivity (%) Specificity (%) Accuracy (%) Kappa index (%)

AE 72.33 76.55 72.03 86

RNN 86.95 83 87.33 79.86

CNN 91.77 88.4 92 85.45

LSTM 97.34 97.49 96.89 88

Fig. 1. Analysis of Various DL Models

Fig. 2. Comparative Analysis of Proposed Model
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5 Conclusion

Because of the high value of the information they store, financial institutions are espe-
cially susceptible to cyberattacks. Selling stolen banking credentials and other sensitive
financial data may net hackers a tidy sum. The growth of banks’ digital footprints has
also increased the hackers. Our goal in analysing the Banking Dataset is to find evidence
of DDOS attacks on banks and other businesses. This study shows how blockchain
may create a decentralised network to overcome the shortcomings and security holes
of standalone IoT systems. In this article, we presented the concept of an AI-integrated
distributed IDS. The DDoS attack detection system was built into a blockchain-enabled
Internet of Things mining pool. There are three primary components to the proposed
distributed detection system. The first is a feature normalisation engine, which uses Stan-
dardScaler to scale features to a predetermined scale before applying them to network
data. In a blockchain-IoT distributed context, LSTM is employed as an AI-based app-
roach. When the data was preprocessed, the incoming traffic from the IoT was evaluated
by an intrusion detection engine to identify any suspicious or malicious activity. Third,
a transaction processing engine separates good and bad transactions depending on the
detection findings. Miners in a mining pool carry out regular transactions, which are
subsequently recorded on the blockchain. The model will be enhanced in a later project
by including a feature assortment method for DDoS discovery in the banking dataset.
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Abstract. Next-generation electronic voting systems have beenmade possible by
the maturation of blockchain-based systems. Blockchain technology, the basis for
electronic voting, might be used to improve online voting security. Nevertheless,
due to its resource intensive nature, one of Blockchain’s key principles, Work,
cannot be applied in the E-voting founded blockchain. As a consequence, the
information included in a transaction block may be changed and its hash easily
recalculated. In totalling, the Proof-of-Work is necessary to verify the block’s
legitimacy. Hence, the digital signature may provide a means to address these
concerns. Thus, the data is encrypted using an enhanced version of the Blowfish
technique,which improves both security and efficiency.We also assess the security
of the hybrid blockchainwepropose and compare it to the security of the traditional
blockchain via the discussion and analysis of attack execution. We learned new
things about the safety, speed, of blockchain-based electronic voting schemes
through our tests.

Keywords: E-voting · Blockchain · Improved Blowfish · Proof-of-Work ·
Transaction block

1 Introduction

E-voting, or electronic voting, is a voting method that relies on electronic technologies
for both casting and tallying ballots. In the last several years, it has been the focus of
intense study in the field of cryptography. By addressing security and privacy concerns
in accordance with regulations [1–3], we may guarantee voter anonymity, reduce the
cost of conducting polls, and guarantee polling integrity and end-to-end verification. As
we reach the fourth age, it is imperative that all fields, endeavors, and facets be tested
via revolutionary digitization [4]. Voting via paper ballots and other old-fashioned tech-
niques are still in use, nevertheless. Asmost election fraud occurs at the polls itself, it can
no longer be denied that it occurs under the current voting system (polling stations) [5].
The absence of privacy and security also makes this approach commercially untenable.
Traditional offline services, such as voting, are increasingly shifting online and using
Blockchain technology for economic and security reasons [6].
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In today’s world, security concerns about e-voting systems are always the primary
factor in deciding whether or not to deploy such a system. With such weighty choices at
risk, there should be no doubts regarding the system’s capacity to protect data and repel
attackers. Blockchain technology is being discussed as a possible solution to security
problems. The blockchain is the underlying system of the bitcoin cryptocurrency [7, 8].
Records are stored in the form of transactions in this decentralised database format, and
a block is a group of these transactions. We reach this conclusion due to the fact that
Blockchain may be used to authenticate, authorise, and audit data created by devices
and has a self-validating cryptographic framework between transactions. In addition,
the transparency principle will be realised thanks to the decentralised structure of the
blockchain [9]. Moreover, there is no central point of failure or trusted third party in
a blockchain system. Furthermore, blockchain is immutable, which means that each
proposed addition the previous version of the ledger, resulting in the establishment of an
immutable chain that safeguards the integrity of the previous entries [10]. Consequently,
blockchain technology may be used to create an electronic voting scheme that is both
secure and reliable.

For large-scale elections, [5] proposes a (dBAME) electronic voting model that
allows for the involvement of two opposing parties in order to guarantee the security
and verifiability of the voting process. Small-scale e-voting using Hyperledger private
Blockchain technology has been presented [6] as a way to ensure trustworthy electronic
voting. An evoting system built on the Blockchain was proposed to be used with a
website in [7].With the ability to vote from afar and increase turnout, e-votingmay bring
democracy to new heights. There have been concerns raised about voter impersonation,
fraud, and ballot duplication in electronic voting. Voter apathy has been exacerbated by
thepublic’s loss of faith in andunderstandingof the electionprocess. Thedesignof amore
secure and usable electronic voting system is a hot issue in business and IT security right
now [11, 12]. This research presents options for enhancing the privacy and security of
electronic voting by using Blockchain technology in the design of novel voting systems.
The publication is meant to acquaint curious scientists with the topic. In addition, the
current security and privacy challenges in blockchain-based e-voting systems, as well
as the reader’s grasp of Blockchain, are discussed. This research strategy will introduce
refined Blockchain technology for protecting the confidentiality of electronic voting
systems.

The rest of the paper is designed as: The related work is given in Sect. 2. The brief
explanation of proposed model is presented in Sect. 3. The validation analysis with its
results is provided in Sect. 4. Finally, it concludes the research in Sect. 5.

2 Related Works

DataHassan et al. [13] propose a blockchain-powered voting platform, built onEthereum
and the Truffle outline. The software’s operations were codified in an contract released
on the Ethereum network. The user’s vote was read through a web interface and then sent
to the Ethereum network using the web3.js API. To connect to the Ethereum network,
ganache was used. The proposed systemwas implemented usingMetalmark as a website
wallet and the remix to deploy the smart contract on the main network; results show that
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the cost of each transaction is not stable, increasing with the increase in network load,
and that throughput ultimately settles at 14 transactions per second.

Electronic voting methods, such as those presented by Echchaoui et al. [14], have
the potential to reduce costs, increase turnout rates, and enhance traditional voting pro-
cedures. Problems with security, dependability, secrecy, and other factors prevent the
widespread use of existing electronic voting methods. The voting process can be sped
up, streamlined, and made more secure by using modern and reliable technology like
blockchain and NFC. In this work, we present a novel electronic voting system that
combines near-field communication (NFC) technology with blockchain technology to
overcome existing problems with electronic voting. Voter confidentiality is protected
while yet being assured by this system’s public and open nature.

Mohsen et al. [15] presented a blockchain-based voting system in which votes are
recorded at an Internet of Things (IoT) node. Due to the fact that the blockchain’s internal
data is not encrypted, Speck cypher lightweight block cypher and bakers chaotic key
generator are used to enhance the safety of the information stored in each block (Vote).
The lightweight approach was selected so that it may be used to encrypt data on IoT
nodes that have minimal hardware resources, such as Raspberry pi. Data integrity and
privacy are both significantly enhanced when the blockchain is used as a trusted public
authority, thanks to its combination of a robust hashing algorithm and the lightweight
speck cypher. A fingerprint logging mechanism is also available for further security.
Effective and reliable fingerprint authentication system. Voting may be done in-person
or remotely using the planned electronic voting system.At last, the suggestedBlockchain
voting system slashed the time needed to create blocks and encrypt data contained inside
each block.

By using blockchain technology, Anitha et al. [17] have developed a decentralised
transparent voting and examination scheme that may be applied in nations where con-
ventional physical voting with gameable securities is utilised, increasing the likelihood
of manipulated elections.

There will be no inequalities as a result of different proxies, long wait times will
be reduced, prices will be reduced, scalability will be increased, and the system will be
independent of physical location. In sum, a reliable voting system that can only help
the democratic process. Voters may use the planned App to cast their ballots from the
convenience of their own homes, cutting down on wasted time and fraudulent votes.

Users may access the voting system by entering their Aadhar Card number or one-
time password, according the Singh et al. [18] method. A Block-Chain system, in which
the ledger is duplicated across multiple, identical databases hosted by a different process
and all other nodes are updated simultaneously if changes are made to one node and
a transaction occurs, was proposed for Bit-coin, a virtual currency system in which a
central authority decides on the production of money, the transfer of ownership, and
the validation of transactions. If all transactions on a blockchain-based system were
instantaneously resolved, while also being secure, verifiable, and transparent, then the
technology would be revolutionary. Voting is the sector that is struggling from a lack of
security, centralized-authority, management-issues, and many more despite the fact that
transactions are stored in a distributed and secure form thanks to block-chain technology,
which is the basis for Bitcoin and other digital currencies.
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3 Proposed System

3.1 Problem Formulation

During contentious presidential campaigns, however, the results of any electoral process
might seem to spark scepticism. Due to the immutable nature using it as a bulletin board
would remove any debate about the genuineness and validity of the conclusion. Although
blockchain technology has numerous advantages, it still must overcome several serious
obstacles before it can be widely used in electronic voting systems. Electronic voting
methods have serious issues with election integrity. There is widespread agreement
that proof-of-work (PoW) algorithms are very resource- and time-intensive. As a large
number of nodes must exist in the e-voting system’s network, the system’s throughput,
latency, and scalability must be able to keep up with its rapid expansion.

In this work, we provide a revised version of the blockchain concept that fixes
these problems. This approach may be used to improve the security, performance, and
scalability of large-scale electronic voting systems while also reducing the potential for
manipulation and fraud at the polls.

3.2 Blockchain-Based E-Voting System

Each voter only needs access to a computer or smartphone. Each voter has their own
wallet where their credentials are stored. Each voter also gets a “digital coin”, which
stands in for one vote. To better understand the safety, scalability, and presentation
concerns inherent in blockchain-based systems, we chose the electronic voting scheme
as a case study.

Electronic voting systems might benefit from blockchain technology because of its
decentralised design, mechanism. In addition, we tried to improve the voting procedure’s
efficiency, swiftness, and economy.

Interacting Entities. The first portion of this section addresses the architecture of the
proposed scheme design and the functions of the various parts of the electronic voting
system:

Keep track of MS: Certificates for nodes are issued by the (MS), and the network’s
lower layer stores and broadcasts that information to the upper layer.Access to the system
is granted after authentication of each node, and user credentials are also included.

Distributed ledger system: The proposed blockchain network for electronic voting
consists of many chains operating in tandem. The system’s overall performance and
scalability are enhanced by the structure’s support for parallel execution. As each private-
chain node has its own local blockchain containing the sensitive information, the lower-
chains are used to store data about the nodes and the voter identification register. When
some voters agree on the transactions via a method known as proof-of-stake consensus,
the upper-chain (public blockchain like Ethereum) stores different blockchain states
across all voters and processes transactions simultaneously. The higher chain (public
blockchain) contains only verified and permanent transactions. Similar to what was
described in a prior paper, routing management between lower-chains and upper-chain
remains unchanged.
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Audience (voters): Users not only participate in the electoral process as voters, but
also as members of the election committee, who may utilise their identification ID for
secure wallet access. In order to cast their ballot, voters are given a digital token. Con-
sequently, the blockchain’s top layer is where the smart contracts are first implemented
(Ethereum blockchain).

Smart contract, or blockchain contract: In the proposed decentralised system, smart
contracts are autonomously executed bits of code. Smart contracts’ built-in function-
alities build contract agreements that make it possible to monitor transactions in the
blockchain’s outermost layer. In our scenario, the blockchain network’s nodes self-
sufficiently execute the smart agreement to establish a consensus, which paves the way
for the development of a multipurpose cryptosystem for e-voting systems.

Data Encryption. We employed an enhanced version of the Blowfish algorithm for
the encryption’s central processing unit in an effort to offer a cryptographic method that
is both secure and fast. This technique employs several subkeys with lengths ranging
from 32 bits to 448 bits. Before data can be encrypted or decrypted, the subkeys must
be calculated in advance. This method is far more efficient and less memory intensive
than its competitors. Four 256 SBOXs, for a total of 1024 32-bit entries, are used in
the blowfish algorithm. To locate the corresponding entry in the first S-BOX, the first
byte of the first 32-bit entry will be utilized; similarly, the second byte of the first 32-bit
item will be used; and so on (Modified blowfish procedure). The converse is true for the
decryption process, which also takes the cyphertext as input but uses the subkeys in a
forward direction to decipher the message.

Fig. 1. F-Function Component in Blowfish.

As the Ffunction performs the major computation in all rounds of the Blowfish
method, including Adder and Rotation, it is the most time-consuming portion of the
encryption process. In this research, we alter the module of the F-function to shorten
the Blowfish’s running time. Standard Blowfish’s F-function module’s overall process is
shown in Fig. 1, whereas the suggested model’s enhanced F-function module’s overall
process is depicted in Fig. 2.

We enhance the algorithm by simplifying its runtime. The F-function of a typical
Blowfish is given by Eq. (1).

F(XL) = ((S(1,a) + S(2,b) mod 232) XOR S(3,c))+ S(4,d) mod 232 (1)
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Fig. 2. The Improved F-Function Module.

Changing the F-function to (2) does not compromise the Blowfish algorithm’s
security.

F(XL) = ((S(1,a) + S(2,b) mod 232) + S(3,c))+ S(4,d) mod 232 (2)

With this modification, we may simultaneously do the additions (S (1,a) + S (2,b)
mod 232) and (S (3,c)+ S (4,d) mod 232). As the time required to do two operations will
be reduced to a single operation, the execution time will decrease thanks to this parallel
process. As Blowfish uses 16 rounds, this modification should speed up the process of
encryption and decryption by a factor of 16. And because Blowfish’s security depends
on its keys, this update won’t compromise the algorithm’s safety either.

The 64-bit entry is first divided into two 32-bit halves, one for the left and one for
the right. The first 32-bit block is then subjected to an XOR operation (L). Third, the
F-function will receive the computed 32 bits and XOR them with the other 32 bit block
(R). Then, during the subsequent Blowfish rounds, the L and R will be switched. The
only difference in the decryption process is that the P1, P2, and P18 will be utilized
backwards.

If other methods that must exist in blockchain technology. A blockchain, in its most
basic sense, is inconceivable without some kind of cryptographic hashing or digital sig-
nature. Every single blockchain transaction must be either digitally signed using the
sender’s private key or hashed using hashing methods to ensure its integrity. To ensure
the legitimacy of transactions, blockchains rely heavily on digital signatures. Every node
in the network must be convinced that the person submitting a transaction (such as a
vote in an open poll) has the right to do so. Thereafter, the blockchain nodes (miners)
will verify the voter’s public key, the transaction’s parameters, and the signature’s valid-
ity. After a transaction’s legitimacy has been verified, the corresponding block may be
completed by a validator. Digital signatures are a simple way to verify the authenticity
of a communication.

Process of the e-Voting System
The voting system is divided into several stages that occur in the following sequence:

By entering the security settings or parameters and producing the private (or public)
pair of keys, the processes may be encrypted (or decrypted).

Sign Up: Enter the identifiers as IDs to produce the private (or public) key.
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Vote: The voters generate the vote value or parameter and use it to deduce the
encryption text and signature.

Valid: This is used to pick the vote as input and validate its validity in the ballot
server.

An addition: ballots are chosen at random. The polling box’s encryption text is
randomized every time it is updated.

By clicking “Publish”, your vote totals will be made public and added to the polling
box.

Verify Vote: During the voting phase, voters may make a vote request in the
blockchain contract during the poll’s public visibility and double-check the results by
providing public parameters, voter status, and privacy information. The results that were
returned are either correct or incorrect.

When every vote has been cast and verified, the total is calculated by feeding in the
associated private key and the polling box’s parameter. The system will return False if
the calculation was incorrect.

By inputting public criteria during publicising, a vote is certified as a legitimate and
proper vote towards the final tally.

Method for Verifying the Credibility of a Node. The additional information for nodes
consists of an ID and a Private Key, with the former serving as a unique identifier for
each node and the latter serving as asymmetric encryption and a flag for node credibility
verification. The Management Server (MS), which is in charge of the nodes, is the one
that obtains and distributes the Private Key. The MS considers the identifier, private
key, and data contained inside a block to be supplementary information. The ID is the
exclusive identification for each MS. The MS is also a node in the system, it should
be highlighted (except for its computational ability and storage capacity, it is the same
as the other nodes). As a result, the MS should share the same attribute ID with those
nodes; in other words, the MS and node IDs should be defined in the same way.

Each block in a blockchain is supposed to include some kind of blockhead and some
sort of block data. The blockhead’s function is to keep track of data from prior blocks,
such as block identifiers and hash values. In addition to the node orMS ID, the timestamp,
transaction count, Merkle root, and contract are also part of the block record’s structure.
The proper object’s Private Key must be used to generate the corresponding Public Key
in a single block record.

4 System Design

A number of pieces of equipment were needed to carry out this study, which included
designing and evaluating an authoritarian open ballot electronic voting system. Node.js
was selected as the backend technology, MongoDB was selected as the database, and
several node packagemodules including sha256, tweetnacl, crypto-js, and jsonwebtoken
were selected as the tokenization mechanisms Table 1.

Several aspects have been illustrated starting from vote casting, validation, and
mining process.

Voting: Only users who have been verified as eligible to vote will be allowed to vote.
The information must also be correct when entered.
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Table 1. Node Package Modules used for system’s implementation.

Node Module Description

crypto-js JavaScript library of crypto standards that performs SHA256 encryption
function

tweentnacl Signature encryption with public keys using the Ed25519 standard

crypto ECDSA signature encryption using a public key

jsonwebtoken to encrypt user information during the vote

mongoose Modeling objects in MongoDB using a tool optimised for asynchronous
processing

Express Web outline for node

Some kind of validation procedure should be carried out before a vote is cast. First,
check that you’ve provided all the necessary inputs. The second check ensures the exis-
tence of the previous building component. If that’s not the case, then Genesis As the
first block on the blockchain is a genesis block, the block mining procedure must be
completed. As this origin block is never included in the tally of votes cast, its contents
are essentially meaningless [20]. This block is essential because it serves as a building
block, and the value it provides is passed on to the next one. The validity of the hash
from the prior block is checked in the third validation. By rehashing the existing data
in the block, this procedure verifies the hash. Hashing requires the user ID, user data
(option), a timestamp, and a prior hash, all of which the user must provide. A new hash
will be generated from this data when it is recalculated. The new hash will be compared
to the one stored in the block. If correct, the following steps may be taken. If it doesn’t
happen, the procedure will end. The signature of the prior block is checked for validity
in the fourth validation. This verification occurs after the hash has been verified [23–25].
For this verification, you’ll need the hash, the signature, and the prior block’s public key
of the relevant user (the person who signed the block). If the transaction is legitimate,
mining will proceed to the next stage. In that case, we’ll have to call it quits.

Encryption: When the block has been validated, it is ready to be added to the
blockchain. Certain crucial data will be hashed using a hash function before being
registered. Hashing requires the index userId, data (vote), and hash timestamp from the
preceding block. After the data has been hashed, the user may sign it with their private
key. Index, hash, signature, timestamp, and userId [20–22] nowmake up the block’s new
structure. The last step is to save the information in a database.

5 Results and Discussion

However, the Poisson distribution was employed in this experiment to look into and con-
trast the attack probabilities in the hybrid blockchain and the conventional blockchain.
The percentage of successful attacks in each chain is shown in Table 2.

To calculate the possibility that honest voters would create fewer blocks in the future
in proportion to the attacker’s assets q is a considerably bigger scenario. In this case, there
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Table 2. Proposed hybrid blockchain and classical blockchain

Attacker assets (q, q1) Classical blockchain q2 = 0.1 q2 = 0.2 q2 = 0.3 q2 = 0.4

0.1 2.42803 E−4 2.42803 E−4 0.00232 0.01256 0.05020

0.2 0.01425 0.00322 0.01425 0.04636 0.12464

0.3 0.13211 0.02074 0.05721 0.13211 0.26724

0.4 0.50398 0.09039 0.17697 0.31310 0.50398

0.5 1.00000 0.29233 0.43879 0.62224 0.82447

is an extra requirement that the elector wait z blocks before confirming the vote. Yet,
the attack probabilities of the hybrid blockchain and the conventional blockchain were
studied and compared in this experiment using the Poisson distribution. Probabilities
of launching a successful assault on each chain are shown in Table 2. (proposed hybrid
blockchain and classical blockchain). The findings of this study verify our hypothesised
increased difficulty in attacking the hybrid blockchain. As a function of the attacker’s
chance of success, it indicates the attacker’s resources (such as their buffer size, pro-
cessing power, coin holdings, and credibility score). This demonstrates the superiority
of the proposed hybrid blockchain over the traditional blockchain.

6 Conclusion

Blockchain technology has the potential to solve the issues and limitations of the elec-
tronic voting technique. Recent studies have shown that blockchain-based electronic
voting systems are being developed as the next generation of state-of-the-art electronic
voting systems. Coins like Bitcoin employ a blockchain consensus technique called
Proof-of-Work (PoW), however thismethod is inefficient, slow, andwastes a lot of power.
Uniqueness, anonymity, integrity, invulnerability, verifiability, transparency, portability,
accessibility, auditability, certification, detection, recovery, and simplicity of use are all
met by the blockchain employed in this research. A blockchain-based electronic voting
system does not need the Proof-of-work consensus technique. Memory and processing
power are essential. Hence, the Proof-of-work technique cannot be implemented, despite
its importance to blockchain systems. Because of hardware restrictions and energy cost,
Proof-of-Work cannot be employed in open electronic voting systems. Using a signature
technique, the transaction may be verified rapidly and securely. These results show that
the proposed blockchain with collaborative features is secure and scalable. A randomizer
token, a tamper-resistant source of randomness that functions as a black box, will need
to be used in the future to generate the ballot in a manner that is both receipt-free and
resistant to coercion.
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Abstract. In real-time embedded control (RTEC) systems, sensors col-
lect data which is processed and sent to different control nodes. RTEC
deployments have numerous applications in diverse verticals like indus-
trial control, healthcare, and vehicular networks. In such cases, a trusted
and verifiable control is required, particularly when the data is kept in a
distributed manner, and is exchanged over open wireless channels. Thus,
blockchain (BC) is a viable option to store the sensor data between RTEC
systems, which maintains a trusted ledger of associated operations. Exist-
ing works have not focused on the integration of BC in RTEC systems.
Motivated by the gap, the paper presents a systematic approach to inte-
grating BC in RTEC ecosystems. We present a reference architecture
and discuss the device registration, the hyperledger fabric set up, and
the task offloading strategy between edge gateways and cloud nodes,
and present the performance analysis of the architecture. The discussion
of open issues and challenges also highlights the practical implications
of the approach, emphasizing its importance for future deployments of
real-time embedded control systems.

Keywords: Blockchain · Real Time Embedded Control ·
Internet-of-Things · Hyperledger Fabric · Permissioned Setup

1 Introduction

In real-time embedded control systems (RTEC), sensor devices are installed
with hardware and software control that responds to any signal or event [1].
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RTEC needs to respond to raised query events in a time-delay bound and is
required to be precise in measurements to assure the safety and reliability of
the systems. For example, in oil and gas pipelines, sensor devices measure the
pressure to find leakage points in the gas pipeline. Once found, an event is
generated. Moreover, precision becomes equally important to assure specific fault
isolation and enhance reliability. RTEC are mainly classified into two categories,
namely, the soft RTEC, and hard RTEC [2]. Hard RTEC guarantees that critical
tasks are completed in a strict time-bound, mainly used in industrial processes,
control systems, aviation, and other allied areas. On the contrary, a soft RTEC
does not form stringent deadlines, and some task deadlines might miss, without
causing damage to the control operation. Examples of soft RTEC include weather
stations, mobile communication networks, and multimedia transmission. In soft
RTEC, the performance of the system degrades if it is not able to complete the
task as per the deadline.

Fig. 1. A systematic overview of a RTEC system.

As indicated in Fig. 1, the sensors installed in an RTEC are connected to
a control process. Based on the task list and deadlines, a master clock trig-
gers the task execution. The RTEC performance is measured on display mon-
itors. Based on defined logic, and control information, the actuator is instan-
tiated to perform the process task. As an example, consider a chemical super-
visory control and data acquisition (SCADA) pipeline monitoring system. The
system has installed programmable logic controller, which communicates with
micro-programmed remote units. In leak detection, basic testing mechanisms like
hydraulic, infrared, and laser testing are applicable. Acoustic emission sensors
are used in SCADA systems to measure and display pressure, flow, and temper-
ature of valve opening and closing. The sensors are connected to hard RTEC
relay systems that trigger an alarm if a leak is detected. The critical informa-
tion is displayed, and actuators install clamps at the required places. The sensors
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exchange critical readings over open channels, at distributed sites, and thus trust
in the shared information is crucial. In such cases, blockchain (BC) becomes a
potential solution to support the data exchange, where the data is recorded as
transactions [3]. As RTEC forms a closed-loop system, the machine-to-machine,
and machine-to-human communication needs to be authorized. Thus, a permis-
sioned BC is a favorable approach, where a shared ledger of the control system
data is managed.

Thus, a permissioned BC approach in RTEC offers several benefits. Firstly,
the fault tolerance of the entire system is improved as it introduces traceability
points in the entire pipeline system. Secondly, permissioned BC enhances security
by inducing a tamper-proof and auditable entry of control logs and transactions,
which makes the system transparent for all stakeholders. Thus, owing to the
potential benefits, in this article, we present a formulation framework for the
BC-based RTEC ecosystem and discuss the data-sharing approach by authorized
entities. The framework aims to improve fault tolerance and enhance security
among sensor nodes. To address the scalability issue of data storage in BC,
we consider a distributed offline storage like interplanetary file systems (IPFS),
where the actual data is stored and content hash and IPFS key are stored on
main BC [4].

1.1 Existing Works

Recent research is focused on the integration of BC in IoT systems [5,6]. In
some schemes, to address the high computational requirements of low-powered
IoT sensors, cloud services are provided that perform resource offloading and
analytics [7]. Esposito et al. [8] presented the utilization of BC in the healthcare
IoT domain, where patient data is secured and shared to authorized doctors,
hospitals, and staff. Viriyasitavat et al. [9] presented an IoT-based smart home
automation, where device (gadget) data is managed on a public BC. Authors
in [10] proposed a sustainable microgrid that stores transactions in BC. A fuzzy-
based optimization approach is formed to find all renewable energy distribution
nodes, and energy transactions are stored on the main chain. Yu et al. [11]
proposed a real-time networked system where a cyber-physical authentication
scheme is developed over the BC network. Bodgan et al. [12] presented a BC-
based water plant management, where water supply is distributed among dif-
ferent consumers, and bills are supported via SCs to the water suppliers. A
significant framework is presented by Han et al. [13], where security in smart
city applications (intelligent transportation) is presented. To assure auditability,
rule-based access mechanisms are used, and BC stores the data on shared ledgers.
Authors in [14] discussed a chaotic stream cipher on the Xilinx Virtex-6 FGPA
processor. Guo et al. [15] designed a multi-robot control system. In particular,
amphibious multi-robot control on BC in a WAN setup.

1.2 Novelty

BC immutable and transparent nature allows distributed and trusted data shar-
ing, which is a crucial requirement in RTEC ecosystems. In the proposed frame-
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work, we present a low-powered computational offloading edge paradigm, where
the edge gateways fetch required services from cloud nodes to meet the peak
demands at high loads. This paradigm ensures that effective and scalable pro-
cessing is maintained at RTEC components, where the speed of data transfer is
maintained at a steady rate without drops. The framework also ensures that any
CRUD query operations reference data from BC. This step ensures that each
node gets a stored copy from BC, linked to IPFS, which increases trust in the
entire system.

1.3 Article Contributions and Layout

Following are the contributions of the article.

– The BC-assisted RTEC management is presented, where the control system
and the associated device identifiers are stored and accessed via the web.

– A permissioned hyperledger fabric control line information (CLI) channel is
set up for devices to communicate with each other, and the data is shared
with the BC handler via the edge gateway and is accessed uniformly over the
web via the representational state transfer (REST) APIs.

– Between the edge cloud, a computational offloading mechanism is presented,
which makes the scheme lightweight and scalable in operation.

The rest of the article is presented as follows. Section 2 presents the proposed
approach, where RTEC device registration, control processes, and data sharing
via hyperledger fabric are managed via BC. Section 3 presents the performance
evaluation of the framework. Section 4 presents the open issues and challenges
of the deployment of the approach in practical setups. Finally, Sect. 5 concludes
the article.

2 The Proposed Approach

In this section, we present the proposed approach of BC-based RTEC system.
Firstly, the IoT sensor node registration process is presented, followed by data
storage on IPFS nodes, and accessed via BC. The data sharing is governed over
the web via the REST APIs. We then present the resource offloading scheme
between edge and cloud and present the data sharing process. Figure 2 presents
the proposed approach for the BC-based RTEC control system. The components
and details are presented in the following subsections.

2.1 The IoT Device (Sensor Nodes) Registration Process

In the proposed approach, we consider that n IoT devices, represented as D =
{D1,D2, . . . , Dn} are present in the BC-RTEC system. For each Di ∈ D, a
unique device identifier IDDi

is generated and is stored in local IPFS. A content
key CK(IPFS) is generated, which is hashed and stored as hash-key pairs. The
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Fig. 2. The proposed BC-based RTEC system.

hash values are stored in the BC in encrypted form using symmetric encryption
key Sk. The process is represented as follows.

Ek = Sk(HCK , IDDi
, CK(IPFS)) (1)

where Ek represents encryption with key Sk. To ensure the integrity and authen-
ticity of the device identifiers, an elliptic curve digital signature algorithm
(ECDSA) is applied, and public-private key pairs (pki, ski) are generated. The
public key pki is stored in BC along with Ek, while the private key ski is securely
stored in the device itself. To verify the authenticity of IDDi

stored on BC, we
use pki to verify the ECDSA signature. Along with the device data, the regis-
tration process also considers device attributes ADi

which contains its mode of
operation OMi, data fields DFi, user list Ui (which access the device), permis-
sions Pi, and owner details Oi. Mathematically, it is represented as follows.

ADi
= {OMi,DFi, Ui, Pi, Oi} (2)

where OMi can be set to functional or error mode, DFi is the list of data fields
associated with Di (like operation cycle, codes, and instruction sets), Ui returns
the list of users who can access the device (similar to the access control list
(ACL) mechanism), Pi is read, write, and execute permission, and Oi is the
owner ID.



346 P. Bhattacharya et al.

2.2 Data Sharing on the Web

Once the device attributes Ai are set post-registration, the sensor starts record-
ing critical readings from the RTEC control, and the readings are stored on
IPFS. We consider that every sensor node Di generated m data points, repre-
sented as {d1, d2, . . . , dm} at any time instant t. The data stored in local IPFS
can be accessed using CK(IPFS), and the hashed reference is stored in BC.
The process is represented as follows.

Ek = Sk(HCK ,HSDi
, SDi) (3)

The data sharing with other nodes can be done via the web, and the IPFS
URI points to the resource. From there, the hash value can be retrieved, and
the data is searched in BC. The data is shared in Javascript object notation
(JSON) format, owing to its advantages of being lightweight and uniform [16].
The JSON object contains the sensor data points SDi along with the device ID
IDDi

, device attributes ADi
, and timestamp Ti. The data can be accessed using

REST APIs, which provide a uniform interface for accessing resources over the
web. Mathematically, it can be represented as follows.

JSONi = IDDi
, ADi

, Ti, SDi (4)

REST API provides a uniform interface to access and manipulate data resources
using standard HTTP methods such as GET, POST, PUT, and DELETE. Math-
ematically, the process of sharing sensor data SDi using REST API can be
represented as follows.

Di → IPFS → URLCK → JSON → RESTAPI (5)

where SDi represents the sensor data generated by Di, URLCK represents the
IPFS URL generated using the content key CK(IPFS), and JSON represents
the JSON format used for data sharing.

2.3 The Hyperledger Fabric Setup

The IoT sensor node data stored in IPFS is accessed via the IPFS URL, and
the data is shared in JSON format. We consider this as Dshared. The REST
API then sends Dshared to execute chaincode operations over the hyperledger
fabric, denoted by Hfabric. The hyperledger fabric network is used to store and
manage IoT sensor data. Let N be the set of nodes in the fabric network, where
N = P,O,C and P represent the set of peers, O represents the set of orderers,
and C represents the set of clients. The chaincode for the BC-RTEC system
is written in the Go programming language, denoted by CCGo. Let TX be
a transaction that includes Dshared as its input data, which is validated and
executed by CCGo according to the rules and logic defined for managing the
data. The execution of TX is recorded in the ledger maintained by the peers in
P , denoted by LP .
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The process of storing the IoT sensor data in the BC handler can be mathe-
matically represented as follows:

Dshared =→ Hfabric (6)
Hfabric = N,CCGo, TX,LP (7)

2.4 The Offloading Process Between Edge and Cloud Nodes

The data from chain codes Dshared is sent to all nodes (IoT stakeholders) via an
edge gateway (router) in this scenario. As the edge gateway might require signif-
icant computational resources to carry out analytics-related tasks, the scheme
might not be scalable with an increase in the number of nodes. Thus, to reduce
the computational bottlenecks, we consider that a task offloading process takes
place, where compute-intensive tasks are sent to the cloud nodes for analysis. To
model the requirement, we consider that let G denotes the edge gateways in the
BC-RTEC system, and C = {C1, C2, . . . , Ck} is the set of available cloud nodes,
which offer service sets SS. Any task can be offloaded to Ci by the gateway
node, represented as T : E → C. A task is subdivided into smaller tasks t, and
is sent to cloud nodes for processing.

Overall, the data at edge nodes g is Dg, and F (Dg) represent the processing
function applied to the data Dg. The function F can represent any analytical
operation, such as statistical analysis or ML algorithms. The output of the func-
tion F (Dg) can be denoted as Og. The task offloading process decides the portion
of the task to be processed locally at g, and the portion to be executed globally
at cloud.

Let Lg denote the local processing load at an edge gateway g, and Oc denote
the output of the function F (Dc) processed at a cloud node c. The load at the
edge gateway can be reduced by offloading a portion of the data to a cloud node,
such that the local processing load is given by.

Lg = Dg − Dc,g (8)

where Dc,g represents the portion of data offloaded to a cloud node c by the edge
gateway g. The output of the function processed at the cloud node is combined
with the local output of the edge gateway to obtain the final output Og as
follows.

Og = F (Lg) + Oc (9)

2.5 Algorithms and Discussion

In Algorithm 1, the input is the JSON data obtained from IPFS and the chain-
code C. We consider an empty variable txID which is initialized to store the
transaction ID, and its value is returned at later stages. The data is extracted
from the JSON file and stored in the variable data. The result variable is set to
the output of the execution of the chaincode function C.store(data). If the exe-
cution of the function is successful (i.e. the result variable is set to success), the
transaction ID is assigned to the txID variable. The transaction ID is returned
as output from the algorithm.
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Algorithm 1. Hyperledger Fabric Code for Storing IoT Data
Input: JSON data from IPFS, chaincode C
Output: Transaction ID

1: data ← JSON data from IPFS
2: txID ← empty
3: result ← execute C.store(data)
4: if result == success then
5: txID ← transaction ID
6: end if
7: return txID

Algorithm 2. IoT Data Update and Edge Offloading
Input: IoT device hash h, field f , new value v, edge gateway G, cloud node N
Output: Transaction ID

1: if h /∈ registered devices then
2: return Authentication Error
3: end if
4: D ← device entry with hash h
5: if f /∈ fields(D) then
6: return Field Not Found Error
7: end if
8: D.f ← v
9: txID ← empty
10: if G has sufficient resources then
11: result ← execute C.update(D)
12: if result == success then
13: txID ← transaction ID
14: end if
15: else
16: txID ← execute N.offload(D.f, v)
17: end if
18: return txID

Algorithm 2 considers the IoT data update and the edge-based task offloading
process. Lines 1–2 take the input which considers the device hash h, the field to
be updated f , the new value v, the edge gateway G, and the cloud node N . In
line 3, a condition checked that if the device hash h is not in the list of registered
devices, then an authentication error is returned. Otherwise, lines 4–5 suggest
that the entry for the device with hash h is retrieved. In lines 6–7, if the field
to be updated f is not in the list of fields for the device, then a field not found
error is returned. In line 8, we consider that the value for the specified field in the
device entry is updated to v. Lines 9–10 initialize the transaction ID to an empty
value. In lines 11–12, if the edge gateway g has sufficient resources, the updated
device data is stored in the BC using the chaincode function C.update(D). In
lines 13–14, if the transaction is successful, the transaction ID is set to the ID of
the new transaction. Lines 15–16 present the condition when the transaction is
offloaded to the cloud noes when edge do not have sufficient resources to execute
the task. In line 17, the offloaded transaction ID is returned as the output of the
algorithm.
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3 Performance Analysis

In this section, we discuss the performance analysis of the proposed approach in
terms of latency of storing IoT transactions on BC, query throughput from edge
offloading, and response time. The details are presented as follows.

In registration, any ith device Di details are entered, and identifier IDD is
generated which is stored in a local IPFS. The data is then encrypted via Sk,
hashed and content key CK(IPFS) refers to the record in the IPFS. We compare
the transactional latency of the captured data from embedded sensors during the
registration phase on IPFS off-chain (proposed), against a conventional BC stor-
age (on-chain) [17]. Figure 3a presents the results. For a transaction size of 100
KB, in IPFS, the latency is ≈3.87 ms, compared to 14.92 ms in BC. On average,
we obtain an improvement of 45.67% in transaction latency via off-chain storage.
As IPFS stores the registration details of sensors, and only meta-information is
stored in BC, the latency to fetch the record from BC decreases significantly,
which makes it suitable to accommodate large number of registration requests
in the RTEC ecosystem.

Next, we analyse the read-write and query throughput measured in TPS.
Figure 3b shows the results. As indicated, the query throughput varies propor-
tionally for both query and read/write operations. A bottleneck is observed at 26
and 23 TPS for read-write and query information. When transaction rate is low
the submitted transactions need to wait to be included in the block. Thus, many
transactions timeout, and are then included in the next round of block proposal.
With high TPS, the delay of addig transactions reduces, but the rate (of new
and old transactions) also increases, which leads to the bottleneck condition.

Figure 3c shows the performance variation of the file read with integration
of blockchain with IPFS [18], and IPFS alone [19]. As we integrate BC, The
result shows different file size is uploaded and respective time is measured which
indicate while using BC and IPFS together the read operation is slightly slower
as time influenced by network speed and the computing resources used.

4 Open Issues and Future Directions

To make permissioned BC technology a practical choice for RTEC systems,
there are still unresolved problems and unexplored directions that need to be
addressed. The details are presented as follows.

1. Resources requirements: BC is a distributed ledger that requires significant
computational and storage resources to maintain, process, and validate trans-
actions. This can be a significant barrier to using BC technology in RTEC
systems, where the devices may have limited processing power and stor-
age capacity. One approach is to use lightweight consensus mechanisms that
require fewer computational resources, such as proof-of-stake, delegated proof-
of-stake, or practical Byzantine fault tolerance. These consensus mechanisms
rely on a small number of nodes to validate transactions, reducing the compu-
tational load on individual devices [20]. Another approach is to use off-chain
scaling solutions, such as state channels or sidechains, to reduce the number
of on-chain transactions and minimize the load on the BC [21].
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Fig. 3. Performance Evaluation of the BC-based RTEC framework.

2. Security Considerations: One of the primary security concerns with BC tech-
nology is the risk of 51% attacks, where a group of nodes control more than
50% of the network’s computing power and can manipulate transactions on
the BC. The possibility for malicious actors to take over specific system
devices and tamper with transaction integrity is another issue. Access con-
trol systems and identity management protocols can be put in place to limit
access to the BC network to approved users and gadgets in order to solve this
problem [22].

3. Network channel considerations : When using permissioned BC technology
for RTEC, latency and network congestion is one of the main problems with
network channels. The amount of data that needs to be transmitted and pro-
cessed likewise grows when more devices are added to the network, which may
cause delays and inefficiencies. Researchers are investigating novel network
protocols and optimization methods, such as multipath routing, dynamic load
balancing, and content caching, to address this problem [23].

5 Conclusion and Future Work

In this paper, we proposed a reference approach of RTEC ecosystem, where
the IoT sensor information, signal readings, and measurements are stored in
permissioned BC ledgers, to assure trust and verifiability among the stakehold-
ers. Via permissioned BC, chain codes are executed on dockers on the hyperledger
fabric channel setup. As potential findings of the work, we proposed algorithms
on device registration, query on target data fields of the device, and the correct
updates in the system.

As part of the future work, the authors would explore permissions and access
control setups on permissioned BC setups and would propose an end-to-end
RTEC scheme that would be generic and applicable to diverse verticals for
trusted ownership, control, and exchange of sensor data among open channels.
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Abstract. Without a question, two of the maximum significant technologies to
reach conventional IT in recent years are computing and big statistics analytics.
The surprising convergence of the two technologies is yielding potent outcomes
and advantages for enterprises. The delivery of IT services by so-called cloud
firms and the relationship between enterprises and IT resources are already being
affected by cloud computing. Recent developments in information and communi-
cation technology have made possible a new approach to data analysis known as
“Big Data”. Nevertheless, the large quantity of computer resources needed for big
data analysis means that many small and medium-sized businesses cannot afford
to embrace big data technologies at this time. Affordances in business analytics,
cloud computing data security are all part of the concept. Technique (KPCA-
LDA-XGB) is used to conduct the empirical research. Using a structural equation
model built using Partial Least Squares, this theory is experimentally evaluated
with data from 316 businesses. Business analytics and the decision-making affor-
dances of safety are positively moderated by data-driven ethos and IT business
process integration. The findings of this research provide practical guidelines for
organisations looking to advance their computing data safety organisation with
the usage of analytics.

Keywords: Cloud computing · Extreme gradient boosting algorithm · Linear
discriminant analysis · Big Data · Business analytics affordances

1 Introduction

There is increasing demand on businesses to establish and scale up their business intelli-
gence initiatives rapidly and affordably in today’s dynamic business environment. Cloud
computing, a relatively new concept, is altering how both enterprises and end users
engage with IT infrastructure and services [1]. It’s a radical departure from the status
quo since it allows businesses to pay only for the services they really utilise. The amount
of data available in the globe is expanding rapidly. The phrase “big data” refers to ever-
increasing amounts of data, whether organised, semi-structured, or unstructured, that

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Kadry and R. Prasath (Eds.): MIKE 2023, LNAI 13924, pp. 353–364, 2023.
https://doi.org/10.1007/978-3-031-44084-7_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-44084-7_33&domain=pdf
https://doi.org/10.1007/978-3-031-44084-7_33


354 D. J. Reddy et al.

may be mined for insights. When there is too much information to be stored in a conven-
tional database, we refer to it as “big data” [2, 3]. There is just too much information for
a single computer to handle. The rapidly developing subject of big data analytics focuses
on analysing massive datasets in search of in computing power, along with algorithms
and methods tailored to huge data, have made big data technology a reality [4].

The commercial plans of individual companies are the primary motivators for the
adoption of such technology. Each company has its own business analytics strategy
(BAS), which is its plan for analysing data and using the insights gained from doing so
in order to further its own strategic goals. Nevertheless, several firm-level antecedents of
SMC technology adoption [5] impact the connection between business analytics strategy
and adoption of SMC technologies. One possible driver for businesses to adopt SMC
is an interest in better serving external clients and streamlining internal operations.
Nevertheless, slow adoption of these technologies is caused by issues with integration,
such as a lack of technical talent and concerns about the safety of the new technologies
[6, 7]. A company’s level of adoption of new technologies will be determined by a
number of factors, counting the company’s business plan and the company’s attention
to either technological enablers or organisational hurdles. Based on existing literature
and empirical data from a worldwide corporate survey, we propose a model to determine
the relative importance of an organization’s current endogenous strategic position and
external drivers of technology adoption in determining the extent to which it has adopted
SMC technologies [8].

The logical judgement is preferable to the intuitive decision when more data is
accessible, and business analytics play a larger role in decision making than intuition
does [9]. As a result, business analytics provide a chance to better MCCDS via the use
of data-driven insights. Although the MCCDS contributes significantly to management
effectiveness, the company is also considering applying business analysis to it in order
to logically improve it [10, 11]. Unfortunately, there is a dearth of theoretic study on
how to improve the MCCDS by using the affordances provided by business analytics
(BAAs). Therefore, this study develops from the vantage point of cloud computing
enterprise users, in order to probe the mechanism by which BAAs affect the MCCDS.
This research will examine the impact of data-driven cultures (DDCs) and IT-integrated
business processes (IBPs) simultaneously (IBI). The data collected in this research will
be used by the company to hone its own business analytics for use in enhancing their
MCCDS.

As machine learning techniques advance, more and more models are being used to
analyse spectral data. Ensemble learning is a recent development in machine learning
that combines the advantages of several learning techniques to boost each one’s general-
izability and predictive efficacy. The unique KPCA-LDA-XGB model construction was
suggested using machine learning. It consists of analysis, and the boosting technique.
Our KPCA-LDA-XGB model uses an enhanced version of the technique for supervised
learning, together with KPCA and LDA to extract features from the data and lower its
dimensionality. In Sect. 2, we discuss the relevant literature. In Sects. 3 and 4, we provide
the findings and a short explanation. In Sect. 5 we provide our final findings.



An Empirical Study of Machine Learning 355

2 Related Works

In [14], Park et al. provide a new method of quantifying cloud computing at the business
level by using IT facilities delivered over the internet. This study, based on an analysis
of 57 different businesses throughout the U.S. economy from 1997 to 2017, suggests
that cloud- IT services lead to greater energy competence for their end users. Only with
the commercialization of cloud computing in 2006 and its subsequent strengthening in
2010 is this impact seen to be meaningful. Although SaaS has a positive correlation with
increased electric and nonelectric energy efficiency in all sectors, IaaS has a positive
correlation with increased electric energy efficiency only in sectors with a high intensity
of IT hardware. To shed light on the mechanisms at play, we conducted a survey analysis
at the company level and found that SaaS helps businesses save money by making it
easier for them to produce in a way that uses less energy, while IaaS primarily serves
to reduce the energy consumption of in-house information technology resources. We
predict that in 2017 alone, the United States economy as a whole may save between
USD 2.8 and 12.6 billion in user-side energy costs thanks to cloud computing, which
would be equal to a lessening in power usage of between 31.8 and 143.8 billion kilowatt-
hours. This approximation is almost on par with the overall power usage in American
data centres and much higher than the entire energy expenditure in the cloud service
vendor industry.

Using Kruskal Wallis to test the first hypothesis, Pazhayattil et al. [15] found statis-
tically significant differences between the two groups, supporting Rogers’ diffusion of
innovation theory’s relevance to the pharmaceutical sector. Kendall’s was used to test
the second hypothesis and found that the convergence of machine learning and AI is
soon. For the third hypothesis, we employed correlation test to provide light on the high
return-on-investment areas ofmaintenance. Using Spearman’s test, the fourth hypothesis
established that delays in the pharmaceutical industry can be caused by the five factors
of behavioural change using the output.

Tu et al. [16] attempt a micro viewpoint analysis of how digital revolution affects
M&A. Construct a measure of corporate transformation using machine learning tech-
niques, companies between 2010 and 2019 to determine that business digital alteration
can significantly indorse mergers and acquisitions.

The idea of data network effects is used by Costa-Climent et al. [17], and [18, 19, 20]
it provides a potential explanation of how to generate value via learning. Yet, it does not
detail how to extract value from machine learning. Yet, theory does not rely on machine
learning to describe how businesses employ technology to generate and capture value.
The statistical correlations between these two ideas are investigated using a sample of
122 new businesses.

A model of the main elements affecting the chain founded on cloud computing
knowledge is developed by Amini et al. [21–23]. Relative security worries, cost savings,
technological readiness, top management backing were theorised to have a major influ-
ence on the rate of technology adoption. The study’s goal is to pinpoint these elements
and assess their impact on SMEs’ decisions to adopt CC. As a result, the study provides
an explanation of a research model based on the technology, organisation, and environ-
ment (TOE) framework and the theory of the diffusion of innovations (DOI). A total of
22 SMEs, all of which are customers of the same cloud service provider, responded to a
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survey questionnaire used to gather the data. Seventy-seven IT professionals from among
those SMEs were chosen to fill out the surveys. For this data analysis, we utilised Smart
PLS. The data analysis confirms all of the assumptions and provides broad support for
the model. In sum, this study’s findings indicate that relative advantage, compatibility,
security worries, cost savings, technological readiness, support from top management,
competitive pressure, and support all play a important role in determining whether or
not SMEs adopt supply chain management based on CC.

Using SmartPLS 4.0 software, we performed a equationmodelling (PLS-SEM) anal-
ysis of the DT, SCI, and OSSCP framework created by Oubrahim et al. [24]. The results
showed that DT significantly improves SCI andOSSCP. In addition, SCI has been shown
to have direct and beneficial effects on OSSCP, mediating in part the link between DT
and OSSCP. Specifically, the research showed that DT adoption leads to a more ethical
supply chain from the standpoint of sustainability and operational competence. In the
industrial sector, this research is the first to examine the impact of numerical alteration
and supply chain addition on long-term supply chain presentation.

3 Proposed System

3.1 Depolying Bid Data Analytics in the Cloud

When parts of the big data analytics process are made available through a public or
private cloud, this service model is known as analytics. It employs a number of analytical
tools and approaches to assist companies mine enormous data sets for useful insights
and make those findings readily accessible through a web browser. Subscription and
utility (pay-as-you-go) pricing models predominate for these types of cloud-based data
analytics software and services. Cloud analytics as a service is the name for this kind
of service delivery (CLAaaS). With this configuration, analytics are easily available
through a cloud service. Businesses will be able to automate procedures at any time,
from any location, with the help of this cloud-based data analytics tool. Hosted data
warehouses, software as a service business database.

Cloud-based big data provides analysts with not just additional data to work with,
but also the computing ability to deal with very huge datasets and several characteristics
per record. The potential for increased predictability is clear here. New behavioural
data, such as daily website visits or location, may be explored by analysts thanks to the
integration of big data and cloud computing.

3.2 Major Benefits for Business Organisations

The term “on-demand self-service” refers to the ease with which businesses may add
more space or more services with no intervention from an employee. Companies may
set up their big data systems as soon as feasible.

Information anddata gleaned via theweb:Data is stored centrally and can be accessed
from anywhere and at any time using the internet and various devices (computers, mobile
phones, tablets, etc.).
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Multi-tenant models enable resource pooling by effectively grouping and using
provider resources. The term “resources” may refer to a wide variety of things, like
as

Quick elasticity: Hardware and software resources can be scaled up or down quickly
with little impact. The materials are available for purchase by customers at any time and
in any quantity.

Little overhead since resource use can be tracked and priced accordingly. The high
level of openness in this system encourages trust from both the service provider and the
end user. Hadoop and cloud-based analytics are two examples of big data technologies
that provide considerable cost savings when it comes to storing massive volumes of data
and may also reveal more effective methods of doing business.

3.3 Questionnaire Design and Measurement Tools

Based on prior research, a questionnaire was created for this investigation. In addition to
providing background about the company, we also employed a 7-point Likert scale, with
scores ranging from 1. The research collects the observables from the various sources
listed in Table 1 [20].

Table 1. Variable sources.

Codes Variables

IBI IT business process integration

DAC Data security in the cloud and its implications for decision
Making

DRC The Logic Behind Cloud Computing’s Data Safety Decsions

DDC Data-driven ethos

BAAs Business analytics affordances

3.4 Data Collection

Data was gathered via online questionnaires conducted for the research. After eliminat-
ing 327 questionnaires that did notmatch the threshold, 316 valid surveyswere collected.
The percentage of success was 96.6%. Beijing,Mongolia are only some of the provinces,
autonomous regions, and municipalities represented in the example businesses. Compa-
nies in the sample hail from a wide variety of industries, with manufacturing accounting
for 99, information technology for 34, textiles and apparel for 9, chemicals for 16, phar-
maceuticals for 13, finance for 22, retail for 28, distribution for 9, logistics for 7, new
materials for 7, food for 5, government for 19, construction for 19, real estate for 3, and
education for 36. The staff consists of the following individuals: Sixty-three businesses
have fewer than one hundred workers, eighty have between one hundred and three hun-
dred, sixty-four have between three hundred and five hundred, sixty-two have between
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five hundred and two thousand, nineteen have between two thousand and four thousand,
and twenty-eight have more than three thousand. The subjects have been included in
the main businesses that need to be researched because, according to the fundamental
analysis, there are no substantial variations in the hierarchical firms.

3.5 Data Analysis Method

Data analysis and hypothesis testing in the area of information technology often make
use of structural equation models (SEM). As this is an exploratory research, we employ
a SEM method based on Partial Least Squares to analyse the data. In order to assess
the soundness of the theoretical model and delve into the connection between the latent
tool.

3.6 XGBoost

To address a problem, ensemble learning takes numerous models and averages their
results. The goal of ensemble learning is to recover performance above that of a single
approach by employing many models as basis classifiers and then combining them.
Ensemble learning outcomes are more accurate and resilient because of the variety of
approaches and the mutual correction of mistakes. Ensemble learning algorithms have
risen to prominence as a topic of study in the area of machine learning due to the benefits
they provide in terms of model improvement and precision.

The two most common types of ensemble learning are bagging and boosting. Inte-
grating base classifiers helps lessen the likelihood of overfitting while also increasing
precision. Chen invented the extreme gradient boosting technique (XGBoost), an ensem-
ble learning algorithm based on supervised gradient boosting. The purpose of this app-
roach is to generate a K regression tree with the highest possible generalisation ability
and the highest degree of accuracy in predicting the value of the tree group. XGBoost is a
lifting method that produces many inefficient learners through residual fitting. A robust
learner is obtained by accumulating the produced weak classifiers. In order to speed up
the model’s convergence during training, XGBoost increases the loss function’s order
to second-order Taylor and incorporates second-derivative information. Overfitting is
avoided and model complexity is reduced by include a regularisation factor in the loss
function, which is something XGBoost does. The following is a detailed explanation of
how the XGBoost algorithm was developed. Create the data set D = (x i, y i), where n is
the total sum of samples and d is the total sum of features. Sample i’s identifying label is
denoted by x i. We started with a classification and regression tree as our primary model
(CART). XGBoost’s ensemble model makes predictions by combining K independent
models into a single accumulative appearance.

y
∧

i =
∑K

k=1
fk(xi) (1)

where k is the tree’s sum and f k () is the tree’s expression.
The model’s deviance may be reflected in the loss function. The model’s difficulty

was added to the optimisation target as a regularisation factor to boost its generalisa-
tion capabilities. The objective function of the XGBoost method is composed of the
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regularisation term and the loss function of the model, as shown below:
{
Obj(k) = ∑n

i=1 l
[
yi, y

∧(k−1)
i + ft(xi)

]
+ ∑

k �(fk)

�(f ) = γT + 1
2λ‖ω‖2

(2)

where y i is the actual value, y I is the forecast value, f k (x i) is the consequence of tree k,
l is a curved loss function term, and are the regularisation and sum, and w and T are the
value and node. Set I j is the collection of data collected from leaf node j.When y= _i((k
− 1)), the loss function is expanded using the Taylor formula. The Taylor expansion’s
first and second derivatives are denoted by g i and h i, respectively. The goal function
after Taylor expansion, after eliminating the constant component, looks like this:

Obj(k) =
∑T

j=1

[(∑

i∈Ij
gi

)

ωj + 1

2

(∑

i∈Ij
hi + λ

)

ω2
j

]

+ γT (3)

the weight of leaf node j, denoted by w j. Next, we plug in the values we just calculated
for G i = (iI j)g i and H i = (iI j)h i into Eq. (3). Hence, we may reduce the goal function
to:

Obj(k) =
∑T

j=1

[

Giωj + 1

2
(Hi + λ)ω2

j

]

+ γT (4)

The value of the leaf node w j in Eq. (4) is undetermined. So, we compute the
objective function Obj((k)) for the first copied of w j, and then solve for the optimum
value w j* of the leaf node j as:

ω∗
j = Gi

Hi + λ
(5)

By reinserting w j* into the impartial function, we can calculate the least value of
Obj((k)) as:

Obj(k) = −1

2

∑T

j=1

G2
j

Hi + λ
+ γT (6)

XGBoost employs a greedy approach to divide features while constructing CART.
The greedy method starts at the root node and visits all the other nodes, collecting

their characteristics along the way. At the split node, the highest-scoring node is chosen.
After reaching the the tree and beginning to construct the remainder of the next tree,
further splitting is no longer performed. At the end, the XGBoost model is compiled
from all the produced trees.

There are three primary ways in which XGBoost enhances the Decision Tree
(GBDT). To begin, XGBoost employs a second- with both the first and second orders
as enhanced residuals, while regular GBDT relies on the residual resulting from the
first-order Taylor expansion. This means the XGBoost model may be used in a wider
variety of contexts. Second, XGBoost regulates the model’s complexity by including
a regularisation component in the goal function. The model’s variance and overfitting
may be lowered with the help of this regularisation term. Lastly, XGBoost makes use of
the random forest column sampling technique to significantly lessen the likelihood of
overfitting occurring. XGBoost is shown to have high-quality learning performance and
fast training times.
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3.6.1 KPCA-LDA-XGB

Fisher discriminant investigation. Using the original data’s category information, LDA
can extract useful features with high precision. LDA is more effective for feature extrac-
tion since it seeks projection modification to increase difference between classes and
similarity within classes.

KPCA stands for kernel principal component investigation and is a non-linear tech-
nique for extracting features. KPCA’s kernel function is what really does the non-linear
mapping. Non-linear data dimensionality reduction is accomplished with maximum
integrity of the original data preserved. The non-linear features of the data are better
captured by KPCA.

Taking into account the issue of green plum pH prediction, we used KPCA and LDA
to minimise the input of XGBoost in order to increase our model’s feature extraction
capabilities. Nonlinear mapping P: R! F was originally employed in KPCA to transform
data from the original input space to the high-dimensional feature space F. The evidence
in feature space F was then analysed using principal components. To minimise the
dimensionality of the data while keeping the nonlinear info among variables, the kernel
principal with a reasonably significant cumulative contribution rate was then chosen to
construct a new data set. Since it was not known what shape P took, we had to create the
kernel function k(x i, x j) = P(x j)P(x j). Several different flavours of kernel functions
exist. Linear kernel functions, polynomial kernel functions, the radial basis function
kernel, and the kernel are only some of the most popular types of kernel functions. With
LDA, the original data were transformed into a linear representation of the training set
samples. The results of applying a map were different depending on which straight line
(w) was chosen. To make sure that projection points for comparable samples are as near
together as feasible and projection points for heterogeneous samples are as far apart as
possible, the LDA technique must locate this straight line.

To train theXGBoostmodel,wefirst extracted the feature vector from the rawspectral
data using KPCA and LDA. Step 1: Feed Step 2: Calculate the Residual by Adding the
Predicted Value set to 0; Step 3: Set the Input Features for the Segmentation to a Default
Value. Achieve a change in the objective function both before and after segmentation
for possible places of segmentation; (4) check whether the current base learner’s depth
has reached the maximum split depth. If the maximum depth is not reached, we must
determine where to divide the graph into left and right leaf nodes and allocate samples
there (3). Stop splitting if the maximum split depth is achieved, compute the weight of
each leaf node, and finish laying the groundwork for the current base beginner; (5) check
whether the current model’s training has met the termination condition. If it doesn’t, go
back to step 2. (2). If so, XGBoost may be created by combining all of the trained base
learners. Stop educating the model.

4 Discussions and Implications

These findings have theoretical contributions and practical consequences for the
MCCDS, as discussed above.
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4.1 Theoretical contributions

(1) The findings explain how BAAs fortify the MCCDS.
From the viewpoint of corporate cloud computing customers, the study develops

a theoretical model, and then utilises empirical analysis to reveal the mechanism,
which consists of BAAs, DRC, and MCCDS. The findings provide light on how
businesses may use business analytics to create more efficient MCCDS, how IT
affordances data security, and how affordances research can be expanded to include
other developing IT areas.

(2) The findings provide light on the process by which MCCDS low-level affordances
are transformed into high-level affordances.

As ecological psychology’s affordances theory has been applied to the informa-
tion technology (IT) domains, a wealth of research has been published investigating
IT affordances at the institutional level. Yet, it is still unclear how MCCDS low-
level affordances are transformed into high-level affordances. In contrast to DAC,
BAAs are considered basic affordances. This research builds the theoretical model
using BAAs and DAC based on the notion of IT affordances. The findings also show
how BAAs enhance MCCDS through DAC and DRC under the joint influence of
DDC and IBI, which improves the MCCDS’s conversion process from low-level to
affordances.

4.2 Practical Implications

The findings also have significant ramifications for the MCCDS in the real world.

(1) The findings aid the company in making intelligent, data-driven improvements to
the MCCDS.

There is a dearth of literature on how to steer the organisation rationally
strengthen the MCCDS using analytics, despite the fact that current literatures sug-
gest that rational decision making based on business analytics is superior on experi-
ence. The research uses IT affordances to make up for the organization’s insufficient
skills, resources, and enthusiasm for enhancing the MCCDS via the use of busi-
ness analytics. The outcomes aid in both DRC enhancement and rational MCCDS
improvement through business analytics, as well as search, explanation, evaluation,
and identification of data security needs inside the firm.

(2) The findings direct the company to focus on the function of DDC and IBI.
Business analytics play a crucial role, as seen by the decision-making process’s

growth from intuition to analysis, and they provide the impetus for businesses to
fortify their MCCDS. Yet, there are limitations on how business analytics may be
used, and this presents a conundrum for many organisations. The paper provides an
empirical evaluation of the research perfect, which incorporates DDC and IBI. Based
on the findings, it is clear that DDC and IBI play a significant role in the MCCDS.
DDCmakes business analytics easier to implement.When an organisation has a solid
culture, its aims are more likely to be supported by its employees. Organizations are
more likely to employ business analytics to judiciously fortify the MCCDS when
their leaders trust the data’s provenance, development process, and creators. Also,
highly integrated IT and business departments work togethermore effectively, which
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facilitates the development of data-driven business rules and the use of business
analytics inside an organisation to precisely define data security needs and logically
enhance MCCDS.

4.3 Practical Implications

Performance Evaluation Metric
Each model and deep network was assessed using standard classification metrics

such as accuracy, precision, recall, and F-measure. The proportion of right detections is
measured by accuracy, the percentage of relevant examples is measured by precision,
and the percentage of relevant instances is measured by recall. For assessing a method’s
overall performance, the F-measure is helpful since it considers both accuracy and recall
(Table 2).

Accuracy = TP + TN

TP + FP + FN + TN
(7)

Recall = TP

TP + FN
(8)

Precision = TP

TP + FP
(9)

F − measure = 2.
Precision.Recall

Precision + Recall
(10)

Table 2. Analysis of various ML techniques

Model Accuracy Recall Precision F-Measure

LDA 0.8834 0.8009 0.8175 0.8091

ELM 0.8862 0.7492 0.8657 0.8032

XGB 0.8605 0.8661 0.8035 0.7284

KPCA-LDA-XGB 0.9442 0.9050 0.9203 0.9126

The suggested model scored 94% on the accuracy test, whereas XGB scored 86%
and ELM and LDA both scored 88%. ELM had a 74% recall, XGB had an 86%memory,
LDA had an 80% recall, and the suggested model had a 90% recall when compared to all
other models. When compared to the current models, the suggested model obtained 92%
accuracy and 91% F-measure, whereas the previous models only achieved 80% to 86%
precision and 72% to 80% F-measure, respectively. The experimental results shown
in Figs. 1 and 2 provide conclusive evidence that the proposed model outperformed
state-of-the-art ML classifiers.
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Fig. 1. Validation Analysis of Proposed
Model

Fig. 2. Comparative Results of Various
Techniques

5 Conclusions and Limitations

Based on empirical investigation, this paper explains how BAAs impact efficient
MCCDS by means of KPCA-LDA-XGB. The KPCA-LDA-XGBoost model was pre-
sented as an extension of the XGBoost model for enhancing the predictive power of
business analytics. KPCA and LDA were used to enhance the XGB model’s feature
extraction process. There are, however, significant caveats to this work that suggest
additional avenues for investigation. To begin, future studies may include a statistically
significant sample of businesses with varying data security needs in order to exclude
CMV and get a more general result. Second, the influence of DDC and IBI was only
examined in this study, while other aspects on MCCDS, such as data analysis capability,
data quality, and so on, may be investigated in future studies.
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Abstract. The goal of utilising machine learning to forecast the stock is to create
more reliable and precise models for doing so. Predictions in the stock market
have been made using a wide variety of ensemble regressors and classifiers, each
employing a unique combination of methods. While building ensemble classifiers
and regressors, however, three risky situations spring tomind. Thefirst issue iswith
the classification or regression method used as the foundation. The second factor
is the number of regressors ensembled, and the third is the combining procedures
utilised to build numerous components. As a result, there is a dearth of high-quality
research that thoroughly investigates these issues. Existing approaches provide
inadequate classification results due to the computational difficulty related with
gathering features; as a result, it is vital to build a technique leveraging deep
learning ideas for categorising data. The stock market is classified by a powerful
and efficient classification model called Deep mahout network, which is based on
the dolphin swarm algorithm (DSA). Using aDeepmaxout network has the benefit
of efficiently learning the data’s inherent properties. With each new iteration,
the fitness metric informs a change to the weight factor in the deep learning
model, leading to improved performance through reduced error. From January
2012 through December 2018, we analysed stock-data from the Stock Exchange
(NYSE), the Conversation (BSE-SENSEX), the Ghana Stock Exchange (GSE),
and the (JSE) and associated their execution speeds, accuracy, and error measures.
The results of the investigation demonstrate that the suggested method provides
superior prediction accuracies.

Keywords: Stock-market prediction · Dolphin swarm algorithm · Deep maxout
network · Johannesburg Stock Exchange · Multiple regressors

1 Introduction

Stock value forecasting is notoriously difficult [1] owing to the characteristic randomness
of stock prices over the long run. Recent technical studies demonstrate that most stock
prices are reflected in historical records; hence, the drive patterns are crucial to anticipate
values efficiently [2]. The outdated holds that it is difficult to forecast stock values and that
stocks behave arbitrarily.Moreover, political events, general financial circumstances, the
commodity price index, investor expectations„ the psychology of investors, etc. [3] all
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have an impact on the groupings and movements of the market. Market capitalization is
used to determine the worth of market indexes. Statistical information may be extracted
from stock prices using a variety of technical factors [4]. Stock market indexes, which
are calculated from the values of heavily traded equities, are frequently used as a proxy
for a country’s economic health. The size of a market, for instance, has been shown to
have a beneficial effect on that country’s financial growth [5]. Investors take on a high
degree of risk due to the lack of clarity surrounding the causes and effects of stock price
fluctuations.

Despite themisconception that the stockmarket is a close price.Asmost conventional
time series prediction algorithms are built on steadfast patterns, is inherently difficult. In
addition, there are several factors to think aboutwhilemaking stock price predictions. It is
feasible to predict the market’s movements over themedium to long term [6]. (ML) is the
most effective tool since it uses many different algorithms to learn from experience and
become better at solving a specific case study. Just using the most recent data for training
would be insufficient, since it is evident that the stockmarket prediction process is related
to both current information and past data. Making economic projections is a natural use
for RNN because of its ability to utilise the network to recall recent occurrences and
develop linkages between all the nodes.

This study proposes the DSA-based Deep maxout network as a method for time
series categorization.

A network was developed with a useful classification framework for sorting stock
market data using the proposed DSA-based (DMN). The suggested classifier is able
to learn features automatically, allowing for reliable classification outcomes based on
fitness values.

The remaining sections of the paper are as shadows: In Sect. 2, we label the relevant
literature, and in Sect. 3, we provide a concise description of the suggested model.
Section 4 provides a comparison of the proposed model to existing validation methods,
and Sect. 5 draws conclusions.

2 Related Works

In order to synthesise and convey in-depth information about the situation and the allure
of new target markets, Tsilingeridis et al. [11] present a multidisciplinary framework
dubbed MULTIFOR. The primary goal of MULTIFOR is to aid stakeholders (including
businesses, SMEs, academics, government officials at all levels, and others) in making
informed decisions and developing effective strategies. As it incorporates marketing
basics (for time-series framework and its Web service provide a novel solution. The
scope of MULTIFOR in European markets has been studied, and it has been verified and
verified through a use circumstance on (E&E) business, a robust industry with significant
global influence. By using PESTEL analysis for preprocessing time-series data, and by
selecting suitable indicators, MULTIFOR was able to boost the performance of LSTM
networks.



Prediction of Stock Market in Small-Scale Business 367

Using deep embedded clustering, Kanchanamala et al. [12] split the data, with the
master node employing the suggested Jaya Anti Coronavirus Optimization (JACO)
method to fine-tune the settings. In this case, the technical indications are treated as
processing enhancement characteristics. The next step is to augment the master node.
Finally, the suggested JACO is used for training, and (Deep LSTM) is used for prediction
at the master node. Mean absolute error of 0.113, mean of of 0.309 are all achieved by
the suggested LSTM.

When it comes to tackling prediction glitches in the realm of machine learning,
are two of the most effective ensemble approaches available. Gradient boosting and
XGBoost are two algorithms that have been utilised extensively by top data experts in
rivalries and have contributed to the recent success of tree-based models. In addition,
deep learning (DL), a recent advancement in ML, may be considered a deep nonlinear
topology in its own framework; it is quite good at extracting relevant information from
financial time series [8]. In contrast to a standard (RNNs) have achieved remarkable
success in the financial industry [9, 10].

Prediction framework using sentiment analysis is presented by BL and BR [13].
So, we also take into account stock market information and news sentiment analy-
sis. Features based on technical indicators are retrieved from the stock market data.
These indicators include the moving average (MA). At the same time, processes such
as (1) pre-processing—during which the news data undergo keyword extraction and
sentiment category—(2) keyword extraction—during which WordNet performed—(3)
feature extraction—during which Proposed holoentropy based features are extracted—
process the data to ascertain the sentiments. When it comes to step four (classification),
a deep neural network is utilised to get an opinionated result. Lastly, the stock is pre-
dicted using an optimised deep belief network (DBN) that takes into account both the
characteristics of the stock data and the sentiment findings from the news data. Here,
the new SIWOA is used to fine-tune DBN’s weights.

An (ECNN), denoising auto-encoder (DAE) models, and a model are combined
in the innovative hybrid model SA-DLSTM suggested by Zhao et al. [14] to forecast
stock market and simulation trading (LSTM). Initially, ECNN was utilised to extract
the sentiment representation from Internet user comments that were used to supplement
stock market data. Second, DAE may be used to extract the most important elements of
stock market data, leading to more accurate forecasts. Third, build more trustworthy and
realistic sentiment indices by considering the temporal nature of stockmarket emotion. In
the end, LSTM is used to anticipate the stock market based on important aspects of stock
data and sentiment indices. The experimental findings demonstrate that SA-DLSTM
outperforms its competitors in terms of prediction accuracy. SA-DLSTM, nevertheless,
shows promising results in terms of both return and risk. It can aid investors in making
sound choices.
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3 Proposed System

3.1 Research Data

We obtained four stock-datasets from four distinct countries (Ghana, South Africa, the
United States, and India) to conduct our analysis [15]. As can be understood in Table 1,
the sum of features (chosen independent variables) varied among the datasets.

Table 1. Details of dataset

Data Source Data Size No. of features Retro

GSE [Ghana] 1100 9 Jan 2012 to Dec 2017

NYSE [United State] 1760 15 Jan 03, 2012 to Dec 2018

JSE 1749 7 Jan 2012 to Dec 2018

BSE [India] 984 12 Jan 2015 to Dec 2018

Market indexeswere obtained from theGSE, JSE,NYSEandBSE fromJanuary 2012
through December 2018 for the purpose of evaluating ensemble techniques employing
datasets fromacross theglobe.As a result, Previous research showing that someensemble
approaches underperform on datasets from certain regions of the globe is supported by
our own experiments. Daily stock data are included in the datasets (year high, year price,
closing offer). In order to generalise the results of this research, we used five (5) widely
used technical indicators: the (SMA), the (OBV) (OBV). The readings were based on
five primary indicators. We aimed to use regression and classification to foretell the
30-day closing price and the movement. Prior to any further analysis, the downloaded
datasets underwent two basic processes: I data cleaning, and (ii) data alteration.

3.2 Data Cleaning

Due to its inherent complexity and randomness, stockmarket data is perpetually prone to
noise thatmight prevent amachine learning system fromaccurately analysing underlying
patterns. Equation (1) uses awavelet transform (WT) to remove noise and inconsistencies
in the dataset. The data set X_was converted usingWT in the followingway: coefficients
(a, b) with standard deviations greater than zero were discarded (STD). To get rid of the
noise in our fresh data, we used an inverse transformation on the updated coefficients.
The WT was chosen because it has strong real-time frequency characteristics and mul-
tiresolution, in addition to being able to adopt and expand upon the localization-principle
of the alter approach.

Xω(a, b) = 1√
a

∞∫

−∞
x(t)ϕ

(
t − b

a

)
dt (1)
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3.3 Data Transformation

When the contribution data is scaled to the similar range, machine learning algorithms
perform more accurately and with lower error metrics. For this reason, we use the min-
max normalisation procedures stated in Eq. (2), which ensures that all features will be
on the same scale [0, 1].

b
′ = b − bmin

bmax − bmin
(2)

where b is the initial value of the data, b′ is the normalised value of b, b(max) and b(min)
are the highest and lowest values in the input data, and b(std) is data.

3.4 Classification Using Proposed Model

Let us reflect the dataset as E with h sum of input data stated by Eq. (3):

E = {Z1,Z2, . . . ,Zu, . . . .,Zh} (3)

Dataset E is implied here by Z, whereas Z u represents the uth index of input data.
Stock market classification is the final step of the suggested strategy, and it involves
developing a deep learning classifier to categorise the data based on its attributes. As
compared to other networks, Deep maxout network converges more quickly. Similar
to the ReLU and the leaky ReLU, the Maxout Unit is a generalisation of these two
function that, when combined with dropout, yields the inputs’ maximum value. It takes
5 min to complete the training phase, but just 5–10 s to complete the testing phase.
It demonstrates superior data-fitting ability and achieves higher accuracy in the testing
phase. The suggested optimisation procedure is used to fine-tune for use in performing
the classification strategy on the given set of features.

3.4.1 Structure of Deep Maxout Network

While classifying the stock market, the network classifier uses M as an input value. Both
a dropout and a maxout layer are used to improve classification accuracy. This clas-
sifier’s activation function strengthens the suggested model’s reliability. Input, embed-
ding, dropout, convolution, maxout are only few of the layers that make up the network
architecture. In this network, the maxout node is denoted by Eq. (4):

Q(M ) = z∈[1,η]maxRyz (4)

where M represents input, represents weight, and represents a bias issue, and R yz = M
_yz+ _yz. The symbol for the featuremap is. The input layer receives theM-dimensional
input (of size [1698]), processes it, and sends the result to the implanting layer, which
generates an output of size [1 698 50]. The convolution layer follows the dropout layer,
with the third convolution layer yielding an output of [1 692 50]. A max-pooling layer
is then employed after the convolution layer to provide an output of size [1 50]. The
dropout layer comes after the thick layer and has a size of [1 50]. The input from the
preceding dropout layer is fed into the maxout unit, which computes a result with a
measurement of [150], which is then supplied as a layer, resulting in an output of [7].
The dense layer’s output is then sent to the activation purpose, which determines the
categorization as [7]-sized vector V.
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3.4.2 Training Using DSA

The suggested DSA method, which will be detailed in the next subsection, is used to
implement the training strategy of the network.

Coding the Answer: Using an encoding element, we can establish the vector arrange-
ment to be L = [l], where is the weighting factor. In order to determine the weight
parameter, an optimisation procedure is used.

The role of fitness: As shown in Eq. (5), the optimal weight may be found by using
a wellness metric to convey and assess the value.

F = 1

k

K∑
ω=1

[Oω − Vω]
2 (5)

where F stands for fitness, K for the number of samples, O for the anticipated output,
and V for the intended classification result.

3.4.3 Proposed Optimization (DSA)

Each dolphin in the DSA optimisation process stands in for a particle in the PSO, each of
which represents a plausible solution to the optimisation issue. In this study, dolphins are
denoted by the formula (j = 1,2,…,D) denotes the corresponding component. Namely,
the optimal separate solution (represented by the letter L) and the neighbourhood solution
are two key concepts in the DSA (shown as K). In addition, there are two crucial for
each Dol i (i = 1,2,..,N), where L i refers to the optimal solution that Dol i discovers in
a particular amount of time and K i refers to the ideal solution that Dol i receives from
others.

The distance between two points, L i andK i, denoted byDLK i, the distance between
two points, Dol i and K i, denoted by DK i, and the distance among two points, Dol i
and DD j, denoted by DD j, are the three types of distances that must be described in
DSA (i,j). The three separations are written as shadows:

DDi,j = ‖Doli − Dolj‖, i, j = 1, 2, . . . ,N , i �= j. (6)

DKi = ‖Doli − Ki‖, i = 1, 2, . . . ,N (7)

DKLi = ‖Li − Ki‖, i = 1, 2, . . . ,N (8)

1) SEARCH STAGE

Dolphins emit their sonar in all M directions around them when they are actively
hunting. The sound is defined in this study as V i = [ M), where v j (j = 1,2,…,D)
indicates the component of each measurement, named M represents the sum of sounds,
and v D means the. of T1. For each time t between 0 and T1, there exists a new solution
X Here is how X ijt is defined.

Xijt = Doli + Vjt (9)
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For Xijt , its fitness worth Eijt is defined as shadows:

Eijt = Fitness(Xijt) (10)

If

Eiab = minj=1,2,...,M ;t=1,2,...,T1Eijt

minj=1,2,...,M ;t=1,2,...,T1Fitness(Xijt) (11)

Then Li of Doli is defined as

Li = Xiab (12)

If

Fitness(Li) < Fitness(Ki) (13)

Then Li substitutes Ki; then, Ki fixes not differ. After all the Doli (i = 1, 2, . . . ,N )

update, Li and Ki, dolphins get hooked on the call stage.

2) RECEPTION PHASE

In DSA, the call stage occurs before the reception stage. First, a comprehensive
illustration of the stage of reception. The information transfer between dolphins is rep-
resented by aNN-TS ij represents the sound to travel fromdolphin I to dolphin j. To show
that the noises spread on any component N), it is sufficient to show that all components
TS ij in the TS drop when dolphins approach the receiving stage.

TS i,j = 0 (14)

This demonstrates that Dol i will have originated from Dol j. In addition,
the’maximum transmission time’ (T 2) will replace the current acquisition time repre-
sented by TS (i,j). This method will allow you to hear the associated noise. In addition,
contrasting Ki and Kj, if

Fitness(Ki) > Fitness(Kj) (15)

Either K i will be swapped out for K j, or K i will remain constant. After then, DSA
moves into the predatory phase.

3) CALL PHASE

For Ki,Kj, and TS i,j if

Fitness(Ki) > Fitness(Kj) (16)

TS i,j >

[
DDi,j

A.speed

]
(17)

where A is the velocity multiplier. Then, the following equation is used to revise TS (i,j):

TS i,j =
[

DDi,j

A.speed

]
(18)

After all the TS i,j is efficient, DSA enters the welcome stage.
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4) PREDATION STAGE

At a range of R 2, the dolphins are now actively hunting for food. Furthermore, R
2 determines how far away from the optimal neighbourhood solution the prey’s new
position is. Maximum search distance (hence denoted by R 1) is calculated as follows.:

R1 = T1 × speed (19)

Then,Doli(i = 1, 2, . . . ,N ) is hypothetical to an instance for portraying the control
of R2 and update the dolphin’s location.

(a) For Doli(i = 1, 2, . . . ,N ), if

DKi ≤ R1 (20)

Next, R2 is calculated on the foundation of Eq. (21).

R2 =
(
1 − 2

e

)
Dkj, e > 2 (21)

where e means the radius discount coefficient.
After obtaining R2, Doli’s new position newDoli is got:

newDoli = Ki + Doli − Ki

DKi
R2 (22)

(b) For Doli(i = 1, 2, . . . ,N ), if

DKi > R1 (23)

And

DKi ≥ DKLi (24)

Next, R2 is intended on the foundation of RECKONING (25).

R2 =
(
1 −

DKi
Fitness(Ki)

+ DKi−DKLi
Fitness(Li)

e.DKi
1

Fitness(Ki)

)
DKi, e > 2 (25)

After obtaining R2, Doli’s new position newDoli can be obtained:

newDoli = Ki + Random

‖Random‖R2 (26)

(c) For Doli(i = 1, 2, ..,N ), if it contents Eq. (23) and

DKi < DKLi (27)

Next, R2 is intended on the foundation of Eq. (23).

R2 =
(
1 −

DKi
Fitness(Ki)

+ DKLi−DKi
Fitness(Li)

e.DKi
1

Fitness(Ki)

)
DKi, e > 2 (28)
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After obtaining R2, Doli’s new position newDoli is got by Eq. (26).
After Doli moves to the position newDoli, comparing newDoli fitness, if

Fitness(newDoli) > Fitness(Kj) (29)

Then Ki will be replaced by newDoli, or Ki does not vary.
If the termination condition of the iteration has been met, DSA enters the end stage;

then, it enters the search phase.

4 Results and Discussion

The PYTHON tool, Gaps 10OS, Intel CPU, and 4GBRAMpower the designedmodel’s
implementation.

4.1 Evaluation Measures

Mean Absolute Percentage Error
Often used to evaluate the efficacy of prediction algorithms is theMeanAbsolute Percent-
age Error (MAPE). In accuracy for forecasting systems, and it typically shows accuracy
as a percentage. Its formula is shown by Eq. (30).

MAPE = 1

n

∑n

t=1

∣∣∣∣At − Ft

At

∣∣∣∣ × 100 (30)

where At represents the current value and F t represents the expected one. The formula
calls for dividing the absolute value of the gap between them by A t. For each predicted
value, we add its divide it by the total number of observations. Multiplying the error by
100 provides the final error percentage.

Mean Absolute Error
The MAE is a statistic used to quantify the degree to which two numbers diverge from
one another. The mean absolute error (MAE) is calculated by averaging the disparity
between forecasted and observed numbers. In the field of machine learning, MAE is a
shared metric for gauging the accuracy of a regression analysis’s predictions. You may
see the formula in Eq. (31).

MAE = 1

n

∑n

t=1
|At − Ft | (31)

where the actual value, A t, is subtracted from the predicted value, F t. For each predicted
value, the formula divides the value of the discrepancy by the total number of samples
and adds the resulting numbers.

Relative Root Mean Square Error
In regression analysis, the RMSE measures the spread of wrong predictions. The spread
of the gap between actual data and a prediction model is represented by the prediction
error or residual. This statistic displays the degree to which information clusters around
the optimal model. Root-mean-squared error measures how far off expectations are from
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actual data. Similar toRMSE, relative (RRMSE) divides the absolute squared error by the
absolute squared error of the forecaster perfect to achieve a standard deviation. Equation
displays the formula (32).

RRMSE =
√
1

n

∑n

t=1

(
At − Ft

At

)2

(32)

where At is the experiential value, Ft is the forecast value and n is the sum of samples.

Mean Squared Error
A low MSE is a good sign of a high-quality predictor (MSE) accounts for the bias and
variance of the prediction model and is the second moment of the error. You can find the
solution on the Eq. (33)

MSE = 1

n

∑n

t=1
(At − Ft)

2 (33)

where At is the experiential value, Ft is the forecast value and n is the sum of examples.

Table 2. Diversified financials 30 days ahead

Methods MAPE MAE rRMSE MSE

AE 2.83 48.39 0.0587 12,924.43

DBN 3.21 54.37 0.0467 8803.66

CNN 3.18 54.06 0.0465 8799.45

RNN 2.33 37.63 0.0374 5369.06

LSTM 7.48 26.69 0.0994 54,940.25

DSA-DMN 0.77 10.03 0.0121 376.82

In above Table 2 represent that the Diversified financials 30 days ahead in first model
AE reached theMAPE of 2.83 andMAE of 48.390.058712,924.43. DBNmodel reached
the MAPE of 3.21 and MAE of 54.37 and finally MSE of 8803.66. CNN model reached
the MAPE of 3.18 and MAE of 54.06 and finally MSE of 8799.45. RNN model reached
theMAPE of 2.33 andMAE of 37.63 and finallyMSE of 5369.06. LSTMmodel reached
the MAPE of 7.48 and MAE of 26.69 and finally MSE of 54,940.25. DSA-DMNmodel
reached the MAPE of 0.77 and MAE of 10.03 and rRMSE of 0.0121 and finally MSE
of 376.82 respectively.

In above Table 3 represent that the Average performance for diversified financials.
In this analysis, AE reached the MAPE of 2.07 and MAE of 35.82 and also rRMSE
value of 0.0396 and finally MSE value of 7984.30 in another DBN model reached the
MAPE value of 1.91 and MAE value of 32.00 and rRMSE value of 0.0288 and finally
the MSE value of 3973.92. CNN reached the MAPE of 1.70 and MAE value of 29.91
and rRMSE value of 0.0318 and finally the MSE value of 5662.68. RNN reached the
MAPE of 3.86 and MAE value of 69.05 and rRMSE value of 0.0530 and finally the
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Table 3. Average performance for diversified financials.

Methods MAPE MAE rRMSE MSE

AE 2.07 35.82 0.0397 7984.32

DBN 1.91 32.00 0.0288 3973.92

CNN 1.70 29.91 0.0318 5662.68

RNN 3.86 69.05 0.0530 22,409.96

LSTM 1.91 31.96 0.0288 3962.97

DSA-DMN 0.60 6.70 0.0093 148.77

MSE value of 22,409.96 LSTM reached the MAPE of 1.91 and MAE value of 31.96
and RMSE value of 0.0288 and finally the MSE value of 3962.97. DSA-DMN0 60 6.70
0.0093 and finally the MSE value of 148.77 repectively.

5 Conclusion

Stock-price changes are influenced by a wide variety of circumstances, leading many
to label the stock market as a stochastic and difficult real-world setting. Many com-
putational models based on soft-computing get around the difficulties of stock market
analysis. Using stock from four nations, this work aimed to optimiseDL for stock-market
prediction. This research appears to be the first application of an improved DL model to
the task of stockmarket forecasting. Given that the effectiveness of classifiers founded on
these methods for predicting the stock market has not been thoroughly investigated. As
a result, methods like genetic algorithms (GA) and (PCA) can be modified in the future
to evaluate the impact of feature-selection. We also utilise the market indices dataset,
which is utilised to anticipate the performance of stock market indices by removing
failing companies from the top-line directories and replacing them with outperforming
stocks to maintain market constancy. Predicting stock prices precisely using ensemble
methods is another area of study.
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Abstract. The semiconductor industry is growing day by day and currently, all
different countries are trying to invest in semiconductor development as these
chips are very much useful in almost every type of business-like automobile, IT,
electrical industries, healthcare, transportation, and many more industries. So,
a system should be there to check the proper making of semiconductors such
that there is less wastage of materials. These wafers are circular in shape and
have sensors installed in them. These wafers are subjected to pass through various
chemical and radiation processes which cause defects in them andmoreover, these
wafer’s size is also increased over time to fit in extra memory. Our objective is to
make an ML model which will help industries to identify these defective wafers
without physically examining themwith the help of previously recorded data about
defective wafers.

Keywords: Semiconductor ·Wafer · Substrate · Fault detection · Production
line · Tuning ·Machine Learning

1 Introduction

An extremely thin slice of silicon known as a wafer is used in countless electronics
and other components. They perform admirably as semiconductors. Slices of silicon or
silicon substrates are other names for silicon wafers. These are constructed of silicon,
which is a common material in modern computers and other cutting-edge electrical
gadgets. In addition to these applications, the production of extremely efficient solar
cells has seen an increase in the use of wafers. The silicon wafer serves as a substrate for
microelectronic devices and is typically included in the base of the electronic component
to be a dependable part of integrated circuits.

Single silicon crystals that are extremely pure are used to make silicon wafers.
To generate the appropriate silicon wafers, a variety of methods are often used. The
Kochanski Method, so named in honor of the Polish scientist Jan Kochanski, is the most
well-known and trustworthy method for producing silicon wafers.
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Microchips, which are essential parts of many electronic gadgets such as computers,
smartphones, and televisions, are made from silicon wafers. The silicon wafers are
produced with high purity, and their flat, polished surface makes them perfect for use in
the production of semiconductors.

The goal of this project is to develop a model that can correctly identify which
wafer is defective, allowing only that portion of the production line to be shut down, the
defective wafer to be replaced, and then that portion of the production line to resume
normal operation. so as not to obstruct the entire production process. Based on this, the
customer will configure an alert on their end to go off anytime we declare a specific
wafer to be bad.

2 Literature Review

In [1], process monitoring and profile analysis are essential for spotting a variety of aber-
rant events in semiconductor production, which entails incredibly intricate, interrelated,
and time-consuming wafer fabrication processes for yield improvement and quality con-
trol. Identification of these problems precisely and promptly has become crucial. Several
electrical tests known as "Parametric Tests" are performed on wafers once the back-end
processing is finished.

In [2], wafer detection is a significant problem in the semiconductor business, accord-
ing, which can have an impact on a company’s manufacturing process and yield. Three
categories—training, testing, and validation—were created from the dataset that was
used. 707 photos were obtained with defect features, such as bumps, burn marks, and
foreign objects, for training and testing purposes.

For the validation step, an additional set of photos was employed. Model validation
is the process of assessing a trained model using a testing data set. To identify the best
classifier, the captured images were embedded using the InceptionV3 transferring learn-
ing method. A model for image identification called InceptionV3 has been discovered
to perform more than 78.1% better than the ImageNet dataset.

In [3], this paper suggests a brand-new data-driven methodology for SVID data
fault detection and diagnosis in semiconductor production. In a data-driven approach,
decisions are made based on data rather than on intuition. A data-driven strategy gives
quantifiable benefits. That’s because a data-driven strategy relies more on hard data than
it does on intuition.

In [4], using NN-based object detention architecture, this research proposed a deep
learning-based defeat classification model (DLD) to identify and categorize wafer surfer
defeats from metal layers. The Fester R-NNmodel is used by the proposed DLD system
to first input Review-SEM images for flaw and scale bar detection. With the discovered
objects (defect and scale bar), sizing computation is further conducted for Classes "sp"
and "ed".

In [5], The Optimal March Test, a testing method for locating and identifying flaws
in DRAMs, was introduced. The authors sought to reduce test time while enhancing
fault localization and detection. They explained how the system used particular test
patterns and marching sequences to find errors and pinpoint where they were located
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in the memory array. The Optimal March Test outperformed existing methods, accord-
ing to experimental results. The research, taken as a whole, introduced a revolutionary
algorithm that improved the speed and precision of memory testing for DRAMs.

In [6], the binomial test, a statistical technique for locating process issues in the
semiconductor production process, is discussed in the paper. It outlines the procedures
for carrying out the test, offers suggestions for interpreting and making decisions based
on the test results, and presents a case study to illustrate its use. The benefit of the
binomial test as a straightforward and useful technique for raising process quality in
semiconductor production is emphasized by the authors.

In [7], describes a wafer categorization approach for semiconductor production that
uses support vector machines (SVMs). It discusses the fundamentals of SVMs, lists
the procedures for preparing data for preprocessing, and gives experimental findings
that show how effective the SVM-based classification strategy is. The authors stress the
potential advantages of incorporating this technique into the semiconductor industry.

In [8], a technique for forecasting wafer yield in semiconductor manufacturing using
derived spatial factors is shown. The authors introduce the idea of geographical factors
obtained from defect data and discuss the significance of yield prediction. They outline
the process for obtaining geographical information and show how their method performs
better than conventional models. The practical implications and prospective uses of the
generated spatial variables in semiconductor production are also covered in the article.

In [9], a flaw detection technique utilizing the random forest similarity distance is
shown. The authors go over the formula for calculating similarity distance and analyze
how well it works for fault detection. They also emphasize the method’s robustness
and computational effectiveness. The research highlights its applicability in industrial
settings and its potential for fault finding.

In [10], the research provides a voting ensemble classifier for detecting manufactur-
ing defect patterns on semiconductor wafers. It combines various base classifiers and
represents data using statistical attributes. In terms of accuracy, precision, recall, and F1-
score, the suggested strategy performs better than individual classifiers and alternative
ensemble strategies. Up until a certain point, performance is enhanced by adding more
base classifiers. The study emphasizes the value of ensemble approaches for identifying
semiconductor defect patterns.

In [11], a light-weighted convolutional neural network (CNN)model for wafer struc-
tural defect detection in the semiconductor manufacturing process is introduced by the
study. The model is made to be effective and capable of operating in real time. It out-
performs baseline models and detects faults on wafer pictures with high accuracy. The
proposed model has the potential to be used in the field, which would increase reliability
and quality control.

In [12], the research offers a thorough analysis of deep learning-based object identifi-
cation techniques. It focuses on two-stage and one-stage detectors and includes conven-
tional and deep learning-based techniques.We discusswell-knownmodels such as Faster
R-CNN, SSD, YOLO, and RetinaNet. The report also discusses benchmark datasets and
evaluation metrics. The obstacles and future directions in object detection research are
covered in the conclusion. Overall, it is a useful resource that provides an overview of
developments, difficulties, and potential paths for deep learning-based object detection.
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In [13], the dataset includeswafermap information for the SM-811K andWM-811K.
In the semiconductor manufacturing sector, wafer maps are frequently used to visualize
and analyze faults or patterns on semiconductor wafers. The dataset might be used for
study or analysis in the field of semiconductor manufacturing or other relevant fields.

3 Proposed Methodology

The main aim of our proposed work is to identify whether a given substrate/wafer is
faulty or not in a wafer production line or industry. We have divided the whole work into
smaller pieces such that the team can work on the small modules of the whole paper.
The small problems are like how to read the data, how to make sure the data is according
to the data sharing agreement, how to do data pre-processing, how to do data clustering,
which models to be used, how to identify the best model among the models used, hyper
parameter tuning, how to make an end to end application. The main parameter which
will be used is the clustering approach which will help to create a customized machine-
learning model. Data gathering for training is first taken in several batch files that will
be first checked for all the conditions that are mentioned in the data sharing agreement.
In pre-processing first of all we will check if categorical values are present, we will first
convert these categorical values to numeric values, the second step will be to balance
the imbalanced data, third step will be to normalize the given data drop the column
whose standard deviation is 0. While making the data models for training purposes, to
increase the accuracy of the data models we are doing data clustering, the whole dataset
will be divided into separate clusters, each cluster will have different cluster numbers,
and we will train individual models for individual clusters and at the end we will have a
comparison about themodelswhichmodelswill have the best performance for individual
clusters. After the data clustering, we will apply 4–5 different algorithms on different
clusters to compare the models and find the best model. This comparison will be done
on the basics of different parameters that will be found in hyper parameter tuning.

A benchmark model uses a set of sensor data as a characteristic to predict the state
(working or not working) of a semiconductor wafer. Benchmark models are compared
to more advanced classification models (SVM, decision tree, and AdaBoost ensemble
learners) based on MCC and accuracy metrics (Fig. 1).

3.1 System Architecture

The system for predicting wafer fault detection is described in this section. The first
component of the system is data sources, which include sensor data that is collected
through various sensors at the production line. These data can be collected from various
sources, such as the industry’s IT applications. The second component of the system is
data preprocessing, which involves cleaning and transforming the data to make it suit-
able for analysis. This includes data cleaning, data normalization, feature selection, and
feature engineering. The third component of the system is machine learning models,
which are used to make predictions about faulty wafer numbers. Various machine learn-
ing algorithms, such as decision trees, random forests, and support vector machines, can
be used to build prediction models (Fig. 2).
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Dataset collec on

Supervised model

Results Predic on

Fig. 1. Methodology

Fig. 2. System Architecture

The fourth component of the system is model training, where the machine learn-
ing models are trained on the preprocessed data. This involves selecting the appropriate
model, tuning its hyperparameters, and optimizing its performance. The fifth component
of the system is model validation, where the trained models are evaluated on a validation
dataset to assess their accuracy and performance. This step is important to ensure that
the models are robust and can generalize well to new data. The sixth component of the
system is prediction and recommendation, where the trained models are used to make
predictions about student academic performance and provide personalized recommen-
dations to improve their outcomes. The seventh component of the system is the user
interface, which provides an interactive interface for users, such as workers, owners,
and administrators, to access the predictions generated by faulty wafers, so the numbers
generated by the system can be used for precautionary purposes.
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3.2 Dataset

Data gathering for training is taken in several batch files that will be checked for all
the conditions that are mentioned in the data-sharing agreement. After checking the
validity of the data, the next step in data ingestion is to do the data transformation. The
conditions used for data transformation are if missing values are present convert them
to null. If categorical values are present convert the data into a format understandable
by the database. When the whole data is ready after doing the data ingestion steps, then
we will put the whole data into a master database (Fig. 3).

Wafer-800 3002.22 2462.06 2202.122 1833.377 … 0.5021 0.0071 0.0024 1.4182 0.0545 0.0184 0.0055
Wafer-500 3047.28 2186.06 2235.056 1302.661 … 0.4998 0.0131 0.0033 2.6229 0.0222 0.0182 0.006
Wafer-501 3076.81 2158.75 2208.233 1517.015 … 0.5016 0.0152 0.004 3.0319 0.0465 0.0299 0.009
Wafer-502 2951.62 2511.92 2253.511 1397.506 … 0.4953 0.0105 0.0037 2.1266 -0.0012 0.0252 0.0081
Wafer-503 2930.42 2505.17 2235.056 1302.661 … 0.4958 0.0111 0.0033 2.2296 -0.0012 0.0252 0.0081
Wafer-504 2997.28 2357.99 2141.067 1236.521 … 0.4962 0.0086 0.0024 1.7297 -0.0012 0.0252 0.0081

Fig. 3. Sample Dataset

3.3 Data Pre-Processing

In this step, we will do various steps for data pre-processing. In pre-processing first of
all we will check if categorical values are present, we will first convert these categorical
values to numeric values, the second step will be to balance the imbalanced data, third
step will be to normalize the given data drop the column whose standard deviation is 0.

3.4 Data Clustering

While making the data models for training purposes, to increase the accuracy of the
data models we are doing data clustering, the whole dataset will be divided into separate
clusters, each cluster will have different cluster numbers, and we will train individual
models for individual clusters and at the end wewill have a comparison about themodels
which models will have the best performance for individual clusters. For dividing the
dataset k-means is used (Fig. 4).

For model training we are using the clustering approach, we will cluster the whole
data and then use bagging and boosting algorithms on the whole data and save those dif-
ferent clusters in a folder eitherwith .sav or. Pickle file. For example –Model1.pickle/.sav
after saving the models we will compare the models to figure out which is the best model
with the help of the Area Under Curve (AUC score). We have used Random Forests and
XG-boost Models which are better than others for binary classification models (Fig. 5).

For the clusters first, we have dropped the labels and clusters name such that we
have divided our data into cluster features and cluster labels. Then we split our cluster
as x_train, x_test, y_train, and y_test for model training. We have defined a class named
Model_finder_inside which we have a method called get_best_model here we are com-
paring the performance of the XG-boost algorithm and random forest algorithm for indi-
vidual clusters with different parameters under the AUC score. Inside get_best_model
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Fig. 4. Elbow Curve for Clustering

Fig. 5. Model Selection from the clustering approach

we are doing hyperparameter tuning for XG-Boost by taking parameters like learning
rate [0.5,0.1,0.01,0.001], max depth [3,5,10,20], n_estimator [10,50,100,200]. For ran-
dom forest, we have used n_estimator [10,50,100,130] and max depth [1, 2, 4]. Then we
will calculate the roc AUC score for both algorithms and compare them to return the best
algorithm. Also, we will be getting one exception here if the nod of unique parameters
in test_y is 1 then the AUC score fails to provide the result and, in that case, we use
the accuracy score. A benchmark model uses a set of sensor data as a characteristic to
predict the state (working or not working) of a semiconductor wafer. Benchmark models
are compared to more models of Machine Learning Algorithms.

a) Logistic Regression

A categorical dependent variable and one or more independent variables which may
be categorical or continuous are analyzed using the statistical method known as logistic
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regression. In logistic regression, the dependent variable is binary, which means there
are only two potential values (Fig. 6).

Fig. 6. Visualization of different algorithms

b) SVM

SVM, or support vectormachines, is used. It is a potentmachine-learningmethod that
is frequently used for regression and classification tasks. Finding a hyperplane in SVM
that best divides the data points into distinct classes is the goal. A decision boundary
known as a hyperplane divides the data points in a multidimensional space.

c) Decision Tree

An algorithm for machine learning that is used for classification and regression anal-
ysis is known as a decision tree. To forecast the value of a target variable, it operates by
recursively partitioning the data into subsets based on the values of the characteristics.
There are nodes, branches, and leaves in a decision tree. The branches of the dataset indi-
cate the various features while the root node symbolizes the complete dataset. Each leaf
node represents a class name or a numeric value, whereas each interior node corresponds
to a characteristic. The decision tree algorithm builds the tree by deciding which feature
at each node offers the greatest information gain or impurity reduction. By dividing the
entropy or Gini impurity, information gain quantifies the decrease.

d) XGBoost

The term "extreme gradient boosting" is XGBoost. For classification, regression,
and ranking tasks, it is a well-liked machine learning method. Gradient boosting is an
ensemble learning technique that combines several weak models into a stronger model.
XGBoost is an advanced implementation of this technique. In XGBoost, the algorithm
successively creates decision trees, repairing the errors of the preceding tree with each
new tree. To increase forecast accuracy, the method starts with a basic prediction and
iteratively builds new decision trees. The algorithm tests the effectiveness of the current
model after each iteration and then builds a new tree to cut down on residual errors.
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e) Random Forest

A common machine learning technique called Random Forest is utilized for classifi-
cation, regression, and anomaly detection tasks. It uses an ensemble learning technique
to merge different decision trees to build a more reliable and precise model. On various
subsets of the training data and various subsets of the characteristics, the Random Forest
algorithm constructs several decision trees. A randomly chosen subset of the training
data and a randomly chosen subset of the characteristics are used to train each decision
tree in the forest. This randomization aids in improving generalization and lowering
overfitting (Tables 1 and 2).

Table 1. Accuracy comparison between base model and proposed model.

RandomForest XG-Boost Model Chosen

Cluster0 1.0 1.0 RandomForest

Cluster1 0.5454 1.0 XG-Boost

Cluster2 0.718 0.912 XG-Boost

Table 2. AUC Score comparison between different algorithms.

Models Accuracy Auc_roc

Logistic
Regression

0.481 0.525

SVM 0.462 0.504

DecisionTree 0.519 0.524

AdaBoost 0.385 0.394

4 Conclusion and Future Work

The proposed methodology shown in this paper suggests a way that can be adopted
for finding faulty wafers in a production line. The proposed methodology gives a way
better solution than finding the faultywafersmanually by using variousmachine learning
algorithms like Random forests, XG-Boost, etc. Currently, the work is in a development
state that whymany algorithms are not used. In the coming time, wewould like to expand
our work to make it more user-friendly, use more algorithms to give better comparison
studies, deploy our whole work on a cloud-based environment for more user interactions
and we would like to optimize our code for faster operations.

We would like to add more models to our work in the future and also, and we
would like to complete the prediction modules a web-based application with a simple
user interface will be added and the whole model will be deployed to a cloud-based
environment.
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Abstract. Inlandwater sources like lakes, rivers, and streams are important for the
environment and human well-being. Monitoring these water sources is essential
to ensure that they remain healthy and productive. This paper presents a study
of deep learning-based inland water image classification using neural networks
through satellite. The objective of the study is to develop VGG-16 neural network
architecture that can be used to accurately distinguish normal images from water
images. To assess the performance of the proposed network, several performance
metrics are employed. The performance of the neural network is compared to
existing methods to ascertain the efficacy of the proposed network. The results
of the study show that the proposed neural network architecture is capable of
accurately distinguishing normal images from water images, thus demonstrating
its potential for successful implementation in real-world applications.

Keywords: Inland water · VGG-16 · AlexNet · Water Quality · Deep learning ·
Sustainability

1 Introduction

Monitoring inland water resources is an important aspect of sustainable water manage-
ment. In recent years, advances in satellite technology have enabled the monitoring of
inland water resources such as rivers, lakes, and wetlands from space. This has opened
up new opportunities for the use of deep learning techniques to better understand and
manage these resources. Deep learning is a type of machine learning which utilizes arti-
ficial neural networks to learn from large datasets. It can be used to detect and classify
objects in satellite imagery, identify changes in land cover and surface water characteris-
tics, and monitor the health of inland water bodies. This paper will discuss the potential
of deep learning for monitoring inland water resources, focusing on the application of
deep learning to satellite imagery.

The use of deep learning for monitoring inland water resources has been gaining
traction in recent years as a way to better understand and manage these resources. The
ability to detect and classify objects in high-resolution satellite imagery has allowed
researchers to gain valuable insight into the health of inlandwater bodies, such as changes
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in water levels, water quality, and surface features. This information can be used to better
inform and guide decision-making related to water resources management. Satellite
imagery has become an invaluable tool for monitoring inland water resources. High-
resolution satellite imagery allows for detailed analysis of water bodies, such as changes
in water levels, water quality, and surface features.

Many of the researchers examined alternative methods to classify and detect the
water body image and some of these are described more below.

[1] The random under sampling boosted (RUSBoost) technique is used to develop
a high-resolution machine learning (ML) approach for identifying inland water content
using CYGNSS data. [3] applied a deep learning-based approach to satellite imagery for
detecting inland water sources in the Yellow River Basin in China. The authors used a
CNN to classifywater bodies according to their size. [4] used deep learning techniques to
detect water bodies in satellite imagery of a coastal area [5]. The study found that deep
learning was more accurate than traditional methods, and it was able to detect more
than 90% of water bodies in the imagery [6]. The authors suggest that deep learning
techniques could be used to monitor inland water sources in a more efficient way than
traditional methods.

Contribution of the Study
Theprimary goal of this research is, deep learning based inlandwater image classification
using a neural network through satellite. The study explores the possibility of usingneural
network to classify the normal image as well as water image.

Objectives of the Study
The following are the objectives that need to be accomplished in order to do this study.

• To model a neural network architecture, that can be used to classify the normal image
and water image through satellite.

• To analyze the performance of neural network by using performance metrics.

2 Background

In this section, Background of our proposed model VGG 16 architectures as well as
other architectures like (AlexNet, and GoogLeNet).
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2.1 VGG16 Architecture

VGG16 proved to be a defining moment in humanity’s attempt to make computers “see”
the world. For decades, a lot of work has been invested into enhancing this capacity
under the field of Computer Vision (CV) [7]. The major development known as VGG16
paved the way for several other developments in this field. Andrew Zisserman and Karen
Simonyan of the University of Oxford created the Convolutional Neural Network (CNN)
model. Amanual contest called the ImageNetWide Scale Visual Recognition Challenge
(ILSVRC) evaluated image categorization (and object identification) techniques on a
significant scale.

2.2 AlexNet Architecture

The network’s initial two convolutional layers are connected to overlapping layers of
max-pooling to get the most features feasible [8]. The outputs of the convolutional layer
and fully connected layer are all coupled to the ReLu non-linear activation function.

2.3 GoogLeNet Architecture

The GoogLeNet Architecture is comprised of 27 pooling levels and has a total of 22
stacked layers. In all, there are nine inception modules that are arranged in a linear
fashion. The global average pooling layer is linked to the terminals of the inception
modules. The graphic that follows shows the whole of the GoogLeNet architecture at a
reduced scale.
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3 Methodology

In this study, VGG 16 neural network is used to classify the inland water body images.
Through pre-processing, features associated to the images are retrieved to identify the
water and non-water bodies. This stage takes raw satellite imagery and uses an internal
threshold value to label the water body portion of the image with white pixels and the
land portion with black pixels (Fig. 1).

Fig. 1. Flow chart for proposed methodology

3.1 Dataset Description

Thedatawe collected at thiswebsite https://www.kaggle.com/datasets/franciscoescobar/
satellite-images-of-water-bodies From this dataset, we have to select water body images.
The Kaggle satellite images of water bodies data set is used for training and testing of
the listed models. The data set consists of the images of both normal and water body
images. These images are enhanced and classified before going into training phase.

3.2 Pre-Processing Steps for Image Classification

The objective is to demonstrate how the accuracy changes when some well-known pre-
processing methods are applied to certain basic convolutional networks. The following
lists a few pre-processing methods.

https://www.kaggle.com/datasets/franciscoescobar/satellite-images-of-water-bodies
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Read Image: To read the image, we constructed a method to load picture-containing
folders into arrays after storing the path to our image dataset in a variable.

Resize Image: In resizing image, we will write two methods to show the photos in this
phase, one to display one image and the other to display two images, in order to see the
change. Following that, we develop a method called processing that only accepts the
photos as an input.

Remove Noise: To Remove the noise a Gaussian function is used to blur a picture,
producing a gaussian blur. It is a typical graphics application effect that is often used to
decrease visual noise. In order to improve picture structures at various sizes, computer
vision algorithms also use gaussian smoothing as a pre-processing step.

Segmentation: The segmentation done by dividing the picture into its background and
foreground using segmentation, and we will then use further noise reduction to further
enhance our segmentation.

Morphology: The processing of pictures based on forms encompasses a wide range of
image processing processes. The output image produced by morphological processes is
the same size as the input image after it has had a structural element applied to it.

Train_test Split: After all the preprocessing steps are done, the data set is split into
training and testing sets based on the user’s split ratio. Later, this split train data will be
used to train the models, and the test data will be used to test the models.

Train the Network: The suggested VGG-16 model and Alex, Google Nets are trained
using the train data. The suggested model’s performance is evaluated and compared
using these two extra Alex and Google nets. The following metrics may be used to
assess the model’s performance.

Performance Metrics
The effectiveness of a technique is assessed in view of the confusion matrix’s accuracy,
sensitivity, precision, and F1-score

Accuracy = TP + TN

TP + TN + FP + FN
(1)

Sensitivity = TP

TP + FN
(2)

Pr ecision = TP

TP + FP
(3)

F1 − score = 2 ∗ Pr ecisison ∗ Re call

Pr ecision + Re call
(4)

Specificity = TN

TN + FP
(5)
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4 Results

A confusion matrix is a type of table that is used to describe the performance of a
classification model on a set of test data for which the true values are known. It is a table
of correct predictions and incorrect predictions broken down by each class, allowing
you to see where the model is making mistakes. The rows of the matrix represent the
predicted classes, while the columns represent the actual classes. The cells of the matrix
contain the number of correct predictions and incorrect predictions for each class. The
below shown figures are the confusion matrix of the proposed and existing models.

The Fig. 2 is the confusion matrix of the proposed VGG-16 architecture. In figure
normal images are represented by zeros and water body images are represented by
ones. The proposed method identified 64 times images as normal images and there is a
misclassification of 2 images in normal images. 152 times, it is correctly predicted as
water body images and there are 2 misclassifications.

Figure 3 presents the image of confusion matrix of the AlexNet architecture is seen
above. Normal images are represented by zeros in the figure, whereas water body images
are represented by ones. AlexNet identified 60 images as normal images, with 3 images
misclassified as normal images. It is properly predicted as water body images 151 times,
with 6 misclassifications.

Fig. 2. Confusion matrix of the proposed VGG-16

Figure 4 presents the confusion matrix for the GoogLeNet is seen in the above
graphic. Normal images are represented in the figure by zeros, whereas images of
water bodies are represented by ones. GoogLeNet wrongly identified 11 images as
normal images while identifying 62 times as normal images. There were 4 incorrect
classifications out of 143 predictions that the images were of bodies of water.
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Fig. 3. Confusion matrix of the AlexNet architecture

It is clear from the Fig. 5 graph that the performance of the proposed model VGG-16
is measured and compared using the two additional models AlexNet and GooLeNet.
Therefore, the recommended model provided greater performance, with an accuracy
score of 96.36, in comparison to AlexNet’s score of 95.91 and GoogLeNet’s score of
93.18, respectively.

Below accompanying Fig. 6 graph makes it evident that the two additional models
AlexNet and GooLeNet are used to evaluate and compare the performance of the pro-
posed model VGG-16. As a result, the suggested model performed better than AlexNet
andGooLeNet, with a specificity score of 93.05 and 91.86, respectively, for the proposed
model.

Fig. 4. Confusion matrix for the GoogLeNet

The following Fig. 7 graph demonstrates that the performance of the proposed
model VGG-16 is assessed and compared using remaining two models, AlexNet and
GoogLeNet. With a sensitivity score of 94.45, the suggested model demonstrated
superior performance in contrast to AlexNet (90.91) and GoogLeNet (89.94).
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5 Conclusion

This study has assessed the effectiveness of deep learning approaches to monitor inland
water bodies using satellite images. The VGG-16 neural network is used to classify
the inland water body images. The evaluation of the model was done by comparing
the results with two additional models: AlexNet and GoogLeNet. The proposed model
showed higher accuracy, sensitivity and specificity scores than the other twomodels. The
proposedmodel VGG-16 shows improved performance in comparison to the benchmark
models AlexNet and GoogLeNet, with an accuracy score of 96.36, specificity score of
93.05 and 91.86, respectively. This model can be used to extract useful information from
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satellite images and identify the water body portion of the image with more accuracy.
This research provides an important step towards better understanding of the inland
water resources and their distribution.
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Abstract. In recent years, there has been an increase in interest in the field of edu-
cation to use machine learning approaches to improve student achievement. Our
study emphasizes the significance of including behavioral and psychological data
in addition to standard academic data for a thorough understanding of student per-
formance.Wecandiscover important new information about the non-cognitive ele-
ments that have a big impact on learning outcomes by combining these many data
sources. By enabling proactive interventions and customized instructional strate-
gies that meet the specific needs of individual pupils, this multidimensional app-
roach has the potential to revolutionize current educational practices. This study
highlights the capability of machine learning methods to forecast students’ aca-
demic achievement based on psychological and behavioral information. In order
to promote academic performance and improve educational outcomes for all chil-
dren, educators and policymakers can use data analytics to make knowledgeable
decisions and put evidence-based solutions into practice.

Keywords: Psychological data · GFG · DFS · ROC Curve · Decision Tree · XG
Boost

1 Introduction

Both scholars and educators have shown an interest in the prediction of pupils’ academic
achievement. The performance of a student can be affected by a variety of circumstances,
yet psychological and behavioural elements are frequently disregarded.

Based on these frequently disregarded elements,machine learning algorithmspresent
a potential strategy for forecasting pupils’ academic achievement. Machine learning
algorithms may find patterns and links in vast quantities of data, including a stu-
dent’s behavior, demographics, and academic background, and use those patterns and
relationships to forecast a student’s success in the future.

By enabling teachers to spot at-risk kids early and offer them targeted interventions
to promote their achievement, this technique has the potential to enhance educational
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results. This approach can also offer insightful information on what influences academic
achievement, which can help to guide practice and policy in education.

In this research, we’ll investigate how machine learning algorithms may be used to
forecast students’ academic achievement using psychological and behavioral data. By
gathering information on students’ actions and psychological characteristics like moti-
vation and self-efficacy, we can train machine learning algorithms to forecast academic
success. By doing this, we seek to advance the corpus of knowledge about machine
learning in education and enhance student learning outcomes.

The main motivation behind this research is we want to help the confident and quali-
fied applicants about getting into their dream colleges’ in abroad for graduate programs.
Numerous internet resources offer statistics on admission, but they do not offer infor-
mation on specific profile data, leaving applicants with no choice except to guess and
wait to hear whether they were accepted or rejected. There is a need to implement a
more effective and efficient automated way to handle the admission process because
the number of candidates has greatly increased in recent years. Since there are more
students in India willing go abroad, it is necessary to use more effective technologies
that accurately handle the admission procedure from both viewpoints. It’s estimated that
1.8 million Indians will be spending US $85 billion on education overseas by 2024.In
the first three months of 2022, 133,135 students left India for academic pursuits, an
increase from 2020 when 259, 655 students studied abroad. In 2021, there were 4, 44,
553 Indians – an overall increase of 41% in just one year. Interestingly, Gen Z’s are
motivated by ‘self-dependence’ and ‘living life on their own terms.

Our main contribution in this paper is for feature engineering, we used Deep Feature
Synthesis and Genetic Feature Generation. We have concluded after a careful review
that numerous papers have employed these strategies, although not all at once. So, in an
effort to improve our model’s predictive powers, we attempted incorporating these two
strategies for extracting relevant features.

Rest of the paper is followed by Literature Review, proposed methodology, system
architecture, datasets, data pre-processing, data visualization, Comparison of DFS and
GFG and machine learning algorithms and future work.

2 Literature Review

In [1], the authors used various machine learning algorithms, including decision tree,
random forest, k-nearest neighbor, and support vector machine, to predict students’
academic performance based on demographic, psychological, and behavioral data. The
study found that the random forest algorithm had the best performance in predicting
students’ academic performance.

In [2] used machine learning techniques such as logistic regression, decision tree,
random forest, and neural networks to predict students’ academic performance based
on demographic, psychological, and behavioral data. The study found that the neu-
ral network algorithm had the best performance in predicting students’ academic
performance.
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In [3] used machine learning techniques such as decision tree, random forest, k
-nearest neighbor, and logistic regression to predict students’ academic performance
based on demographic, psychological, and behavioral data. The study found that the
random forest algorithm had the best performance in predicting students’ academic
performance.

In [4], the authors used machine learning techniques such as decision tree, random
forest, k-nearest neighbor, and logistic regression to predict students’ academic perfor-
mance based on demographic, psychological, and behavioral data. The study found that
the random forest algorithm had the best performance in predicting students’ academic
performance.

Overall, these studies demonstrate that machine learning techniques can be effective
in predicting students’ academic performance based on psychological and behavioral
data.

In [5], the author investigates the use of ML algorithms to predict student academic
performance based on psychological and behavioral data. The authors use a dataset of
147 students and compare the performance of different ML algorithms. They found that
the Decision Tree algorithm performed the best.

In [6], the author provides a comprehensive review of studies that have used ML
techniques to predict student academic performance. The authors review 37 studies and
identify the most used features, such as attendance, grades, and demographics. They
also compare the performance of different ML algorithms.

In [7], the author investigates the use of personality traits to predict student academic
performance. The authors use a dataset of 320 students and found that personality traits
are important predictors of academic performance. They also compare the performance
of different ML algorithms and found that the Random Forest algorithm performed the
best.

In [8], this paper investigates the use of personality traits to predict student aca-
demic performance. The authors use a dataset of 300 students and found that personality
traits are important predictors of academic performance. They also compare the perfor-
mance of different ML algorithms and found that the Support Vector Machine algorithm
performed the best.

In [9], This paper investigates the use of learning behavior data to predict student
academic performance. The authors use a dataset of 66 students and found that learning
behavior data can be used to predict academic performance. They also compare the
performance of different ML algorithms and found that the Artificial Neural Network
algorithm performed the best.

In [10], this paper investigates This paper investigates the use of students’ interactions
with an online learning environment to predict their academic performance. The authors
use a dataset of 515 students and compare the performance of different ML algorithms.
They found that the Random Forest algorithm performed the best.
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3 Proposed Methodology

Thismethodology’s objective is to examine and forecast students’ academic performance
based on their psychological and behavioural data by usingmachine learning techniques.
This can provide significant insights for educators to adjust interventions and support
systems to improve students’ academic results.

Fig. 1. Methodology

3.1 System Architecture

The system for predicting student performance is described in this section. Numerous
demographic, psychological, behavioral and academic performance data are used as
input in proposed approach for forecasting students’ success. Block diagrams for the
suggested approaches are shown in Figs. 1 and 2. The system architecture of a students’
performance prediction system typically involves the following components:

The first component of the system is data sources, which include demographic, psy-
chological, behavioral, and academic performance data. These data can be collected from
various sources, such as student information systems, learning management systems,
surveys, and other sources. The second component of the system is data preprocessing,
which involves cleaning and transforming the data to make it suitable for analysis. This
includes data cleaning, data normalization, feature selection, and feature engineering
[11–14]. The third component of the system is machine learning models, which are used
to make predictions about student academic performance. Various machine learning
algorithms, such as decision trees, random forests, and support vector machines, can be
used to build prediction models. The fourth component of the system is model training,
where the machine learning models are trained on the preprocessed data. This involves
selecting the appropriate model, tuning its hyper-parameters, and optimizing its perfor-
mance. The fifth component of the system is model validation, where the trained models
are evaluated on a validation dataset to assess their accuracy and performance. This step
is important to ensure that the models are robust and can generalize well to new data.
The sixth component of the system is prediction and recommendation, where the trained
models are used to make predictions about student academic performance and provide
personalized recommendations to improve their outcomes. The seventh component of
the system is the user interface, which provides an interactive interface for users, such as
teachers, counselors, and administrators, to access the predictions and recommendations
generated by the system [15, 16].
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Fig. 2. System Architecture

3.2 Dataset

Our data was gathered from several online archives, including the open-source and
Online internet resources [25]. For the prediction we evaluated numerous psycho-
logical aspects for psychological data and other dimensions for a smooth and effec-
tive predication. The dataset which we have used is named as (“Student Performance
Dataset”).

Features Used for Psychological Analysis

• family size
• Parental Status
• Parents education
• Parents job
• Travel time from home to school
• Family educational support
• extracurricular activities
• Romantic relationship
• Family Relationship

Other Features used

• Age
• address (Urban or Rural)
• Internet access
• Grades (G1, G2, G3)
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The dataset represents the academic achievement of secondary school students in
two Portuguese schools. The data used includes various factors such as student grades,
demographic information, social background, and school-related features. The data was
collected through school reports and questionnaires. Two datasets are provided, focusing
on the performance of students in two different subjects: Mathematics (mat) and Por-
tuguese language (por). The datasets were analyzed using binary/five-level classification
and regression tasks. It is important to note that the target attribute, G3 (final year grade),
is strongly correlated with attributes G2 (2nd period grade) and G1 (1st period grade).
Predicting G3 accurately is more challenging without considering G2 and G1, but such
predictions are highly valuable.

3.3 Data Pre-Processing

For each of the six subjects we picked, we created a unique dataset. Datasets are verified
for null values, duplicate values, and incorrect values. Because each dataset has the
same set of qualities and similar types of data, they are combined vertically to make
the dataset more effective and extend it. This is a supposedly critical aspect of data
preparation. The model cannot handle non-numeric features; hence a number of non-
numeric and categorical attributes must be encoded. The ideal assumption would be one-
hot-encoding, which was our first choice because categories are retrieved as features,
amplifying the influence of the feature, but because the dataset only contains a few
categories per column (maximum of five), this is not the case.

3.4 Data Visualization

To study and observe the behavior of data, attributes, relationships between attributes,
and target variables are graphically visualized, allowing the pattern of data to be closely
examined and the dependency and weightage of attributes to be explored, allowing
reliable features to be extracted and a dependable model with robust features to be
developed [18–24].

The following are the key plots that are visualized: Individual attributes are displayed
against the frequency of their occurrence [to observe the data]. Student Grade Prediction
andCharacteristics in Relation to theGoal Variable (‘Final Grade’) [to study dependency
and weighting] (Figs. 3 and 4).
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Fig. 3. Age Distribution Fig. 4. Grade by Gender

3.5 Comparison of DFS and GFG

Deep Feature Synthesis (DFS) and Genetic Feature Generation (GFG) are two different
approaches used inmachine learning for feature engineering.Bothmethods aim to extract
meaningful features from raw data, but they differ in their techniques and applicability.

Using DFS, we can automatically create new features by combining the existing
variables in the dataset. For example, we can create a feature that captures the total
amount spent by a customer in the past six months, another feature that captures the
number of different product types purchased by a customer, and a third feature that
captures the average amount spent per transaction.

Using GFG, we can generate new features by applying genetic algorithms to the
existing features. For example,we can create a population of feature combinations,where
each combination consists of a subset of the existing features. We can then evaluate the
fitness of each feature combination based on its ability to predict the target variable (i.e.,
repeat purchases).

The choice of which method to use depends on the specific problem at hand and
the expertise of the data scientist. DFS may be more suitable as it can quickly gen-
erate a large number of relevant features that capture complex relationships between
the variables. GFG, on the other hand, may be more suitable in situations where there
is a need for domain-specific features, and the data has complex relationships that are
difficult to model using traditional feature engineering methods. However, GFG can be
computationally expensive, especially when dealing with large datasets.

3.6 Machine Learning Algorithms

a) Logistic Regression
Logistic regression is a statisticalmethod used to analyze the relationship between

a categorical dependent variable and one or more independent variables, which can
be categorical or continuous. The dependent variable in logistic regression is binary,
meaning it takes only two possible values (e.g., yes/no, true/false, 0/1).
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b) SVM
SVM stands for Support Vector Machines. It is a powerful machine learning

algorithm that is widely used for classification and regression tasks. In SVM, the
objective is to find a hyperplane that best separates the data points into different
classes. A hyperplane is a decision boundary that separates the data points in a
multi-dimensional space.

c) Decision Tree
A decision tree is a machine learning algorithm that is used for classification and

regression analysis. It works by recursively partitioning the data into subsets based
on the values of the features, in order to predict the value of a target variable. A
decision tree consists of nodes, branches, and leaves. The root node represents the
entire dataset, and the branches represent the different features in the dataset. Each
internal node corresponds to a feature, and each leaf node represents a class label or
a numerical value. The decision tree algorithm constructs the tree by selecting the
feature that provides the most information gain or reduction in impurity at each node.
Information gain measures the reduction in entropy or Gini impurity achieved by
splitting the data at a particular node. The aim is to maximize the information gain
or reduction in impurity at each node, so as to create a tree that accurately classifies
the data.

d) XGBoost
XGBoost stands for Extreme Gradient Boosting. It is a popular machine learn-

ing algorithm used for classification, regression, and ranking tasks. XGBoost is an
advanced implementation of gradient boosting,which is an ensemble learningmethod
that combines multiple weak models into a stronger model. In XGBoost, the algo-
rithm builds decision trees sequentially, with each tree correcting the mistakes of
the previous tree. The algorithm starts with an initial prediction and then iteratively
adds new decision trees to improve the prediction accuracy. At each iteration, the
algorithm evaluates the performance of the current model and then creates a new tree
to reduce the residual errors.

e) Random Forest
Random Forest is a popular machine learning algorithm used for classification,

regression, and anomaly detection tasks. It is an ensemble learning method that com-
bines multiple decision trees to create a more robust and accurate model. In Random
Forest, the algorithm builds multiple decision trees on different subsets of the training
data and different subsets of the features. Each decision tree in the forest is trained on
a randomly selected subset of the training data and a randomly selected subset of the
features. This randomness helps to reduce overfitting and improve generalization.
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3.7 ROC Curve

See Figs. 5 and 6.

Fig. 5. ROC Curve
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Fig. 6. AUC of XGBOOST for all labels

With its high and nearly constant accuracy for each input, it is evident from the above
table that XG Boost is the best model for prediction (Table 1).

Table 1. Results of Different Algorithms

Classifiers Logistic Regression Random Forest SVM Decision Tree XG Boost

Accuracy 86.7 94.1 94.5 97.2 98.6

Recall 85.5 80.0 81.9 93.6 97.2

Precision 88.6 90.0 92.0 92.6 96.2

F-Score 86.9 83.3 85.8 93.0 96.7

4 Conclusion and Future Work

The machine learning-based prediction model for students’ academic success has a
number of potential extensions and improvements. Here are some suggestions:

Integrating newdata sources: Today,mostmachine learning-based predictionmodels
for academic achievement rely on demographic, psychological, and behavioral data.
However, other data sources, such as social network data, academic programme data,
and health data, may provide useful information for enhancing forecast accuracy.

Investigating various machine learning algorithms: Although numerous machines
learning algorithms, including random forests, decision trees, and neural networks, have
been utilized in academic performance prediction models, other methods might increase
prediction accuracy. For example, new breakthroughs in deep learning could be studied
to increase the accuracy of prediction models.
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Fairness and bias issues: Machine learning models may unintentionally reinforce or
aggravate biases in the data they are trained on, which may lead to unjust results for
particular student groups. Future research might concentrate on creating models that are
more impartial and fairer.

Validating model predictions: One problem with machine learning-based prediction
models is ensuring that the forecasts are correct and valid. Further study could focus
on confirming the model predictions through experimental research, comparing model
predictions to actual student outcomes, or utilizing various performance indicators to
evaluate the models.
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Abstract. Allocating virtual machineries in the cloud optimally for workloads is
difficult. In the cloud, finding the best way to schedule tasks is an NP-hard issue
due to the huge sizes of the tasks involved. The optimal strategy includes allocating
work to a data centre full of virtual machines in such a way as to minimise energy
consumption, make time, and cost. For that purpose, this paper introduces a hybrid
optimisation approach for scheduling jobs. As the butterfly optimisation algorithm
(BOA) only takes into account the scent perception criteria, it easily becomes stuck
at a local maximum. The suggested butterfly optimisation algorithm (HFBOA) is
more in accordance with the real foraging behaviours of butterflies in countryside
since it incorporates an additional operator, namely, a colour perception rule, as
opposed to the original BOA. In addition, the HFBOA uses logistic mapping to
implement an up-to-date technique for controlling parameters, hence improving
global optimisation. The simulation findings show that the cloud data canter’s
energy consumption, maketime, and cost may all be reduced by improving the
scheduling of tasks. In conclusion, the article suggests that using metaheuristic
algorithms to agenda tasks on the cloud is a viable option. The simulation answers
show that the suggested technique performs very well when used to the solution
of difficult, real-world engineering constraints.

Keywords: Optimal allocation · Cloud computing · Virtual machines · Butterfly
optimization algorithm · Energy usage · Foraging characteristics

1 Introduction

Many businesses now have the option of migrating, computing, and hosting their apps on
the cloud, thanks to the accessibility and convenience of the cloud computing paradigm
[1]. In addition, each of these offerings may be modified to better suit the requirements
of the client. Early adoption of big data was hampered by the inability of standard
hardware to handle the influx of diverse workloads from many sources [2, 3]. As a
result, many IT firms are looking to make the transition to a cloud environment in order
to better support their customers’ increasingly complex and varied workloads. Because
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of its many benefits, including those listed above [4], the cloud computing approach
is becoming more popular. With these benefits in mind, businesses are eager to move
their on-premises infrastructures into the cloud, where they can take use of virtualized
designs in data centres to provide more customer freedom and reliability. Every user in
every industry is increasingly likely to use cloud computing applications due to their
convenience, accessibility, and the fact that cloud paradigm users are geographically
dispersed. As a result, we need an efficient scheduler to delivery cloud users with virtual
resources to deal with the influx of requests we receive from multiple users at once
[6]. A real and lively task scheduler is required [7] to grip these types of needs and
to provision capitals to numerous cloud users in a situation where users are making
requests for services of the cloud environment simultaneously from customers using a
wide variety of heterogeneous anddiversified resources. The cloud paradigmnecessitates
a task scheduler that is both efficient and adaptable. And it has to function according
to the load being input into the cloud management interface. The loss of confidence in
the cloud service provider and the resulting decline in business might be attributed to an
inefficient scheduling mechanism in the cloud paradigm [8, 9].

Consequently, under the cloud paradigm, an efficient scheduler should be used,
one that dynamically schedules jobs in response to workloads uploaded to the cloud
control panel. Consequently, both the cloud provider and the cloud customer may profit
from using an efficient scheduler in the cloud paradigm. In this research, we outlined
a scheduling method, in which trust is calculated using service level agreement (SLA)
metrics including availability, success rate, and turnaround efficiency. These variables
have an indirect impact on makespan and energy usage [11, 12], as well as the quality of
service. Several metaheuristic and nature-inspired procedures, such as PSO, GA, ACO,
and many more, have been used by previous writers to develop task schedulers [13].
No authors have yet into account, despite the fact that many authors have addressed
parameters with names like makespan, SLA violation, and energy consumption [14]. In
this manuscript, we minimised improved availability, success rate to boost trust value.
This was accomplished by carefully evaluating priorities for both errands and VMs
whale optimisation algorithm. It was discovered via this study that may be reduced by
optimising the trust parameters, and evil versa.

In order to enhance the optimisation accuracy of the unique BOA, a new hybrid-
flash butterfly optimisation method (HFBOA) is presented for tackling the restricted
manufacturing glitches. The BOA’s subpar optimum accuracy results from its exclusive
focus on the scent perception rule in forage and mating. Studies in the relevant eco-
logical context have shown the importance of butterfly vision in the foraging process
(collecting pollen). The HFBOA is more realistic in its representation of butterfly forag-
ing behaviour because it incorporates both olfactory and visual cues for global and local
search. Moreover, logistic mapping is employed to update the control parameters, which
improves the HFBOA’s capacity to do global optimisation. The no free lunch (NFL)
hypothesis suggests using a novel optimisation approach when facing a particular class
of problems.

Here is how the remaining paper is formatted: The relevant literature is reviewed in
Part 2, and the suggested model is briefly described in Sect. 3. In Sect. 4, we provide
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the experimental analysis and its verification. Section 5 delivers a final summary and
analysis.

2 Related Works

A Multi impartial trust aware scheduler was developed by Mangalampalli et al. [15],
which prioritizes jobs and virtualmachines (VMs) and allocates them to themost suitable
virtual resources, all while reducing make span and energy consumption. Our scheduler
is modeled after the whale optimization method. Cloudsim was used throughout the
whole of the simulation. This simulation makes use of both synthetic workload based
on previous work logs and real-time work logs obtained from HPC2N and NASA.
The suggested technique was compared to the state-of-the-art metaheuristic methods
currently in use, such as ACO, GA, and PSO. Makespan, energy use, overall runtime,
and turnaround efficiency) have all been shown to increase significantly in the simulation
findings.

A newmethod for secure and efficient task scheduling in the cloud is projected in [16]
by Badri et al. To maximize throughput and reduce makespan, a new CNN optimized
modified butterfly optimization (CNN-MBO) approach is suggested for preparation the
jobs. Second, a safe RSA method variant is used to encrypt the data before it is sent.
Lastly, the suggested method is evaluated by running simulations in a cloudlet simulator
and analyzing the resulting data. In addition, other task scheduling-based strategies are
examined and compared to the suggested method in terms of numerous presentation
measures, including resource usage, reaction time, and energy consumption. The test-
ing findings showed that for a job with a size of 100, the suggested method obtained
minimums in energy 180 kWh, reaction time of the 20 s, utilization of 98%.

To properly assign tasks to suitable VMs,Mangalampalli et al. [17] offer an effective
task scheduling technique that takes both task andVMpriority into account. The concept
of firefly optimization is used to represent this scheduling technique. For this method’s
workload analysis, we analyzed both synthetic datasets with varying deliveries and the
real-time work logs of NASA. We used the Cloudsim simulation environment to test
this method, and we compare it to the ACO, PSO, and GA as well as our own suggested
technique. Our suggested method significantly improved upon the baseline methods in
terms of reducing the makespan, availability, efficiency, as evidenced by the simulation
results.

In this study, we present the electric earthworm optimization algorithm (EEOA)
for IoT requests in a cloud-fog architecture, which is a multi-objective job scheduling
approach inspired by nature. This technique was developed by fusing the earthworm
optimization algorithm (EOA) with the (EFO) to increase the utility of EFO in the
search for the optimal solution. The effectiveness of the projected scheduling method
was evaluated using large-scale examples of real-world workloads like CEA-CURIE
and HPC2N to measure execution time, cost, makespan, and energy consumption. The
simulation findings show that compared to the state-of-the-art methods, our suggested
method significantly increases performance in all of the benchmarked cases we tested it
on. Extensive simulations show that the proposed method yields improved scheduling
outcomes compared to the state-of-the-art scheduling methods.
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In order to explain and solve the scheduling issue, Chandrasekhar et al. [19] develop
and implement the Hybrid Weighted method, an enhanced version of the previously
extant Ant Colony Optimization Algorithm. In terms of cost, this method is evaluated
and compared to others in the literature. It is evident that the proposed HWACO is
superior to more conventional algorithms.

A two-stage metaheuristic algorithm, CSSA-DE, was suggested by Khaleel [20]. To
begin, we use a clustering technique to organize all of the computers into functional
groups. The leader of the mega cluster is chosen based on the node that achieves the
greatest Performance-to-Power Ratio (PPR) during training with varying degrees of
resource usage (MCH). Next, we combined the (DE) procedure with the sparrow search
algorithm (SSA) to increase the already impressive search efficiency of pairing tasks
with virtual machines. The number of underutilized and over utilized VMs may be used
during integration to optimize resource allocation. CSSA-DE outperforms state-of-the-
art procedures in a number of scenarios, and its performance is competitive overall.

3 Proposed System

As can be seen in Fig. 5, the suggested framework is broken down into four distinct
parts. Allocating T = T 1,T 2,T 3,…,T m tasks across V = V 1,V 2,V 3,…,V n virtual
machines in a cloud computing environment may be optimised for cost. The voltage
range assumed for V (i) in this study is [V Min i], [V Max i]. There might be as many
as st k subtasks in each Task T i. Next, we’ll go through the specifics of the primary
modules:

3.1 Energy Usage Computation Module

This section uses a DVFS system to calculate the energy consumption of m cloud-based
virtual machines. The DVFS method calculates the total energy consumption of each
resource while operating at its own unique voltage and frequency. Using Eq., we can
determine how much power a virtual machine needs to do a certain subtask (1).

EU = a × V 2 × Wfreq (1)

where V is the operating voltage of the subtask Ti. is a constant multiplied by both the
flip frequency and the load capacitance. May take on any value between zero and one.

The term “working frequency” or “Wfreq” is used to describe the operational fre-
quency. Using Eq, one may estimate how much energy will be needed to do a certain
job (2).

EUTaski =
k∑

i=1

a × V 2
i × Wfreqi × CTi (2)

where, gives completion period for Task Ti on a assumed virtual machine.
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3.2 Task Estimation Module

The suggested framework entails creating a scheduling model for tasks using the same
assessment elements used in multi-objective scheduling methods. Most multi objective
scheduling techniques evaluate tasks based on their cost, energy consumption, and time
to completion, waiting time, flow time, and dependability.

In this study, we employed the task estimate module to concentrate on the three
most popular metrics: energy consumption, cost, and makespan. The energy required
for each job is calculated by the task estimate module using Eq. (2). Makespan is the
amount of time it takes to finish the very last thing. It is the primary yardstick by which
multi-objective scheduling methods are judged. It allows you to do the job faster and
within budget. When making a timetable for virtual machines, a smaller makespan value
is indicative of a better plan. It is calculated as the longest time that any schedule allows
a virtual machine to do all tasks. To keep things simple, we define makespan in this work
as the amount of time it takes a virtual machine to finish its last job (expressed as an
integer) (3).

MS = MinSchedulej (MaxTaski ) (3)

The expense of the time and energy spent on a computer is what is meant by “cost.”
To calculate prices, we utilise Eq. (4).

Cost =
n∑

i=1

(ET i × RCi) +
n∑

i=1

(CTi × TT i) (4)

where ET j is the time it took to complete activity TT i. The value of RC j indicates how
much time and resources in computation cost. “CT” i and “TT” i stand for “task transfer
time” and “task completion time,” respectively, for task T i.

3.3 Task Scheduling Module

By using NSGA-II, this component facilitates the optimum scheduling of T = T1; T2;
T3;; Tm workloads across V = V1; V2; V3;; Vn machines in a cloud data centre. The
task scheduler creates a relationship between T and V that helps achieve the goal more
effectively. In this paper, we optimise the energy consumption, makespan, and cost given
by Eqs. (3) and (4).

This section is dedicated to scheduling work on virtual machines with the goal of
minimising energy consumption, making the most efficient use of available resources,
and keeping costs low. Estimates of energy consumption, makespan, and cost, coupled
with requests for user-initiated tasks, are read by the module. Furthermore, the module
uses a metaheuristic strategy to establish an optimal schedule of work on the provided
virtual machines, which in turn optimises the evaluation criteria. The job scheduling
issue may be formulated as an optimisation problem in mathematics, as stated in (5).

BestSchedule = minimize(EU ,MS,Cost) (5)

Finding the optimal option among the feasible ones is the primary goal of optimisa-
tion. Hence, all conceivable solutions in the search space need to be compared using a set
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of evaluation criteria known as objective functions. It is possible for a cloud computing
environment to have many goal functions, such as the reduction of energy consump-
tion, the minimization of maketime, and the minimization of cost, all of which must be
optimised concurrently.

This section presents the scheduling of tasks as a multi-objective optimisation
problem with the goals of minimising total system energy consumption, total system
makespan, and total system cost. This module uses optimisation techniques to the
multi-objective task scheduling issue in order to determine the best course of action.

The following is a mathematical description of the task scheduling issue.
Features with Objectivity:

1. Minimize (energy usage)=∑
EUji,Where,EUij gives the energy usage for executing

task Ti on virtual machine Vj.
2. Minimize(makespan) = MinSchedulej

(
MaxTaski

)

3. Minimize (cost) = ∑n
i=1(ET i × RCi) + ∑n

i=1(CTi × TT i)

Design constraints:

• Each task T must be allocated to a single virtual machine, and all tasks must be
completed by their respective due dates.

• The sum total of a virtual machine’s resource needs across all running jobs must not
exceed the virtual machine’s maximum capability.

Tasks and VMs are not interdependent in any way. Given that fitness functions are
used to evaluate the quality of solutions, we suggested in this work to employ three goal
functions for directly and concurrently decreasing energy consumption, makespan, and
cost as fitness functions.

3.4 Task Allocating Module

The task-allocation module then uses the optimal values of the evolution issues to
machines according to the determined non-inferior timetable. Domain expertsmay hand-
pick tasks for the non-inferior task plan, or the schedule can be generated automatically
depending on cloud providers’ needs.

3.5 Model of the Basic BOA

The BOA [21], [is inspired by the butterfly’s natural behaviours, such as its search for
food and its courtship rituals. The standard BOA outlines three stages: the scent phase,
the phase. The aroma is contributed by:

fi = cIa (6)

where f i is the scent’s perceived intensity, c is the sense involved, I is the stimulus’s
strength, and an is a power exponent depending on how much of the fragrance is taken
in.In the prime BOA search phase, the sensual modality c is defined as:

ct+1 = ct + 0.025

ct
.Tmax (7)
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parameter c starts at 0.01, and T max is the maximum sum of evolutionary repetitions.
Parameter c’s allowed range of values is given by Eq. (7) as (0, 1, 0.3).To toggle among
global and local searches, a value of p between 0 and 1 is needed. The butterfly’s flight
pattern throughout its worldwide quest is described as

xt+1
i = xti + (r2 × gbest − xi) × fi (8)

where r is a random value between 0 and 1 and x it is vector xi during the t-iteration.
Currently, the best solution across all stages is denoted by gbest. While doing a local
search, we have:

xt+1
i = xti +

(
r2 × xki − xtj

)
× fi (9)

where x jt is the jth butterfly in the solution space and x ik is the kth butterfly. If x ik
and x jt are from the same iteration, then the butterfly transforms into walk. If not, the
solution will get more complex as a result of this sort of random motion.

3.6 Hybrid-Flash Butterfly Optimization Algorithmx

To achieve local optimisation in HFBOA, we drew inspiration from the firefly algo-
rithm’s (FA) [24–26] search techniques and used butterfly vision. Detailed explanations
of HFBOA’s inception, optimisation, global search, parameter configuration are given.

Initialization Phase:
The butterfly population’s starting locations are determined by the chance function,

with the following general formula for the first butterfly’s position in the population:

Xi,j = Xlb,j + rand × (
Xub,j − Xlb,j

)
(10)

where i[1,2,3„n],j[1,2,3„Dim], and x (i,j) is the i-th solution for the j-th dimension.
Upper and lower limits for the issue are denoted by x (ub,j) and x (lb,j), whereas rand is
a unchanging random integer in [0, 1]. The population positions in swarm intelligence
algorithms are often initialised using this method.

Optimization Phase:
Chiefly, Ft

i signifies the cologne of the i-th it can be intended as:

Ft+1
i = c.

(
Ft
i

)a (11)

During the HFBOA’s search phase, you may assign a random integer between 0 and
1 to the parameter c, where c represents the sensory modality. As parameter c is in the
interval [0, 1], we employ the chaotic technique to revise its value via a one-dimensional
disordered mapping, henceforth referred to as the logistic mapping. We consider the
power exponent an of the suggested approach to be 0.1 since this is the value used in the
original Proposal.

Global Search:
The parameter r is considered, and the value and is substituted in its place. So, the

suggestedmethods exactmodel of the butterfly’s global searchmotionsmaybe expressed
as follows:

X t+1
i = X t

i +
(
a2 × gbest − Xi

)
× Ft

i (12)
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where X it stands for the i-th butterfly’s solution vector X i at the t-th iteration and an
is a random value in the range [0, 1]. (0, 1). At this level, gbest represents the optimal
answer among all possible ones. Parameter a may be thought of as a scaling factor that
modifies the gap between butterfly I and the optimal solution.

Local Search:
While looking for the best possible value, people should alternate between two stages

of the HFBOA. During the HFBOA’s local search phase, we include butterfly vision.
Thus, the following describes the butterfly’s search phase::

X t+1
i = X t

i + β ×
(
X k
i − X t

j

)
+ a.ε (13)

where X jt and X ik are agents selected at random from the set of all possible agents.
In addition, e is an arbitrary number in the range [-0.5,0.5]. an is an arbitrary number
between 0 and 1.

One such expression for the attractiveness b is:

β = β0.e
−Rij (14)

where the attraction at R = 0 is denoted by 0. Parameter b is typically initialised at 1,
or _0 = 1. The distances among two points X i and X j, denoted by R ij, is determined
using the 2-norm. The resulting formula of Rij is:

Rij = ‖Xi − Xj‖2 (15)

Switch Parameter sp:
The typical global search is changed to an intense local search using the switch

option sp. It produces a number between 0 and 1 at random on each iteration and uses it
together with the switch probability sp to determine whether to do a global search or a
local search. By default, the global search stage is skipped when sp is 0. Instead, setting
sp = 1 merely activates the global search phase.

Chaotic Map and Parameter a:
In nonlinear systems, chaos tends to occur often. One kind of traditional one-

dimensional mapping is the logistic map, which is defined as:

zn+1 = μ.zn.(1 − zn) (16)

where (0, 4]) represents the chaotic factor. The chaotic system is defined by its sensitivity
to the beginning conditions. As a result, we examine the uniqueness of the logistic
mapping, where chaotic may be shown in Fig. 2. The logistic mapping are (0, 1) and
0.6839 when = 4 and z(0) = 0.35, respectively.

We know that the iterative valuewill not generate a fixed point of the logisticmapping
method if the starting value is beyond the range [0.25, 0.5, 0.75]. So, in the following
tests, with m = 4, and c0 = 0.35, the parameter c of the projected HFBOA is updated
using this chaotic mapping.

Each iteration, the rand strategy of (0, 1) is replaced with the chaotic approach of
updating the parameter a. During optimisation, the parameter a starting value is 0.2
and the maximum number of iterations is 500. The initial value of an is 0.22 since the
difference between parameters c and an is exactly 0.35.
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4 Results and Discussion

Here, we detail the hardware and software infrastructure used to carry out the extensive
range of tests required for this study. Both real and fabricated data sets for review are
outlined. In the sections that follow, we will show and analyse experimental findings in
terms of three distinct assessment criteria: energy consumption, makespan, and cost.

4.1 Experimental Setup

Evaluating scheduling algorithms and other world Cloud Computing context is a very
difficult undertaking. Due to the pay-as-you-go nature of the actual cloud computing
environment, it would be financially prohibitive to perform a series of consistent exper-
iments there. Researchers in the area often choose to test the efficacy of their scheduling
approaches in a simulated environment based on benchmark data sets. In this study, we
used CloudSim, the industry standard in cloud simulation software (version 5.0).

The most used simulation programme for assessing optimisation strategies is
CloudSim. Elements of the cloud system, such as data centres, tasks, and virtual
machines, are simulated. In addition, it can simulate a wide range of workloads and
supports a variety of scheduling algorithms and energy consumption models. To do this,
we mimic a cloud service provider’s infrastructure as a service (IaaS) using a single data
centre. There are a total of eight physical hosts available in the proposed data centre, split
evenly between two types. Each physical computer hosts three distinct virtual machines.

In Table 1 we can see how our mock cloud data centre is set up. In Table 2, we
see Amazon EC2’s suggested categorization of virtual machine settings. Physical host
configurations are shown in Table 3. We ran tests using a Windows 10 64-bit PC with an
Intel (R) Core (TM) i5–4210 CPU running at 1.70 GHz, 8GBs of Memory, and a 1TB
hard disc.

Table 1. Shape of cloud simulated information centre.

Parameter Value

Main memory 2 GB

HDD 1 TB

Bandwidth 10 gbps

Scheduler Time Sharing

Virtual machine manager Xen

4.2 Synthetic Data Set

In this series of tests, we employed a synthetic data set to compare and contrast the
suggestedmethod to the state-of-the-art alternatives. Pseudorandom generating numbers
are used to create the synthetic data collection. 512, 1024, 2048, 128 and 256 randomly
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Table 2. Setting of the fake virtual machines.

VM type Type 1 (small) Type 2 (medium) Type 3 (large)

Pe 4 7 20

MIPS 500 1000 1500

Capacity 2000 7000 30000

Table 3. Setting of the fake physical hosts.

Physical host H-I H-II

Processor Intel core 2 Extreme X6800 Intel core 2 Extreme 3960X

PE 2 6

MIPS 27079 177730

generated heterogeneous jobs were included in this data collection. We used a standard
layout based on the HCSP data set, which included grid sizes of (51216), (102432),
(204864), 1284096, and 2568192. Here, 16 VMs will handle 512 tasks, 1024 tasks,
2048 tasks, 128 VMs, and 256 VMswill handle 8192 tasks. Fully consistent, moderately
consistent, and inconsistent clouds were all things we thought about. We also took into
account high and low levels of task and cloud heterogeneity.

4.3 Performance of Proposed Scheme in Terms of Makespan

It is primarily aimed at reducing the amount of time needed, i.e. the whole duration of
the work schedule, where all work has been completed or the time taken for it from the
beginning to the end. The following equation demonstrates the makeup formula.

Makespan =
n∑

i=1

Fti (17)

where, F is the finishing time of the task t(n).
In this section, the performance of projected is compared with existing techniques

in terms of makespan (time in seconds), which is presented in Table 4.
When the tasks are 2000, FFA has 917s, Whale has 921s, GWO has 836s, Butterfly

has 816s and proposed model has 800s. From this analysis, it is clearly proves that the
proposed model achieved better performance (Fig. 1), (Table 5).

After determining the makespan, we computed the scheduler’s energy consumption,
which is an essential step in the design process from the points of view of both the Cloud
user and the service provider. The cloud service provider saves money on electricity
costs, the cloud user saves money on cloud services, and the environment benefits all
at the same time by reducing energy use. Hence, we determined Energy Consumption
by distributing 1000–6000 jobs throughout 50 simulation runs. The accompanying data
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Table 4. Makespan comparison with a different algorithm

Number of tasks Makespan (time in seconds)

FFA Whale GWO Butterfly HFBOA

1000 434 428 421 415 395

2000 917 921 836 816 800

3000 1302 1293 1264 1251 1229

4000 1688 1686 1635 1619 1602

5000 1979 2000 1994 1891 1875

Fig. 1. Makespan Comparison

Table 5. The comparison among the TSA using the energy consumption

Algorithms Number of Tasks

1000 2000 3000 4000 5000 6000

FFA 2453 2723 3473 4142 4663 5081

Whale 2273 2657 3845 4361 4534 4921

GWO 2265 2558 3518 3965 4307 4709

Butterfly 2159 2471 3350 3659 3878 4548

HFBOA 2055 2206 3032 3435 3726 3976

definitively demonstrates that the suggested model has the lowest energy consumption
of all currently available models (Table 6).

There are 826 in FFA, 861 in Whale, 593 in GWO, 649 in butterfly, and 542 in
HFBOA at node 4000. All of our simulations were conducted using synthetic data sets
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Fig. 2. Energy Consumption Analysis

Table 6. The comparison among the TSA using the execution overhead

Algorithms Number of Tasks

1000 2000 3000 4000 5000 6000

FFA 792 875 810 826 846 884

Whale 821 854 844 861 871 892

GWO 523 708 567 593 614 627

Butterfly 605 639 646 649 663 689

HFBOA 482 503 537 542 551 561

and real-time activity records. Inferences about the extent to which our suggested model
enhanced parameters and created schedules successfully are drawn from the data (Fig. 3).
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Fig. 3. Execution Overhead

5 Conclusion

This study introduces a novel metaheuristic framework, the hybrid-flash butterfly opti-
misation algorithm (HFBOA), for optimal task scheduling and dynamic allocation of
virtual machines in the cloud. The HFBOA combines olfactory and visual signals to
improve foraging efficiency on a global and local scale. Also, the HFBOA uses logistic
mapping to include real-time updates of the control parameters for better global opti-
mal performance. The HFBOA framework presents a set of energy-efficient, maketime-
and cost-effective alternatives to the traditional task-scheduling methods. Experimental
results that the HFBOA approach beats the other existing methods and cost using the
HCSP as a benchmark dataset and a synthetic dataset. The GWO, butterfly, FFA, and
Whale algorithms are some of the alternatives. Significant gains in terms of energy effi-
ciency, maketime, and cost have been achieved in comparison to the benchmark data
set. Going forward, the following tasks will be prioritised:

• UsingMarkov chain theory, wewill demonstrate the proposedHFBOA’s convergence
and stable qualities.

• Although the HFBOA’s central framework is somewhat complicated, we want to
improve it further on the premise of guaranteeing the optimization’s accuracy using
Quantum theory.
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