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Abstract. Argumentative Zoning (AZ) is a tool to extract salient information
from scientific texts for further Natural Language Processing (NLP) tasks, e.g.
scientific articles summarisation. AZ defines the main rhetorical structure in sci-
entific articles. The lack of large AZ annotated benchmark datasets along with
the manual annotation complexity of scientific texts form a bottle neck in utiliz-
ing AZ for scientific NLP tasks. Aiming to solve this problem, in previous work,
we presented an AZ-annotation platform that defines and uses four categories,
or zones (Claim, Method, Result, Conclusion) that are used to label sentences
in scientific articles. The platform helps to create benchmark datasets to be used
with the AZ tool. In this work we look at the usability of the said platform to
create/expand datasets for AZ. We present a annotation experiment, composed of
two annotation rounds, selected scientific articles from the ACL anthology corpus
are annotated using the platform. We compare the user annotations with a ground
truth annotation and compute the inter annotation agreement. The annotations
obtained in this way are used as training data for various BERT-based models
to predict the zone of a given sentence from a scientific article. We compare the
trained models with a model trained on a baseline AZ corpus.
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1 Introduction

For any research topic, there exist various available scientific articles from conferences,
journal publications etc. Usually, the abstracts of the articles do not provide enough
insights about the salient information in the article. Due to this, it is usually difficult for
a researcher, especially young researchers and students, to decide whether to proceed
reading the full paper text or not and whether it is relevant to their own work.

Extracting salient information in scientific literature is a known challenge, and NLP
techniques are becoming increasingly crucial in trying to address it. The information
to be extracted is part of the main components of any research article, which are:
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the research questions, hypothesis, methodology, results and conclusions. One of the
approaches that are used to identify these components is Argumentative Zoning (AZ)
[18]. AZ refers to the examination of the argumentative status of sentences in scientific
articles and their assignment to specific argumentative zones. Its main goal is to collect
sentences that belong to predefined categories (i.e. zones), such as “claim” or “method”.
AZ is useful as a tool for downstream NLP tasks; e.g. scientific article summarisation
[5,7,9,12,16] and research articles theme classification [6].

Automatic AZ identification has been approached in previous work as a supervised
learning problem to train a model with annotated scientific articles [1,3,14,16–18]. The
bottle neck in training these algorithms is that the training data is obtained by manual
annotation of scientific articles, a work that is complex and often not feasible [20] due
to the technical document structure, the length of the articles, the necessity of domain
expertise. Teufel et al. [18] introduced an annotation schema of seven AZ labels , which
was later updated [17]. Accusto et al. [1] proposed a fine grained annotation schema
with eleven categories for AZ.

Although there are ongoing efforts to create annotated corpus as training data for AZ
models, the main challenge is expanding and creating an AZ corpus on complete papers,
not only abstracts, and for domains other than the Computational Linguistics (CL)1.
With this goal in sight, we proposed in previous work, a platform for the systematic
annotation and, consequently, the creation of new benchmarks to be used for training
AZ identification algorithms [8]. The platform uses a simplified a schema of four labels
that identify the claims, methods, conclusion and results. Sentences from a scientific
article are selected and labeled by a previously trained algorithm and users are asked to
verify and correct the labels. In this work, we examine the feasibility of our platform
in creating an annotated AZ corpus and the use of the annotated data in automatic AZ
identification. More concretely:

1. we present an annotation experiment to annotate selected scientific articles by con-
ducting two annotation rounds (online and onsite) with bachelor and master students
using the AZ annotation platform.

2. we build a new AZ corpus using collected annotations from the annotation rounds
in addition to using it to expand an existing AZ corpus in a previous work [1].

3. we use the constructed AZ corpora to train Bert-based models for AZ identification
and compare their performance against a baseline model.

2 Related Work

Argumentative zoning (AZ) is defined as “the analysis of the argumentative status of
sentences in scientific articles”. The theory of AZ was formalized by Simone Teufel
in her PhD thesis in 1999 [18]. There, Teufel introduced a manual annotation scheme
for scientific articles, focusing on argumentative zones and rules with predefined zones
(i.e. labels) to annotate 48 computational linguistic (CL) papers by categorizing each
sentence into one of 7 zones: BKG, OTH, OWN, AIM, TXT, CTR and BAS. In her work,
Teufel provided an approach that combined traditional hand-engineered features, meta-
discourse features, and classification techniques to automatically classify sentences in

1 Previous work mainly focused on CL domain.
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scientific articles into argumentative zones [18]. It included the release of 80 CL hand-
annotated articles, where each sentence was labeled with one of the above mentioned
zones. Though the corpus is a strong gold standard, it is relatively small in size.

Later, a more fine grained schema of 17 zones was introduced, extending to the
Chemistry domain [16,17]. This work was a step towards showing the applicability
of the AZ theory to different domains. However, the small corpus issue is still present,
with the annotation of only 30 papers from the Chemistry domain and 9 papers from the
Computational Linguistics domain. Recently, deep learning methods have been used in
automatic AZ identification [14], with the obvious conclusion that the AZ identification
is sensitive to the type of embedding used. In addition to the CL and chemistry domains,
the AZ theory was applied to other domains; e.g. biomedical, physics and biochemistry
domains [10,11,13].

Argument mining is similar to AZ. Accuosto et al. [1–3] define argument mining
as the automated process of identifying arguments, their components, and relationship
within text. In subsequent studies, they proposed an annotation schema for identifying
argumentative units and relations specifically in scientific abstract [1–3] and introduced
an annotation schema that aimed to add argumentative components and relations to a
small subset of 60 abstracts obtained from the SciDTB corpus [19]. Their objective
was to identify the boundaries of each argumentative unit [2,3], experimenting with
sentences as argumentative units [1]. As a result of this work, the authors published a
manually annotated corpus of 225 CL abstracts and 285 biomedical abstracts and used
it to fine-tune a BERT based model for argument mining.

Bless et al. [4] introduced an annotation tool for LaTeX documents that differs from
previous approaches in identifying argumentative zones. Their tool employs scientific
knowledge graphs to annotate machine-actionable metadata (i.e. zones), specifically
allowing researchers to annotate their publication while writing the manuscript.

To address the challenge of creating labeled corpora for AZ identification, we pre-
sented an AZ annotation platform [8] . Inspired by previous work [1,18], we define a
simplified AZ annotation schema. This schema is used to assign labels to selected sen-
tences in scientific articles, which users can then correct or agree with, thus facilitating
the annotation process.

3 Manual Annotation for AZ Corpus Creation

Aiming to create AZ corpus, we conducted an annotation task to collect sentences from
selected scientific articles labelled with one of four predefined argumentative categories
(i.e. zones): Claim, Method, Result, and Conclusion. We want to assure the good per-
formance of the annotators by comparing their annotation against a ground truth and to
assess the same level of understanding of annotators of the task. We did two annotation
rounds with students from Telkom University2 who were asked to annotate selected sci-
entific articles using an AZ annotation platform [8]. The user interface of the platform
in the second annotation round3 differs slightly from the one used in the first round4 (see

2 https://telkomuniversity.ac.id/.
3 https://riset.fanzru.dev/login.
4 https://ir-group.ec.tuwien.ac.at/artu az annotation/.

https://telkomuniversity.ac.id/
https://riset.fanzru.dev/login
https://ir-group.ec.tuwien.ac.at/artu_az_annotation/
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Fig. 1), where the modifications include usability improvements collected in a feedback
form after the first annotation round.

Fig. 1. The UI of the annotation platform: V1 is used in the first annotation round, and V2 in the
second round.

In the following, we give more details about the AZ annotation platform, the partic-
ipants per each annotation round, the selection of the scientific articles to annotate, and
describe each annotation round.

3.1 AZ Annotation Platform

In this section, we give a brief overview of the annotation platform [8]. Our platform
takes PDF scientific articles as input from the user, and selects/highlights sentences
from each section of the article based on their similarity with the abstract sentences. We
define four AZ categories that cover the main components of scientific articles: Claim,
Method, Result and Conclusion. Each selected sentence is labeled with one of these
categories where we use a pre-trained BERT model based on the approach proposed by
Accuosto et al. [1] to predict the argumentative category of the sentences. We map each
of the original argumentative category labels to one of our defined four AZ categories
(Table 1). At the end of the process, the platform uses the annotations to create sum-
maries for the annotated article. Evaluating the generated summaries, however, is not
the focus of this paper.

3.2 Participants

The study was conducted with bachelor and master students in their last year, who
volunteered after call for participation in the annotation study. 22 and 11 students
responded to the calls for the first and the second annotation rounds respectively. To
understand their comprehension skills and English language proficiency, we asked the
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Table 1. Mapping the Accuosto et al. [1] annotation schema to ours.

AZ categories in [1] Our AZ categories

proposal Claim

proposal implementation Method

observation Result

result Result

result means Method

conclusion Conclusion

means Method

motivation problem Claim

motivation hypothesis Claim

motivation background Claim

information additional Claim

students to fill a questionnaire in which they indicated their EPrT score5 Fig. 2 shows
the distribution of the EPrT scores among participants in round 1 (Fig. 2a) and round
2 (Fig. 2b). Most of the participants have score greater than 450 which shows that they
can understand common phrases in academic text.

Fig. 2. Distribution of EPrT scores among participants.

3.3 Selecting and Assigning Articles

We selected 48 and 8 scientific articles to annotate for the first and the second annotation
rounds, respectively. Most of the articles were selected from the ACL anthology6 as
the annotators’ background is in the Text Mining and Natural Language Processing

5 English Proficiency Test. https://lac.telkomuniversity.ac.id/en/course/eprt-preparation/.
6 https://aclanthology.org/.

https://lac.telkomuniversity.ac.id/en/course/eprt-preparation/
https://aclanthology.org/
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domain. Figure 3 shows the distribution of the selected articles according to the topic
of the article per each round. In each round, one of the selected papers was assigned to
all of the students in the annotation round and was, thus, used to assess the quality of
the student annotations against a ground truth annotation7. This allowed us to remove
low quality annotations from the final set of annotations. The rest of the papers were
assigned to three students, each, in both rounds so we can have later better judgement
for the evaluation of the Inter-Annotator-Agreement (IAA) rates.

Fig. 3.Main topic distribution of the selected articles.

3.4 Annotation Rounds

As previously mentioned, two annotation rounds were held using two different versions
of the platform’s user interface while maintaining the same core model (i.e. backend):

Annotation Round 1: In this round we used the version of the platform which was
published in our previous work [8]. Annotation instructions were given to the students
via an online session and the guidelines8 were provided as further material to them. The
students were given a two weeks time frame to complete the annotations offline and
deliver their annotated data.

7 The first author of this paper is the ground truth annotator.
8 Annotation guidelines available at: https://owncloud.tuwien.ac.at/index.php/s/lqyUgQmAb
Zg2cf3.

https://owncloud.tuwien.ac.at/index.php/s/lqyUgQmAbZg2cf3
https://owncloud.tuwien.ac.at/index.php/s/lqyUgQmAbZg2cf3
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Annotation Round 2: based on the feedback collected from the previous round, in the
second round we used a slightly modified interface. This round was held as an onsite one
day workshop with the students. The annotation workshop motivation and instructions
were presented to the students. In addition, assistance was given to the students during
the annotation workshop by answering their questions.

4 Making Use of Annotations

In this section we describe how we make use of the collected annotations to train a clas-
sification model for the AZ identification task. In this task we predict the AZ category
(i.e zone) of a given sentence from scientific article. That is, given a sentence from a
scientific article we predict its argumentative category by labeling it with one of our
predefined zones: Claim, Method, Result, or Conclusion.

We train a Bert model for AZ identification, the AZ-Bert model, following on the
approach proposed by Accuosto et al. [1]. Using the same parameter settings as in
Accuosto et al. [1], we train several AZ-Bert models on different training corpora and
compare the models performance using the Computational Linguistic (CL) test corpus
in Accuosto et al. [1].

We utilize the Computational Linguistic (CL) training corpus from Accuosto et al.
[1] to train a baseline AZ-Bert model, we refer to this corpus as SciArgCL (Table 2).
The SciArgCL is composed of 225 abstract sentences labeled with one of the 11 labels,
as shown in Table 1. Before the training, we transform the original AZ categories of the
SciArgCL corpus to our AZ categories (Table 1).

We use the collected annotations from each round to construct training corpus where
we consider different combinations of data to build corpus for training each AZ-Bert
model, as shown in Table 2. We use two strategies to construct corpus from the anno-
tated data: (1) using the full annotated data without processing (we identify this data
from the first and the second rounds with the ids R1 and R2 respectively), and (2)
defining criteria to filter out the corpus from low quality annotations (identified by FR1
and FR2 for the first and the second round respectively). The details of constructing
and filtering the training corpus are mentioned in Sect. 5.

Table 2. Description of corpora used to train AZ-Bert models in different experiments.

Description Training data name Sentences number

Baseline data set SciArgCL 1048

Expansion with whole set of annotation SciArgCL + R1 4268

SciArgCL + R2 1556

SciArgCL + R1 + R2 4776

Expansion while removing low quality annotations SciArgCL + FR1 2997

SciArgCL + FR2 1369

SciArgCL + FR1 + FR2 3318

Collected annotation as a standalone corpus FR1 1949

FR2 321

FR1 + FR2 2270
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We have two types of the experiments: (1) Expansion experiments where we
expanded the SciArgCL dataset with combinations of R1, R2, FR1 and FR2 (Table 2)
to train AZ-Bert models and measure the impact of the expansion on the model per-
formance, and (2) Standalone experiments where we use FR1 and FR2 to construct a
standalone training corpus, from collected annotations, for AZ-Bert to measure whether
we can construct a training corpus for AZ identification using our annotation platform.
We consider only the FR1 and FR2 for the Standalone experiments because the AZ-Bert
model performed better on the expanded data using FR1 and FR2.

5 Results

In this section, we present the results for (1) the annotation task (Sect. 3) by assessing
the quality of the annotation using ground truth annotation and measure the same level
of understanding for the annotators of the task by means of Inter Annotator Agreement
(IAA), and (2) the AZ-Bert experiments (Sect. 4) by comparing the performance of
trained AZ-Bert against a baseline model.

5.1 Annotation

Annotation performance: recall, in Sect. 3.3, that we assigned one paper to be anno-
tated by all students during each annotation round9. The first author of this paper
annotated both articles where we consider her annotation as ground truth annotation.
We compute the metrics: Precision, Recall, and F-measure of the students’ annotation
against the ground truth to measure the students annotation performance. We compute
each metric per each zone. In Table 3, we report the average performance among all
students annotation per each zone and the weighted average (W. Average) performance.
In terms of performance results, we notice the following:

1. Generally, sentences which belong to the Claim zone are easy to be identified this
is because these sentences usually contain clear phrases that make them easy to be
labeled (e.g. “In this work, we propose”, “We present”, etc.).

2. In the first round, the performance of identifying sentences belonging to the Method
zone is very low. This is because the sentences that were extracted and originally
labelled as Method sentences by the platform were sentences which described previ-
ous work and not the original work of the annotated paper. For example the sentence:
“In the SemEval 2017 Task 4 (Rosenthal et al., 2017), a thorough 5x coverage anno-
tation scheme is used (each tweet is annotated by at least five people).” describes
methodology in a previous work which is cited by the article being annotated, how-
ever it was labelled by the platform as a Method sentence. According to our defini-
tion of the Method zone, that it should contain sentences that define methodology
for the annotated paper not a previous work. For the case of a sentence belong to a

9 In the first round: [Sentiment Analysis: It’s Complicated!] (Kenyon-Dean et al., NAACL 2018)
In the second round: [Estimation of Conditional Probabilities With Decision Trees and an
Application to Fine-Grained POS Tagging] (Schmid & Laws, COLING 2008).
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previous work, we define an extra category called Other, this category identifies sen-
tences describing previous work and we ignore the sentences with Other category
from the collected annotated corpus. However, assessing the annotation results, it
became obvious that the use of the Other category was not clear to the students in
the first round which we clarified for them in the second round.

3. The annotation performance in the second annotation round is higher than that of the
first. This is expected since the second round took place on-site, under direct guid-
ance. For clearer analysis of the second annotation round performance, we divided
the annotators of this round into two groups: (1) Old annotators - participated in
both rounds, and (2) New annotators - participated in the second round only and we
calculated the weighted average performance of each group (rows OW. Average and
NW. Average in Table 4). As expected the performance of Old annotators is higher
than that of the New ones since they have prior knowledge of the task.

Table 3. The average of the students annotation performance (in terms of Precision, Recall and
F-measure) during each annotation round per each zone and the weighted average performance
of all zones.

Label Round 1 Round 2

Precision Recall F-measure Precision Recall F-measure

Claim 0.85± 0.13 0.87± 0.16 0.85± 0.12 0.95± 0.05 0.85± 0.17 0.89± 0.11

Method 0.13± 0.28 0.27± 0.46 0.15± 0.30 0.86± 0.12 0.63± 0.11 0.72± 0.10

Result 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.61± 0.19 0.72± 0.25 0.61± 0.15

Conclusion 0.49± 0.50 0.53± 0.51 0.5± 0.5 0.00± 0.00 0.00± 0.00 0.00± 0.00

W. Average 0.68± 0.20 0.61± 0.17 0.61± 0.17 0.82± 0.06 0.70± 0.10 0.74± 0.08

OW. Average 0.83± 0.05 0.71± 0.03 0.75± 0.03

NW. Average 0.80± 0.06 0.69± 0.13 0.72± 0.10

Inter Anotator Agreement (IAA): Each paper was annotated by three annotators in
addition to the paper that was annotated by all of the students during each annotation
round. We use these annotations to compute the pair wise inter-annotator’s agreement
using Kappa κ Cohen score to assess the same level of understanding of different anno-
tators for the task definition. We report in Table 4 the average with the standard devi-
ation, minimum and maximum of the pairwise agreements. Noticing the results in the
first row, the agreements are moderate for both annotation rounds. We were expecting
based on the annotation performance results (Table 3), that the agreement in the sec-
ond annotation round should be higher than that of the first. For further analysis of the
results, we filtered the annotations by removing low quality annotations considering the
average F-measure (Table 3) as a threshold for the annotation quality and removed all
instances of annotations for annotators with performance less than the threshold. Then,
we recomputed the agreement using the filtered corpus (last three rows in Table 4). We
notice that the interpretation of the agreement raised to substantial for both rounds.
After filtering the annotators, we notice that the minimum agreement (the last row in
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Table 4) of the second round is relatively high compared to the first round which shows
that the annotators tends to have the same understanding of the task in the second anno-
tation round more than the first round.

Table 4. The pairwise agreement between annotators using Cohen’s κ coefficient.

Description Cohen’s κ Round 1 Round 2

Considering whole set of annotation Avg. pairwise 0.519±0.279 0.450 ± 0.143

Maximum 1.000 0.754

Minimum 0.013 0.058

Removing low quality annotations Avg. pairwise 0.768±0.258 0.605 ± 0.095

Maximum 1.000 0.754

Minimum 0.090 0.419

5.2 AZ Identification

We looked at the usefulness of the collected annotated corpus in addressing the AZ
identification task (recall Sect. 4). To construct the training corpus from collected anno-
tated sentences, we label the sentences by considering the majority voting of papers
assigned by multiple annotators, where we broke ties randomly, and the ground truth
annotations for the single papers in both rounds. We trained several AZ-Bert models
using different combination of training corpora, as shown in Sect. 4 and Table 2. For
the expansion and creation of standalone corpus, we experiment per annotation round
and merging corpora from both rounds. To filter out the low quality annotations, we
consider the average F-measure (Table 3) as a threshold for the annotation performance
where we removed all instances of annotations for annotators with performance less
than the threshold to build the final filtered corpus.

Table 5 shows the performance of the AZ-Bert models trained using different cor-
pora on the CL test set used by Accuosto et al. [1] in terms of Precision, Recall and
F-measure. To assure that the results are not random, we repeat each experiment four
times and we report for the average performance and the standard deviation. In the
following, we discuss the results of each of the Expansion and Standalone experiments.

Expansion Experiments: We notice that the models trained by expanding SciArgCL
with R2 and FR2 (bolded values in Table 5) achieves higher performance than the base-
line and the best performance is achieved after filtering for low quality annotations (i.e.
the row SciArgCL + FR2). We measure the significance F-measure improvement of the
model trained using SciArgCL + FR2 over the one using SciArgCL using a t-test, we
got p value = 0.049 which we interpret as statistical significant change. On the other
hand, expanding SciArgCL with data collected from the first annotation round (i.e. R1
and FR1) does not help in improving the AZ-Bert performance, where the baseline is
statistically significantly higher in performance. This result matches with the annota-
tion performance results (see Table 3) where the annotation performance of the second



142 A. El-Ebshihy et al.

Table 5. Performance of repeated experiments (mean±std) of the AZ-BERT models trained on
different corpus on the CL test set from [1].

Experiment Type Training data Results

Precision Recall F-measure

Baseline SciArgCL 0.686±0.016 0.684±0.008 0.683±0.013

Expansion SciArgCL + R1 0.622±0.043 0.609±0.040 0.614±0.041

SciArgCL + R2 0.692±0.028 0.677±0.037 0.682±0.030

SciArgCL + R1 + R2 0.613±0.042 0.602±0.038 0.607±0.040

SciArgCL + FR1 0.632±0.021 0.628±0.013 0.629±0.017

SciArgCL + FR2 0.715±0.028 0.720±0.037 0.716±0.030

SciArgCL + FR1 + FR2 0.645±0.042 0.630±0.038 0.636±0.040

Standalone FR1 0.628±0.008 0.564±0.015 0.589±0.010

FR2 0.581±0.056 0.570±0.021 0.568±0.024

FR1 + FR2 0.639±0.005 0.585±0.007 0.610±0.006

annotation round is better than that of the first. When the annotation instructions were
carefully clarified for the students, the annotators performance increased and it helps in
an overall improvement of the AZ identification task. This verifies also the usefulness
of collecting annotated corpus using our AZ annotation platform, when the annotation
quality is high, to extent corpus for AZ identification.

Standalone Experiments: with these experiments, we aim to study the usefulness of
the annotation platform to construct a standalone AZ corpus using collected annota-
tions. We chose to train AZ-Bert models with the filtered corpus (i.e. FR1 and FR2)
only and ignore the whole set based on the Expansion experiments results. As shown
in Table 5, the performance of the AZ-Bert model built using the standalone cor-
pus is significantly less than the baseline which is verified by a t-test which gives a
p value < 0.05 when we measure the significance of the high value of the base-
line F-measure with respect to the models trained using the standalone corpus. The
performance of the AZ-Bert model of trained with FR1+FR2 achieves higher perfor-
mance than that from each round alone (i.e. FR1 alone and FR2 alone) with significant
F-measure improvement (p value = 0.005). This result shows that increasing col-
lected corpus with more annotated data helps in the AZ-Bert model improvement. It is
expected that results from the collected annotation would not improve over the base-
line, but we assume that this result accepted given that: (1) the annotations are done in
a semi-automatic way which reduces the effort and the time for the annotation process,
(2) they are done by students compared to expert annotators who build the SciArgCL
corpus [1], (3) the number of collected annotated articles are fewer compared to the
base line (56 articles vs. 225 articles), and (4) the tool helps to collect annotation on
paper level with less effort, by suggesting automatic annotations, if it is compared to do
annotation on abstract level [1].
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6 Conclusion and Future Work

With the aim to solve the problem of creating benchmark data for Argumentative Zon-
ing (AZ) identification, we proposed in a previous work an AZ annotation platform that
helps user to annotate given PDF scientific articles with a simplified AZ schema of four
zones: Claim, Method, Result, and Conclusion. In this paper, we present our work on the
design and execution of an annotation experiment to collect sentences from scientific
articles labeled with AZ categories, using the platform. The experiment consisted of two
annotation rounds, online and onsite, with bachelor and master students from Telkom
University. The aim of the annotation experiment was to collect AZ annotated corpus
where we evaluated the students annotation performance using ground truth annota-
tion and using the agreement between annotators to analyse the students understanding
of the task. We utilize the collected annotations to train AZ-Bert models using differ-
ent training corpora and compare the performance of the trained models with an AZ-
Bert model trained on a baseline corpus (SciArgCL). We experiment with two settings:
expanding the SciArgCL corpus with collected annotations and using the annotations
as a stand alone training corpora. Though only one model achieved better performance
over the baseline, we consider that the performance is accepted given that the platform
helped to reduce the cost of the annotation process and creating AZ corpus in terms of
time and effort and without need of domain experts.

As future work, we plan to use the platform to create benchmark data set which
helps for scientific articles summarisation. By its original design, the platform generates
two types of article summaries at the end of the annotation process; one is based on
improving a previous work [7] and the other using the users annotations. We collected
feedback for the generated summaries using pre and post-questionnaires during the
annotation rounds described in this paper. We are planning to use the collected feedback
to refine the summarisation pipeline as a step to build informative summaries [15] for
scientific articles using the argumentative zones. In addition, we plan to analyse the
potential of the tool to create AZ corpora for domains other than the Computational
Linguistics domain.
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